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PREFACE

The core of transportation decision making is the evalua-
tion of transportation projects and programs in the context
of available funding. For this reason, the principles and
procedures of project evaluation and programming are
of interest to transportation engineers and planners, poli-
cymakers and legislators, transportation agency adminis-
trators, facility managers and service providers, environ-
mental groups, and the general public. This is a critical
issue for governments everywhere. Each year, several tril-
lions of dollars are invested worldwide in transportation
facilities with a view to enhancing transportation system
mobility, security, and safety, and to spurring economic
development while minimizing environmental and other
adverse impacts. In most countries, the sheer size of exist-
ing transportation assets and investment levels, coupled
with the multiplicity of transportation system impacts and
stakeholders, necessitates a comprehensive, yet integrated
and consistent approach to evaluating such impacts.

The authors’ intention is to fill the need for a single
source of information to cover all key areas of trans-
portation system evaluation. This was done partly by
synthesizing information available in various evaluation
reports, primers, syntheses, and manuals to form a sin-
gle comprehensive text that provides a holistic approach
to decision making in transportation project development
and programming. Recognizing the evolution of trends in
transportation-related areas and new research findings, this
book seeks to provide transportation academics and prac-
titioners with a solid set of methodologies for evaluating
transportation alternatives on the basis of a comprehensive
range of impact types.

This text is the outcome of more than 50 combined
years of close contact with the subject through teaching,
research, training of agency personnel, and consulting.
The first author began his career in the late 1960s just

as the issues of environment, sustainability, and quality
of life were emerging in the national consciousness. The
second author, a 21st-century professional, encounters the
field in its current mature form.

It is hoped that this book will be useful for college
instructors and students in the areas of transportation
engineering, planning, management, policy analysis, and
related courses. In addition, consultants and other private
organizations involved in transportation project develop-
ment and evaluation, public entities such as state and local
(city and county) departments of transportation, regional
planning agencies, and metropolitan planning organiza-
tions will find the book useful. Furthermore, the text
serves as a helpful reference guide that can be employed
by domestic and international development agencies in
assessing and evaluating transportation projects.

The first didactic strategy adopted is one of subject
modularity combined with logical transition as the user
navigates through the entire book. Chapters 1 to 4 present
introductory material to transportation systems evaluation:
namely, the chain of the decision-making process at a typ-
ical agency, performance measures for evaluation, travel
demand estimation, and costing for transportation projects.
Chapters 5 to 8 are devoted to the tangible impacts of
transportation—travel time, safety, and vehicle operat-
ing cost, and how these priceable impacts are combined
for use in economic efficiency evaluation. In Chapters 9
to 17 we discuss the developmental and environmental
impacts of transportation and therefore address issues such
as business attractions, air quality, noise, ecology, water
resources aesthetics, energy, land use, and social aspects.
To demonstrate how these performance measures all fit
together, we present, in Chapter 18, approaches for mul-
ticriteria evaluation in making decisions. In Chapter 19
we discuss how agencies can manage their information
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properly for the enhancement of decision making, and in
Chapter 20 discuss the techniques for programming trans-
portation investments in the long term with a view to
achieving systemwide goals.

The second didactic strategy is the use of a com-
mon presentation format for every chapter. Each chapter
begins with definitions, descriptions, and discussions of
basic concepts. The authors then explain how such con-
structs are used to develop a step-by-step methodology
for assessing and interpreting the impacts, and present
available tools and software for evaluation. Finally, back-
ground legislation and recommended mitigation measures
are discussed. At the end of each chapter is a list of
references to available information in print or electronic
media. Recognizing that only a limited amount of impact
assessment information can be included, a set of useful
resources is also provided. These include URL addresses
to several Internet resources, including international and
domestic agencies, transportation centers, and research
institutions. Also, the authors maintain a Web page for
this book at http://bridge.ecn.purdue.edu/~srg/book/. Peri-
odically, updated or additional material, data for analysis,
work examples, and so on, are added to the site for the
benefit of the reader.

A book of this scope could not be undertaken with-
out the generous assistance of knowledgeable friends
and colleagues who graciously contributed their time in
reviewing various chapters and making helpful sugges-
tions. We extend our gratitude to Edward A. Beimborn of
University of Wisconsin-Milwaukee; Arun Chatterjee of
University of Tennessee; Louis F. Cohn of University of
Louisville; Asif Faiz of the World Bank; Tien Fang Fwa of
National University of Singapore; David J. Forkenbrock of

University of Iowa; Robert Gorman of Federal Highway
Administration; Chris T. Hendrickson of Carnegie Mellon
University; Joseph E. Hummer of North Carolina State
University; David Jukins of Capital District Transporta-
tion Committee, Albany, New York; Matthew Karlaftis of
National Technical University—Athens; Patrick McCarthy
of Georgia Institute of Technology; Lance A. Neumann of
Cambridge Systematics; Mitsuru Saito of Brigham Young
University; Edward C. Sullivan of California Polytech-
nic State University; John Weaver of Indiana Department
of Transportation; James Bethel, Jon. D. Fricker, Rao S.
Govindraju, Robert Jacko, Fred L. Mannering, Thomas
Morin, Loring Nies, and Andrew P. Tarko of Purdue Uni-
versity. We gratefully acknowledge the indispensable help
of the following students in preparing various portions
of this text: Abhishek Bhargava, Adeline Akyeampong,
Konstantina Gkritza, Siew Hwee Kong, Issa Mahmodi,
Jung Eun Oh, and Vandana Patidar. The assistance of the
following students is also deeply appreciated: Panagiotis
Anastasopoulos, Muhammad Bilal, Phyllis Chen, Michael
Inerowitz, Muhammad Irfan, Menna Noureldin, Adadewa
Okutu, Lakwinder Singh, and Ahmad Soliman. We are
also grateful to Karen Hatke, Dorothy Miller, and Rita
Adom for their immense assistance. The preparation of
the book was partially supported by the endowment from
Edgar B. and Hedwig M. Olson. The book could not be
completed without gentle pressure from James Harper and
Bob Hilbert of John Wiley & Sons. Finally, we are thank-
ful to our families for their patience and support.

Kumares C. Sinha
Samuel Labi
West Lafayette, Indiana



CHAPTER 1

Introductory Concepts in
Transportation Decision Making

The beginning is the most important part of the work.
—Plato (427-347 B.C.)

INTRODUCTION

The transportation system in many countries often consti-
tutes the largest public-sector investment. The economic
vitality and global competitiveness of a region or country
are influenced by the quantity and quality of its transporta-
tion infrastructure because such facilities provide mobil-
ity and accessibility for people, goods, and services, and
thereby play an important role in the economic production
process. The new millennium is characterized by contin-
ued growth in commercial and personal travel demand,
and transportation agencies and providers strive to keep
their assets in acceptable condition so as to offer desirable
levels of service in the most cost-effective manner and
within available resources. Consistent with such efforts is
the need for best-practices evaluation and monitoring of
the expected impacts of alternative investment decisions,
policies, and other stimuli on the operations of existing
or planned transportation systems and their environments.
Such impacts may involve economics (such as quanti-
fied benefits and costs); economic development (such as
job increases); environmental or ecological impacts (such
as air, water, or noise pollution, community effects, and
land-use shifts); and technical impacts (such as changes
in facility condition, vulnerability and longevity, network
mobility and accessibility, and facility and user safety and
security). Methodologies for assessing such impacts gen-
erally depend on the types of impacts under investigation,
the scope, and the project type and size; and a vari-
ety of disciplines typically are involved, including oper-
ations research, engineering, environmental science, and
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economics. It is important to view the evaluation of trans-
portation projects and programs from a broad perspective,
at both the project and network levels, that generally
comprises overall system planning, project development,
multiyear programming, budgeting, and financing. Fur-
thermore, due cognizance should be taken of emerging
or continuing trends in the transportation sector, as such
trends often necessitate review of the traditional port-
folio of impact types and scopes. In this chapter, we
discuss the various phases involved in a typical transporta-
tion development process, and the importance of evalua-
tion particularly at project development and programming
phases.

1.1 OVERALL TRANSPORTATION PROGRAM
DEVELOPMENT

In its most complex form, the development of a transporta-
tion program may involve an entire network of various
facility types spanning multiple modes. In its simplest
form, it may comprise a single project at a specified
location. Regardless of its scope, the entire sequence
of transportation development generally comprises the
phases of network-level planning, development of indi-
vidual projects, programming, budgeting, and financing
(Figure 1.1). This sequence may have variations, depend-
ing on the existing practices of the implementing country,
state, or agency.

1.1.1 Network-Level Planning

Network-level planning involves an estimation of travel
demand for a general network-wide system on the basis of
past trends and major shifts in the socioeconomic environ-
ment. In the United States, the transportation planning pro-
cess comprises metropolitan and state-level planning, each
of which is required to have short- and long-term trans-
portation improvement programs (TIP). Various aspects
of network-level systems planning include environmen-
tal inventories as well as inputs from the management
systems for pavements, bridges, public transportation,
intermodal facilities, safety, and congestion. These man-
agement systems help identify the candidate projects for
improvements in facility condition, safety enhancement,
and congestion mitigation. Transportation plans include
long-range capital (e.g., new construction, added lanes)
plans and a set of strategies for preservation and effective
operations of all facilities on the network. A transportation
plan is typically accompanied by a financial plan that not
only involves the cash flows associated with needed phys-
ical improvements but also validates the feasibility of the
transportation plan. Certain large MPOs are also required
to develop a strategy for long-range congestion mitigation

1
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Figure 1.1 Phases of overall transportation development process.

and air quality management. Network-level systems plan-
ning is a continuous process that consists of:

« Inventory of current transportation facilities and use
(travel)

o Analysis and forecast of population, employment,
land use, travel data, and facility needs

o Establishing and evaluating alternatives for future
facility physical components or policies

The evaluation step of network-level planning includes
an assessment of conformity of the developed plan with
other existing transportation improvement plans of the
agency. At this phase, the major players are the federal,
state, and regional agencies, as well as local governments
and citizen groups. Special-interest groups also become
involved through townhall meetings, public hearings, and
other forums. Network-level planning yields a collection
of selected projects that takes due cognizance of network-
level needs. Relevant issues to be considered include the
expected impacts of the network-level plan on existing
land-use patterns, cooperation between various agencies,
and a clear definition of the need for the proposed
system. Legislation that needs to be considered at this
step is related to issues such as air quality and energy
conservation.

1.1.2 Project Development

This process is applied to each candidate project identi-
fied in the network, identification being through the long-
range plan or through the various management systems.
For each candidate, project development involves design,
construction, management, operation, and postimplemen-
tation evaluation. At certain agencies, project development
includes, as a first step, a project-level plan that is essen-
tially a review of an existing overall transportation system
plan for a region or network that includes the project cor-
ridor or area. In Section 1.2, we discuss the transportation
project development phase in the context of an overall
transportation program development process.

1.1.3 Programming

Programming involves the formulation of a schedule
that specifies what activity to carry out and when. This

is typically accomplished using tools such as ranking,
prioritization, and optimization; the goal typically is to
select the project types, locations, and timings such that
some network-level utility is maximized within a given
budget. Such utility, in the context of safety management,
for example, could be a systemwide reduction in travel
fatal crashes per dollar of safety investment. In the
context of congestion management, the utility could be
a systemwide reduction in travel delay per dollar of
congestion mitigation investment; and in the context of
bridge or pavement management, the utility could be
a systemwide increase in facility condition, security, or
longevity per dollar of facility preservation investment.

1.1.4 Budgeting

Although budgeting and programming are intertwined,
programming yields a mix of projects to be undertaken
during a given period, typically one to four years. Thus,
setting the investment needs and budgeting involves a
reconciliation of what work is needed and what resources
will be available.

1.1.5 Financial Planning

An increasingly important aspect of transportation pro-
gram development is financial planning. A financial plan
or program is a specification of cash flows into (and in
some cases, out of) a transportation facility over its entire
period of implementation and operation, or part thereof.
This step follows logically from the development of a
program budget.

1.2 THE PROCESS OF TRANSPORTATION
PROJECT DEVELOPMENT

A transportation project development process (PDP) can
be defined as the sequence of activities related to the plan-
ning, design, construction, management, operation, and
evaluation of a single transportation facility (Mickelson,
1998). PDP is a project-level endeavor that takes its input
from an overall network-level transportation plan.

The process for developing transportation projects
varies from agency to agency, due to differences in
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local requirements and conditions. The project develop-
ment process is complex and resource intensive because
it involves consideration of sensitive social, economic,
environmental, cultural, and public policy issues. How-
ever, the overall PDP effort can be greatly facilitated
by adopting good practices. The PDP often involves all
levels of government: national, state (or provincial), and
local. As illustrated in Figure 1.2, a PDP comprises sev-
eral steps: a review of the network-level plan, particularly
how it relates to the project in question, location plan-
ning and site selection, engineering design, construction,
operations, and preservation. The tools for transportation
systems evaluation are applicable at each of the PDP steps
which are discussed briefly below.

1.2.1 PDP Steps

(a) Review of the Overall Network-Level Plan with Focus
on the Project Area Overall network-level planning can
be considered implicitly as an initial step of the PDP and
is a continuous process. Even when a project involves
only a single mode, its planning must be carried out in a
multimodal context. Multimodal transportation planning
defines transportation demand and supply problems for
an integrated network that comprises all available modes,
selecting alternative actions to mitigate any problems
identified, evaluating such actions on the basis of their
costs and effectiveness, and selecting the action that
best satisfies technical, economic, and environmental
considerations and meets community goals.

(b) Project Identification and Scoping This phase in-
volves an individual portion (corridor, link, or node)

of a network-level plan, includes location planning, and
typically takes three to five years, depending on the project
complexity. In general, the following steps are involved:

. Evaluation of existing modal facilities and further
study of the need and purpose of the proposed
improvement

. Collection and analysis of social, economic, and

environmental data

Definition of alternative project corridors, links, or

nodes

Informal public meetings

Draft environmental impact report

Location public hearings

Final report and environmental impact statement

approval

Location approval

Nk

The project identification step includes the most
sensitive aspects of a PDP. The heightened emphasis
on the social, economic, and environmental impacts
necessitates a comprehensive and objective approach to
the collection and analysis of data relating to such impacts.
Federal laws and regulations that need to be considered
at this step concern ecology, natural resource (i.e., land,
water, energy, etc.) conservation, air pollution, historic
facility preservation, archeological resources, civil rights,
property relocation and acquisition, and other factors. As
a result, the influence of special-interest groups such as
the Sierra Club, the Environmental Defense Fund, and
the Center for Law in the Public Interest could be most
visible at the project development step. Although the
involvement of special-interest groups typically leads to
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increased project development time and cost, particularly
for controversial projects, it should nevertheless be carried
out. Another federal requirement at this step is the
major investment study (MIS) for the proposed project
corridor or surrounding subarea, especially when the
project has a high cost estimate or is expected to have
significant adverse impacts. The United States Department
of Transportation (USDOT) (1994) provides details on
the various issues that should be addressed by an MIS.
Coordination among various state and local agencies is
critical at the project identification and scoping phase.

(c) Mitigation This involves refinement of the project
development plans and is carried out after approval of
the location design. Such refinement is often necessary to
reduce adverse impacts that are identified through public
involvement and other means.

(d) Right-of-Way Issues Activities at this stage include
land surveys, development of right-of-way plans, acqui-
sition, compensation, or relocation of affected prop-
erty. The Uniform Relocation Assistance and Real Prop-
erty Acquisition Policies Act (1970) establishes proce-
dures that must be followed when there is a need to
acquire property falling within the right-of-way of fed-
eral funded highway or transit projects. The legislation
seeks to ensure equitable and fair compensation to affected
persons.

(e) Facility Design (Including Preparation of Contract
Documents) This step involves preparation of detailed
construction plans and drawings, technical and general
specifications, and a schedule of quantities. In many cases,
the design step of (PDP) also includes an invitation to bid,
bid evaluation and selection, and preparation of contract
award documents. This step may take two to five years,
depending on project type and size, and typically includes:

o Engineering design
o Engineering design studies and review
e Public hearings on design
« Final design
o Approval of final design
e Development or refinement of detailed plans and
specifications
¢ Project cost estimation
o Contract administration
¢ Preparation of contract documents and invitation to
bid
o Evaluation of submitted bids and selection of best
bidder
¢ Contract award

INTRODUCTORY CONCEPTS IN TRANSPORTATION DECISION MAKING

At this step, the federal laws that need to be consid-
ered concern ecology, resource conservation (e.g., land,
water, energy), and air pollution. Other federal require-
ments that need to be considered at the design step relate
to design standards, policies, and specifications. For high-
way projects for instance, the Federal Highway Admin-
istration has established design standards, policies, and
specifications based on American Association of State
Highway and Transportation Officials (AASHTO) work
to address highway-related issues such as pavement and
geometrics (AASHTO, 1993; 2004), asset management
and preservation (AASHTO, 2003), and traffic monitor-
ing (AASHTO, 1990), among others. At the design step,
relevant areas for evaluation include alternatives on mate-
rial type (such as asphalt vs. concrete) and identification
of optimal facility preservation practices over the life of a
facility. Life-cycle costing, which can help identify opti-
mal designs, is now a standard feature during the evalua-
tion of design alternatives. Also, the need to consider the
tort consequences of transportation design and operations
is deservedly gaining increased attention (Cooley, 1996).
Evaluation concerns in contract administration include
alternative contractual practices (such as warranties Vvs.
traditional contracts).

(f) Facility Construction Sometimes referred to as
project implementation, the actual construction of a project
may take two to five years. Depending on the type of con-
tract, the transportation agency shoulders varying degrees
of supervisory and quality control responsibilities. An
example of the evaluation of transportation construction
alternatives can involve the estimation of the costs and
benefits of total highway closure vis-a-vis partial closure
during facility reconstruction (Nam et al., 1999).

(g) Facility Operation The use of a facility is associated
with a significant number of impacts on the ecology,
agency resources, noise, and air pollution, among others.
Evaluation of alternative operational policies can be
used to identify best practices that would yield minimal
cost and maximum benefits in terms of environmental
degradation, mobility, safety, accessibility, and agency
resources. Examples include studies that have evaluated
the overall impacts of stimuli such as changes in
rail operating policies, post-9/11 changes in air and
transit security measures, changes in highway speed
limits, implementation of truck-only highway lanes,
and so on.

(h) Facility Preservation After a project is constructed,
it needs continuous rehabilitation and maintenance. Life-
cycle cost analysis may be used to determine the most



cost-effective schedule of rehabilitation and preventive
maintenance treatments over the project’s remaining
life (Colucci-Rios and Sinha, 1985; Markow and Balta,
1985; Murakami and Turnquist, 1985; Tsunokawa and
Schofer, 1994; Li and Madanat, 2002; Lamptey, 2004), or
to determine the optimal funding levels to be set aside for
preventive maintenance activities within periods of reha-
bilitation (Labi and Sinha, 2005). Also, it may be required
to identify, at a given time, the most cost-effective prac-
tices, including treatment type (such as microsurfacing vs.
thin asphaltic overlay), material type (such as bitumen vs.
crumb rubber for crack sealing), work source (such as
contractual vs. in-house), or work procedure.

1.2.2 Federal Legislation That Affects Transportation
Decision Making

Figure 1.3 presents a time line of the historical devel-
opments in federal legislation related to transportation
planning and programming. In what constituted the first
formal recognition of the need to consider the conse-
quences of transportation development and public input in
transportation decisions, the Federal Highway Act of 1962
established the continuous, comprehensive, and coopera-
tive (3C) planning process for metropolitan areas.

Prior to the 1960s, probably the only federal legisla-
tive actions that affected PDPs (informal at the time)
were the Rivers and Harbor Act of 1899 and the Fish
and Wildlife Coordination Act of 1934. The 1960s were
characterized by increased concern for the environmen-
tal impacts of human activity. In that decade, the PDP
became formalized and the Land and Water Conserva-
tion Act and Wilderness Act were passed. The Historic
Preservation Act in 1966 mandated that transportation
agencies evaluate the impacts of their decisions on historic
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resources, publicly owned recreational facilities, wildlife
refuges, and sites of historic importance. In 1969, the
National Environmental Policy Act (NEPA) was passed
and has since had a profound impact on transportation
decision making. NEPA established a national environ-
mental policy geared at promoting environmentally sound
and sustainable transportation decisions. The type and
scale of environmental studies required for each project
depend on the certainty and expected degree of impact.
For projects expected to have a significant impact, an envi-
ronmental impact statement (EIS) is required. Categorical
exclusion (CE) reports are prepared for projects that do
not have any significant impact on the human and natural
environment. Environmental assessment (EA) and finding
of no significant impact (FONSI) reports or statements
are prepared for projects where the scale of environmen-
tal impact is uncertain. If an EA suggests that there could
be a significant impact, an EIS is prepared. Otherwise, a
FONSI is prepared as a separate document.

In the 1970s, important legislation that affected the
PDP included the Clean Air Act of 1970, the Endangered
Species Act of 1973, and the Resource Conservation and
Recovery Act of 1976. Also, in the wake of the 1973 oil
crisis, energy conservation became a major criterion in the
evaluation of transportation decisions. The 1970 Uniform
Relocation Assistance and Real Property Acquisition
Policies Act made available a set of procedures for
compensation to owners of properties physically affected
by transportation projects and required that for any new
transportation facility in a metropolitan area, several
alternatives involving TSM strategies be developed.

PDP-related legislation in the following decade seemed
to focus primarily on funding issues but contained
clauses that reinforced the importance of evaluating

Up to 1969 1970s 1980s After 1990

Rivers and Harbors Act, 1899
Fish and Wildlife Coordination Act
Federal-Aid Highway Act of 1950
Federal Aid Highway Act of 1956
Federal Aid Highway Act of 1962
Urban Mass Transportation Act
National Historic Preservation Act
National Environmental Policy Act
Land and Water Conservation Act
Wilderness Act

Civil Rights Act

Uniform Relocation Assistance and
Real Property Acquisition Policies Act

Environmental Quality Improvement Act

Clean Air Act

Federal Water Pollution Control Act/Clean
Water Act

Resource Conservation and Recovery Act

Wild and Scenic River Act

Marine Protection Research and
Sanctuaries Act

Coastal Zone Management Act

Endangered Species Act

Archeological Resources Protection Act

Coastal Barrier Resources Act

Comprehensive Environmental
Response, Compensation and
Liability Act

Farmland Protection Policy Act
Safe Drinking Water Act

Surface Transportation and
Uniform Relocation Assistance
Act of 1987

Intermodal Surface
Transportation Efficiency Act

Americans with Disabilities Act

National Highway Systems Act

Transportation Equity Act of the
218 Century

Safe, Accountable, Flexible,
Efficient Transportation Equity
Act - A Legacy for Users

Figure 1.3 Historical developments in federal legislation related to the transportation project
development process.
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the environmental impact of transportation decisions.
Furthermore, the 1980s legislation appeared to give much
importance to accessibility criteria, as a dominant share
of the funding went to complete metropolitan connections
to the interstate highway system.

The Intermodal Surface Transportation Efficiency Act
(ISTEA) of 1991 had a significant impact on trans-
portation decision making. It provided a foundation for
subsequent establishment of the national highway sys-
tem (NHS) and spawned several programs that empha-
sized aesthetics, mobility, and air quality impacts, such
as the Scenic Byways Program and the Congestion Mit-
igation and Air Quality Program. Also, ISTEA brought
about changes in the processes of planning, program-
ming, coordination, and public involvement. It man-
dated the inclusion of management system outputs (this
requirement was subsequently removed but is neverthe-
less being pursued by individual states) and made the
entire PDP process more flexible and open to innova-
tion (Mickelson, 1998). From the perspective of acces-
sibility impacts, the NHS Act of 1995 helped to enhance
linkages between intermodal facilities. Other legislation
in the 1990s, such as the Americans with Disabilities Act,
focused on the socioeconomic impacts of transportation
projects or renewed the emphasis on water and air quality
impacts.

The Transportation Efficiency Act of the 21st Century
(TEA-21), passed in 2001, required state highway agen-
cies to streamline the environmental clearance process in
order to expedite project development. A key difference
of TEA-21 from its predecessors is its consolidation of
16 previous planning factors into seven broad imperatives
for inclusion in the planning process:

1. Support the economic vitality of the metropolitan
area, especially by enabling global competitiveness,
productivity, and efficiency

2. Increase the safety and security of the transportation
system for motorized and nonmotorized users

3. Increase the accessibility and mobility options
available to people and for freight

4. Protect and enhance the environment, promote
energy conservation, and improve the quality of life

5. Enhance the integration and connectivity of the
transportation system, across and between modes,
for people and freight

6. Promote efficient system management and operation

7. Emphasize the preservation of the existing trans-
portation system

The Safe, Accountable, Flexible, Efficient Transporta-
tion Equity Act—A Legacy for Users (SAFETEA-LU)

INTRODUCTORY CONCEPTS IN TRANSPORTATION DECISION MAKING

of 2005 includes provisions for environmental steward-
ship and incorporates changes aimed at improving and
streamlining the environmental clearance process for high-
way transit and multimodal transportation projects. Also
included is an appropriate mechanism for integrating
air quality and transportation planning requirements to
facilitate the transportation project development process.
In addition, SAFETEA-LU establishes highway safety
improvement as a core program tied to strategic safety
planning and performance. Fundamental in SAFETEA-
LU are provisions aimed at reducing congestion, which
will in turn save time and fuel, decrease vehicle emis-
sions, lower transportation costs, allow more predictable
and consistent travel times, and provide safer high-
ways.

1.3 IMPACTS OF TRANSPORTATION SYSTEM
STIMULI

1.3.1 Types of Transportation Stimuli

Synonymous with the words change and intervention, a
stimulus may be defined as “an agent that directly influ-
ences the operation of a system or part thereof” and may
be due to deliberate physical or policy intervention by
an agency or to the external environment (Figure 1.4).
External stimuli may be natural or human-made. Natural
stimuli include severe weather events and earthquakes;
human-made stimuli include facility overloads, interven-
tions (facility repair by the owner or agency), and dis-
ruptions (terrorist attacks). Also, in the context of trans-
portation decision making, stimuli may be categorized as
physical stimuli (change in the physical structure) and reg-
ulatory stimuli (institutional policy or regulation of trans-
portation infrastructure use). An example of a change in
physical structure is the construction of a new road or the

Stimuli

SN

Internal (Agency)  External Environment

NN

Physical Policy Natural Man-Made
Interventions ~ Changes Events Actions
- Weather - Changing Usage (Demand)
- Earthquakes - Vandalism
- Wind - Terrorist Attacks
- Etc. - Common Crime
- Etc.

Figure 1.4 Classification of transportation stimuli.



addition of new lanes. Examples of institutional policy and
regulation are speed limit and seat belt laws, respectively.

1.3.2 Impact Categories and Types

Identification of the various types and levels of impacts
arising from a stimulus is a key aspect of transportation
system evaluation and decision making. Given the multi-
plicity of stakeholders in transportation decision making,
it is vital that all possible impact types be duly considered.
Therefore, the various categories and types of impacts
expected to occur in response to transportation system
changes need to be identified prior to detailed analyses
of the impacts. For example, the construction of a new
transit line may affect (1) travelers (by decreasing their
travel time), (2) the transit agency (by introducing a need
for the agency to maintain the system after it has been
constructed), (3) persons living near the transit line (by
creating a noise pollution source), and (4) travelers on
the network (by offering them new travel choices, and
possibly changing their origin—destination patterns). In
Table 1.1 and the sections that follow, we present briefly
various categories and types of impacts of transportation
system stimuli.

(a) Technical Impacts These impacts typically constitute
the primary motive for undertaking improvements in
a transportation system. The secondary (but no less
important) impacts are the consequences or side effects
of the stimulus. Technical impacts are described below.

Facility Condition: An improvement in the condition
of a facility leads to a host of impacts, such as increased
service life, reduction in vehicle operating costs, and
decreased vulnerability to natural or human-made threats.
There are established standards of facility characteristics
and conditions that must be met, failing which a facility
owner may suffer increased operational or safety liability
risks.

Vehicle Operating Costs: In the course of using
transportation facilities, vehicles consume fuel, lubricants,
and other fluids; “soft” replacements such as wiper blades
and tires; “hard” replacements such as alternators and
batteries; and experience general vehicle depreciation due
to accumulated weather and usage effects. VOCs are
categorized as running costs (whose values are typically
a function of vehicle speed) and nonrunning costs (whose
values are largely independent of speed). In a network-
level estimation of VOCs, it is important to recognize
that networks having only new and small vehicles (on one
extreme) would incur far lower average vehicle operating
costs than would a network having only old and large
trucks (on the other extreme). As such, the changing
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Table 1.1 Impact Categories and Types

Categories

of Impact Impact Types

“Technical” Facility condition

Travel time

Vehicle operating cost

Accessibility, mobility, and
congestion

Safety

Intermodal movement efficiency

Land-use patterns (including
urbanization)

Risk and vulnerability

Air quality

Water resources

Noise

Wetlands and ecology

Aesthetics

Initial costs

Life-cycle costs and benefits

Benefit—cost ratio

Net present value

Employment

Number of business establishments

Gross domestic product

Regional economy

International trade

Legal Tort liability exposure

Sociocultural Quality of life

Environmental

Economic

efficiency

Economic
development

composition of the network-level vehicle fleets, as well
as the relationship between running cost and age (for
each vehicle class), are important (Heggie, 1972). The
changing fleet composition is best tracked using cohort
analysis (Mannering and Sinha, 1980).

Travel-Time Impacts: For a given project, the travel-
time impact is the product of the reduction in travel time
(in vehicle-hours) and the value of travel time per unit
vehicle and per unit hour. If vehicle occupancies are
known, the analysis can be done in terms of persons rather
than vehicles.

Accessibility, Mobility, and Congestion: For already
developed transportation networks, a desired impact of sys-
tem improvements [e.g., lane additions, high-occupancy-
vehicle (HOV) and bus rapid transit (BRT) facilities, intel-
ligent transportation system (ITS) implementation, ramp
metering, signal timing revisions] may be the mitiga-
tion of traffic congestion. On the other hand, in rural
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areas of developing countries, system improvement may be
expected to provide accessibility to markets, health centers,
agricultural extension facilities, and so on. In both cases,
system improvements can lead to enhanced mobility of
people, goods, and services.

Safety: Increased transportation system safety is typi-
cally due to diverse safety enhancement efforts including
physical changes to a system and institutional changes
such as educating the facility users and enforcing the oper-
ating laws and regulations. Safety enhancement may be
due to direct implementation of such changes to address
safety concerns (e.g., guardrail construction) or may be a
secondary benefit of a larger project scope (e.g., pave-
ment resurfacing, which enhances safety by improving
skid resistance in addition to its primary objective of
increasing pavement strength and service life).

Intermodalism: Physical or institutional changes in
a transportation system can have profound effects on
the efficiency or effectiveness of the overall intermodal
transportation network in a region. For example, provision
of additional links for a mode, or imposing or relaxing
restrictions on the types and quantities of loads, can
profoundly change the overall economics of freight
delivery.

Land-Use Patterns: It is well known that changes in a
transportation system cause shifts in land-use patterns, and
vice versa. For example, highway construction and transit
line extensions have been linked to changes in the extent
and distribution of residential, commercial, and industrial
developments.

Risk and Vulnerability: Recent world events have
led to increased awareness of the need to assess the
risk and vulnerability of existing transportation facilities
or changes thereto. Thus, there are increasing calls
to evaluate the impacts of system improvement (or
deterioration) based not only on traditional impact criteria
but also on the vulnerability of the facility to failure in
the event of human-made or natural disasters.

(b) Environmental Impacts

Air Quality: Transportation-related legislation passed
over the past three decades has consistently emphasized
the need to consider air quality as a criterion in the
evaluation of transportation systems.

Water Resources: Construction and operations of a
transportation system can cause a significant reduction in
both the quantity and quality of water resources, and it is
often necessary to evaluate the extent of this impact prior

and subsequent to project implementation. Construction
or expansion of airport runway and highway pavements
and other surface transportation facilities lead to reduc-
tion in the permeable land cover, reduced percolation of
surface water, and consequent reduced recharge of under-
ground aquifers. Surface runoff from such facilities often
results in increased soil erosion, flooding, and degraded
water quality.

Noise: The noise associated with transportation system
construction and operation has been linked to health
problems, especially in urban areas, and often merits
analysis at the stages of preimplementation (i.e., the
planning stage) and postimplementation evaluation and
monitoring.

Ecology: The construction and operation of transporta-
tion facilities may lead to the destruction of flora and fauna
and their habitat, such as wetlands. For a comprehensive
evaluation of ecological impacts, a basic knowledge of
ecological science, at a minimum, is needed.

Aesthetics: Transportation projects typically have a
profound visual impact on the surrounding built or natural
environment. Such impacts may be in the form of a
good or bad blend with the surrounding environment, or
obscuring an aesthetically pleasant natural or human-made
feature.

(c) Project Economic Efficiency Impacts

Initial Cost: The cost of designing, constructing, pre-
serving, and operating a transportation facility is an impor-
tant “impact” of the facility. Of these, the construction cost
is typically dominant, particularly for a new project. The
definition of construction and preservation costs can be
expanded to include the cost of associated activities, such
as administrative work, work-zone traffic control, work-
zone impacts to facility users (such as safety and delay),
and diversions.

Life-Cycle Costs and Benefits: The life-cycle approach
involves the use of economic analysis methods to account
for different cost and benefit streams over time. The
life-cycle approach makes it possible to consider the
fact that an alternative with high initial cost may have
a lower overall life-cycle cost. TEA-21 required the
consideration of LCCA procedures in the evaluation of
NHS projects (FHWA, 1998).

(d) Economic Development Impacts Economic develop-
ment benefits of transportation projects are increasingly
being recognized as a criterion for consideration in the
evaluation of such projects. The impacts of transportation



facilities in a regional economy may be viewed by exam-
ining their specific roles at each stage of the economic
production process.

(e) Legal Impacts The operation of transportation facil-
ities is associated with certain risk of harm to operators,
users, and nonusers. With the removal of sovereign immu-
nity in most states, agencies are now generally liable to
lawsuits arising from death, injury, or property damage
resulting from negligent design, construction, or mainte-
nance of their transportation facilities. The growing prob-
lem of transportation tort liability costs is considered even
more critical at the present time, due to increasing demand
and higher user expectations vis-a-vis severe resource con-
straints. It is therefore useful to evaluate the impact of a
change in a transportation system (project or policy) on
the exposure of an agency to possible tort.

1.3.3 Dimensions of the Evaluation

It is important to identify the dimensions of the evaluation,
as doing so would help guide the scope of the study
and to identify the appropriate performance measures to
be considered in the evaluation. The categories of the
dimensions are presented in Table 1.2. The possible levels
of each dimension are also shown.

(a) Entities Affected In carrying out project evaluation
for purposes of decision making, it is essential to consider
not only the types of impacts but also the various entities
that are affected, as discussed below.

Users: User impacts include the ways in which persons

using a transportation system (vehicle operators and
passengers) are directly affected by a change in the

Table 1.2 Evaluation Scopes of Impacts

Dimension (Scope) Levels

Entities affected Users

Nonusers (Community)
Agency

Facility Operator
Government
Project

Corridor

Regional

National and global
Short term
Medium term

Long term

Geographical scope of impacts

Temporal scope of impacts
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system. User impacts typically include vehicle operating
costs, and travel time, and safety.

Nonusers (Community): Consideration of the effect of
transportation systems on nonusers is necessary to ensure
equity of system benefits and costs to the society at large.
These impacts often include noise and air pollution, other
environmental degradation, dislocation of farms, homes,
and businesses, land-use shifts, and social and cultural
impacts.

Facility Operator: Operators of transportation systems,
such as shippers, truckers, highway agencies, and air,
rail, water, and land carriers, may be affected by physi-
cal changes (e.g., improvements) and institutional changes
(e.g., deregulation, speed limits) in a transportation sys-
tem. This typically occurs through increased or decreased
resources for operations (and in the case of rail operators,
for facility preservation).

Agency: The impacts on a transportation agency are
typically long term in nature and are related to the costs
of subsequent agency activities. For example, system
improvements may lead to lower costs of maintenance
and tort liability in the long run.

Government: These impacts concern the change in the
nature or level of the functioning of the city, county, state,
or national government due to a change in a transportation
system. For example, a new type of infrastructure, policy,
or regulation for the system may lead to the establishment
of a new position, office, or department to implement or
monitor implementation of the change.

(b) Geographical Scope A well-designed study area is
critical in transportation evaluation studies because the
outcome of the analysis may very well be influenced
by the geographical scope of the impacts. As shown
in Figure 1.5, spatial scopes for the analysis may range
from point or segmentwide (local), to facility- or corridor-
wide, to areawide (city, county, district, state, etc.) As
the geographical scope of an evaluation widens, the
impact of the transportation project not only diminishes
but also becomes more difficult to measure, due to the
extenuating effects of other factors. Specific geographical
scopes are typically associated with specific impact types
and affected entities. For example, in the context of
air pollution, carbon monoxide concentration is a local
problem, whereas hydrocarbons are a regional problem,
and the emission of greenhouse gases is a global problem.
Also, each geographical impact may be short, medium, or
long term, in duration but wider geographical scopes are
typically more associated with longer terms, as impacts
often take time to spread or be felt over a wider area.
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Point O Generally a node such as a signalized intersection

Segment O—0 Generally a part of a transportation link extending from one node (example, signalized

intersection) to another

Facility O

(O Alinear network of reasonable length consisting

of a combination of nodes and segments

Corridor

D C

A collection of generally parallel facilities

)@,

O
O

I &

r I

Area-wide

Z

=0O=0=0

L X

% A collection of all transportation facilities in a region

Figure 1.5 Spatial scopes of transportation systems evaluation.

Table 1.3 Suggested Relationships between Project Impact Categories and Dimensions

Parties That Are Directly Concerned or Affected”

Temporal Scope

Transportation
Nonusers Agency or

Impact Category of the Evaluation Users (Community) Operator Governmental

Technical (system preservation Short term
and operational effectiveness) Medium term

Long term

Environmental Short term
Medium term

Long term

Economic efficiency Short term
Medium term

Long term

Economic development Short term
Medium term

Long term

Safety and security Short term
Medium term

Long term

Quality of life and sociocultural Short term
Medium term

Long term

P — P —

N
, R, N — C,R,N
P, C
P, C C, R
P, C C, R

“P, project; C, corridor; R, regional; N, national or global.

(c¢) Temporal Scope A transportation system stimulus
may have impacts that last only a relatively short time
(e.g., dust pollution during facility construction) or may
endure for many decades after implementation (e.g., eco-
nomic development). Obviously, the temporal scope of the

evaluation will depend on the type of impact under inves-
tigation and is also sometimes influenced by (or related
to) the geographical scope of the evaluation and the entity
affected. Temporal distribution of impacts can also be
classified by the occurrence in relation to the time of
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the stimulus: during-implementation impacts vs. postim-
plementation impacts. For example, construction dust
and topsoil disturbance constitute during-implementation
impacts, whereas traffic noise during highway operation is
a postimplementation impact. For the purpose of grouping
impacts from a temporal perspective, the categories used
are short, medium, or long term.

Table 1.3 presents the relationships among the various
impact categories, temporal scopes of evaluation, and
parties most affected by (or concerned with) the impact.

1.4 OTHER WAYS OF CATEGORIZING
TRANSPORTATION SYSTEM IMPACTS

Depending on the viewpoint of the decision maker, there
are several alternative or additional ways of categorizing
the impacts of transportation stimuli (Manheim, 1979;
Meyer and Miller, 2001) as discussed below.

(a) Direct vs. Indirect Impacts Direct benefits and costs
are those related directly to the goals and objectives of
the transportation stimulus and affect the road users and
agency directly, whereas indirect impacts are generally
by-products of the action and are experienced by society
as a whole. For example, a major objective of speed-limit
increases may be to enhance mobility (a direct impact),
but may result in indirect impacts such as increased fuel
use or increased frequency or severity of crashes.

(b) Tangible vs. Intangible Impacts Unlike intangible
benefits and costs, tangible benefits and costs can be
measured in monetary terms. Examples of tangible
impacts are construction cost and increase in business
sales due to an improved economy. Examples of intangible
impacts are increased security (due, for example, to
transit video surveillance) or the aesthetic appeal of a
rehabilitated urban highway. The intangibility of certain
impacts precludes an evaluation of all impacts on the
basis of a single criterion such as economic efficiency.
Therefore, in evaluating a system that produces both
tangible and intangible impacts, the techniques of scaling
the multiple criteria are useful. An alternative way is
to monetize intangible performance measures using the
concept of willingness to pay: for example, how much
people would pay to see a specific improvement in the
aesthetic appeal of a bridge in their community, and then
use economic efficiency to assess and evaluate all impacts.

(¢) Real vs. Pecuniary Impacts In assessing the impacts
of transportation systems, it is important to distinguish
between real costs or benefits [i.e., some utility that
is completely lost to (or gained from) the world] and
pecuniary costs or benefits (i.e., some utility that is related

only to the movement of money around the economy).
Real costs represent a subtraction from community
welfare. An example is the cost of fatal crashes on the
streets of a city. Pecuniary costs are costs borne by people
or communities that are exactly matched by pecuniary
benefits received elsewhere, so that although there is
a redistribution of welfare, there is no change in total
community welfare. The same definitions apply in the
case of real and pecuniary benefits. An example is the
increase in business relocations to a city due to improved
transportation infrastructure. This would be at the expense
of competing cities (located in the region) from which the
businesses are expected to relocate; thus, there is no net
welfare gain for the region. Failure to distinguish between
real and pecuniary costs can lead to double counting of
costs. It has been recommended that strictly pecuniary
effects could be excluded from the evaluation. However,
such effects could be included in the evaluation if the
analyst seeks to investigate the redistributional impacts of
the transportation system among population subgroups or
among cities in a region.

(d) Internal vs. External Impacts For jurisdictional and
administrative reasons, it may be worthwhile to consider
whether system impacts are internal or external to the
study area or analysis period defined at the initial stages
of the evaluation procedure. Often, the benefits or costs
of transportation system actions are felt beyond the study
region or analysis period. For example, enhancement in
air quality due to transportation improvements in a region
may benefit another region located downwind. Also, the
economic impacts of transportation system improvement
may start to be realized only after the analysis period has
expired.

(e) Cumulative vs. Incremental Impacts Cumulative
costs or benefits are the overall costs and benefits from a
preidentified initial time frame and include the impacts of
the transportation stimuli. On the other hand, incremental
costs and benefits are those impacts associated only with
the transportation stimuli and are determined as the total
impact after application of the stimuli less the the existing
costs and benefits before application.

(f) Other Categorizations Heggie (1972) grouped trans-
portation impacts from the perspectives of consumption of
scarce resources, creation of additional consumption, and
generation of non-monetary costs and benefits. Also, Man-
heim (1979) categorized transportation system impacts in
two different ways: the party affected and the resource
type consumed in constructing, preserving, and operating
a transportation system.
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Changes in a transportation system may result in desired
outcomes with regard to some impact types and undesired
outcomes with regard to others. For example, a new road
in a town may yield improved travel time and accessibility
but may have adverse impacts on pedestrian safety or the
ecology. Stakeholders often have conflicting perceptions
of the benefits of a transportation system change. As such,
it is important to develop a methodology that incorporates
all the various impacts, including social and cultural
issues, to arrive at a single, balanced, impartial, and final
decision. Unfortunately, in real practice, final decisions
are sometimes made without regard to (or giving only
minimal consideration to) the foregoing impacts.

In some countries or regions where transportation
projects are sponsored by multilateral lending agencies, it
may be required to measure the impacts, mostly in terms
of economic benefits in which case economic efficiency
impacts assume a dominant role in the evaluation process.
In such cases, impact types such as vehicle operating
costs, initial (construction) and preservation costs, and
increased farm productivity are often given the highest
priority in the evaluation process.

1.5 ROLE OF EVALUATION IN PDP AND BASIC
ELEMENTS OF EVALUATION

1.5.1 Role of Evaluation in PDP

As seen in Figure 1.1, each step of the transportation
project development process requires evaluation of alterna-
tive actions so that the best decision can be made to address
the requirements of that step. The most visible (and prob-
ably the best known) traditional step that involves explicit
evaluation of alternatives is the network-level or systems
planning step, where projects are identified. The next com-
mon steps are those for site selection and facility design.
With regard to impact type, the most common evaluation
criterion that has traditionally been used for all steps is
economic efficiency. Depending on the scale of a project,
other criteria including environmental, economic develop-
ment, and socioculture are also considered. In recent times,
there are increasing calls to include system effectiveness
and equity evaluation criteria such as system vulnerability
and social justice. Evaluation of public projects therefore
needs to give due cognizance to such concerns.

At any step of the PDP, any evaluation process
should seek not only to identify the most optimal
course of action, but also to investigate what-if scenarios
because transportation systems are often characterized by
significant risk and uncertainty. The sensitivity analysis
should be for various levels of factors, such as system
use (e.g., traffic volumes) and economic climate (e.g.,
interest rates), and should help reveal trade-offs between

competing objectives. Given the importance of public
participation in the decision-making process and the
multiplicity of stakeholders, another important role of
evaluation is consensus building. Performance measures
for decision making are typically derived from conflicting
interests and considerations. Evaluation can therefore
generate an impartial solution that yields the highest
“benefits” while incurring the least possible “cost” to all
parties affected.

1.5.2 Reasons for Evaluation

Evaluation studies are typically needed for at least one of
the following reasons (USDOT, 1994; Forkenbrock and
Weisbrod, 2001)

1. Assessment of proposed investments. For decision-
support purposes, an agency may seek to determine the
impacts of several alternative project attributes (such as
operating policies, designs, or locations). Methods used to
determine these impacts range from questionnaire surveys
to comprehensive analytical or simulation models. The
output of such studies is typically a prediction of the
outcomes expected relative to base-case scenarios.

2. Special transportation development programs. In
some cases, the evaluation seeks to measure the effec-
tiveness of a specific stimulus on a specific aspect of the
transportation system, such as the impact of seat belt use
on teen fatalities.

3. Fulfillment of regulatory mandate. Impact assess-
ments are often required to ensure compliance with gov-
ernment regulations and policies.

4. Postimplementation evaluation. It is useful to assess
the actual impacts that are measured after project imple-
mentation and to evaluate such findings vis-a-vis the levels
predicted at the pre-implementation phase as well as base-
year levels. Unfortunately, few agencies typically invest
time and resources in such efforts.

5. Public education. In controversial project cases or
for the purposes of public relations, a transportation
agency may carry out the evaluation with the objective
of increasing general public awareness of the expected
benefits to the citizenry.

1.5.3 Measures of a Project’s Worth

The choice of any particular evaluation parameter depends
on the decision maker, the type of problem, and the
available alternative actions that can be undertaken. In the
course of evaluation, the relative and absolute assessment
of the worth of a particular course of action is debated in
relation to the existing situation or other alternatives. Two
questions are raised:



1. How should worth be measured?
2. What unit of measure should be used?

The worth of a project differs for different stakeholders.
For a given project, therefore, there are several (sometimes
conflicting) measures of worth that often have different
units. Some measures may not be easily quantifiable on
a numerical scale. The challenge here is to bring to a
common and commensurate scale the various aspects of
worth and identifying the trade-off relationships that exist
between them. For example, a proposed transit line may
enhance accessibility but may involve destruction of some
natural habitats. The question then would be how much
ecological damage can be tolerated to gain a certain level
of accessibility.

In public project decision making, it is sought to
select the best possible alternative—one that can be
considered a good (rather than optimal) choice, which
means that it may not be possible to arrive at a true
optimal solution because all conflicting interests may not
be fully satisfied. However, the achieved solution can be
a consensus solution that represents a good balance of all
possible concerns known at the time of decision making.

After all possible courses of action have been screened
for their appropriateness, adequacy, and feasibility for
implementation, the resulting feasible courses of action
are defined as alternatives. The alternatives are evaluated
on the basis of the three E’s or 3E triangle: efficiency,
effectiveness, and equity (Figure 1.6). These may be
considered the overall goals of evaluation.

1. Efficiency: indicates the relative monetary value of
the return from a project with respect to the invest-
ment required. By evaluating efficiency, the ana-
lyst seeks to ascertain if the transportation project
is yielding its money’s worth. Therefore, efficiency
involves economic analysis and accompanying con-
cepts of life-cycle agency and user costing. How-
ever, the range of performance measures to be con-
sidered is much wider than that implied by efficiency
considerations alone, as it includes nonmonetary or
nonquantifiable performance measures.

Efficiency | <{———— > | Effectiveness

N

Figure 1.6 Basis of evaluation: the 3E triangle of overall
goals.
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2. Effectiveness: represents the degree to which an
alternative is expected to accomplish a given set of
tasks: in other words, just how well it attains the
specified objectives. A clear understanding of the
goals and objectives of the project is important to
analyze its effectiveness. Effectiveness can include
both monetary and nonmonetary or nonquantifiable
benefits and costs, such as social well-being and
aesthetic appeal.

3. Equity: can be measured in terms of both social
and geographical equity in the distribution of both
costs and benefits related to an alternative. Although
equity can be incorporated within the effectiveness
consideration, it may also be evaluated separately.
Equity issues include whether low-income or minor-
ity populations bear a disproportionate share of the
adverse impacts or whether they receive a propor-
tionate share of the benefits of a transportation sys-
tem change. Federal legislation such as the Civil
Rights Act of 1964 and the Americans with Dis-
abilities Act as well as the environmental justice
requirements have led to the increased importance
of equity considerations.

1.6 PROCEDURE FOR TRANSPORTATION
SYSTEM EVALUATION

Most transportation agencies have established procedures
that they follow in evaluating alternative policies or phys-
ical improvements to their assets. At some agencies, such
procedures are not documented and thus vary from one
decision maker to another. Formally documented evalua-
tion procedures enable rational, consistent, and defensible
decision making. Figure 1.7 presents the general steps that
could be used to carry out the evaluation of alternative
transportation system actions.

Step 1: Identify the Evaluation Subject The subject
of evaluation depends on which step of the transportation
project development process is involved. At the project
identification step, an action can be new construction
or modification of an existing asset. If the step under
investigation is construction, the subject of evaluation
could be an innovative system of construction delivery.
Also, if the investigation pertains to the operations step,
the evaluation subject could be a change in service
attributes or operations policy, such as changes in the
operation of a BRT system or a change in truck weight
restrictions.

Step 2: Identify the Concerns of the Decision Makers
and Other Stakeholders The next step is to identify
stakeholders or affected parties, which could include the
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- Identify Evaluation Subject
- Identify Concerns of Decision
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Choose the Best Alternative for Project Level or System Level, for

Figure 1.7 Procedural framework for transportation systems evaluation.

transportation agency that is responsible for the upkeep
of the facility; the users of the facility, who reap direct
benefits; and nonusers or the society as a whole. This
step of the evaluation is important because it serves as a
prelude to the development of the appropriate performance
measures and dimensions of the evaluation (temporal and
spatial scopes, etc.).

Strong local opposition can severely impede the
possibility or progress of a transportation project or policy
implementation. As such, early public involvement in
the PDP is vital. Public involvement helps to identify

stakeholders, affected parties, and interest groups (and
their concerns); helps to identify the impacts that may
have been overlooked by the planners; and also helps to
determine the information needed to measure and mitigate
the impacts expected. For major capital improvements,
the involvement of the public is particularly necessary
because such projects tend to have severe adverse
impacts on the community and the environment. Before
soliciting the input of the public, the decision makers
need to decide on the timing, type, and level of public
participation, to maximize the effectiveness of that effort.



Public participation can yield favorable results when
the transportation agency interacts with the public in a
way that demonstrates sincerity that the input from the
public is valued and would be given due consideration.
Public participation can also be used as a didactic
instrument: to educate the public about favorable but
not-so-obvious impacts of the proposed development.
Public participation also affords the decision maker
knowledge of public perceptions regarding the trade-
offs among the various performance measures, including
mobility and accessibility, air quality, and the economy. In
soliciting public participation, the agency should remind
the public that the best solution may not satisfy all interest
groups and that a healthy compromise may be needed. The
elements of effective public involvement include (NHI,
1995):

¢ Offering each interest group, a level of involvement
and a type of interaction consistent with its require-
ments. Levels of interaction should range from Web
site comments to detailed work sessions with the
appropriate staff.

o Establishment of a proactive rather than a reactive
program to inform the public and interest groups
through the use of town hall meetings, print media,
the Internet, and other mechanisms.

e Soliciting advice from representatives of citizens’
associations and interest groups.

Step 3: Identify the Goals and Objectives of Trans-
portation Improvement After the concerns of decision
makers and other stakeholders have been identified, the
objectives and goals of the evaluation process should be
established to form the basis for the development of per-
formance measures (measures of effectiveness). Goals are
set to cover not only agency objectives, but also the per-
spectives of users, nonusers, and the government. The
goals of the affected community provide an indication
of the relative importance of various nonuser impacts and
how the locality might react to such impacts. The most
common community goals are mobility, safety, acces-
sibility, and security. Other impacts of interest to the
community are more long term in nature: environmen-
tal improvements, economic development impacts, down-
town revitalization, and arresting urban sprawl. The early
definition of goals helps not only in reaching an early
consensus and compromise among conflicting interests,
but also in identifying specific issues about the con-
sensus reached. At this stage of the evaluation process,
any documented material on regional or metropolitan
goals and objectives should be collected and reviewed for
consideration. Such efforts should include solicitation of
information and perspectives from all stakeholders.
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Step 4: Establish the Performance Measures for
Assessing Objectives After identifying the goals and
objectives for the proposed transportation stimuli, the per-
formance measures or measures of effectiveness (MOEs)
for each impact type can then be established. Examples of
MOEs for multiple criteria that may be associated with a
transportation action include the number of fatal crashes
reduced (safety impacts), the number of jobs created (eco-
nomic development impacts), the extent of natural habitat
area damaged (ecological impacts), and the benefit—cost
ratio (economic efficiency impacts).

Step 5: Establish the Dimensions for Analysis (Evalua-
tion Scopes) The analyst should establish the boundaries
of regions affected in the analysis: project, corridor, sub-
area, systemwide, regional, national, or even international.
For any given impact type and temporal scope, different
spatial scopes may have different approaches to the evalu-
ation as well as different MOEs. The importance of certain
impact types may differ from one spatial scope to another
and even across temporal scopes.

Step 6: Recognize the Legal and Administrative
Requirements Legal and administrative requirements
typically encountered in a PDP include local ordinances,
state statutes, and federal program requirements concern-
ing the environment, safety, equity, and access. As dis-
cussed in Section 1.2.2, several laws and regulations have
been passed over the last few decades in a bid to ensure
efficiency in the decision-making process; to protect the
environment, ecology, historical treasures, scenic beauty
and so on; and to ensure equity. Also, the process of
transportation system investment involves a multiplicity of
administrative issues that need to be addressed. As such,
the evolution of a transportation system stimulus from
the conceptual stage through implementation involves a
sequence that consists of formal notifications and requests;
submission of engineering, economic, environmental, and
other studies; approvals of requests and studies; and other
administrative processes.

Identification and documentation of requisite legal
and administrative processes is important because it
helps the decision maker to define the various duties
to be carried out by the transportation agency and the
expected duties of other parties responsible for approving,
reviewing, or commenting on the actions of the agency.
Also, legal requirements need to be identified because
they affect the establishment of performance measures
and constraints and therefore have a great potential to
influence the narrowing down of possible actions to
selected alternatives and may even influence the choice
of the best alternative.

Step 7: Identify Possible Courses of Action and
Develop Feasible Alternatives All possible courses of
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action should be identified and should then be screened
for their appropriateness, adequacy, and feasibility for
implementation. The resulting feasible actions are defined
as alternatives. Criteria that may be used to screen the
possible courses of action are as follows:

e Appropriateness. Does the course of action address
the specific goals or objectives sought by the decision
maker? Does the alternative respond directly to other
secondary considerations, such as community goals
and needs?

o Adequacy (of each alternative). Does the course of
action address the intended goals and objectives
adequately? In other words, is the performance
offered by the alternative within the standards for the
performance measures?

o Implementation feasibility. Is it physically feasible to
implement the alternative? Is there enough right-of-
way? Is there sufficient technological know-how? Is
the cost of implementing the alternative within the
means of the agency?

On the basis of the above criteria step 7 should be
carried out to ensure due responsiveness to existing
goals and needs, generation of a suitable number of
alternatives, and a transparent sequence of development
the alternatives.

(a) Responsiveness of Alternatives to Local Goals and
Needs For a corridor project that goes through several
communities, the local goals and needs in each community
should be considered along with corridorwide objectives.
Traditionally, alternatives have been developed by con-
sidering single physical facilities and operating strategies.
At the current time, however, multimodal approaches are
increasingly being used in the development of alternatives.
As such, any alternative is not considered as an indepen-
dent entity but as a part of a larger network of multimodal
facilities. Such an approach encourages consideration of
a possible mix of modes, physical facilities (e.g., access
policies and location), and operating strategies.

(b) Optimal Range of Alternatives How many alterna-
tives should be established? The least number of alter-
natives is two: One is to carry out a proposed activity,
and the other is to do nothing. Inclusion of the do-
nothing or “no-build” alternative in the list of alterna-
tives is required by NEPA, while at least one alternative
involving transportation system management is required
by major investment studies (MIS) procedures. The num-
ber of alternatives should be large enough to enable identi-
fication of trade-offs across the various performance goals
and objectives. Alternatives that involve transportation
demand management and pricing are not formally required

by legislation but offer a low-cost benchmark and should
be considered as much as possible (NHI, 1995). A fall-
back alternative should be provided where feasibility of
the “best” alternative becomes questionable for any rea-
son. The number of alternatives should not be too many
but rather, should be manageable.

(¢c) Open and Documented Development of Alternatives
The development of alternatives typically involves three
steps:

1. Conceptual development: where details are sketchy
but enough is known to state the intention to carry
out the transportation development

2. Detailed development: where enough detail is devel-
oped to support analyses

3. Final development: involves a systematic process of
evaluating and modifying the detailed alternatives
(decisions are documented at this stage)

The need for inclusion and transparency in the develop-
ment of alternatives cannot be overemphasized. Each of
the steps mentioned above should be carried out collab-
oratively with the parties affected, with stakeholders, and
with interest groups, and the results of each step should
be open to full review and participation by the general
public. Each alternative will need to be defined by its
associated levels of performance measures. Performance
measures may include general location, operating policies,
institutional setting, and financial strategy.

Developed alternatives may differ by transportation
mode, location (in terms of siting, routing, or alignment),
facility or service type, area served by facility or service,
effectiveness expected from the alternative stimulus
(i.e., change in the performance associated with the
stimulus), overall operating policies, institutional setting,
and financial strategy. In a few cases, alternatives may
also differ by analysis periods, a situation that should
be avoided, especially where it is difficult to annualize
effectively the impacts of the various alternatives.

No method exists that would, at all times, assure identi-
fication of all alternatives because the conception of alter-
natives is a product of endeavor that is only too human.
As such, group thinking and brainstorming involving per-
sons from diverse backgrounds and disciplines are help-
ful. In developing alternatives it should be realized that
some alternatives are physical whereas others are policy-
oriented, and some involve little capital outlay whereas
others involve a large investment. Some alternatives per-
tain to transportation supply, whereas others pertain to
transportation demand. Also, some alternatives primarily
involve the physical highway facility, whereas others pri-
marily involve the vehicle operator (driver), the vehicle, or



the driving environment. Some alternatives involve little
or no cost to the agency but a high cost to society or road
users, whereas others may involve high cost to the agency
and little or no cost to the users and or nonusers. It is
important to consider all feasible alternatives, and a thor-
ough discussion of the merits and demerits of each alter-
native would help justify the choice of the best alternative.

Step 8: Estimate the Agency and User Costs After
alternatives have been developed, their costs should be
estimated. Initial costs are still used by most agencies
to make implementation decisions. However, the costs
could be estimated over the life cycle of the facility
(or service life of the stimulus under investigation) and
therefore economic analysis principles should be used.
Only those costs that differ by alternative should be used.
Agency costs include construction costs, preservation
(rehabilitation and maintenance) costs, and operating
costs. User costs comprise work-zone costs (such as
queuing delay) and costs associated with normal facility
operation (such as vehicle operating costs). In Chapters 3
and 4, we discuss how agency and user costs can be
developed for purposes of systems evaluation.

Step 9: Estimate Other Benefits and Costs The
nonmonetary impacts due to each alternative should then
be estimated. Impact types to be considered should be
consistent with the established performance measures,
objectives, and goals, as discussed in Section 1.3 and
Chapter 2. Such impacts, whose estimations are required
by law, include air quality, water resources, historic
preservation, and others. Chapters 3 to 17 provide detailed
procedures for the estimation of such impacts.

Step 10: Compare the Alternatives The evaluation of
alternatives is simply an assessment of their respective
costs, benefits, and cost-effectiveness used to make a
selection of the best alternative. All performance measures
(measures of effectiveness) may be successive hierarchical
categories of system objectives, system goals, and overall
system goals (economic efficiency, effectiveness, and
equity). Furthermore, each alternative should be evaluated
on the basis of its financial, legal, and administrative
feasibility. Finally, economic and technical inputs (such
as interest rates and the costs and effectiveness of
interventions) are not constant over time, but rather, are
subject to marked variations in response to foreseen and
unforeseen conditions The evaluation process therefore
should include a sensitivity analysis (what-if scenarios)
for deterministic problems and a probabilistic analysis that
incorporates the probability distributions of various input
parameters, whereby an alternative that may seem optimal
for a current or given set of conditions might be found to
be far from optimal under a different (but not unlikely)
set of conditions.
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Another important consideration in evaluation is the
role of system demand. There are several temporal phys-
ical and operational attributes of transportation systems
that influence (and may be affected by) a proposed change
to the system, such as facility condition, use, and so on.
Usage forecasts are seen as particularly important because
they have a profound influence on performance mea-
sures such as economic efficiency impacts, air quality,
and energy consumption. It is therefore important that the
evaluation process be accompanied by reliable predictions
of travel demand changes in response to the transporta-
tion system stimulus. Again, as an input parameter, future
demand is not known with certainty and could be sub-
jected to some probabilistic analysis.

Faced with the costs and benefits (expressed in terms of
the performance measures) that are associated with each
of several alternatives, on what basis should a decision
maker choose the best alternative? In other words, what
comparison criteria should be used? Obviously, the
choice of criterion or criteria for evaluation depends on
the nature of the performance measures that are being
considered. In helping a decision maker compare that
which is sacrificed (cost) to that which is gained (benefit
or effectiveness), an evaluation compares the input costs
to the outcomes, whether or not such outcomes are priced.
The outcomes of each strategy could be a reduction
in subsequent facility preservation or operating costs,
community benefits, economic or financial returns, public
satisfaction, or progress toward stated objectives. From an
economist’s viewpoint, an evaluation could be carried out
in three ways:

¢ The maximum benefits for a given level of investment
(the maximum benefit approach)

e The least cost for effective treatment of problems
(least cost approach)

e The maximum cost-effectiveness (a function that
maximizes benefits and minimizes costs)

(a) Benefits-Only Comparison Criteria This approach is
often used for evaluation of capital investment projects
that typically involve a single large investment that is
associated with significant elements of uncertainty and
where the alternatives have equal costs. Furthermore, this
approach is appropriate for such projects, where it is
difficult to identify cost related performance measures or
to provide a scale for such measures, due in part to the
complex nature of such projects and their relatively long
duration and spillover effects.

(b) Costs-Only Comparison Criteria In cases where
benefits are expected to be similar across alternatives or
where it is difficult to measures the benefits, the evaluation
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criteria are comprised of costs only. For many years, this
has been the practice at many agencies, where decision
makers compared alternatives solely on the basis of initial
or life-cycle agency costs.

(c) Comparison Criteria Involving Both Costs and Benefits
To arrive at a fair comparison of alternatives, both ben-
efits and costs should be considered. If all the perfor-
mance measures chosen can be expressed adequately in
monetary terms, economic efficiency criteria such as ben-
efit—cost ratio or net present value can be used. An alter-
native is deemed superior if its cost-effectiveness value
exceeds that of other alternatives. If the performance mea-
sures consist of monetary and nonmonetary measures,
an approach is to carry out multicriteria decision mak-
ing where both monetary and nonmonetary criteria are
expressed weighted, scaled, and amalgamated to derive
a single objective function. The alternative action that
yields the most favorable value of the objective function
is deemed the best option.

1.6.1 Good Practices in Evaluation

A multitude of literature provides indications of good
practices that could be followed in the evaluation of
alternative transportation systems for the purpose of
decision making, and include the following:

1. Focus on the problem at hand. The types of impacts
(performance measures) to be considered and the
dimensions of the impacts (temporal, geographical
scope, and entities affected) should be pertinent to
the problem under investigation.

2. Relationship between the consequences of the alter-
natives and the established goals and objectives. It
should be possible to relate the performance levels
associated with the alternatives to minimum levels
of performance measures.

3. Comprehensive list of appropriate criteria. There is
a need to consider a wide range of performance cri-
teria (impact types) so that all stakeholders (decision
makers, interest groups, affected parties, etc.) are
duly represented. The desired characteristics of cri-
teria used for decision making should be adequate to
indicate the degree to which the overall set of goals
is met. The list should be operational (must be use-
ful and meaningful to understand the implications
of the alternatives and to make the problem more
tractable), nonredundant (should be defined to avoid
double counting of consequences), and minimal (the
number of criteria should not be so large as to obfus-
cate the evaluation and decision process).

4. Clear definition of evaluation criterion or objective
function. Due to the multiplicity of stakeholders and
the diversity of their interests, it is important to
incorporate all key performance measures so that
the evaluation results may be acceptable to all major
parties concerned. Also, because there may be dif-
ferences in the units of performance measures, they
should be brought to dimensionless and commen-
surate values before they are incorporated into the
objective function.

5. Clear definition of constraints. The performance
measures that are used to build the objective function
also individually present constraints within which
the decision must be made. Such constraints arise
largely from legal or administrative requirements
and technical considerations and are often due to
the influence of the stakeholders. For example, it
may be required that an increase in emissions due to
the system improvement should not exceed a certain
maximum, or that the average condition of a physical
facility or network of facilities should exceed some
minimum.

6. Ability to carry out trade-offs between performance
measures. For example, how much vulnerability can
be reduced by a given budget, or how much would
it cost to ensure a given level of risk?

7. Ability to carry out sensitivity analysis with respect
to key evaluation input variables. The sensitivity of
findings to uncertainties and value-based assump-
tions, and the adequacies of alternatives and impacts
involved, will need to be considered.

8. Clear presentation of evaluation process and
results. In decision making for public projects,
several performance criteria involve subjective
judgment, such as quality of life and convenience.
As such, evaluation documents tend to contain
lengthy and detailed statements of the influence
of each impact type on each alternative, requiring
decision makers to read and digest a large
amount of information. The documented result
of a comprehensive evaluation should therefore
be presented in a very pleasing and easy-to-read
manner. Key findings should be highlighted, and
the reader should be able to navigate through the
evaluation report with as much ease as possible.

SUMMARY

Traditionally, the evaluation of transportation systems has
aimed at analyzing the economic efficiency of alternative
proposed engineering plans and/or designs by comparing



the monetary benefits and costs. Where the analysis
involves cash flow over time, the economic principles
of discounting and compounding are used to convert
cash streams into time-independent values. This approach
makes it possible to include only those evaluation crite-
ria that could be expressed in monetary terms. Thus, vital
nonmonetary criteria such as environmental impacts, eco-
nomic development impacts, and sociocultural impacts are
excluded in engineering economic analysis. At agencies,
where there is no requirement to consider non-monetary
criteria, this traditional practice continues at the present
time. The evaluation of transportation systems, however,
is currently evolving from the traditional approach and is
increasingly being adapted to include nonmonetary crite-
ria. In this chapter, we presented a framework for com-
prehensive evaluation of transportation alternatives and
outlined key inputs to evaluation, important relationships
between evaluation and other planning activities, and the
basic components of evaluation itself. As shown, the esti-
mation of impacts depends on a clear definition of the
characteristics of modal alternatives and the local con-
text in terms of the goals, the concerns of stakeholders,
and the legal and other administrative requirements. Pub-
lic involvement is desirable in all phases, particularly
when developing key inputs, designing and refining alter-
natives, and evaluation. Decision making involves choices
about the combinations of alternatives to pursue, includ-
ing anticipated levels of performance measures, collateral
mitigation measures, funding, and other relevant issues.

EXERCISES

1.1. Identify the various types of impacts of transportation
system changes, and give one example of each.

1.2. Describe the role of evaluation in the transportation
development process.

1.3. What are the elements of the 3E triangle, and what
do they represent?

1.4. List some of the common measures of effectiveness
for assessing community objectives of transportation
projects.

1.5. List the phases of a typical evaluation work plan.

1.6. What are the basic principles for developing trans-
portation alternatives?
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CHAPTER 2

Performance Measures in
Transportation Evaluation

Give no decision till both sides thou’st heard.
—Phocylides, sixth century B.C.

INTRODUCTION

Performance may be defined as the execution of a required
function. Performance measures represent, in quantitative
or qualitative terms, the extent to which a specific function
is executed. As such, transportation performance measures
reflect the satisfaction of the transportation service user as
well as the concerns of the system owner or operator and
other stakeholders.

Performance measures are needed at various stages of
the transportation program or project development process
for the purposes of decision making and at various hierar-
chical levels of transportation management and adminis-
tration. At one extreme (top level), performance measures
are used for assessing systemwide plans and programs; at
the other extreme (bottom level), they are used to select
desirable solutions for a specific localized problem.

The establishment of performance measures has been
fostered by various legislative impetuses, particularly the
1991 Intermodal Surface Transportation Efficiency Act
(ISTEA). The need for meaningful performance measure-
ment in government has also been advocated by several
professional organizations over the past decades. These
include the 1989 Governmental Accounting Standards
Board (GASB) resolution, which encouraged state and
local governments to develop indicators in four cate-
gories: input, output, outcome and service quality, and
efficiency (GASB, 1989).
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2.1 TRANSPORTATION SYSTEM GOALS,
OBJECTIVES, AND PERFORMANCE MEASURES

The development of performance measures derives from
a hierarchy of desired system outcomes. This hierarchy
starts with the broad overall goals of efficiency, effective-
ness, and equity; under these broad goals are the goals
of system preservation, economic development, environ-
mental quality protection, and so on; and under each goal
is a set of objectives, and for each objective, performance
measures are established (Figure 2.1).

Identification of goals and objectives is a key pre-
requisite to the establishment of performance measures
and therefore influences the evaluation and decision out-
come. Diversity in system goals and objectives is desirable
because it reflects different expectations (held by various
stakeholders) of what the transportation system should
be achieving. Goals and objectives are typically devel-
oped through extensive examination of top-level agency
requirements, by soliciting the perspectives of the users
and other stakeholders and by outreach to the general pub-
lic. Definitions of the various levels of the hierarchy are
provided as follows:

e An overall goal is a broad description of what the
transportation action is generally meant to achieve. As
mentioned in Chapter 1, there are three overall goals:
efficiency (is the output worth the input?), effectiveness
(is the action producing the desired outcomes?),

Overall Goals

Goals

Objectives

Performance Measures

Performance Criteria

I@I@I@I@I@I

Performance Standards

Figure 2.1 Hierarchy of desired outcomes for transportation
system projects and programs.

21



22 2 PERFORMANCE MEASURES IN TRANSPORTATION EVALUATION

and equity (are diverse segments of the population
receiving a fair share of the action’s benefits?).

e A goal is a desired end state toward which effort
is directed, and is derived from the overall goals.
From the perspective of effectiveness, for example,
goals may involve the physical condition, operational
characteristics, or external effects of the transporta-
tion system. Goals associated with physical condi-
tion include system preservation; goals associated
with system operations include mobility, accessibil-
ity, and safety; and goals associated with external
impacts include environmental conservation and eco-
nomic development.

e An objective is a specific statement that evolves
from a goal and is geared toward achieving that
goal. For example, if a goal is to enhance regional
air transportation mobility, a corresponding objective
could be to reduce air travel time.

o A performance measure is an objective that is stated
in measurable terms. Synonyms include performance
indicator, performance attribute, or service attribute.
For the goal of air transportation mobility enhance-
ment and the objective of reducing air travel time,
for example, a performance measure could be the air
traveler delay.

o A performance criterion is a specific definition
attached to a performance measure. For example, a
criterion could be to minimize average transfer time
for air travelers over the regional network or airports
over a given period.

o A performance standard is a fixed value of a perfor-
mance criterion that clearly delineates a desired state
from an undesired state. For example, the average
passenger transfer time should not exceed 90 min-
utes. Synonyms include threshold, trigger, or mini-
mum level of service. A performance standard there-
fore specifically defines the least desired level of the
performance criterion.

At many transportation agencies, performance mea-
sures for improvement projects are generally derived from
the agency’s overall goals or objectives. For instance, at
Delaware’s state transportation agency, performance mea-
sures are tied to the agency’s goals, strategies, policies, and
long-range transportation plans in a tiered fashion (Abbot
et al., 1998). Literature on performance measures (Cam-
bridge Systematics, 2000; Shaw, 2003) provides typical
groups or categories of goals and objectives that have been
identified by transportation agencies for performance-based
management. These include system condition and per-
formance, operational efficiency, accessibility, mobility,

economic development, quality of life, safety, and envi-
ronmental and resource conservation. Examples of typical
goals and objectives are shown in Table 2.1.

2.2 PERFORMANCE MEASURES AT THE
NETWORK AND PROJECT LEVELS

The application of performance measures to transportation
systems evaluation can occur at two levels:

1. Network level or system level. At this level, evaluation
is used in programming and priority setting (deter-
mining the optimal use of limited funds for the entire
network of transportation facilities), estimating fund-
ing levels needed to achieve specified systemwide
targets (such as average facility condition or average
user delay), and estimating the systemwide perfor-
mance impacts of alternative funding levels, invest-
ment strategies, or policies.

2. Project level or facility level. Here, the intent is to
select an optimum policy, physical design, or preser-
vation strategy for a specific transportation facility,
much as a pavement section, bridge, or transit ter-
minal, at a given time or over the facility life cycle.
Project-level evaluation is typically more compre-
hensive, deals with technical variables and design
issues, and requires more detailed information than
at the network level.

Performance measures used at the network level are
typically used in a context that differs from those at the
project level. For air transportation, for example, a project-
level goal may be to assess the change in average plane
delay in response to a specific project such as expansion
of runway capacity; while at the network level, the goal
may be to assess the average plane delay (averaged across
an entire network of airports) in response to changes in
nationwide transportation security policies. However, it
must be noted that network- and project-level evalua-
tion are often interdependent: Depending on its internal
practices, an agency may carry out evaluation using a
top-down approach (from network level to project level)
or a bottom-up approach (from project level to network
level). In the top-down approach, for example, perfor-
mance targets can be established for the entire network,
and then using project-level performance measures, spe-
cific projects can be identified to achieve network-level
performance targets. In the bottom-up approach, project-
level performance measures are first used to estimate the
impacts of alternative actions (and their respective tim-
ings) at each facility, and then the corresponding impact
of each set of actions at the network level is deter-
mined. It must be recognized that the optimal decisions
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Table 2.1 Typical Goals, Objectives, Performance Measures, and Performance Criteria
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Overall Goals Goals Objectives

Performance Measures

Performance Criteria

Efficiency Improve system Enhance economic
financial attractiveness of the
performance system

Enhance economic
viability (financial
feasibility) of the
system

Effectiveness Improve system Maintain condition of

physical condition
Improve system

operational

performance

physical transportation
infrastructure at a
certain minimum level
Improve technical
feasibility (operational
effectiveness) so that
transportation system
provides desired service
that maximizes
mobility, accessibility,
and intermodalism

Enhance safe use of the
transportation system
for the benefit of road
users (drivers and
pedestrians) and
nonusers

Minimize the incidence of
tort liability associated
with use of the
transportation system

Improve transportation
services to enhance
economic
competitiveness of a
region, thus attracting
new businesses or
retaining existing
businesses

Promote land-use patterns
that foster progressive
community development

Safety of system users
and nonusers

Economic development
and land-use impacts
of the system

Reduce initial or life cycle
costs for agency or users
or both

Maximize benefit cost ratio
or net present value

Maximize economic
efficiency

Enhance financial feasibility
of project construction
and preservation

Improve construction
techniques and materials
to minimize construction
delays and improve
service life of
transportation
improvements

Mobility: decrease
congestion and delay at
arterials, freeways, and
intersections

Accessibility: improve
transit frequency and
reduce waiting times and
walking distance

Intermodal connectivity

Reduce the frequency and/or
rates of fatalities, injuries,
and property damage
associated with use of the
transportation system

Reduce the frequency and
payment amounts
associated with tort
liability

Increase employment

Increase business output and
productivity

Increase the number of
businesses

Change in land-use patterns
(toward a prespecified
desired land-use mix)

Initial cost

Life cycle agency cost

Life cycle user cost

User costs at workzones

Benefit cost ratio or net
present value

Cost per new person-trip
per mile

Feasibility of funding
project construction
(yes/no)

Feasibility of project
life-cycle preservation

(yes/no)
Average facility condition

index (either for each
facility or average for all
facilities in network)

Average or total delay

Average traffic speed or
density

Average travel time

Transit frequency

Average delay time in
intermodal transfers

Fatal crashes per 100
million vehicle-miles
traveled

Number of injury or
property-damage crash
rates

Annual safety-related tort
payments (amounts and
frequency)

Number of jobs created

Increase in gross regional
product

Increase in business sales

Changes in land-use ratios
(residential, industrial,
commercial, and
agricultural)

(continued overleaf)
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Table 2.1 (continued)

PERFORMANCE MEASURES IN TRANSPORTATION EVALUATION

Overall Goals Goals Objectives Performance Measures Performance Criteria
Environmental Minimize adverse Reduce air and noise pollution Tons of carbon monoxide
quality and environmental impacts or Reduce environmental emitted per year
resource enhance environmental degradation Average energy consumed per
conservation quality, including ecology, Improve aesthetics and general vehicle per mile per year

water quality and quantity,

air pollution, noise, and
privacy

environmental quality
Avoid damage to sites of
cultural interest

Percentage of green space,
open space, and parkland
Intrusion of cultural treasures

Reduce energy use or enhance
energy efficiency

Minimize damage to cultural
heritage, such as historical

sites

sites and archeological

treasures
Equity Improve quality Enhance general quality of life Enhance community cohesion =~ Number of displaced persons,
of life and community well-being Enhance accessibility to social farms, businesses, and
Promote social equity services homes
Promote environmental justice Provide transportation Benefits per income group
opportunities for
handicapped and other
socially disadvantaged
groups
Increase recreational
opportunities
Source: Adapted from Cambridge Systematics (2000).

for project-level evaluation may not necessarily translate
to optimal decisions at the network level.

2.3 PROPERTIES OF A GOOD PERFORMANCE

MEASURE

Generally, a suitable performance measure should have
the following properties (Turner et al., 1996; Cambridge

Systematics, 2000):

o Appropriateness. The performance measure should
be an adequate reflection of at least one goal or
objective of the transportation system action. It should
be applicable to an individual mode or a combination of
modes. The appropriateness of a performance measure
helps guarantee its relevance because its reporting
would provide the needed information to decision

makers.

o Measurability. It should be possible (and easy) to

associated with the evaluation problem. For example,
it should be of the appropriate spatial and tempo-
ral scales associated with the transportation action
and should address the perspectives of the parties
affected. The performance measure should be com-
parable across time periods or geographic regions.

e Realistic. It should be possible to collect, generate

or extract reliable data relating to the performance
measure without excessive effort, cost, or time.

o Defensible. The performance measure should be

clear and concise so that the manner of assessing
and interpreting its levels can be communicated effec-
tively within a circle of decision makers and to the
stakeholders and general public. This is often possible
when the performance measure is clear and simple in
its definition and method of computation.

Forecastable. For planning purposes, it should be
possible to determine the levels of the performance

measure the performance measure in an objective
manner and to generate the performance measure
levels with available analytical tools and resources.
Measurement results should be within an acceptable
degree of accuracy and reliability.

o Dimensionality. The performance measure should be
able to capture the required level of each dimension

measure reliably at a future time using existing

forecasting tools.

It is important that the list of selected measures be
comprehensive, yet manageable, to facilitate a meaningful
analysis. Transportation agencies that seek to select
performance measures are concerned particularly with



the practicality of performance measures in terms of
their usefulness, data availability and forecasting ability,
flexibility across modes, data precision, dimensions, and
other attributes. Poister (1997) and Shaw (2003) provided
examples of performance indicators that have been used
in past evaluation of highway projects, while Cambridge
Systematics (2000) presented a perspective of how
performance measures could be formulated and used in
project evaluation.

2.4 DIMENSIONS OF PERFORMANCE
MEASURES

Performance measures can be viewed from the perspec-
tive of several dimensions, such as the goals or objectives,
transportation mode, facility type, temporal scope, spatial
scope, and so on. For example, performance measures
may be classified by their applicability to multimodal
vs. single-mode evaluations or to freight vs. passenger
transportation. Also, performance measures may differ by
facility type. For example, the impact of transit guideway
projects are measured using specific performance mea-
sures that differ from those used for transit terminals, even
though the overall goals may be the same. Also, perfor-
mance measures that are used when evaluation is being
carried out over a short time frame may differ from those
that are used for a long time frame. For example, per-
formance jump (immediate improvement in facility per-
formance) could be used for the short-term evaluation of
physical, policy, or operational interventions; while dete-
rioration rate reduction or extension in facility life may
be used to measure the effectiveness of interventions over
relatively longer evaluation periods. With regard to spatial

Table 2.2 Dimensions of Performance Measures
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scope, the measures of performance for a given impact
type may differ, depending on whether the analysis is
being carried out at project level, statewide network level,
or even regional level. A case in point is air pollution
impacts: pollutant types and parameters used to evaluate
local pollution differ from those used to evaluate regional
pollution. Performance measures may also be categorized
by the planning and programming jurisdiction to which
they are most relevant, and by the perspective of user,
agency, or operator. A classification of possible dimen-
sions of performance measures is shown as Table 2.2.

2.5 PERFORMANCE MEASURES ASSOCIATED
WITH EACH DIMENSION

For the transportation program or project under evaluation,
the analyst should identify the appropriate dimensions
for the evaluation, and should then establish the relevant
performance measures associated with each dimension.
A discussion of performance measures based on various
dimensions is presented below.

2.5.1 Overall Goals

Efficiency-related performance measures involve an
assessment of how much return can be achieved for a given
input. Examples include the savings in travel costs per dol-
lar of investment, benefit—cost ratio, and net present value.
Performance measures for the overall goal of effective-
ness are used to assess the degree to which operational
goals are being attained. Equity-related performance mea-
sures help assess the extent to which specific benefits and/or
costs (monetary or nonmonetary) are being shared across

Dimension

Example

Overall goals
Objectives

Economic efficiency, effectiveness, and equity
Preservation of system condition, operational efficiency, economic development,

quality of life, safety, and environment

Sector concerns

Flow entity

Modal scope

Specific mode

Entity and stakeholder affected
Spatial scope

Level of agency responsibility
Time frame

Level of refinement

Intended use

Level of use of information

Freight and passenger

State, district, local
Long and short terms

Private (profit) and public (service)

Multimodal and single mode

Highway, urban transit, railway, waterway, and pipeline intermodal
Agency, user, or nonuser

Urban, rural, citywide vs. intercity

Primary and secondary indicators
Policy, programming, implementation, postimplementation review
Management and operational levels
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various particular demographic or geographic groups of the
affected population or region and help to ensure that no
group suffers a disproportionate level of hardship due to
the transportation project. Examples of equity-based per-
formance measures include those that can be related to
environmental justice or how well the expected adverse
community impacts can be mitigated.

2.5.2 System Objectives

Most transportation agencies have established a portfolio
of performance measures for their agency goals (which
generally include objectives involving system preserva-
tion, agency cost, operational efficiency, mobility, safety,
and environmental preservation). Network-level perfor-
mance measures that are based on overall system goals
and objectives are presented in Table 2.3.

(a) Preservation of the System Physical Condition Sys-
tem preservation refers to the set of activities geared
toward ensuring a minimum level of physical condition
of transportation facility or rolling stock and is generally
considered to be a vital aspect of transportation manage-
ment. For an assessment of the extent to which this goal is
being achieved, the following general performance mea-
sures can be used:

e Percentage of system units or segments that have
been maintained at or a certain minimum or target
level of condition or that are operating above a certain
specified level of service threshold

o Average level of service, physical condition, or
structural or functional sufficiency of the system

General Appendix 2 presents specific examples of these
performance measures.

Data on system physical condition and operation, which
can be used to derive levels of established performance
measures, are generally available at most transportation
agencies.

(b) System Operational Performance This includes oper-
ational effectiveness (the degree to which the transporta-
tion system provides a desired service that maximizes
mobility, accessibility, and intermodalism; and opera-
tional efficiency (the extent to which the resources are
used to produce a given level of transportation output).
The public sector is typically interested in operational
effectiveness, whereas the private sector (comprising ship-
pers and carriers and other businesses whose operations
are heavily linked to the transportation system) is inter-
ested in operational efficiency, particularly from a mon-
etary standpoint. Operational efficiency could be viewed
in the flow entity dimension; as such, its performance

measures may be grouped into those applicable to pas-
senger or freight movement, or both.

Accessibility: An important function of any transporta-
tion system is to provide for people accessibility to resi-
dences; places for employment, recreation, shopping, and
so on; and for goods and services, accessibility to points of
production and distribution. Any performance measure for
accessibility should reflect the ease with which passengers
and goods reach their destinations. Performance measures
for accessibility as illustrated in General Appendix 2,
include:

e The ability of a facility to handle specific types of
passengers or freight

e The capacity of specific intermodal facilities for
freight and passengers

o The ease of access to the transportation system

o The ease of connecting at transfer facilities

o The percentage of the population or freight-generating
businesses located within a certain distance or travel
time from a specific transportation facility

Mobility: Performance measures associated with mobil-
ity may apply to passenger or freight transportation. As
illustrated in General Appendix 2, these may include:

e The travel time, level of service, travel speed,
delay, congestion

o The average speed vs. peak-hour speed

e The transfer time at intermodal transfer terminals,
hours of delay

e The percentage of a facility that is not heavily
congested during peak hours

Data on travel time and congestion-related measures are
typically estimated with existing analytical or simulation
models, while mode shares and levels of service (inter-
modal connecting times) can be ascertained using surveys
of individual facility users or businesses.

(c) System Financial Performance Transportation sys-
tems aim to enhance accessibility and mobility at a rea-
sonable cost to both agencies and users. Benefits could
be expressed in terms of the reduction in agency or user
costs or both, relative to a base case (which is typically
the do-nothing scenario). Performance measures for sys-
tem financial performance may include:

o The initial cost per unit dimension of transportation
facility

e The preservation cost per unit dimension of trans-
portation system
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Table 2.3 Examples of Network-Level Performance Measures Based on Highway System Goals and Objectives

Performance Measures

Objective Facility or Category
System preservation Pavement
Bridge

Construction, maintenance, and
operation

Operational efficiency

Cost-effectiveness

Accessibility Roadway

Mobility Travel speed

Delay, congestion

Amount of travel

Economic development Support of economy by
transportation
Quality of life Accessibility, mobility

Safety Number of vehicle collisions

Facility condition—related

Construction-related

Resource and environment Fuel use

Percentage of highway miles built to target design

Average roughness or overall pavement index value for state
highways, by functional class

Percentage of highways rated good to excellent

Percentage of roads with score of 80 or higher on overall
highway maintenance rating scale

Percentage of total lane miles rated fair or better

Miles of highway that need to be reconstructed or rehabilitated

Percentage of highway bridges rated good or better

Percentage of highway mainline bridges rated poor

Number of bridges that need to be reconstructed or
rehabilitated

Cost per lane-mile of highway constructed, by functional class
and material type

Cost per unit of highway maintenance work completed; labor
cost per unit completed

Cost per percentage point increase in lane-miles rated fair or
better on pavement condition

Cost per crash avoided by safety projects

Percentage of population residing within 10 minutes or 5 miles
of public roads

Percentage of bridges with weight restrictions

Miles of bicycle-compatible highways rated good or fair

Average speed vs. peak-hour speed

Hours of delay

Percentage of limited-access highways in urban areas not
heavily congested during peak hours

Vehicle-miles of travel (VMT) on highways

Percentage of VMT at specific road classes

Percentage passenger-miles traveled (PMT) in private vehicles
and public transit buses at specific road classes

Percentage of wholesale and retail sales occurring in significant
economic centers served by unrestricted market artery routes

Percentage of motorists satisfied with travel times for work
and other trips

Vehicular crashes per 100 million VMT

Fatality or injury rates per 100 million VMT

Crashes involving injuries per 1000 residents

Crashes involving pedestrians or bicyclists

Number of pedestrians killed on highways

Percent change in miles in high-accident locations

Percent crash reduction due to highway construction or
reconstruction projects

Reduction in highway crash due to safety improvement
projects

Number of railroad-crossing accidents

Percentage of motorists satisfied with snow and ice removal or
roadside appearance

Risk (vulnerability) and consequence of facility element failure

Number of crashes in highway work zones

Highway VMT per gallon of fuel

Source: Adapted from Poister (1997).
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o The total life-cycle agency costs

e The user cost per unit dimension or per unit use
(travel volume) of transportation system

o The total life-cycle user costs and benefits

To enable equitable comparison across time, these
performance measures are expressed in constant rather
than current dollars after duly correcting for inflationary
effects. Furthermore, in assessing system financial perfor-
mance, some analysts may combine agency costs with user
costs to obtain an overall picture of the monetary costs.

(d) System Safety and Security

Safety of System Use: Transportation system safety
includes the safety of those using the system (vehicle
operators and passengers), those affected by the use of
the system (pedestrians), and those involved in the system
preservation and operations (field personnel of the agency
or its contractors). Performance measures for transporta-
tion safety can be measured in terms of frequencies or
rates (per mile, per annual average daily traffic, or per
vehicle-mile traveled) of all crashes or various categories
of crashes (fatal, injury, or property damage).

For highway, rail, water, or air transportation, perfor-
mance measures for safety include the number of crashes
or rate of crashes (per facility dimension, use, or usage
dimension such as VMT); for all crash severity types or
patterns, or for each crash severity type or pattern; and for
vehicles or pedestrians or both. Additional performance
measures for transit safety can include crime and vandal-
ism rates.

Defining performance measures for safety helps agen-
cies to determine the effectiveness of safety related

projects: for example, crash reduction due to shoulder or
lane widening.

Security from Extraordinary Events: At many agen-
cies, facility vulnerability is increasingly assuming a key
role as a performance measure for evaluating projects
aimed at enhancing facility resilience to (or recovery
from) human-made or natural disasters and for purposes of
emergency evacuation planning. A suitable performance
measure is the vulnerability rating, which is based on the
likelihood and consequence of a harmful event.

1. The likelihood is based on external factors such as
the population and the visibility or national impor-
tance of the transportation system (for human-made
attacks) and water flow rate or seismic histories (for
natural disasters such as flood or earthquake failures,
respectively).

2. The consequence of failure is evaluated on the basis
of the exposure of the facility: for example, the level
of usage. It indicates the degree of catastrophe that
would result in the event of failure of the transporta-
tion facility.

For example, a facility may have a low likelihood of
failure but a high consequence of failure (such as a new
heavily traveled and well-built city bridge) or a high like-
lihood of failure but low consequence of failure (such
as a lightly used and weak county bridge in a flood-
or earthquake-prone area). As illustrated in Figure 2.2,
both the event likelihood and its consequence are used to
establish the value of the vulnerability rating performance
measure. Threat types include human-made attacks, earth-
quakes, flooding, system fatigue, and major collisions.

TRANSPORTATION VULNERABILITY

EXPOSURE SELECT FAILURE TYPE

I

CLASSIFICATION
Specific to a Threat T)
(Vulnerability of the Facility to a TRAFFIC FACILITY (Specific to a Threat Type)
Specific Threat Type) VOLUME TYPE
LIKELIHOOD CONSEQUENCE
SCORE SCORE

VULNERABILITY

RATING

Figure 2.2 Generalized procedure for developing vulnerability ratings. (Adapted from New

York State DOT, 1996-2002.)



(e) Economic Development and Land Use Most trans-
portation improvements are geared toward enhancing
operational effectiveness, but the end goal may be the
provision of a top-class transportation infrastructure for
the region so as to retain existing businesses or to attract
new ones. As illustrated in General Appendix 2, perfor-
mance measures associated with economic development
may include:

Number of businesses

» Business sales

Employment (number of jobs)

Per capita income

Acreage and proportions of commercial, residential,
and agricultural land areas

(f) Environmental Quality and Resource Conservation
Most transportation actions affect the environment and
require the consumption of natural resources. Perfor-
mance measures for environmental impacts are typically
expressed in terms of the amount of environmental dam-
age (e.g., pollutant emissions, noise, water quality, habi-
tat degradation). Performance measures for environmental
quality and resources conservation may include:

Acreage of wetlands affected

Pollutant emissions and concentrations,
e Noise and vibration levels

Energy consumption

(g) Quality of Life Transportation facilities are expected
to contribute to the overall quality of life of residents in
a region. Quality of life typically captures attributes such
as overall well-being, community spirit, social equity, pri-
vacy, aesthetics, and concern for the disadvantaged. Gen-
eral Appendix 2 presents a set of performance measures
related to the quality of life in a community.

2.5.3 Sector Concerns and Interests

In the private sector, profit is the primary measure
of performance. For example, the operators of a toll
facility may be interested primarily in whether the revenue
collected provides sufficient return after deducting the
costs of operation, maintenance, and debt service. Also,
transportation providers, shippers, truckers, and others in
the transportation industry ensure that they are providing
their transportation services at a reasonable profit. For
the public sector, the primary motive is service to the
general public, which is typically measured on the basis
of operational effectiveness (i.e., mobility, accessibility,
safety, and so on.). For publicly subsidized transit

PERFORMANCE MEASURES ASSOCIATED WITH EACH DIMENSION 29

services, the performance measures may also include such
items as the deficit per passenger serviced, the operating
ratio, and the revenue per vehicle-mile or vehicle hour.

2.5.4 Flow Entity (Passenger and Freight)

From the perspective of passengers, measures that can
be used to assess the performance of a transportation
project or policy may include the delay per passenger,
out-of-pocket costs, and travel-time reliability. For freight
operations, facility performance measures may include
loading time and inventory time and cost (which depend
on inventory size and type), and travel-time reliability.
General Appendix 2 presents performance measures that
could be used to evaluate system improvements from
the perspective of freight and passenger operational
efficiency.

2.5.5 Type of Transportation Mode

Although the general objectives (and associated perfor-
mance measures) of delay reduction, safety enhancement,
system preservation, and other dimensions appear to be
consistent across the various modes of transportation,
there are specific performance measures that may be
unique to each mode.

(a) Highway For highway systems, typical performance
measures include the percentage of the highway network
that experiences congestion, the percentage of time that
a given highway corridor suffers from congestion, and
the incident frequency or severity for the network or at
a highway segment or intersection. For a given mode,
performance measures may vary by the component sys-
tem type. For example, traffic density is used to evaluate
basic freeway sections, weaving areas, ramp junctions, and
multilane highways; while delay is often used to evaluate
two-lane highways, intersections, and interchanges, and
speed is used for freeway facilities and arterials (Shaw,
2003). In Europe, the OECD (2001b) established a set of
performance indicators for the road sector.

General Appendix 2 presents examples of performance
measures that could be used to assess the extent to
which highway systems help achieve the goals and
objectives of operational efficiency, accessibility, mobility
and economic development, quality of life, and safety and
the environment.

Also, examples of performance measures for specific
highway management systems (highway, bridge, conges-
tion, and safety) are provided in General Appendix 2.

(b) Rail and Urban Transit For rail transportation in
North America, the values of the following performance
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measures for each regional rail freight carrier are published
on a weekly basis: the total cars on line, average train speed,
average terminal dwell time, and bill of lading timeliness.
For passenger rail transportation, performance measures
include on-time arrivals (the number and percentage of on-
time rail services that exit or arrive at their destinations
within an agreed threshold) and total trip delay (resulting
from rail vehicle breakdown, or loading and unloading
passengers at terminals). Delay can be expressed in several
ways: for example, total delay, delay per vehicle, delay per
delayed vehicles, delay per passenger, delay per day, delay
per mile, delay per passenger per day, or delay per passenger
per mile per day. Other performance measures for rail
transportation are the frequency and rate of major incidents,
complaints, and trip cancellations. Other rail performance
measures can also relate to revenue, cost, or productivity,
such as the revenue, cost, or output per resource input (e.g.,
employee, person-hour, railcar, time).

Performance measurement for urban rail and bus sys-
tems has become fairly standardized, due in part to
long-standing reporting requirements for transit operators
receiving financial assistance from Federal Transit Admin-
istration (FTA). Examples and details of performance
measures for urban transit are available in the literature
(Sinha and Jukins, 1978; Fielding, 1987). A summary of
these measures is presented in Table 2.4.

(c) Air For air transportation, arrival delays are moni-
tored and published routinely for each airline. For airport
facilities, typical performance measures can be catego-
rized as described below.

Operational Adequacy: An important item for airport
operation is the gate delay, which can be represented by
the demand—capacity ratio. Federal Aviation Administra-
tion (FAA) guidelines specify the demand—capacity ratio
thresholds at which an airport should begin planning to
resolve capacity constraints or to implement these plans.
At the network level, performance measures related to air
transportation capacity include the percentage of system
airports that operate at or above a specified level of their
annual operational capacity, the percentage of a region
(by area, population, or number of business centers) that
is within a specified distance or travel time from the near-
est system airport, and the percentage of system airports
with adequate automobile parking facilities.

Physical Adequacy: Performance measures in this
respect include whether the runway and taxiway sepa-
rations of an airport meet the current FAA guidelines,
whether an airport has runway safety areas on its pri-
mary runway that meet established standards, whether an

airport meets pavement condition standards on its primary
runways, whether an airport has shared airspace result-
ing in operating restrictions, and whether an airport has
any obstruction that may affect its operations. At the net-
work level, performance measures involve the percentage
of system airports that have the foregoing characteris-
tics.

Environmental and Land-Use Compatibility: It is
essential that the operation of airports does not result in
environmental degradation or pose a nuisance to abutting
land uses. From this perspective, performance measures
include the following: whether an airport has worked with
surrounding municipalities to adopt height zoning based
on federal guidelines, whether an airport is recognized
in local comprehensive plans and/or regional vision
statements for a community, whether an airport has a noise
management plan, and whether the airport complies with
state or federal guidelines regarding “airport influence
maps” and public disclosure.

Financial Performance: Measures used to evaluate the
financial performance of an airport may include the
operating ratio, the level of subsidy, and the amount of
revenue generated in relation to the number of passengers
served. At the network level, performance measures
involve the percentage of system airports that have the
foregoing characteristics.

Accessibility: Accessibility standards are set for different
types of aircraft and aviation facilities. Intermodal links
are important for air transportation of goods, and access to
the region’s airports via alternative transportation modes is
important for passengers. Performance measures to assess
the ability of an airport to provide adequate ground and air
access include the extent to which a region, its population,
and its major business centers are within a 30-minute
drive time of the airport; whether an airport is served by
public transportation; and whether an airport has intermodal
transfer capabilities. At the network level, performance
measures could involve the percentage of system airports
that satisfy the characteristics discussed above.

2.5.6 Number of Transportation Modes Involved

A performance measure may be associated with only a
single mode or with two or more modes. For example,
the delay encountered in freight transfer from rail to
truck transportation is a multimodal performance mea-
sure, whereas the delay encountered from one rail ter-
minal to another is a single-mode performance measure.
General Appendix 2 presents possible performance mea-
sures that could be used to evaluate the effectiveness
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Table 2.4 Summary of Transit Performance Measures

Goal Category Category Performance Measure

System preservation Transit vehicle Miles between road calls for transit vehicles
Age distribution of vehicles
Capacity or remaining useful life index

Operational efficiency Financial Fare recovery rate of urban transit system
Cost per passenger-mile of travel (PMT) in urban areas
Cost per VMT in urban areas
Cost per revenue-mile in urban areas
Cost per PMT in rural areas
Cost per VMT in rural areas
Cost per revenue-mile in rural areas
Total transit operating expenditure per transit-mile
Grant dollars per transit trip

Ridership Transit ridership per capita
Transit ridership-to-capacity ratio
Transit ridership per VMT
Transit ridership per route-mile
Transit ridership per revenue-mile
Transit peak load factor
PMT on intercity rail and bus service
Operational Number of peak-period vehicles

Revenue vehicle hours per transit employee
Average wait time to board transit
Ratio of number of transit incidents to investment in transit

security
Accessibility Access to and amount Percentage of population with access to (or within a
of transit specified distance from) transit service

Percentage of urban and rural areas with direct access to
bus service
Percent of workforce that can reach work site in transit
within a specified time period
Access time to passenger facility
Service characteristics Route-miles (or seat-miles or passenger-miles) of transit
service
Frequency of transit service
Route spacing
Percentage of total transit trip time spent out of vehicle
Facility characteristics Transfer distance at passenger facility
Availability of intermodal ticketing and luggage transfer
Existence of information services and ticketing
Parking, Volume—capacity ratio of parking spaces during daily peak
pickup/delivery hours for bus or other passenger terminal lots
Parking spaces per passenger
Parking spaces available loading and unloading by autos
Number of pickup and discharge areas for passengers
Mobility Transit On-time performance of transit
Frequency of transit service
Average wait time to board transit
Number of public transportation trips

(continued overleaf’)
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Table 2.4 (continued)

PERFORMANCE MEASURES IN TRANSPORTATION EVALUATION

Goal Category Category

Performance Measure

Economic Transit

development

Quality of life Transit accessibility,
mobility

Safety Transit

Environmental and Air pollution

Passengers per capita within urban service area

Number of commuters using transit park-and-ride facilities

Number of demand—response trip requests

Percentage of transit demand—response trip requests met

Economic indicator for people movement

Percentage of region’s unemployed or poor who cite
transportation access as a principal barrier to seeking
employment

Percentage of wholesale and retail sales in the significant
economic centers served by market routes

Customer satisfaction with commute time

Customer perception of quality of transit service

Transit collisions (injures or fatalities) per PMT

Transit collisions (injures or fatalities) per VMT

Number of intercity bus collisions

Crimes per 1000 passengers

Ratio of number of transit collisions to investment in transit
security

Tons of pollutants generated

resource Air quality rating
conservation Number of days for which air pollution is in an unhealthful
range
Customer perception of satisfaction with air quality
Fuel use Fuel consumption per VMT
Source: Adapted from Sinha and Jukins (1978); Poister (1997); Cambridge Systematics (2000).

of improvements at intermodal facilities. For intermodal
connections (also called terminals), including rail-road
crossings, rail depots (rail-highway), harbors and water
ports (water—rail and water—highway; Figure 2.3), and
airports (air-rail and air—highway), performance mea-
sures include:

The percentage of time that congestion is experienced
The incident frequency or severity

The average time delay in passengers or freight

The reliability of time taken for intermodal transfers

2.5.7 Entity or Stakeholder Affected

The perspectives of various affected entities and stake-
holders often differ significantly. For example, an agency
may be interested primarily in facility preservation and
financial solvency, whereas users may be more focused
on travel time and accessibility. Adjacent businesses and
residents may be more concerned with physical and oper-
ational impact such as relocation collisions from vehi-
cles, pollution, and accessibility to raw materials, labor,
and product distribution points. Environmental groups

Figure 2.3 Multimodal performance measures at intermodal
terminals include average delay of freight transfer. (Courtesy of
Kevin Walsh, Creative Commons Attribution 2.0.)

typically focus on damage to the ecology, wetlands, and
water resources. Furthermore, specific advocacy groups



may be particularly interested in safety or accessibility
for disadvantaged users, for example. For a transporta-
tion project or action to be implemented successfully, it
is important to consider the perspectives of all affected
stakeholders as part of the evaluation process.

2.5.8 Spatial Scope

As explained earlier in Section 2.3, certain perfor-
mance measures are more appropriate for network-level
evaluation, whereas others are more appropriate for
project-level evaluation. Even within these levels, per-
formance measures have to be appropriate for specific
spatial scopes, such as statewide, countrywide, citywide,
areawide, or corridorwide, or for a specific segment or
intersection of a specific mode or terminal (for multimodal
systems).

2.5.9 Level of Agency Responsibility

For a given set of other dimensions, performance measures
may differ by the level of agency responsibility; state
and local agencies may have different measures, as
they typically have different perspectives regarding the
intended benefits of transportation system actions. For
example, the local economic development effect of a
corridor improvement may not be an added benefit at the
state level because the gain expected may simply be a
shift from one local area to another.

2.5.10 Time Frame and Level of Refinement

There can be some performance measures that relate
to immediate consequences (primary impacts) of the
transportation action, whereas others are impacts that occur
in the wake of the primary impacts: that is, secondary
impacts. For example, construction of a new bypass
may result in immediate impacts, such as a reduction in
travel time, whereas secondary impacts, such as increased
business productivity due to the travel-time reduction, will
take some time to be noticed.

2.6 LINKING AGENCY GOALS
TO PERFORMANCE MEASURES: STATE
OF PRACTICE

There is widespread explicit or implicit use of the per-
formance measures concept at transportation agencies all
over the world. The current generation of performance
measures is outcome oriented, tied to strategic objec-
tives, and is focused on quality and customer service. For
example, in the state of Delaware, the highway agency’s
performance measures are connected to the agency’s
goals, strategies, policies, and long-range transportation
plans (Abbott et al., 1998). Also, the state transportation
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agency of Minnesota uses a performance measures pyra-
mid that has a top layer comprising policy-based system-
level performance measures reflecting outcome targets
over a 20-year period; a second layer comprising per-
formance measures specific to districts and transportation
modes with long-term impacts; a third layer of perfor-
mance measures specific to business plans, with a planning
horizon of approximately two years; and a fourth layer
of performance measures for systems operations that are
associated with work plans with a planning horizon of
one year or less. The fourth layer contains measures for
project-level evaluation. The state transportation agency of
California (Caltrans) uses a similar pyramid that consists
of three tiers of performance measures for the purpose of
monitoring the progress of its strategic plan. The apex of
the Caltrans pyramid consists of a set of performance mea-
sures that are derived from the agency’s strategic goals.
The second tier is comprised of performance measures
geared toward evaluating products and services provided
to customers in terms of quality, efficiency, and customer
satisfaction. The third tier consists of performance mea-
sures for process and output quantities.

The OECD (2001a) discussed the institutional aspects
of intermodal freight transportation, thus laying the
groundwork for possible development of measures for
assessing the performance of intermodal transportation
facilities. Pickrell and Neumann (2000) presented vari-
ous ways to link performance measures with decision
making. Baird and Stammer (2000) developed a model
that incorporated an agency’s mission, vision, goals,
stakeholder perspectives, and system preservation and
outcomes. Kassof (2001) reinforced the need to amal-
gamate the several performance measures and stressed
the importance of “omnidirectional alignment” of perfor-
mance management systems (i.e., vertical alignment of
goals, strategies, policies, programs, projects, and mea-
sures) so as to span the organizational hierarchy and
horizontal alignment to span geographical units (such as
districts or functional divisions). Poister (2004) empha-
sized the importance of performance measures and iden-
tified how they can be used in strategic planning at
the executive level of an agency. TransTech Manage-
ment, Inc. (2003) identified modal performance measures
that help provide transportation agencies and transporta-
tion project managers with the information they need
to support transportation-project planning, design, and
implementation.

2.7 BENEFITS OF USING PERFORMANCE
MEASURES

The establishment of clear performance measures helps
agencies to assess the degree to which a program, project,
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or policy will be or has been successful in achieving its
intended goals and objectives in terms of improved sys-
tem benefits. In effect, performance measures help trans-
portation agencies monitor facility performance, identify
and undertake requisite remedial measures, and plan for
future investments. By adopting performance measures for
transportation project and program evaluation, an agency
can reap the following benefits:

1. Clarity and transparency of decisions. When the per-
formance measures are objective and unbiased, transporta-
tion actions can be evaluated and selected in a rational and
unbiased manner, thereby enhancing agency accountability.

2. Attainment of policy goals. The use of performance
measures provides a basis upon which attainment of
agency goals and objectives can be assessed, and provides
a link between the ultimate outcomes of policy decisions
and the more immediate actions of the agency. For
example, the average waiting time for water vessel
unloading for a given year can be compared with
established thresholds so that any necessary improvements
can be identified and implemented.

3. Internal and external agency communications. The
use of performance measures provides a rational and
objective language that can be understandable by various
stakeholders and can be used to describe the level of
progress being made toward the established goals and
objectives (Pickrell and Neumann, 2000). For example,
the average air traveler delay is a performance measure
that is readily understood by the aviation operator, facility
owner, air travelers, and the general public.

4. Monitoring and improvement of agency business
processes. Performance measures can be used to evaluate
the degree to which established strategic or tactical targets
(yardsticks or benchmarks) have been achieved (Shaw,
2003). As such, they are useful for decision making
regarding continuation of specific operational strategies.
Performance measures therefore help not only to define
or redefine goals and objectives, but also assist in network
performance reviews for program development and for the
facility planning stages of the project development process.

SUMMARY

Performance measures are needed at various stages of
the transportation development process for the purpose of
evaluating the various possible courses of action at each
stage and also at various hierarchical levels of transporta-
tion management and administration and consequently,
for decision making. Performance measures also assess
the degree to which the investment program selected has
been successful in achieving agency goals and objectives

in terms of improved system benefits. Performance mea-
sures therefore enable agencies to monitor facility per-
formance, identify and undertake requisite remedial mea-
sures, and plan for future investments. They also assist
in ensuring internal agency clarity, communications and
transparency, internal agency efficiency and effectiveness,
and monitoring and improvement of agency business pro-
cesses. Performance measures therefore not only aid in
defining or redefining goals and objectives but are also
helpful during the system of facility planning stages of the
transportation development process. The identification of
goals and objectives is a key prerequisite to the establish-
ment of performance measures and therefore influences
the evaluation and decision outcome. Selection of appro-
priate performance measures depends on the type of trans-
portation facility, the stage of the transportation develop-
ment process at which evaluation is being carried out,
whether the transportation stimulus under investigation is
a policy or a physical intervention, whether the evaluation
is preimplementation or postimplementation, and whether
it is a network-level problem or a project-level problem. A
suitable performance measure should be appropriate, mea-
surable, realistic, defensible, and forecastable and should
address all dimensionality aspects of the evaluation. It
is important that the final set of measures selected be
comprehensive, yet manageable, to facilitate meaningful
analysis. The current generation of performance measures
at most agencies are derived from agency goals that are
outcome oriented, tied to strategic objectives, and focused
on quality and customer service.

EXERCISES

2.1. For a proposed rail transit system to connect suburbs
to downtown, list the possible goals, objectives,
performance measures, and performance criteria.

2.2. What are the attributes of (a) an individual perfor-
mance measure for purposes of systems evaluation,
and (b) a set of performance measures?

2.3. You have been asked to evaluate the performance
of a new air terminal that was constructed five
years ago. What performance measures would you
consider in such an evaluation? Defend your choice
of performance measures.

2.4. It is proposed to widen an existing arterial street
to make way for an HOV facility. List appropriate
performance measures from the point of view of
(a) the owner (local highway agency), (b) facility
users, and (c¢) nonusers who are affected by the
system.



2.5. An increase in air travel has made it necessary to
expand the regional airport in the city of Townsville.
You are asked to evaluate the proposed expansion
project on behalf of the city. What types of
performance measures would you select?

2.6. Consider a transportation company that provides
bus transit service to the elderly and handicapped
in a rural county in a contract with the county
government. Develop a set of performance measures
from the perspectives of the transportation company,
the county government, and the service users.
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CHAPTER 3

Estimating Transportation
Demand

To go beyond is as wrong as to fall short.
—Confucius (551-479 B.C.)

INTRODUCTION

Transportation demand estimation is a key aspect of any
transportation evaluation process because it provides a
basis for predicting the needs for transportation in terms
of passenger, freight, or vehicle volumes expected for a
facility. Such forecasts are vital in evaluating alternative
actions at every stage of the transportation development
process. The decision to proceed with a project is often
dictated by the levels of usage predicted for the proposed
facility. Then at the facility design stage, the sizing
of a proposed transportation facility and the scope of
the proposed operational policies are influenced by the
expected levels of demand. Furthermore, decision making
to select and implement system policies is influenced
by the expected levels of trip making. For example, the
user benefits and costs, cash flow patterns, economic
efficiency, effectiveness, and equity are all influenced by
the volume of traffic using the facility. Finally, knowledge
of the expected levels of demand in each future year
is also useful for developing agency cost streams for
preserving facilities whose deterioration and performance
are influenced by the level of use.

As shown in Figure 3.1, the demand for transportation,
which is derived from socioeconomic activities (e.g., com-
mercial, industrial, educational, medical, and agricultural
entities), is ultimately manifested in the form of traffic
volume on the facility, such as the number of passengers
and the freight tonnage. It is often appropriate to establish
different levels of travel demand that correspond to dif-
ferent levels of supply attributes (cost, time, and so on).
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Figure 3.1 Relationships between demand, supply, and traffic
volume.

The volumes of traffic observed or predicted at a system
is therefore the interaction of travel demand and system
supply.

It is thus important to be able to predict levels of trans-
portation demand and system supply (performance) at any
time in a facility’s life or changes in these attributes in
response to changes in socioeconomic characteristics, sys-
tem price, system technology, and so on. Classical topics
in transportation economics, such as demand modeling,
supply functions, market equilibrium, price elasticity, pro-
duction costs, and pricing, are therefore important in the
evaluation of transportation system impacts.

In this chapter, we first discuss some basic concepts
in economic demand theory and present methods for
estimating aggregate project-level transportation demand.
We then discuss the related topics of transportation supply
and elasticity and explain how these concepts can help in
estimating transportation demand or changes in demand.

3.1 TRANSPORTATION DEMAND

The demand for transportation is the number of trips that
individuals or firms are prepared to make under a given set
of conditions (i.e., trip time, cost, security, comfort, safety,
etc.). The demand for transportation is often described as
a derived demand because trips are typically undertaken
not for the sake of simply traveling around but because of
an expected activity at the end of a journey, such as work,
shopping, returning home, or picking up or delivering
goods. In this section we discuss methods for estimating
travel demand.

3.1.1 Basic Concepts in Transportation Demand
Estimation

The demand for any specific transportation facility or
service depends on the characteristics of the activity
system and the transportation system. An activity system
is defined as the totality of social, economic, political,
and other transactions taking place over space and time
in a particular region (Manheim, 1979). Changes in an
activity system may be represented by economic or
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population growth, relocation of commercial, industrial,
or other organizational entities into (or out of) an
area, or increased (or decreased) scale of operations by
entities already existing in an area. A ftransportation
system is a collection of physical facilities, operational
components, and institutional policies that enable travel
between various points in a transportation network. The
physical and operational components of a transportation
system include the guideway, vehicle, transfer facilities,
and facility management systems, while institutional
components include pricing policies. The characteristics
of a transportation network that are relevant to travel
choice (and hence demand estimation) are termed service
attributes and include travel time, travel cost (out-
of-pocket expenses), safety and security, and comfort
and convenience. Demand functions or demand models
quantify the willingness of trip makers to “purchase”
(i.e., undertake) a trip at various “prices” (i.e., levels
of service attributes associated with the trip) under
prevailing socioeconomic conditions. In its simplest
formulation, a demand function is a two-dimensional
model such as the classic demand—price curve. In a
more complex formulation, demand is a multidimensional
function of several explanatory variables (often including
price) that represent the service attributes and trip-
maker characteristics. These include a class of demand
functions that estimate the expected total demand given
the total trip-maker population and the probability that
an individual (or group or individuals) will choose a
particular transportation mode over another.

Figure 3.2(a) illustrates a simple aggregate function
for transportation demand between a given origin and
a destination at a specific time of day, for transit for a
specific trip purpose (work trips), and for only one service
attribute: trip price. The figure shows, for various trip
prices, the associated levels of trip-making demand, and
therefore provides an indication of the number of transit
work trips that people are willing to undertake at various
levels of the transit service attribute (in this case, trip fare).

Where the demand model predicts the shares of a travel
alternative (such as mode, route, and so on), the service
attributes that are specific to the alternative are termed
alternative-specific attributes. These often include travel
time, comfort, convenience, User attributes (income lev-
els, household size, etc.), which describe socioeconomic
characteristics and therefore do not vary by mode, are
termed generic attributes. A demand function that esti-
mates demand on the basis of more than one service
attribute belongs to the class of multiattribute demand
functions, and can be represented by a graph showing
the relationship between demand and any single service
attribute at constant levels of other service attributes. In
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Figure 3.2 (a) Demand curve; () shifts in the curve.

such simplified cases, a change in the demand may be
reflected as one of the following two situations:

1. A change in quantity demanded for a transportation
service due to a change in the attribute selected (e.g.,
increase in trip fare). Demand changes in such cases
are represented by an upward or downward slide
along the demand curve (illustrated as 1 — 2 in
Figure 3.2a). Demand curves of this nature apply
primarily to competitive market conditions where
travel demand is adequately responsive to changes
in service attributes.

2. A shift in the single-attribute demand curve at a
given level of the trip attribute in question (such as
trip price) due to a change in the other trip or service
attributes (such as trip time, comfort, accessibility,
and security) of the transportation product or its
rivals (Figure 3.2D).

For example, improvement of a transit system to reach
more areas and to enhance passenger security and comfort
would lead to an increase in transit demand even if the
fare is kept the same—the single-attribute demand curve
shifts to the right (Dp — Dg). The same result would



be obtained if there is decreased attractiveness of a rival
good such as auto travel through for instance increased
parking fees and tolls. By a similar reasoning, a reduction
in the quality of transit service attributes, an increase in
the attractiveness of auto travel, or a decrease in area
employment would lead to reduced demand for transit
travel even if transit fares remain the same (D — Dc).
In Section 3.1.2 we discuss factors that typically cause
such shifts in the transportation demand curve.

In the example above, the single attribute (the variable
on the ordinate axis of the demand function) is the
trip price or fare. In a bid to simplify a multiattribute
demand function, the ordinate could be expressed as a
single composite cost variable that is an agglomeration
of other trip or service attributes, such as trip fare, time,
discomfort, safety and security, out-of-pocket expenses,
and other “sacrifices” that each traveler incurs in making
a trip. Therefore, various costs incurred by the trip maker
can collectively represent the user cost that will be
incurred by the trip maker.

3.1.2 Causes of Shifts in the Transportation
Demand Curve

As explained in Section 3.1.1, there could be a change
in the demand for a transportation facility even when its
price remains the same, and this is reflected as a shift in
the demand curve for that transportation facility. Factors
that cause such demand shifts discussed below.

e Sudden change in customer preference (season, life
style, etc.). For example, more people seem to ride
transit in the winter season.

o Change in the level of the attribute of interest (e.g.,
price increase) of related goods. For complementary
products, a decrease in the price of a product
increases the demand for the other product, shifting
the latter’s demand curve to the right (e.g., parking
spaces, automobile use). For rival products, an
increase in price of a product increases the demand
for its rival product, shifting the latter’s demand curve
to the right (e.g., transit and auto).

e Change in regional income. An increase in income
shifts the demand curve for normal goods to the right.
A normal good is one whose demand increases as a
person’s income increases.

o Change in the number of potential consumers. An
increase in population or market size shifts the
demand curve to the right.

e Expectations of an impending change in the level of
the attribute of interest. For example, a news report
predicting higher prices in the future can cause a shift
in the demand curve at the current price as customers
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purchase increased quantities in anticipation of the
price change.

3.1.3 Categorization of Demand Estimation Models

Demand models or functions can be either aggregate
or disaggregate. Aggregate demand functions directly
estimate the demand of a group of trip makers (such as a
group of individuals, households, firms, or residents in a
region or in a given class) in response to future changes
in conditions. Alternatively, the decision processes of
individual travelers or shippers can be modeled directly
using disaggregate demand functions, and then summed
up for all travelers and shippers to obtain the aggregate
predicted demand. The disaggregate approach is based
directly on the assumption that the trip makers seek
to maximize their utility. It is also possible to develop
demand models for a specific trip type and route and
to estimate the probability that an individual or firm
will undertake the trip given their characteristics and
the attributes of the various modes of the transportation
system. For the purpose of sketch planning, the aggregate
approach, which estimates overall demand directly, is
generally more appropriate than the disaggregate approach
and has been used widely in past practice to estimate the
predicted demand for transportation facilities.

Demand models may also be categorized by their
stochastic nature. Deterministic demand models assume
that the analyst has perfect information in order to predict
travel demand, while stochastic demand models account
for such lack of perfect information by introducing
a random or probabilistic element into the demand
model. This typically involves adding a random error
variable in the demand model and implies that the utility
assigned by the traveler to each travel alternative (and
consequently, the precise choice of the traveler as to
whether or not to travel) is unknown. Where data are
available, it may be more appropriate to use stochastic
demand models, particularly (1) when there exist some
service attributes that are important to travelers but whose
utilities are typically not explicitly represented in the
demand modeling process, such as transportation security
and safety, and convenience; (2) when travelers are not
aware of all alternatives that are available to them or may
not have correct or updated information on the levels of
attributes of the alternatives; and (3) when a traveler’s
behavior is influenced by factors that change with time,
such as weather.

3.1.4 Aggregate Methods for Project-Level
Transportation Demand Estimation

Transportation improvements are typically carried out for
a specific facility in a network, such as links (e.g., highway
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segments, rail corridors, air travel corridors) or nodes
(e.g., airports, water ports, bus terminals, transit stations).
Analysts may seek to estimate aggregate transportation
demand at a link between two nodes (population or activity
centers ranging from small areas that differ by land use
to large cities), for a segmental facility within the link,
or for a nodal facility. There are two general ways of
doing this: The first involves the use of network methods
that simultaneously estimate the demand for all links
in the parent regional or urban network of that facility
type on the basis of the trip productions and attractions
and trip distributions at various points in the network.
This approach yields demand models with predictive
capabilities that account for any changes that may occur
at other facilities in the network and affect demand at the
facility in question. The second approach considers only
the data for a link or nodal facility and yields total demand
for the facility only. A discussion of each approach is
presented here.

(a) Demand Estimation Based on the Attributes of the
Entire Parent Network The four-step transportation plan-
ning model (TPM), shown in Figure 3.3, is currently the
cost widely used model for estimating the link-by-link
for an urban or regional network demand. Besides its
applicability to entire networks rather than just a single
origin—destination route, the attractiveness of the TPM
framework lies in its ability to estimate not only over-
all demand but also demand with respect to trip type,
mode, and route. In recent years, this framework has
been extended to statewide transportation planning involv-
ing passengers and freight. The TPM estimates expected
demand on the basis of the attributes of the activity system
(such as employment and population) that generates such
demand and the characteristics of the transportation sys-
tem (that serves this demand). The end product of TPM
is the demand on each link in a network at “equilibrium”
conditions.

Activity System Attributes <-----
(Population, Employment, etc.)
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|
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System Attributes

Step Al: Establish the Market Segmentation This
step provides a basis for carrying out demand estimation
separately for different attributes, such as flow units (pas-
senger vs. freight) and commodity types. Other segmen-
tation criteria (e.g., trip purpose, or mode) could be
considered at this stage or may be accounted for in sub-
sequent steps of the framework. It is essential to design a
market segmentation process so as to enable the analyst to
predict the new demand patterns reliably and ultimately to
capture the expected effects of the new system or policy.
Step A2: Establish Traffic Analysis Zones Trip makers
are typically classified by certain characteristics. Urban
travelers, for example, can be classified by income,
automobile availability, household size, and trip purpose,
and most commonly, geographical location. The common
procedure involves dividing the study area into traffic
analysis zones and then characterizing each zone by each
attribute of the entities that demand transportation.

Step A3: Estimate the Number of Generated Trips
This step estimates the total passenger or freight trans-
portation demand for all modes and routes into and out
of each zone. This process is carried out on the basis of
trip productions and trip attractions. For passenger trans-
portation, variables in trip production equations typically
include residential and household characteristics, while
variables in trip attraction equations typically include
employment types and levels, and floor space by business
type (e.g., educational, commercial, or industrial). Ana-
lysts may determine the expected number of trips to be
generated using information available in ITE’s Trip Gen-
eration Handbook (ITE, 2003). This publication presents
average rates and regression equations for each land-use
category, such as ports and terminals, industrial area, res-
idential area, institutions, medical facilities, offices, lodg-
ing, retail, services, and recreational facilities. For freight,
trip generation rates developed by Cambridge Systematics
(1996) may be used.
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Figure 3.3 Four-step transportation planning model.



Step A4: Estimate Trip Distribution This step iden-
tifies specific origins and destinations of trips generated.
Trips can be distributed using any of several methods.
However, the most common method is the gravity model,
which estimates trip making between two points directly
as a function of the trip generation potential of any two
points and indirectly as some measure of trip-making
impedance (such as distance or travel time) between the
two points. Such impedance, referred to as the friction
factor, should be calibrated for the area of interest, time
of day, and so on. The number of trips between any pair
of zones i and j is given by

P = 3.1
> -1 AjF

iy

where P; are the trip productions from zone i, A; the trip
attractions to zone j, K;; is an adjustment factor for trip
interchanges between zone i and j, and Fj; is the friction
factor, a measure of travel impedance between i and j
given by Fi; = 1;;*, where #; is the travel time between i
and j and a is a coefficient.

Step AS: Determine the Modal Split These models
predict the shares of overall demand taken by each
available mode and may be carried out before or after
the trip distribution step. The most common modal split
models are of the logit or probit forms.

Step A6: Assign the Traffic For each bundle of demand
associated with an origin—destination pair and mode, this
step predicts, the route to be undertaken by that bundle.
Traffic assignment can be carried out either on the basis
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of various techniques associated with user or system
equilibrium.

Example 3.1 A transportation improvement program is
planned in a metropolitan area for implementation in
year 2020. Figure E3.1 shows the main corridors in the
area. You are asked to estimate the passenger travel
demand along the corridors. Instead of a simple trend
analysis or two-point gravity model, it is preferred to
use a network demand model and to incorporate supply
characteristics. Three neighborhoods or population centers
(1, 2, and 3) are considered for the network. The tables
below provide the following information: zone-to-zone
person-trips for the base year, zone-to-zone travel times
and costs (for auto and transit, at the base and horizon
years); and utility functions for auto and transit, zonal
socioeconomic characteristics, and trip generation models.
The trips shown in all tables are person-trips in hundreds.

1. Base year (2000) Table E3.1.1 shows the base year
zone-to-zone person-trips, travel times, and friction
factors.

Figure E3.1 A simple network example.

Table E3.1.1 Base-Year Zone-to-Zone Person Trips, Travel Time,

and Friction Factors?®

To Zone: Total Trip
From Zone: 1 2 3 Productions
1 TT =1 TT =9 TT =4 300
NT = 40 NT =110 NT = 150
FF=0.753 FF=1.597 FF =0.753
2 TT =11 TT =2 TT =17 100
NT = 50 NT =20 NT =30
FF=0.987 FF=0.753 FF=0.765
3 TT =6 TT =12 TT =3 150
NT =110 NT =30 NT =10
FF=1.597 FF=0.765 FF =0.753
Total trip attractions 199 161 190

“TT, travel time in minutes; NT, number of trips; FF, friction factor (o = 2).
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2. Horizon year (2020) Provision of the transit service
Trip generation models (from the trip generation
phase):

Productions: P, = —1042.0X; + 1.0X,, where
X1 = number of cars and X, = number of households.

Attractions: Aj = =30+ 1.4X3 + 0.04Xy, where
X3 = employment and X4 = area of commercial area
in hectares.

Table E3.1.2 shows the socioeconomic characteristics
of each zone in terms of the number of cars, number of
households, employment, and area of commercial activity;
the travel time and friction factors between zone centroids
for the year 2020 are shown in Table E3.1.3, and the
zone-to-zone travel times and costs for auto and transit
are given in Table E3.1.4.

Table E3.1.2 Zonal Socioeconomic Characteristics

(Projected) in Horizon Year
Cars, Households, Employment, Commercial
Zone X, X5 X3 Area, X,
1 280 200 420 4100
2 220 150 560 800
3 190 110 220 600

The utility functions for auto and transit, which are used
in the mode choice models, are as follows:

Auto:
Transit:

Uaito = 2.50 — 0.5CT5 — 0.010TTy
Utransit = —O.4CTT — 0012TTT

Table E3.1.3 Horizon Year Zone-to-Zone Person

Trips, Travel Time, and Friction Factors

From To Zone:
Zone: 1 2 3
1 TT =2 TT =12 TT =17
FF = 0.753 FF = 0.987 FF = 1.597
2 TT =13 TT =3 TT =19
FF = 0.987 FF = 0.753 FF = 0.765
3 TT =9 TT =16 TT =4
FF = 1.597 FF = 0.765 FF = 0.753

where CT, and TT, are the cost and travel time for
auto travel, respectively, and CTy and TTt are the cost
and travel time for transit travel, respectively, where TC =
travel costs in dollars and TT = travel time in minutes.

SOLUTION

1. Trip generation. The projected trip productions P;
and attractions A; for each zone for the year 2020
are shown in Table E3.1.5.

Total number of trips produced
= total number of trips attracted

= 1810 (trip balancing)

2. Trip distribution. Calculate the zone-to-zone trips for
the base year 2000 with the use of the gravity model.
(Assume that K;; = 1.0 for all zones and use zonal
trip productions and attractions, and friction factors
from Table E3.1.1.)

Table E3.1.4 Horizon Year Zone-to-Zone Travel Time and Cost for Auto

and Transit®

To Zone:
From ! 2 3
Zone: Auto Transit Auto Transit Auto Transit
1 TT =3 TT =5 TT = 12 TT =5 TT =17 TT = 12
CT=9%05 CT=%$10 CT=%$1.0 CT=$15 CT=$%$14 CT=%20
2 TT =13 TT =15 TT =3 TT =6 TT = 19 TT =26
CT=9%$12 CT=$%18 CT=$%08 CT=$%12 CT=$12 CT=5$19
3 TT =9 TT =20 TT =16 TT =21 TT =4 TT =8
CT=%$17 CT=$%$20 CT=$15 CT=%$20 CT=%07 CT=%$I.1
4TT, travel time in minutes; CT, travel cost in dollars.
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Table E3.1.7 Adjustment Factors (Kj;)

Year 2020
To Zone:
Zone
From Zone: 1 2 3
1 2 3
1 0.47 0.99 1.45
Trip productions, P; 750 580 480 2 1.27 1.06 0.72
Trip attractions, A; 722 786 302 3 1.47 0.98 0.23
Table E3.1.8 Calculated Trip Table (2020) Using the
Table E3.1.6 Calculated Trip Table (2000) Using Gravity Model [equation (3.1)]
the Gravity Model [equation (3.1)]
To Zone:
To Zone:
From Zone: 1 2 3 P
From Zone: 1 2 3 P;
1 105 396 249 750
1 85 111 104 300 2 288 247 45 580
2 39 19 42 100 3 329 143 9 480
3 75 31 44 150 Aj 722 786 303 1810
A 199 161 190 550

~.

Table E3.1.6 shows the trip interchanges calcu-
lated between the various zones after row and col-

umn factoring. The adjustment factors K;; are
culated as follows:

T;;(observed)

K. =4 """
YT j(calculated)

cal-

interchange matrix for the horizon year is shown in
Table E3.1.8.

3. Mode choice. Use the utility functions to estimate
the utilities for auto and transit (Table E3.1.9). The
logit model for finding the auto share is

e Uauto

P(auto) = ——
( ) eUaulo + eUlransil

T;j(observed) and Tjj(calculated) are determined
from Tables E3.1.1 and E3.1.6, respectively. Apply
the gravity model [equation (3.1)] to estimate zone-
to-zone trips for the horizon year 2020. Friction
factors are obtained from Table E3.1.3. The K;;
values are used from Table E3.1.7. The final trip

Table E3.1.9 Utility Values by Mode*

Use the logit model to determine the fraction of
zone-to-zone trips by auto and transit, as shown in
Table E3.1.10. The trip interchange matrix obtained
from trip distribution in step 2 and the modal share
yield Table E3.1.11.

To Zone:
From Zone: 1 2 3

1 Unito = 2.23 Unuto = 1.88 Unito = 1.73
Utransil = —0.46 Ulransit = —0.78 Ulransit = —0.94

2 Unio = 1.77 Unaio = 2.07 Ui = 1.71
Utransit = —0.90 Utransit = —0.55 Utransit = -1.07

3 Upito = 1.56 Upito = 1.59 Upito = 2.11
Uransit = —1.04 Utransit = —0.05 Utransit = —0.54

“Uuto, auto utility; Uyansit, transit utility.
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Table E3.1.10 Fraction of Trips by Mode

To zone:
From zone: 1 2 3
1 P (auto) = 0.94 P (auto) = 0.93 P (auto) = 0.94
P (transit) = 0.06  P(transit) = 0.07 P (transit) = 0.06
2 P (auto) = 0.94 P(auto) = 0.93 P (auto) = 0.94
P (transit) = 0.06 P (transit) = 0.07 P (transit) = 0.06
3 P (auto) = 0.93 P (auto) = 0.93 P (auto) = 0.93

P (transit) = 0.07

P (transit) = 0.07

P (transit) = 0.07

Table E3.1.11 Trip Interchanges by Mode (2020)

To Zone:
From zone: 1 2 3
1 Auto trips = 98 Auto trips = 370  Auto trips = 233
Transit trips = 7  Transit trips = 26  Transit trips = 16
2 Auto trips = 269  Auto trips = 230  Auto trips) = 42
Transit trips = 19  Transit trips = 17  Transit trips = 3
3 Auto trips = 307  Auto trips = 133 Auto trips) = 8

Transit trips = 23

Transit trips = 10

Transit trips = 1

4. Traffic assignment. The minimum path (all-or-
nothing) method is used for loading the trips on
each link to yield Table E3.1.12. These trips reflect
expected demand for given levels of service. By
changing trip time and cost (representing supply
functions), demand can be estimated for all or
individual links.

Example 3.2 This example illustrates the use of a
statewide travel model to estimate the transportation
impacts of proposed major corridor improvements on a
selected transportation network. The study corridor is the
122-mile corridor (U.S. 31) between Indianapolis and
South Bend, Indiana. U.S. 31 is the primary north/south
route through north-central Indiana. The proposed major
corridor improvement concept for U.S. 31 is for an upgrade
of the corridor to Interstate design standards and also
includes construction of a new east-side bypass of Kokomo
and a new freeway-to-freeway interchange with 1-465, as
shown in Figure E3.2. The overall study was carried out by
Cambridge Systematics, Inc. and Bernardin, Lochmueller
& Associates, Inc. (CSI-BLA, 1998).

SOLUTION The Indiana Statewide Travel Model
(ISTM) was used to generate projections of traffic

Table E3.1.12
(2020)

Auto and Transit Volumes by Link

Auto and Transit

Auto and

Route Travel Time? Transit Trips
1-2 12* (15%) 374 (22)
1-3 7 (12%) 236 (13)
1-2-3 31 (41)

1-3-2 23 (33)

2-1 13* (15%) 271 (17)
2-3 19* (26%) 42 (3)
2-3-1 28 (46)

2-1-3 20% (27%)

3-1 9* (20%) 309 (20)
3-2 16* (21%) 134 (9)
3-2-1 29 (36)

3-1-2 21 (35)

“An asterisk indicates the travel time of paths with least
travel time. Transit travel time and trips are shown in

parentheses.

volumes and travel times on the highway network in
the corridor, as well as in the entire state. Developed
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Figure E3.2 Proposed U.S. 31 corridor improvement.

in 1998 for INDOT to support statewide transportation
planning activities, ISTM includes both passenger and
freight movements on the 11,300-mile statewide highway
network. The model includes 651 internal and 110 external
traffic analysis zones. Two future-year (2020) traffic
forecasts were developed and compared—one assuming
the U.S. 31 improvements are implemented and one
assuming they do not occur, as shown in Table E3.2.1.
The transportation network analysis suggested that at
the horizon year (2020) the average daily traffic (ADT) is
expected to increase significantly along most segments of
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U.S. 31, with an average increase of approximately 45%
for the entire corridor. In absolute number of trips, the
largest increase in trips would be seen at the southern end
of the corridor.

Over the past two decades, there have been efforts
to improve the TPM using individual choice (or ran-
dom utility) models and activity-based models (Hensher
and Button, 2000). Individual choice models try to cap-
ture the decision process of individual trip makers given
the assumption that the trip maker is rational, has full
knowledge, and therefore seeks to choose a transportation
alternative mode, route, destination, and so on, that maxi-
mizes their utility (utility is measured implicitly or explic-
itly in terms of travel time, out-of-pocket costs, comfort
and security, and other nonmonetary costs). Depending
on the number of travel alternatives and the statistical
assumptions associated with the demand data, model types
include logit, probit, and dogit models. Unlike trip-based
demand estimation approaches, activity-based approaches
capture the scheduling of and participation in activities
that directly generate the need to travel. Also, activity-
based methods are considered more responsive to evolving
policies oriented toward management rather than facility
expansion. A new generation of demand models has been
advocated to overcome the limitations of the currently
used models (McNally, 2000).

The TPM method has seen wide applications in
transportation demand for modes other than highways
(such as air and rail) and for flow entities other than
passengers (e.g., freight). In freight demand analysis
involving spatial interactions of facilities, commodity
surpluses and deficits at various geographical points on
a transportation network are established and commodities
are made to flow from centers of excess supply to those of
excess demand. Such flow is governed by trip distribution
techniques such as the gravity model.

Table E3.2.1 Estimated Demand along U.S. 31 (2020)

Number of Trips (ADT)

U.S. 31 Link Length (miles) No-Build Build Difference
I-465 to SR 431 10 78,800 122,200 43,400
SR 431 to SR 26 23 39,800 61,400 21,600
SR 26 to U.S. 35 (north leg) 9 36,400 41,900 5,500
U.S. 35 (north leg) to U.S. 24 11 23,800 37,000 13,200
U.S. 24 to U.S. 30 52 18,500 30,700 12,200
U.S. 30 to U.S. 20 bypass 19 35,200 42,900 7,700
Corridor Total 122 36,100 52,600 16,500
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Another demand estimation method that involves
spatial interaction is network optimization, where the
demand for each link is determined on the basis of
minimized total transportation cost expended in the
network. Compared to the traffic assignment method, the
optimization method may have serious limitations because
(1) it implies that there is only one central decision-
making entity for travel in the network and therefore
fails to account for the different adaptations of individual
users to network changes, and (2) the objective (total cost)
function may be rendered concave due to scale economies,
and therefore infeasible (Hensher and Button, 2000).

(b) Demand Estimation Based Only on the Attributes of
a Corridor or Project or Its Endpoints The estimation
of aggregate transportation demand for a specific link or
node of a network based on the facility data has been
discussed extensively. Kanafani (1983) provided models
that estimate travel demand for a link between two nodes
(ranging from small areas that differ by land use to
large cities or major population centers), for a segment
within the link, or for a nodal facility. Such estimation
can be carried out using either one of two approaches.
The first is a multimodal approach that recognizes the
relationships that exist between modes and thus carries
out the estimation in a simultaneous fashion. The structure
of models that estimate multimodal intercity demand
is similar to that of the TPM approach in that there
are several alternative modes, several destinations, and
several routes. It has been recommended that because
trip distribution analysis (estimation of various demands
for various modes at various alternative links) may be
limited by the intrinsic characteristics of the cities, demand
estimation should be done separately for each pair of
cities. The second approach, a mode-specific approach,
assumes that the modal demands are independent and
therefore estimates these demands separately. Steps that
could be used for estimating demand between two major
population centers based only on the attributes of a
corridor or its endpoints are presented next.

Step 1: Establish the Market Segmentation Demand
estimation may be carried out separately for freight and
passenger transportation, for work trips and nonwork trips,
or for trips that otherwise differ by some attribute. The
entire trip-making market could therefore be divided into
different segments, the demand estimated for each segment,
and the demands summed to yield the overall demand.

Step 2: Select the Demand Function In this step, data
are collected for the project and models are developed to
estimate demand as a function of the attributes of the
endpoints of the proposed project, such as population

or employment. The analyst could use one of many
forms of demand functions, depending on the type of
data being used, whether the demand is for a link or a
node, whether it is sought merely to estimate demand
changes in response to changes in service attributes, and
so on. Where only historical data on demand are available,
the analyst may estimate future demand on the basis
of projections of past trends using time series—based
trend lines. Where socioeconomic data are available to
derive trip productions and attractions of the endpoints,
the gravity models may be more appropriate.

Specific mathematical forms for demand estimation
may include the elasticity-based form that is typically used
where the analyst is faced with data and time limitations
and seeks to estimate changes in demand from an existing
or base situation. Common generic mathematical forms for
demand estimation are:

V= bo + blx
V= boxb]
Exponential: 'V = bye"*

V = (bo)*
by
by + ebx

Linear:

Multiplicative:

Power:
Logistic: 'V =
.. a
Logistic-product: 'V = ———
14 yxP
For simple trend analysis, the x variable simply
represents time (years). For other types of demand
estimation models, x is a vector of multiple variables,
such as socioeconomic system attributes.

Demand Estimation Using Trend Analysis: Future
demand can be estimated simply on the basis of past
data. The functional form typically selected is one that
best fits the historical data (the S-curve has often been
used). Obviously, the use of trend analysis to estimate
future demand implicitly assumes that the levels of the
other factors affecting travel (as well as their relationships)
will remain unchanged over time—this can be a rather
restrictive assumption. Also, trend analysis does not
account for possible future changes in the trip-generating
characteristics of the area served by the facility or the
wider network areas, or for possible future changes in the
service attributes of the facility in question, of other links
in the network, or of other competing modes. Given such
limitations, trend analysis is generally considered to be
more appropriate as a diagnostic rather than a predictive
tool in the estimation of demand (Meyer and Miller, 2001).



Example 3.3 The demand for a certain rail transit sys-
tem shows stable growth over the past decade, as shown
in Table E3.3.1. An analyst seeks to estimate the expected
demand at year 2008 when the system is due for improve-
ment. Use the linear and exponential functional forms to
predict the expected demand in that year. What assump-
tions should be made in using the predicted value of
demand for evaluation? What are the limitations in using
trend analysis for demand estimation?

SOLUTION The expected demand in the year 2008 can
be determined using the mathematical functional forms of
the linear and exponential curves as follows:

Linear form:

V = 0.089(year — 1990) + 1.1408 R? =0.95
Thus, the projected demand in 2008 on the basis of linear
trends is

(0.089)(2008 — 1990) + 1.1408 = 2.74 million
Exponential form:
V — 1.210660.0499()/62“71990) R2 — 098

Thus, the projected demand in 2008 on the basis of
exponential trends is

1.2106%-0499(008=1990) _ 3 97 million

While the exponential form gives a higher value of R?,
both forms provide good fits. Consequently, it may be
desirable to use both estimates to yield a range of expected
demand in 2008.

The underlying assumption in trend analysis is that all
demand-contributing factors in the study area are constant
over the period of projection. Furthermore, the supply
of this mode and that of competing modes (e.g., private
automobile or bus transit) are assumed to be constant.
A limitation of the trend analysis method of demand
estimation is that these assumptions are not always
realistic. Changes in socioeconomic characteristics (such
as relocation of new businesses, construction of schools,
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hospitals, etc.) and improvements or degradations in the
supply attributes of this mode or its rival modes are always
imminent. Such changes violate the foregoing assumption
and can render the demand predictions inappropriate.

Elasticity-Based Models for Demand Estimation:
Transportation improvements typically result in changed
levels of service, such as trip cost and/or time. Elasticity-
based demand models help estimate the new demand
levels for a particular transportation mode in response to
changes in service attributes, such as trip cost and time.
The assumption is that the preimplementation demand
level is known. In Section 3.4 we present the concept of
elasticity and in Section 3.4.5 we discuss how it can be
used for demand estimation.

Gravity-Based Models for Demand Estimation: The
concept of gravity model used in TPM (discussed in
Section 3.1.4) can be used for direct estimation of demand
between two population or employment centers. In its
classic formulation the gravity model is analogous to
Newton’s law of universal gravitation:

Vap = NaNgplap (3.2)

where Vg is the demand for transportation between
zones A and B; Np and Np are the measure of trip
attractiveness, such as employment at zones A and
B, respectively; Iag and is the travel “impedance”
between A and B (i.e., some characteristic or attribute
of the transportation system that either impedes or
facilitates travel between zones A and B, such as travel
distance, time, speed, comfort, security, or out-of-pocket
cost). The formulation above shows that the gravity
model incorporates demand and supply characteristics by
using parameters for trip attractiveness and impedance,
respectively.

Most mode-specific travel demand estimation is carried
out on the basis of the gravity model. The gravity model
used in the traditional four-step transportation planning
model (TPM), represents interzonal distribution of trips.
Equation (3.1) gives a ratio of the travel propensity for
each link relative to the sum of all link travel propensities,
in terms of their respective impedances. Thus the gravity

Table E3.3.1 Annual Ridership of a Rail Transit System

Year 1990

1992 1994 1996

1998 2000 2002 2004

Demand (millions of passengers per year) 1.25

.37 145 158 1.72 195 231 248




48 3 ESTIMATING TRANSPORTATION DEMAND

model determines the relative competitiveness of alterna-
tive destinations and estimates the shares of travel des-
tinations. Compared to passenger transportation demand,
commodity transportation demand is more consistent with
economic demand theory and analysis because (1) the rea-
son behind travel decisions are mostly economic (e.g., cost
minimization), and (2) the demand for commodity trans-
portation is derived completely from the various demands
for the commodities at the points of consumption that are
geographically distinct from the points of production—as
such, the nature of the demand function can be found by
identifying the patterns of production, distribution, and
consumption in the network.

Example 3.4 The total air traffic (thousands of passen-
gers per week) between a certain pair of cities, V;;, can
be given by

Vij = INC{*® x POP}® x TIME;;"”!

where INC;; is the per capita income averaged across
both cities i and j, in tens of thousands; POP;; the
average population between the two cities, in millions; and
TIME;; the average flying time between the two cities, in
hours. Determine the demand when the average per capita
income is $30,000, the average of the two populations is
2 million, and the average flying time is 1.5 hours.

SOLUTION
Vi; = (3%%)(2°%)(1.57"°") = 979 passengers per week

Other variables that could be used in such models include
the distance between the cities, average ticket price, and
availability of other modes. However, in developing or
using models of this type, the analyst should be careful
to ascertain whether the predictive power of the model
could be compromised by high correlations between the
independent variables. For example, flight distance, ticket
price, and flying time may be highly correlated.

(¢) General Comments on Demand Estimation Methods
As with most other real-world models, the main weakness
of transportation demand estimation models is that they
are often developed on the basis of historical data that
may not be adequately representative of the future.
Furthermore, transportation planning models are often
based on the hypothesized travel patterns of travelers, and
such patterns can be validated empirically by observing
the trip behavior of passengers. If it were possible to carry
out controlled experiments that incorporate specific levels
of the transportation system and activity system attributes,
the behavior of travelers under each set of conditions could

be ascertained more reliably and used as a basis for future
demand prediction. Unfortunately, it is not feasible to carry
out such controlled experiments, therefore, past and current
transportation and activity system conditions offer the only
setting upon which future predictions can be made. As such,
demand models are typically most valid when they are
applied to future conditions that are not very different from
those under which such models were developed. Second,
demand models tend to be most reliable in the short term,
as they typically fail to incorporate the long-term impacts
of changes in trip patterns.

3.2 TRANSPORTATION SUPPLY
3.2.1 Concept of Transportation Supply

The supply of a transportation product or service repre-
sents the level of performance of the product or service
that a provider is willing to offer at a given level of a
service attribute (such as trip price). There are basically
two aspects of transportation supply: quantity and quality.

1. Quantity refers to the amount of a product or service
that the provider makes available or the capacity of a
transportation system. For a transit system, for example,
quantity may refer to the number of buses or rail cars per
hour; and for a highway system, quantity may refer to the
number of lanes. In the quantity context, a performance
(supply) model estimates the quantity expected to be
supplied at a given level of the service attribute, such
as trip cost or travel time, at a given period of time.

2. Quality refers to the level of service. Examples for
transit are cleanliness, security, lack of passenger conges-
tion, and vehicle and track condition. For the highway
system, examples are the level of traffic congestion and
the pavement surface condition. In the quality context,
performance (supply) models typically estimate the rate of
deterioration of the transportation product or service over
time. For example, the quality of rail tracks decreases with
time as accumulated climate and use take their toll.

A specific supply curve represents the supply—price
relationship given a set of conditions specific to the trans-
portation product or service in question (referred to as
alternative-specific attributes, such as travel time, com-
fort, convenience), and also specific to the producers or
service providers (such as technology, policy, and gov-
ernmental intervention through policies and regulations).
Changes in such conditions often result in changes in the
levels of transportation supply, even at a fixed price of
that service or product. When such changes in conditions
(other than price) occur, they are represented as a shift in
the supply curve.
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In the context of quantity and quality as discussed
above, increases in transportation supply may be thought
of not only in terms of increasing the fleet size of a
transit company, building new roads, or adding lanes to
existing roads, but also in terms of investments that are not
physical and capital-intensive in nature. For instance, the
use of intelligent transportation systems, ramp metering,
and managed lanes (high-occupancy vehicle, or high-
occupancy and toll lanes, truck-only lanes, etc.) could
lead to an increased level of service without any physical
enlargements of the road network.

3.2.2 Causes of Shifts in the Transportation
Supply Curve

The supply of a transportation service may change even
if price remains the same, for reasons such as:

e Prices of rival transportation services. The supply
of a service may decrease if there is a decrease
in the price of a competing transportation service,
causing providers to reallocate resources to provide
larger quantities of the more profitable service. This
may apply more to toll roads, where profit is the
primary motive, and to a lesser extent, non-toll
roads.

o Number of transportation modes. An increased num-
ber of modes, such as construction of a subway in a
city that already has buses and light rail transit and
facilities for autos, indicates an increase in supply,
shifting the supply curve to the right (downwards).

e Prices of relevant inputs. If the cost of resources
used to produce a transportation service increases,
the transportation agency would be less capable of
supplying the same quantity at a given price, and the
supply curve will shift to the left (upwards).

o Technology. Technological advances that increase
facility capacity or efficiency cause the supply curve
to shift to the right (downwards).

3.3 EQUILIBRATION AND DYNAMICS
OF TRANSPORTATION DEMAND AND SUPPLY

3.3.1 Demand-Supply Equilibration

At equilibrium conditions, the quantity of trips demanded
is equal to the quantity supplied. The equilibrium state
is essentially fixed at a given point in time and is often
analyzed as such. However, over a period of time, several
short- and long-term equilibrium states can occur in
response to changes in system supply or system demand,
and each equilibrium state can be analyzed separately. The
traffic assignment step in TPM discussed in Section 3.1.4

represents the equilibrium state, typically for a peak
period.

Example 3.5 The following equations represent the
demand and supply functions associated with a given
passenger railway route for a particular season.

Demand function:
V =5500—-22p
Supply function:
p = 1.50 +0.0003V

where V is the daily passenger trips along the route and p
is the fare in dollars. Determine the equilibrium demand
and price and comment on the threshold demand and fare.

SOLUTION  Solving the two equations simultaneously
yields the following equilibrium values: V = 5431 daily
passenger trips and p = $3.13. The equilibrium point can
also be obtained graphically by plotting the two equations
simultaneously and determining the point of intersection.
Several other observations can be made: The maximum
daily demand along the route is 5500 trips, and the
minimum ticket price is $1.50 per trip.

3.3.2 Simultaneous Equation Bias
in Demand-Supply Equilibration

Traditional methods for estimating transportation demand
and supply implicitly assume that the supply characteris-
tics are exogenous and fixed, implying that demand and
supply functions exist as single independent equations. In
reality, one or more of the supply variables may not be
exogenous, but rather, may depend on the endogenous
variable representing traffic volume, thus introducing a
two-way causality problem best known as simultaneity.
An example is the use of time-series analysis in mod-
eling air travel demand; the issue of simultaneity arises
because observed trends in traffic (a representation of
demand) and price and capacity (representations of sup-
ply) are actually not independent. In such cases, a system
of equations needs to be specified to estimate the model
parameters reliably. Simultaneity may be ignored if the
value of the supply variable at each demand level is
assumed to be fixed and exogenous. Where such simul-
taneity cannot be ignored, it becomes difficult to reli-
ably calibrate the demand and supply models, and the
problem of identification (which gives rise to such diffi-
culty) needs to be addressed. Several standard econometric
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texts provide methodologies to identify or address simul-
taneity (Wooldridge, 2000; McCarthy, 2001; Washington
et al., 2003).

3.3.3 Dynamics of Transportation Demand
and Supply

Assume that at the same price, there is increased demand
due to factors exogenous to the transportation system,
such as increasing population, rising employment, or
business growth. This causes the demand curve to shift
from Dy to Dy while the supply stays the same; the
equilibrium point shifts from (Vy, po) to (Vi, p1). Then,
if there is an improvement in the quantity or quality
of the transportation system, such as additional highway
lanes, congestion mitigation techniques, or an intelligent
transportation system (ITS), the supply (performance)
function shifts from Syq to Spew and the system reaches
yet another new equilibrium (V,,p,). The increase in
system performance may then lead to further shifts in
demand for the system. For example, the construction of
a new interchange or added lanes may be accompanied
by increased business activity (such as an increased
number of shopping malls or restaurants, or increased
sales by existing businesses). There will thus be a new
equilibrium point. These demand and supply shifts and
resulting changes in equilibrium positions are illustrated
in Figure 3.4. In reality, transportation systems undergo
such changes constantly, moving from one equilibrium
point to another.

3.4 ELASTICITIES OF TRAVEL DEMAND

Analysts involved in transportation system evaluation
may often need to adjust their demand forecasts to

Trip
Price

)

P2
Po

N

L L > Quantity (7
Ve 7 v, y (V)

Figure 3.4 Instances of demand and supply equilibration.

reflect changed socioeconomic or transportation system
characteristics. Knowledge of demand elasticities enable
analysis of the impacts of changes in factors that influence
transportation demand. In cases where elasticity values
are known, changes in demand from an existing level
can be estimated using the methods that are presented
in Section 3.4.5.

Elasticity, defined as percentage change in demand for
a 1% change in a decision attribute, helps to obviate the
dimensionality problems associated with other concepts
of demand sensitivity, such as derivatives. The elasticity
of travel demand V, with respect to an attribute x can be
expressed as.

ex(V) = V 9x (3.3)

Table 3.1 presents the elasticity functions for selected
mathematical forms of the demand model. The interpre-
tation of elasticity values, methods of computation, and
applications are discussed in a subsequent section of this
chapter. Demand elasticities can be influenced by factors
such as mode type, trip purpose, time of day, trip length,
trip-maker characteristics, and existing level of factor.
Because the trip maker’s decision is typically associated
with combined utility maximization, a specific elasticity
value cannot be considered while explicitly considering
the existing levels of the other factors. As such, the trans-
portation service attributes are important determinants of
trip-maker sensitivity to price changes. For example, for a
high level of service, the impact of a fare increase will be

Table 3.1 Elasticity Functions for Standard
Mathematical Forms of Aggregate Demand

Elasticity Function:

(x/V)(0V/ox)
Linear
Bx 1
V=aoa+px —_— =
b V14 (a/Bx)
Product
V = axP e=p
Exponential
V = aef* e =Px
Logistic
v % A T
1+ yeb* o 1+ yebx
Logistic-product
\% B
Ve % AT Pyx
1+ b o] 1+ yxb

Source: Adapted from Manheim (1979).



relatively small (as is the case for the peak-period oper-
ations of many rail transit systems). On the other hand,
for a poor level of service, a fare increase would probably
cause a significant drop in demand.

It has been determined that the overall value of demand
elasticity with respect to rail transit fares is much lower
than that for bus transit, and suburban bus transit shows
higher fare elasticity than bus service. Also, demand-fare
elasticities for short trips are likely to exceed those of
long trips by a factor of 2. In most cases, the magnitude
of demand elasticity for fare decrease is lower than that for
fare increase. The elasticities of demand with respect to
transportation service attributes (such as travel time) gen-
erally exceed those with respect to trip price, and long-run
service elasticities typically exceed those of the short run.

Elasticities can be classified by the method of compu-
tation, source of the elasticity, and relative direction of
response. These are discussed in the next sections.

3.4.1 Classification of Elasticities by the Method
of Computation

Two elasticity computation methods can be illustrated
using Figure 3.5.

Service
Attribute

(€3]

Demand
Function

D> Quantity

V " )

Figure 3.5 Point and arc elasticities.
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Point elasticity, expressed as equation (3.3), is propor-
tional to the slope of the tangent (AOB) to the demand
curve at (xg, Vp), where V is the quantity demanded and
x is the attribute of the transportation system, such as the
out-of-pocket costs associated with a trip.

Arc elasticity, on the other hand, is computed over the
arc between (xg, Vo) and (x;, V) and is proportional to
the slope of the line (COD). It is expressed as

_AVx (Vi = Vo) (1 +x0)/2
AV (= x) (Vi + Vo)/2
(3.4)

where V) is the quantity demanded when the attribute
value is xo and V| is the quantity demanded when the
attribute value is x;.

It can be seen from the equations above that as Ax
approaches zero, the value of arc elasticity becomes equal
to that of point elasticity. Typically, specific values of
the attribute x and travel demand V can be measured
to permit estimation of the arc elasticity, while data for
the computation of point elasticities are not so easily
available. When the value of elasticity is lower than —1
or greater than 1, the demand is described as being elastic
with respect to the attribute (Figure 3.6). However, when
elasticity is between —1 and 1, the demand is described
as being inelastic or relatively insensitive.

If the demand for a given mode is elastic with respect
to the price of travel on that mode, a change in the price
is likely to lead to a change in the revenue associated with
that mode. This is most readily observed for transit modes
and also for highway modes involving a toll. Similarly,
significant cross-elasticities across modes influence the
level of revenue generated.

Example 3.6: Point Elasticity An aggregate demand
function for a rail transit service from a suburb to a
downtown area is represented by the equation V = 500 —
20p?, where V is the number of trips made per hour and
p is the trip fare. At a certain time when the price was
$1.50, 2000 trips were made. What is the elasticity of
demand with respect to price?

Perfectly Inelastic

Perfectly Inversely Elastic
-1

I
I
v
0

Perfectly Directly Elastic

— oo |

Elastic, Inverse Inelastic

I T

Inelastic Elastic, Direct

Figure 3.6 FElastic and inelastic regions.
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SOLUTION
Point price elasticity, e, (V) = M = ﬂﬁ
op/p  dpV
1.50
= (—20)(2)(1.50) (m)
= —0.045

Example 3.7: Arc Elasticity Two years ago, the average
air fare between two cities was $1000 per trip and 45,000
people made the trip per year. Last year, the average fare
was $1200 and 40,000 people made the trip. Assuming
no change in other factors affecting trip making (e.g.,
security, state of the economy), what is the elasticity of
demand with respect to the price of travel?

SOLUTION

Arc price elasticity, e, (V)
_ AV(p1+ p2)/2
C Ap(Vi+Wa))2
(40,000 — 45,000)(1,200 + 1,000)/2
(1200 — 1000) (40,000 + 45,000)/2
= —0.647

3.4.2 Classification of Elasticities
by the Attribute Type

Attributes that affect travel demand include characteristics
of the transportation system, such as the price and level of
service associated with a given mode, the price and level
of service of competing modes, and the characteristics
of the socioeconomic system (i.e., income, level of
employment, household size, car ownership, etc.). Among
these factors, price and income are of particular interest.
The elasticities of demand in response to price and income
can be termed price elasticity and income elasticity,
respectively.

(a) Demand Elasticities with Respect to the Trip Maker’s
Income Transportation planners often seek to predict
the impact of changing socioeconomic characteristics
on the demand for various modes of transportation. A
major indicator of economic trends is income. Income
elasticity is generally defined as the percent change in
travel demand in response to a one percent change in
income. In transportation economics, a good or service is
considered normal if there is a direct relationship between
the demand for the transportation service and the income
of the consumer (trip maker). Besides, if the demand
for a good decreases with increasing income, the good
is described as inferior. Automobile travel is generally

considered superior, and mass transit is considered to be
an inferior good.

(b) Demand Elasticities with Respect to Trip Price A
study of price elasticities is important because it is often
used to assess the impact of the changing prices of a
transportation mode (or its rival modes) on the demand
for the mode. The level of price elasticity depends on
factors such as the price of the rival modes, the income
share of the mode, the scope of definition of the mode, and
whether the mode is considered a luxury or a necessity.

(¢) Demand Elasticities with Respect to Other Attributes
It is also useful to have knowledge of the elasticity of
transportation demand with respect to attributes other than
price and income. Such other attributes may include the
service reliability of the transportation system and the
backgrounds of the system users (for example, household
auto availability). This knowledge can help the analyst
to make any needed adjustments in future demand in
response to changes in such attributes so that more reliable
demand predictions can be obtained.

3.4.3 Classification of Elasticities by the Relative
Direction of Response: Direct and Cross-Elasticities
Direct elasticity is the effect of the change in an
attribute (e.g., price) of a transportation service on the
demand for the same service. For example, when the
transit fare increases, it is likely that transit travel will
decrease, depending on the extent of the fare increase.
Cross-elasticity refers to the effect of a change in an
attribute of a transportation service on the demand for an
alternative transportation service. Applications of cross-
elasticity can be found in the case of substitute services
or complementary services. In the case of substitute
services, when consumers patronize more of service A
in response to an increase in the price of service B,
service A is generally described as a perfect substitute
for service B. An example is rail freight demand and
highway freight demand. An increase in the price of
rail transportation causes an increase in the demand
for truck transportation. In this case, cross-elasticity is
positive. For complementary goods such as auto travel
and gasoline, an increase in the price of gasoline results
in decreased demand for gasoline and consequently, a
decreased demand for auto travel. In this case, the cross-
elasticity is negative.

Example 3.8 A 20% increase in downtown parking
costs resulted in a 5% reduction in downtown auto trips
and a 20% increase in transit patronage for downtown
routes. Determine the elasticities of auto and transit
demand with respect to parking costs.



SOLUTION Let p; and p; represent the initial and new
parking fee, respectively. A; is the auto travel demand be-
fore the parking fee increase, A, the auto travel demand
after the parking fee increase, T; the transit travel demand
before the parking fee increase, and 7, the transit travel
demand after the parking fee increase. The percent change
in auto use with respect to an increase in parking costs
is a direct elasticity, while the percent change in transit
use with respect to an increase in parking costs is a cross-
elasticity:

initial parking price = pj,
final parking price = p, = 1.20p,
initial transit demand = Vg,
final transit demand = V1, = 1.20Vqy
initial auto demand = Va1,

final auto demand = Vs, = 0.95V,;

Arc elasticity of transit demand with respect to parking
costs,
_AV(pr+p)/2 (Vo= Vr)(pi+p2)/2
Ap(Vi+V2)/2  (p2— p)(Vri + Vi) /2

Arc elasticity of auto demand with respect to parking
costs,

eTp

_ AV (p1 + p2)/2 _ (Va2 = Va(p1 + p2)/2
Ap(Vi+V2)/2  (p2 — p1)(Var + Va2)/2
= —-0.25

€Tp

3.4.4 Examples of Elasticity Values Used in Practice
Demand can be expressed in terms of the amount of travel
[vehicle-miles traveled (VMT)], ton-miles of freight, car
ownership or vehicle stock, fuel consumption, and so on,
and elasticity values have been developed for many of
these forms of demand. The concept of elasticities has
broad applications in many areas of transportation systems
management such as physical changes that increase
supply, policy changes that change trip prices and out-
of-pocket costs, parking costs, selective road pricing, and
so on, as well as changes in the economic environment
outside the control of the system planner, such as fuel
price changes.

Demand elasticity values may vary by the temporal
scope of the analysis and the type of demand measure
selected (VTPI, 2006). Short run is typically less than
two years, medium run is two to 15 years, and long run
is 15 years or more, although these temporal definitions
may vary from agency to agency (Litman, 2005). Studies
by Button (1993) suggest that long-run elasticities are
mostly greater than those of the short run by factors
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of 2 to 3. Also, Goodwin et al. (2003) determined that
the elasticities of demand expressed in terms of fuel
consumption generally exceed elasticities expressed in
terms of vehicle travel by factors of 1.5 to 2.

(a) Demand Elasticity with Respect to General Out-of-
Pocket Expenses Out-of-pocket expenses or the trip
price for automobile travel include fuel, road tolls, and
parking fees. For transit the trip price includes mainly the
fare charged (VTPI, 2006). The elasticity of automobile
travel with respect to trip price was found to be —0.23
and —0.28 in the short and long run, respectively (Oum
et al., 1992). In another study in Europe (VTPI, 2006), the
elasticities for urban peak period travel with respect to trip
price were found as follows: —0.384 for automobile and
—0.35 for public transit; elasticity values were higher for
off-peak travel. Also, elasticity values with respect to out-
of-pocket expenses on the basis of automobile trip type
are given in Table 3.2.

(b) Demand Elasticity with Respect to Parking Price
Several studies, such as Clinch and Kelly (2003),
Kuzmyak et al. (2003), Pratt (2005), and Vaca and
Kuzmyak (2005), provide information on demand
elasticities with respect to parking price. Kuzmyak et al.
(2003) indicated a range of demand elasticities with
respect to parking prices as follows: —0.1 to —0.3,
depending on trip type, demographics, location, and other
factors. Table 3.3 provides the elasticities of demand for
various travel modes with respect to parking price for
relatively automobile-oriented urban regions. Hensher and
King (2001) determined that a 10% increase in prices at
preferred central business district (CBD) parking locations
in Sydney, Australia, would cause a 5.41% reduction in
demand at those locations, a 3.63% increase in “park-and-
ride” trips, a 2.91% increase in public transit trips, and a
4.69% reduction in total CBD trips.

Some researchers have cautioned that the use of park-
ing price elasticities can be misleading, particularly where
parking is currently free. It is meaningless to mea-
sure a percentage increase from a zero price (VTPI,

Table 3.2 Elasticity of Road Travel with Respect to
Out-of-Pocket Expenses

Trip Type Elasticity

Urban shopping —2.7t0 —=3.2
Urban commuting —0.3t0o —2.9
Interurban business —0.7 to —2.9
Interurban leisure —0.6 to —2.1

Source: VTPI (2006).
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Table 3.3 Demand Elasticities with Respect to
Parking Price by Mode

Table 3.4 Estimated Fuel Price Elasticities by Mode
and Fuel Type

Walking
Trip Car Car Public and
Purpose Driver Passenger Transportation Cycling
Commuting —0.08  +40.02 +0.02 +0.02
Business —-0.02 40.01 +0.01 +0.01
Education —0.10 +0.00 +0.00 +0.00
Other —-030 +40.04 +0.04 +0.05

Source: TRACE (1999), VTPI (2006).

2006). Policy shifts from free to priced parking typically
reduce drive-alone commuting by 10 to 30%, particularly
when implemented with improvements in transit service
and ride-share programs and other TDM strategies (Lit-
man, 2005).

(¢) Demand Elasticity with Respect to Fuel Price Road
users generally react to increased fuel prices by reducing
the amount of driving (typically in terms of vehicle-miles)
in the short run, and by purchasing or leasing more-fuel-
efficient vehicles in the long run (VTPI, 2006). On the
basis of international studies, Goodwin (1992) estimated
elasticity values as —0.15 and —0.3 to —0.5 for the short
and long run, respectively. Higher values were found
by Dargay (1992), who carried out an analysis separately
for fuel price increases and decreases. Johansson and
Schipper (1997) estimated a long-run car travel demand
elasticity of —0.55 to —0.05 with respect to fuel price.
Using U.S. data spanning the early 1980s to the mid-
1990s, Agras and Chapman (1999) determined that the
short- and long-run elasticities of VMT with respect to
fuel price were —0.15 and —0.32, respectively. From
country to country, there is some variation in demand
elasticity with respect to fuel price (Glaister and Gra-
ham, 2000).

Some studies have used, implicitly or explicitly, fuel
consumption as a surrogate for travel demand. Dahl and
Sterner (1991) estimated the elasticity of fuel consumption
with respect to fuel price to be —0.18 in the short run
and —1.0 in the long run. DeCicco and Gordon (1993)
estimated that the medium-run elasticity of vehicle fuel
in the United States ranges from —0.3 to —0.5. Hagler
Bailly (1999) established fuel consumption elasticities
with respect to fuel price in the short run and long
run, with separate estimates for various fuel types and
transportation modes (Table 3.4).

(d) Demand Elasticity with Respect to Road Pricing and
Tolling Short-term toll road price elasticities in Spain

Mode and Short-Run Long-Run

Fuel Type Elasticity Elasticity

Road gasoline —0.10 to —0.20 —0.40 to —0.80
Road diesel truck —0.05to —0.15 —0.20 to —0.60
Road diesel bus —0.05 to —0.15 —0.20 to —0.45
Road propane —0.10 to —0.20 —0.40 to —0.80
Road compressed —0.10 to —0.20 —0.40 to —0.80

natural gas

Rail diesel —0.05to —0.15 —0.15 to —0.80
Aviation turbo —0.05to —0.15 —0.20 to —0.45
Aviation gasoline —0.10 to —0.20 —0.20 to —0.45
Marine diesel —0.02 to —0.10 —0.20 to —0.45

Source: Hagler Bailly (1999), VTPI (2006).

range from —0.21 to —0.83 (Matas and Raymond, 2003.)
Litman (2003) reported that the recent congestion pricing
fee in downtown London during weekdays led to a
38% and an 18% reduction in private automobile and
other traffic (buses, taxis, and trucks), respectively, in
that area. Luk (1999) estimated that toll elasticities in
Singapore range from —0.19 to —0.58 (average of —0.34).

(e) Demand Elasticity with Respect to Travel Time Good-
win (1992) estimated that the elasticity of vehicle travel
demand at urban roads with respect to travel time is —0.27
and —0.57 in the short and long run, respectively (the val-
ues for rural roads were —0.67 and —1.33, respectively).
The elasticities of demand with respect to auto travel
times, by trip type and mode, are summarized in Table 3.5.
These are long-term elasticities in areas of high vehicle
ownership: over 0.45 vehicle per person (TRACE, 1999).
Also, demand elasticities with respect to travel time were
presented by SACTRA (1994) and separately for auto and

Table 3.5 Elasticity of Demand with Respect to
Travel Time by Mode and Trip Purpose

Mode/ Auto Auto Public Walking
Purpose Driver Passenger Transport and Cycling
Commuting —0.96 —1.02 +0.70 —+0.50
Business -0.12 =237 +1.05 +0.94
Education —0.78 —0.25 +0.03 +0.03
Other —-0.83 —0.52 +0.27 +0.21
Total -0.76  —0.60 +0.39 +0.19

Source: TRACE (1999), VTPI (2006).



bus in-vehicle time, and for transit-related walking and
waiting times, by Booz Allen Hamilton (2003).

(f) Demand Elasticity with Respect to Generalized Travel
Costs The generalized cost of transportation can include
the costs associated with travel time, safety, vehicle
ownership and operation, fuel taxes, tolls, transit fares,
and parking, among others (VTPI, 2006). NHI (1995)
provides an elasticity of demand of —0.5 with respect
to the generalized cost. Booz Allen Hamilton (2003)
estimated the elasticity of demand with respect to the
generalized cost of travel in the Canberra, Australia region
by time of day: —0.87 for peak, —1.18 for off-peak,
and—1.02 overall (peak and off-peak combined). In the
United Kingdom, TRL (2004) estimated generalized cost
elasticities as follows: 0.4 to —1.7 for urban bus transit,
—1.85 for London underground, and —0.6 to —2.0 for rail
transport. Lee (2000) estimated the elasticity of vehicle
travel demand with respect to generalized cost (fuel,
vehicle wear and mileage-related ownership costs, tolls,
parking fees and travel time, etc.) as follows: —0.5 to
—1.0 in the short run and —1.0 to —2.0 in the long run.

(g) Transit Elasticities The elasticity of demand with
respect to transit fare (Pham and Linsalata, 1991) is
generally higher for small cities than for large cities
and is also higher for off-peak hours (Table 3.6). Similar
values were obtained by TRL (2004), which estimated that
(1) metro rail fare elasticities were —0.3 in the short run
and —0.6 in the long run; (2) bus fare elasticities were
approximately —0.4 in the short run, —0.56 in the medium
run, and 1.0 over the long run; and (3) bus fare elasticities
were relatively low (—0.24) in the peak period compared
to the off-peak period (—0.51).

Kain and Liu (1999) summarized transit demand
elasticity estimates from previous studies and determined

Table 3.6 Transit Elasticities by Time of Day and
City Size

Large Cities Smaller Cities

(more than (less than
1 million 1 million

population) population)
Average for all hours —0.36 —0.43
Peak hour —0.18 —-0.27
Off-peak —0.39 —0.46
Off-peak average —0.42
Peak-hour average —0.23

Source: Pham and Linsalata (1991), VTPI (2006).
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the elasticity values with respect to various attributes
as follows: regional employment, 0.25; central city
population, 0.61; service (transit vehicle miles), 0.71; and
fare, —0.32. For example, a 10% increase in fare would be
expected to decrease ridership by 3.2%, all other factors
remaining the same.

(h) Freight Elasticities In a study in Denmark, the price
elasticity of highway freight demand was found to be as
follows (Bjorn, 1999):

o Freight volume (in terms of tonnage distance): —0.47
o Freight traffic (in terms of truck trip distance): —0.81

In response to increases in highway freight prices,
shippers may utilize existing truck capacity more effi-
ciently or may shift to rail freight modes (Litman, 2005).
For freight transportation by rail and road, Hagler Bailly
(1999) established the long-run elasticity of demand with
respect to price as —0.4, but could be lower or higher,
depending on the freight type and other factors. Small
and Winston (1999) reviewed various estimates of freight
elasticities, a summary of which is provided in Table 3.7.

(i) Final Comments on Elasticity The value of travel
elasticity to be used in any situation depends on the char-
acteristics of the area, the existing level of demand, the
trip type, the existing level of the elasticity attribute, the
location, and other factors. For example, transit-dependent
individuals are generally less sensitive to changes in trip
price or other transit service attributes. Litman (2005)
found that as the per capita income, drivers, vehicles, and
transport options increase, the transit elasticities are likely
to increase. Also, in using elasticity values for demand
analysis, analysts must consider conditions under which
the elasticity values were developed. Elasticity values that
are from studies performed many decades ago may be mis-
leading in the current time. For transit demand analysis,
for instance, it should be realized that real incomes have
increased over the years, and a relatively smaller percent-
age of the population is transit dependent. Furthermore,
the temporal lag of the response must be given due con-
sideration. For example, Dargay and Gately (1997) state
that approximately 30% of the response to a price change
takes place within one year, and virtually 100% takes
place within 13 years.

The common practice of using static rather than
dynamic elasticity values overestimates welfare losses
from increased user prices and congestion because it
ignores society’s ability to respond to changes over
time (Dargay and Goodwin, 1995). Static elasticities skew
investments toward increasing highway capacity and
undervalue transit, TDM, and “no build” transportation
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Table 3.7 Freight Transportation Elasticities with Respect to Price and Transit

Time

Model Type Attribute Rail Truck

Aggregate mode split model Price —0.25to —0.35 —-0.25to —0.35
Transit Time  —0.3 to —0.7 —0.3 to —0.7

Aggregate model, cost function Price —0.37to —1.16 —0.58 to —1.81

Disaggregate mode choice model Price —0.08 to —2.68 —0.04 to —2.97
Transit time  —0.07 to —2.33 —0.15 to —0.69

Source: Small and Winston (1999), VTPI (2000).

alternatives (Litman, 2005). Evidence of the variation of
travel demand elasticities across nations is found in a
study by the World Bank (1990) that published values of
price elasticities of travel demand in several developing
and developed countries.

3.4.5 Application of the Elasticity Concept: Demand
Estimation

Elasticity-based demand models help estimate the new
demand levels for a particular transportation mode in
response to implementation of service attribute changes,
such as trip cost increases and travel-time decreases. For
this, it is assumed that the preimplementation demand
level is known.

(a) Nonlinear Demand Function For a demand function
of the form V = kx*®, where x is an activity or transporta-
tion system attribute, the elasticity of demand with respect
to the attribute x can be calculated on the basis of two
data points (x, V), and (x;,V,) as

logV; —log V,
ex=a=————=

log x; — log x;

The new demand, V)., corresponding to a change in
the attribute x, can therefore be estimated as

x e
Vaew = Vi ( new) (35)

X1

(b) Linear Demand Function A variation to this method
of demand estimation is when the demand function is
assumed to be linear over the range of interest. In this
case, the elasticity can be determined using equation (3.3):

av/vV.  AV/V
e, = =
* 0x/x Ax/x

e, = (AV/Vy)/(Ax/x;) when x| is used as a base point,
and e, = (AV/V,)/(Ax/x;) when x, is used as a base
point. Clearly, the value of elasticity will depend on

which coordinate is used as a base point. If coordinate
(xx, Vi) is used as the base point, the new demand (Vieyw)
corresponding to a change in the attribute x can be
estimated using equation (3.5):

Vaew = Vi (1 + ew) (3.6)
Xk

Example 3.9 A commuter system involves two modes
to the downtown area: rail transit and bus transit. When the
average bus travel times are 2 and 2.5 hours, respectively,
bus riderships are 7500 and 5000, respectively. A
new high-occupancy-vehicle lane is being evaluated for
implementation, and it is expected that this would reduce
the bus travel time to 1 hour from the existing travel time
of 2 hours. What is the expected demand of bus transit
after the project is implemented assuming (a) a linear
demand function and (b) a nonlinear demand function?

SOLUTION (a) (x1,V}) is (2, 7500), and (x,,V>) is (2.5,
5000). Assuming that the demand function is linear over
the range of interest, the elasticity of demand with respect
to travel time can be calculated as follows:

ov/V. . AV/V
ey = =
* ax/x Ax/x
Vo=V,
=22 Rail [using(x,V})as the base point]
X2 — X1 Vl
5000 — 7500 2.0
= =-1.33
25-20 7500
oav/V.  AV/)V
ey = =
ax/x Ax/x
Vo =V,
=22 Rard [using(x;,V»)as the base point]
X2 — X1 V2

5000 — 7500 25 5 s
25-2.0 5000/ 7



Therefore, the new demand can be calculated using
equation (3.6) as follows:

new ] —2
Voew = Vi (1+exu> = (7500) (1 - 1.33—>
Xk 2

= 12,487 [using an elasticity value of—1.33]

- 1-2
View = Vi (1+€xxn%k)q() = (7500) (1 —ZST)

= 16,875 [using an elasticity value of—2.5]

(b) Assuming a nonlinear demand function, the elastic-
ity can be calculated as follows:

_ log(Vi/V2)
T log(xi/x)
_ log(7500/5000) _ 0.1761 1%
log(2/2.5) —0.0969

In Example 3.9, where the bus travel time is reduced from
2 hours to 1 hour, the new demand (bus ridership) can be
calculated using equation (3.5) as follows:

ey —1.82

Xnew 1

Vnew = Vl ( ) = (7500) (-) = 26,481
X1 2

Therefore, assuming a nonlinear demand function, it is
estimated that the bus ridership will increase by 253% if
the travel time is reduced by 50%.

It has often been cautioned that demand estimation
using elasticity-based models are prone to aggregation
bias because elasticities are typically computed from
aggregate data with little segmentation. Also, there are
issues of the transferability of models from one area to
another, as the elasticity of individual travelers actually
depends on the specific characteristics of the activities and
transportation systems at each area. Also, the elasticities
assume that all other factors besides the factor in question
are constant (which may be true only in the short run);
therefore, the elasticity-based method may be unsuitable
for long-term demand predictions. Furthermore, demand
estimation based on elasticity models typically assumes
that elasticities are constant or that demand is linear: Both
assumptions may be valid only for small changes in the
system attributes.

3.4.6 Consumer Surplus and Latent Demand

Analysis of the impact of changes in the market price
of a transportation service helps establish whether the
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consumer’s position is better or worse. Such traditional
analysis fails to quantify changes in consumer satisfaction
due to these price changes. One method used to address
this gap is the use of a concept known as consumer
surplus. This method compares the value of each unit
of a commodity consumed against its price. In other
words, consumer surplus is the difference between what
consumers are willing to pay for a good or service
(indicated by the position on the demand curve) and what
they actually pay (the market price). For example, for a
certain air transportation route where the average traveler
pays $600 per trip but would be willing to pay an average
of $650 per trip, the consumer surplus is $50. Consumer
surplus measures the net welfare that consumers derive
from their consumption of goods and services, or the
benefits or satisfaction they derive from the exchange of
goods. The total consumer surplus is shown by the area
under the demand curve and above the ruling market price
(p*pwW) as shown in Figure 3.7.

Consumer surplus or changes in consumer surplus are
typically obtained from structural demand estimation,
from which estimates of willingness to pay are derived and
compared to expenditures. The total value of willingness
to pay is the sum of consumer surplus and consumer
expenditure.

Maximization of consumer surplus is the maximization
of the economic utility of the consumer. The use of
the consumer surplus concept is common in the area of
the evaluation of transportation systems. In Figure 3.7, the
area enclosed by p*OV,, W represents the total community
benefit of the transportation service, and the area enclosed
by p,OV,W represents the market value of (or total
consumer expenditure for) the service. It can also be
observed that travelers between V,, and V* do not make

Trip
Price
()
o+ Supply Function, S
Consumer
Surplus w
Market Price, P
Pw
Total Consumer Demand Function, D
Expenditure
o > Quantit
” po y (V)

w

| Latent Demand

Figure 3.7 Consumer surplus and latent demand.
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trips given the prevailing circumstances, but would do so
if the price per trip were lower than the equilibrium price.
The total of such potential trips is termed latent demand
(represented by V* — V,, along the x-axis) and refers to
the difference between the maximum possible number of
trips and the number of trips that are actually made. An
application of the latent demand concept is travel demand
management, such as transit fare reduction and other
incentives for non—peak hour travel. From Figure 3.7, it is
seen that if a zero fare is charged, consumers will demand
transit trips up to the point where the demand curve cuts
the x-axis.

Figure 3.8 shows how the user impact of a transporta-
tion system improvements could be evaluated in terms
of consumer surplus by representing such improvement
as the resulting area under a transportation demand curve
due to a shift in the transportation supply curve. In the
figure, the demand curve (as a function of trip price)
for a transportation system is depicted by the line D.
An improvement in supply, such as increased quantity
(e.g., number of guideway lines, highway lanes, transit
frequency) or improved quality of service (e.g., increased
comfort, safety and security) causes the supply curve to
shift from Spg to Spew. The new consumer surplus is
given by the area enclosed by p* prew Whew. Thus, change
in consumer surplus is represented by the shaded area
enclosed by poidPnew Whew Wola and has a magnitude of
(pold - pnew)(vold + Vnew)/z-

o Consumer surplus in cases of perfect elasticity. When
demand for a transportation service is perfectly
elastic, the level of consumer surplus is zero since
the price that people pay matches the price they are
willing to pay. There must be perfect substitutes in
the market for this to be the case.

Trip
Price (p) # Change in Sag
Consumer Surplus o
p* SHCW
Wod
Pold [~ i
pnew i Wnew
/
i (D, demand function)
o ' >
Void  View Quantity (V)

Figure 3.8 Change in consumer surplus.

o Consumer surplus in cases of perfect inelastic-
ity. When demand is perfectly inelastic (demand is
invariant to changes in price), the amount of con-
sumer surplus is infinite.

Example 3.10 The demand for a transit service between
a city and its largest suburb during an off-peak hour,
V, is given by 2500 — 350t where ¢ is the travel time
in minutes. At the current time, the transit trip takes an
average of 5 minutes. Determine (a) the time elasticity of
demand and (b) the latent demand at this travel time.

SOLUTION
VIV vt
(@ e(V) = / = ——
a/t Vv
= (=350) =23
2500 — (350 x 5)

(b) At ¢t = 5min, the demand V = 750. Therefore, the
latent demand is 2500 — 750 = 1750.

Example 3.11 1t is estimated that the demand for a
newly constructed parking facility will be related to the
price of usage as follows: V = 1500 — 25P, where V is
the number of vehicles using the parking lot per day and
P is the average daily parking fee in dollars. For the first
month of operation, parking at the facility is free. (a) How
many vehicles would be expected to park at the facility
during the first month? (b) After the second month, when
a $10 daily fee is charged, how many vehicles would be
expected to use the facility, and what would be the loss
in consumer surplus?

SOLUTION

(a) During the first month, when p; =0, V| = 1500
vehicles/day.

(b) After the second month, when p, =$10,V, =
1500 — (25 x 10) = 1250 vehicles/day. Using Fig-
ure 3.7, the loss in consumer surplus is given by

3% (p2— p)(Vi + V)
— (0.5)(10 — 0)(1500 + 1250) = $13,750

3.5 EMERGING ISSUES IN TRANSPORTATION
DEMAND ESTIMATION

Over the past two decades, increasing availability of
detailed travel data has encouraged faster development
of disaggregate demand models that seek to predict the
travel choices of individual travelers. Developments that



have added impetus to such efforts include: (1) the con-
sideration of travelers as rational units who seek to
maximize their utility associated with the trips they under-
take, (2) the quantification of travelers’ perceptions of
demand and supply, and (3) recognition of the proba-
bilistic nature of travel decisions. Using the disaggregate
function directly—given the characteristics of each con-
sumer in the market—the overall demand can be esti-
mated from disaggregate demand models developed for
each consumer within each market segment. Further infor-
mation on disaggregate transportation demand modeling
may be obtained from Bhat (2000) and other literature.

Another issue is that of organizational travel demand.
Hensher and Button (2000) stated that while demand mod-
eling for passenger travel is important, it is becoming
increasingly clear that travel demand by businesses and
other organizations needs to be addressed fully. In the
past, the latter has received less than the attention deserved
because the public sector provided most transportation
services, and the purpose of transportation demand model-
ing had been to allow this component of transportation to
interface with users. However, this situation has changed
in light of recent and continuing developments, such as
deregulation and large-scale privatization. Also, the capac-
ities of transportation networks in the past were defined
by peak-volume commuter traffic, but this is no longer the
case in the current era.

SUMMARY

An important step in the transportation project devel-
opment process is the evaluation of alternative policies
and regulations for transportation systems operations and
use, which depend heavily on transportation demand and
supply and interaction between the two parameters. In pre-
senting this material, we recognize that travel demand is
not direct but derived, is subject to governmental poli-
cies, has a consumption that is unique in time and space,
and can be undertaken by several alternative modes that
differ by technology, operating and usage policies, and
extents of scale economies. We presented a background
for transportation demand analysis in the context of trans-
portation supply (or changes thereof). To provide the
analyst with some working numbers useful for estimat-
ing expected changes in demand in response to chang-
ing attributes such as travel time, trip price, income,
and parking, we provided recent values of demand
elasticities.

EXERCISES

3.1. The demand and supply models for travel between
Townsville and Cityburg during a particular season
are represented by the following equations:

3.2.

3.3.

34.

3.5.
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Demand function:
V =4200 — 29p
Supply function:
p =3.1040.02V

where V is the number of tickets purchased per
month and p is the price of a ticket in dollars. Provide
a graphical illustration of the supply and demand
functions, and determine the equilibrium demand and
price.

The aggregate demand for a bus transit service serv-
ing a newly developed suburban area is represented
by the equation V =300 — 40p?, where V is the
number of trips made per month and p is the aver-
age price of a ticket for the trip. In a given month, the
average price was $0.75. What is the point elasticity
of demand of the bus transit service with respect to
price?

A w% increase in downtown parking costs resulted
in a f% reduction on downtown auto trips and a g%
increase in transit patronage for downtown routes.
Derive expressions for the arc elasticities of auto and
transit demand with respect to parking costs.

The number of automobile trips per hour (V) bet-
ween two midwestern cities has the following
function:

V = T 20T0150505 08

where To and Tt are the travel time for auto and

transit, respectively; C and Crt are the out-of-pocket

costs for auto and transit, respectively; and a is a

constant that reflects the size and average income of

the population.

(a) At the current time, there are 50,000 automobile
trips between the cities every day. If a new
parking policy results in an increase of out-of-
pocket auto costs from $5 to $6, what will be
the change in demand?

(b) In addition to part (a), if transit facility improve-
ments lead to a reduction in transit time from
1 hour to 45 minutes, what would be the new
demand for automobile travel between the two
cities?

The Kraft demand model can be expressed in the
following general form:

T
i=1
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where X is a vector of variables representing PCR = share of retail in total employment in the
the socioeconomic system (such as population and city (a fraction)

income) and the transportation system (such as travel RTT,, = travel time by mode m relative to the
costs and time) and n is the number of variables. travel time of the fastest mode

Show that for any variable in the Kraft model, the
elasticity of travel demand with respect to each
variable is constant.

BTT = travel time by the fastest mode (min)
RTC,, = travel cost by mode m relative to the
cost of the cheapest mode

3.6. For input in evaluation of an improvement project for BTC = travel cost by the cheapest mode (cents)
rail service between cities A and B in a certain state,
it is desired to determine the volume of demand. Estimate the expected level of demand for the
The intercity travel demand is given by the following rail facility given the following post-implementation
demand function: data:

_ 0.81 124715 ppL.75 —0.62
Qijm = 28POP; ™" POP/~"PCI; “PCI;”PCR; City A: population = 1.2 million, average per capita

—0.87 -18 —0.90 -2.9 0.5 i = il i =
x PCR; RTTml SBTT RTC; TBTCOS7 121z)c((72me $37,900, share of retail in total employment
where POP = average population of the city (millions) City B: population = 0.8 million, average per capita
PCI = average per capita income of the city income = $45,000, share of retail in total employment =
(tens of thousands) 15%

Table EX3.7.1 Input Information for Exercise 3.7

(a) Dependent Variables in Regression Models

Commercial
Zone Cars Households Employment Area (Acres)
X X» X3 X4
1 370 235 880 5230
2 220 180 495 1200
3 190 136 300 550
(b) Travel Time (min) (2000) (c) Expected Travel Time (min) (2020)
To Zone: To Zone:
From Zone: 1 2 3 From Zone: 1 2 3
1 10 25 40 1 12 28 42
2 27 12 29 2 29 15 34
3 45 24 13 3 46 27 16

(d) Trip Interchange Matrix (2000)

To Zone:

From Zone: 1 2 3 P;

1 680 256 135 1071
2 383 200 121 704
3 210 211 156 577
Aj 1273 667 412 2352
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Table EX3.7.2 Travel Times and Travel Costs for Auto

and Transit: 2020

(a) Travel Time (Travel Costs) by Auto

Destination
Origin 1 2 3
1 12 ($4.5) 28 ($2.9) 42 ($3.5)
2 29 ($5.3) 15 ($2.5) 34 ($4.1)
3 46 ($3.6) 27 ($3.4) 16 ($2.3)
(b) Travel Time (Travel Costs) by Transit
Destination
Origin 1 2 3
1 15 ($3.0) 35 ($1.8) 52 ($2.2)
2 38 ($4.5) 22 ($1.1) 40 ($2.7)
3 55 ($2.8) 35 ($2.3) 24 ($1.4)

Expected travel time by rail upon improvement
= 35 minutes

Travel time by fastest mode(auto)
= 28 minutes

Expected travel cost of rail upon improvement
=75 cents

Travel cost by cheapest mode(bus transit)

= 65 cents

Figure EX3.7
Use the four-step travel demand modeling procedure
to calculate the travel demand on the three links
in a three-zone transportation network shown in
Figure EX3.7. Use the information in Table EX3.7.1.
The following horizon year (2020) trip production
and attraction models are given:

P, =10+2.2x; + 1.3x,
A; =30+ 1.27x3 +0.035x4
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The impedance function is given as ti;o.s’ where #;; is
the travel time between zones i and j. The calibrated
utility functions for auto and transit are given as (time
in minutes and cost in dollars)

Uauto = 3.45 — 0.8Cost — 0.025Time
Uransit = 1.90 — 0.26Cost — 0.028Time

The expected travel times and travel cost for auto
and transit in 2020 are given in Table EX3.7.2.
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CHAPTER 4

Transportation Costs

Drive thy business or it will drive thee.
— Benjamin Franklin (1706—1790)

INTRODUCTION

Good decisions at any step of the transportation project
development process (PDP) require reliable information
on the costs of alternative actions. Each stage of the
PDP process involves costs (and benefits) to the agency,
facility users, and the community. Certain benefits can be
estimated in terms of reductions in user and community
costs relative to a given base (typically, do-nothing)
alternative.

Transportation costing generally involves estimation of
the additional resources needed to increase the quantity or
quality of the transportation supply from a given level, and
analysts involved in transportation costing often encounter
such concepts as economy of scale, price mechanisms, and
demand and supply elasticities (McCarthy, 2001).

Typically, the first step in transportation system cost-
ing is to describe the physical systems involved and their
operations (Wohl and Hendrickson, 1984). The required
factors of production (including material, labor, and equip-
ment input), are then identified and their costs determined.
Alternatively, an aggregate approach that uses data from
several similar past projects can be used to develop aver-
age unit costs per facility dimension, usage, or demand.
The cost functions and average values presented in this
chapter are mostly useful for purposes of sketch planning.
For bidding purposes, it is more appropriate to develop
precise cost estimates using data from detailed site inves-
tigations, engineering designs, and planned policies and
operational characteristics of the system.

In this chapter we first present classification systems of
the costs encountered in different modes of transportation.
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Then the components of agency and user costs are
discussed and alternative ways of estimating these costs
are presented. We also show how costs can be adjusted to
account for differences in implementation time periods,
location, and project size (economies of scale). Finally,
contemporary costing issues such as cost overruns and
vulnerability and risk costs are discussed.

4.1 CLASSIFICATION OF TRANSPORTATION
COSTS

Transportation costs may be classified by the source of
cost incurrence, the nature of variation with the output,
the expression of unit cost, and the point in the facility
life cycle at which the cost is incurred.

4.1.1 Classification by the Incurring Party

Transportation costs may be classified by the source of
cost incurrence. Agency costs are the costs incurred by
the transportation facility or service provider; user costs
are the monetary and nonmonetary costs incurred by the
transportation consumers, such as passengers, commuters,
shippers, and truckers. Section 4.2 provides a detailed
discussion of agency costs. Community or nonuser costs
represent the costs incurred by the community as a whole,
including entities not directly involved with use of the
facility and are often referred to as secondary costs or
externalities. Community costs can be nonmonetary (such
as disruption of community cohesiveness) or monetary
(such as a change in property values). Figure 4.1 shows
the various costs categorized by incurring party.

4.1.2 Classification by the Nature of Cost Variation
with Output

The costs of transportation systems typically comprise a
fixed component, which is relatively insensitive to output
volume, and a variable component, which is influenced
by output volume, and can be expressed as follows:

total cost, TC(V) =k + f(V)

where k is the fixed-cost component (FC), f(V) is the
variable-cost component, and V is the output volume.
Agency capital costs can be expressed in terms of the
size or number of capacity-enhancing features made avail-
able by the proposed project (e.g., the number of lane-
miles, line-miles, transit buses or trains); the fixed-cost
component comprises the costs of acquiring the right-of-
way and relocating or replacing structures and utilities;
and the variable-cost component involves cost elements
to support the increased operation (e.g., driver and fuel
costs for urban bus systems). Agency operating costs are

65



66 4 TRANSPORTATION COSTS

Cost of Feasibility Studies, Design, Land, and ROW Utilities
Relocation, etc.

Construction of Lineal Facilities (Roads, Rail Tracks, Runways)
and Nodal Facilities (Terminals, Ports, Metro stations, etc.)

Purchase of Vehicles (Railcars, Vessels, Buses, Planes, etc.)

Capital Costs

Agency/Owner Costs
Operator’s Facility Costs

Cost of Lighting, Communications, Incident Response,

Fixed Facility ) ) .
Operating Costs Fare/Toll Collection, Ensuring Security/Safety, etc.

Cost of Rehabilitation and Maintenance of Lineal and Nodal
Preservation Costs Transportation Facilities, Vegetation/Snow/Ice Control, etc.

Facility Usage

Operators: License Fees, Permits, etc.

User Costs

Transportation
: Operator's Usage Costs

Costs

Fees Users: Fares/Tolls, Taxes, etc.
“Vehicle” Energy Sources: Gasoline, Jet Fuel, Electricity etc.
Operating Costs Vehicle Repair and Maintenance

Delay and Travel

Cost of Delay at Nodes (Terminals, Ports, Stations,

Time Costs Intersections) and Links.
Security/Safety Cost of Consequences of Failed Security/Safety (User)
Costs

Air Pollution Costs

Community or Nonuser
Costs

e
_(

Noise Pollution Costs

Other Environmental
Resource Costs

Figure 4.1 Transportation costs categorized by source of cost incurrence.

often more applicable to vehicles using the facility than
of the facility itself, which therefore makes these costs a
major issue in evaluating transit improvements.

A transportation cost function’s mathematical form
and the relative magnitudes of its fixed and variable
components (variable—fixed cost ratio), and the current
output level are all expected to indicate whether or not
a transportation system will exhibit scale economies.
The variable—fixed cost ratio is in turn influenced
by the work scope (construction vs. preservation), the
facility dimensions, and the incurring party (facility
owner, shipper, or auto user). The ratio is generally
low for construction and high for maintenance, low for
transportation modes owned and operated by the same
entity (such as rail and pipeline transportation), and high
for modes where the owner of the fixed asset and the

user/operator are separate entities, such as air, water, and
truck transportation. In the last case, the relatively small
fixed costs incurred by the operator are those associated
with the purchase or lease of vehicles (planes, ships,
and trucks) and fixed fees associated with facility use,
while the large variable costs arise from fuel use, vehicle
maintenance, labor costs, and so on.

4.1.3 Classification by the Expression of Unit Cost

(a) Average Cost The average total cost, ATC, is the
total cost associated with 1 unit of output. It is calculated
as the ratio of the total cost to the output: ATC = TC/V,
where TC is the total cost and V is the volume (output).
The average fixed cost, AFC, is the fixed cost associated
with 1 unit of output and is calculated as the ratio of



the fixed cost to the output, AFC = FC/V. Similarly,
the average variable cost is the cost of 1 unit of output
and is calculated as the ratio of the variable cost to the
output, AVC = VC/V. The concept of average costs is
useful in the economic evaluation of transportation system
improvements because it helps assess the cost impacts of
improvements at a given supply level.

(b) Marginal Cost The marginal cost of a transportation
good or service is the incremental cost of producing an
additional unit of output. The terms of incremental cost,
differential cost, and marginal cost have essentially similar
meaning but typically are used in contexts that have very
subtle differences (Thuesen and Fabrycky, 1964). Incre-
mental cost is a small increase in cost. Differential cost is
the ratio of a small increment of cost to a small increase
in production output. Marginal cost analysis is relevant in
transportation system evaluation because an agency may
seek the incremental cost changes in response to planned
or hypothetical production of an additional unit of out-
put with respect to facility construction, preservation, or
operations. Marginal cost and average cost can differ sig-
nificantly. For example, suppose that an agency spends
$10 million to build a 10-mile highway and $10.5 mil-
lion to build a similar 11-mile highway, the average costs
are $1 million and $0.954 million, respectively, but the
marginal cost of the additional mile is $0.5 million. The
expressions related to marginal cost are as follows:

Marginal variable cost:

mve = O
Vv
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Marginal total cost:

9TC  9FC  dVC aVC
- + = — MVC
v~ av a9V av

MTC =

Like average cost, marginal cost concepts help an agency
or shipper to evaluate the cost impacts of various levels
of output or the additional cost impact of moving from a
certain output level to another.

Example 4.1 A cost function is expressed in the fol-
lowing general form: total cost (TC) =k + f(V), where
k is the fixed cost (FC) and f(V) is the variable cost.
V is the output. For each of the functional forms shown
in Table E4.1 derive expressions for (a) average fixed
cost, (b) average variable cost, (c) average total cost,
(d) marginal variable cost, and (e) marginal total cost.

SOLUTION The expressions are shown in Table E4.1.

Example 4.2 The costs of running a metropolitan bus
transit system are provided in Table E4.2. Plot the graphs
of (a) total cost, variable cost, and fixed costs; (b) average
total costs, average variable costs, and average fixed costs;
and (c) marginal total costs and average total cost. Show
the point at which marginal total cost equals average total
cost, and explain the significance of that point.

SOLUTION The graphs are shown in Figure E4.2. The
region on the left of the intersection point (MC < AC)
represents scale economies and the region on the right
represents scale diseconomies (MC > AC). An agency
would prefer to produce goods or provide services in the
region where MC < AC. Since revenue is a linear function

Table E4.1 Typical Cost Functions and Expressions for Unit Costs

TC=k+aV TC=k+aV? TC=k+ae" TC=k+aV? TC=k+alnV TC =k +ab’

(Linear) (Quadratic) (Exponential) (Cubic) (Logarithmic) (Power)
Average fixed k/V k/V k/V k/V k/V k/V
cost = FC/V
Average variable  a aV aeV |V aV? (alogV)/V abV |V
cost =
VC(V)/V
Average total k/V +a k/V +aV k/V + k/V +aV? k/V +a x k/V +abV )V
cost = ae’ |V logV/V
TC(V))V
Marginal variable a 2aV aeV 3aV? a/V aln(d)b¥

cost = marginal
total cost
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Table E4.2 Transit Agency’s Costs

Annual Ridership (V) in millions

1 2 3 4 5 6 7 8
Fixed cost, FC 3 3 3 3 3 3 3 3
Variable cost, VC 1.250 1.375 1.500 1.625 1.750 1.875 2.000 2.125
Total cost, TC 4250 4375 4500 4.625 4750 4875 5.000 5.125
Average fixed cost, AFC 0.300 0.150 0.100 0.075 0.060 0.050 0.043 0.038
Average variable cost, AVC 0.125 0.069 0.050 0.041 0.035 0.031 0.029 0.027
Average total cost, AC 0425 0.219 0.150 0.116 0.095 0.081 0.071 0.064
Marginal variable cost, MVC — 0.125 0.125 0.125 0.125 0.125 0.125 0.125
Marginal total cost, MC — 0125 0.125 0.125 0.125 0.125 0.125 0.125
0.5
6
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Figure E4.2

Output (V)

Marginal, average, fixed, and variable cost relationships.



of ridership (R =aV), transit agencies are interested
in knowing maximum ridership that can be achieved
while ensuring that MC is less than or equal to AC.
The maximum level of ridership corresponds to the
intersection point between the average total cost and the
marginal total cost (at that point, revenue is maximized).
The generated revenue will most likely not cover the
costs incurred by the transit agency. It should be kept
in mind, however, that unlike private entities, the primary
goal of public agencies is to provide service rather than
to maximize profit. As such, for many transit agencies,
maximum revenue is less than agency cost and therefore
such agencies often operate on subsidies.

Example 4.3 The cost function associated with air
shipping operations of a logistics company is Total Cost
(in $ millions) = 1.2 4+ 150V2, where V is the monthly
output (volume of goods delivered) in millions of tons.
Plot a graph showing the average total cost and marginal
total cost.

SOLUTION

The average total cost function is
1% 1.2
AC = — = — + 150V

TC 1%
The marginal total cost function is

dTC

MC = — =300V
v

Plots of these functions are provided in Figure E4.3

(¢) General Discussion of the Average and Marginal Cost
Concepts In this section we presented the concepts of
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\ Average Total Costs

\
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= \
g
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@ \ Marginal Total Costs
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Output (V), in millions of tons

Figure E4.3 Average and marginal cost relationships.
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average and marginal effects from a monetary cost per-
spective. In some transportation problems, the analyst may
need to apply these concepts to the consumption of non-
monetary resources (e.g. environmental degradation, com-
munity disruption) as well as system benefits (e.g., system
preservation, congestion mitigation, safety improvement,
air quality enhancement).

Another issue is the selection of the appropriate output,
V, to be used in the cost analysis. This depends on the
transportation mode and the phase of the transportation
development process in question. For example, in aggre-
gate costing of rail transit construction, the number of
stations and length of the system can be used as output
variables. In aggregate costing of rail or airport operations,
the number of passenger miles or passenger trips could be
used. In the case of highway operations, the traffic vol-
ume or vehicle miles of travel could be used. In freight
operations costing, ton miles or ton trips could be used.

4.1.4 Classification by Position in the Facility
Life Cycle

Life-cycle costs include relevant agency and user costs
that occur throughout the life of a transportation asset,
including the initial costs. In general, transportation costs
over its life cycle may be classified as initial costs and as
subsequent costs. The latter are incurred at later stages
of facility life and therefore involve activities such as
operations, preservation of the fixed asset or rolling stock,
and costs that are associated with salvage or disposal of
the physical facility or rolling stock.

4.1.5 Other Classifications of Transportation Costs

Transportation agency costs may also be categorized
according to the source of work (activities carried out
by an agency’s in-house personnel vs. activities let out
on contract), the role of the work (activities aimed
at preventing deterioration vs. activities geared toward
correcting existing defects), or the cycle over which costs
are incurred (activities carried out routinely vs. activities
carried out at recurrent or periodic intervals).

4.2 TRANSPORTATION AGENCY COSTS

Agency costs refer to the expenditures incurred by the
facility owner or operator in providing the transportation
service. For fixed assets, agency costs are typically placed
into seven major categories: advance planning, prelimi-
nary engineering, final design, right-of-way acquisition
and preparation, construction, operations, preservation,
and maintenance. In some cases, disposal of the fixed
asset at the end of its service life involves some costs
that are referred to as salvage costs. For movable
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assets (rolling stock), agency costs typically comprise
acquisition, vehicle operating preservation, maintenance,
and disposal costs.

4.2.1 Agency Costs over the Facility Life Cycle

Several types of agency costs are incurred over the life of
a transportation facility. However, not all of these costs
may be applicable in a particular evaluation exercise.
The analyst must identify the costs that do not vary by
transportation alternative and must exclude these costs
from the evaluation. Typically, the initial agency costs
of planning and preliminary engineering are the same
across alternatives. Also, where facility locations have
already been decided, location-related expenses, such as
right-of-way (ROW) acquisition and preparation, are fixed
across alternatives. Furthermore, where it is sought to only
evaluate alternative construction practices, preservation
strategies, or operational policies, the cost of design can
be excluded from the evaluation.

(a) Advance Planning These may include the cost of
route and location studies, traffic surveys, environmental
impact assessments, and public hearings. Advance plan-
ning costs are typically estimated as a lump sum based on
the price of labor-hours within the transportation agency
or from selected consultants. In evaluating alternatives,
costs should exclude any costs of advance planning work
done prior to development of the alternatives.

(b) Preliminary Engineering These may include the
costs of carrying out an engineering study of a project,
such as geodetic and geotechnical investigations. If
some preliminary engineering has been done (especially
regarding technical feasibility of competing alternatives),
such costs may be excluded from project costs.

(c) Final Design These are the costs of preparing engi-
neering plans, working drawings, technical specifications,
and other bid documents for the selected design. Final
design costs typically are 10 to 20% of construction costs.

(d) Right-of-Way Acquisition and Preparation Acquisi-
tion costs of ROW land typically include the purchase
price, legal costs, title acquisition, and administrative costs
of negotiation, condemnation, and settlement. Severance
damages are typically significant, and determining the
value of remnant acquisitions is often a complex task.
In the absence of other information, fees and charges
associated with ROW acquisition may be assumed to be
2% of the purchase price. Right-of-way preparation costs
include relocation or demolition of structures and utility

relocation. A preliminary estimate of the costs for acquir-
ing and preparing ROW costs can be made by a quick field
inventory of the project alignment to determine the vol-
ume of structures slated for demolition, and applying the
agency’s demolition cost rates. For structures that need
to be relocated, it is necessary to consider the costs of
acquiring new land and reconstructing such structures.
The basis for residential relocation payments, including
costs of temporary rentals, may be established by existing
policy of the transportation agency or government. The
relocation cost of existing utility facilities, such as water,
gas, telephone, and electricity should be estimated with
the assistance of utility companies.

(e) Construction At the planning stages, rough approx-
imations of construction cost can be made on the basis
of similar past projects. To do this, it may be useful to
employ statistical regression to develop such costs as a
function of work attributes, location, and so on. Alterna-
tively, the cost may be built up using unit costs of indi-
vidual constituent work items. Such estimation of trans-
portation project construction costs may seem a relatively
easy task but may be complicated by lack of estimating
expertise (Dickey and Miller, 1984), a problem that has
often led to cost discrepancies in transportation project
contracts.

(f) Operations These costs may include charges for
utility use (e.g., electricity for transit or air terminals,
street lighting, and traffic signal systems), safety patrols,
traffic surveillance and control centers, ITS initiatives,
toll collection, communication equipment, labor, and so
on. Given adequate historical data, it may be possible to
develop annual operating cost models for estimating future
operating costs. Such models are typically a function of
facility type and size, age of facility, and level of use.

(g) Preservation and Maintenance These are the costs
incurred by an agency to ensure that an asset is kept
in acceptable physical condition. For a highway agency,
for instance, preservation costs include pavement and
bridge rehabilitation as well as preventive and routine
maintenance, vegetation control, and snow and ice control.
Predictions of preservation maintenance costs may be
made in the form of simple average cost rates (such as
cost per line-mile of rail track or cost per square meter
of bridge deck) or statistical models that estimate facility
cost as a function of facility dimensions, material type,
and other factors.

4.2.2 Techniques for Estimating Agency Costs

Costing of transportation projects and services can gener-
ally be carried out in two alternative ways: a disaggregate



approach and an aggregate approach. Further details and
examples of each approach are provided here.

(a) Disaggregate Approach (Costing Using the Prices of
Individual Pay Items or Treatments) In this approach,
the overall cost of an entire project is estimated using the
engineer’s estimate or the contractor’s bid prices for each
specific constituent work activity (also referred to as a pay
item) of the project. Pay items may be priced in dollars
per length, area, or volume, or weight of finished product,
and is often reported separately for materials, labor and
supervision, and equipment use. This method of costing
is more appropriate for projects that have passed the
design stage and for which specific quantities of individual
pay items are known. It is generally not appropriate for
projects whose design details are not yet known.

The use of detailed pay item unit costs for estimating
the cost of transportation facilities or services is straight-
forward but laborious. For a project, there can be several
hundreds, sometimes thousands, of pay items that are
priced separately. This costing approach typically forms
the basis for contract bidding. The first step is the decom-
position of a specific work activity (such as rail track
installation) into constituent pay items expressed in terms
of finished products (such as one linear foot of finished
rail guideway) or in terms of specific quantities of mate-
rial (such as aggregates, concrete, steel beams, formwork),
equipment, and labor needed to produce one linear foot
of finished guideway. After the various components of the
work activity have been identified, a unit price is assigned
to them (on the basis of updated historical contract aver-
ages or using the engineer’s estimates), and the total cost
of the work activity is determined by summing up the
costs of its constituent pay items. The level of detail of
the pay items generally depends on the stage of the trans-
portation project development process at which the cost
estimate is being prepared. At the early planning stages,
relatively little is known about the prospective design;
therefore, the level of identifying the pay items and their
costing is quite coarse (Wohl and Hendrickson, 1984).
Cost estimators typically refer to four distinct levels of
coarseness that reflect the stages at which such estimates
are typically required:

1. Conceptual estimate in the planning stage (typically
referred to as predesign estimate or approximate
estimate)

2. Preliminary estimate in the design stage (often

termed budget estimate or definitive estimate)

Detailed estimate for the final assessment of costs

4. As-built cost estimate that incorporates any cost
overruns or underruns

e
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In its coarser form, cost accounting utilizes more
aggregated estimates that are for groups of pay items
rather than for individual pay items. Average cost values
may be used, but a more reliable method would be to
develop cost models as a function of facility attributes
such as material type, construction type, size, surface or
subsurface conditions, and geographical region. There may
be other variables, depending on whether the costs being
estimated are initial construction costs or whether they are
costs incurred over the remaining life of the facility. The
time-related variables (such as accumulated environmental
and traffic effects) have little or no influence on initial
construction cost but significantly affect subsequent costs
(i.e., preservation and maintenance costs).

At another level of disaggregation, average cost values
and cost models can be developed for each treatment (a
specific agency activity) that is comprised of multiple pay
items or for each pay item.

(b) Aggregate Approach (Costing) An example of this
approach is a model that estimates the overall cost associ-
ated with the construction, preservation, or operations per
facility output or dimension. In a manner similar to the
disaggregate approach, costs developed using the aggre-
gate approach can be in one of two forms:

1. An average rate, where historical costs for each sys-
tem family are updated to current dollars, averaged, and
expressed as a dollar amount per unit output (dimension).
Family refers to a number of systems placed in one group
on the basis of similar characteristics. For example, the
estimated average cost of rigid pavement maintenance
was determined to be $480/lane-mile per annum (Labi
and Sinha, 2003). Average rates may be developed for
each subcategory: for example, rigid interstate pavements
located in a certain region or certain types of rigid pave-
ments (plain, reinforced, continuously reinforced, etc.).

2. A statistical model, where historical overall costs
are modeled as a function of facility characteristics (e.g.,
facility dimensions, material, construction type, age).

An example of an aggregate cost model (for a heavy
rail transit system) is as follows:

Unit Cost = 3.9 x L0702 x y1:08 x g7~0.36

where Unit Cost = cost per line-mile-station in $M
L = number of line-model
U = fraction of the system that is
underground
ST = number of stations

Also, statistical models can be developed for each sub-
category, or differences in subcategories could be included
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in a broad model as dummy variables. Costs developed
using the aggregate approach are typically used for sketch
planning and long-range budgeting where the application
of specific treatments (and thus their corresponding indi-
vidual costs) are not known with certainty and only rough
approximations of overall costs are sought.

4.2.3 Risk as an Element of Agency Cost

(a) Risk due to Uncertainties in Estimation Most cost
models that are currently used by transportation agencies
treat input variables as deterministic values that do not
adequately reflect the uncertainty that actually exists in the
real world. Such uncertainty is introduced by factors such
as fluctuations in work quality, material and labor prices,
climate, etc. (Hastak and Baim, 2001). Risk analysis may
be used to address the issue of uncertainty. Risk analysis
in transportation costing answers three basic questions
about risk (Palisade Corporation, 1997): What are the
possible outcomes of cost? What is the probability of each
outcome? What are the consequences of decisions based
on knowledge of the probability of each outcome? Values
of input variables that influence transportation costs are
modeled using an appropriate probability distribution
that is deemed by the analyst to best fit the data for
each variable. Then the expected overall cost outcome
is determined. This can be repeated, using Monte Carlo
simulation, for several values of the variable within the
probability distribution defined.

(b) Risk due to Disasters Risk-based transportation cost-
ing also involves natural and human-made disasters that
can significantly influence the operations and physical
structure (and consequently, the costs of physical preser-
vation and operations of such facilities). Natural disasters
include floods, earthquakes, and scour, human-made disas-
ters include terrorist attacks and accidental collisions that
critically damage transportation infrastructure. The prob-
ability of a transportation system failure can be assessed
for each vulnerability type. Then the cost of damage or
repair in that event can be used to derive a failure cost or
vulnerability cost that could be included in the transporta-
tion system costing (Chang and Shinozuka, 1996; Hawk,
2003). Vulnerability cost can be defined as follows:

vulnerability cost = probability of disaster occurrence
x cost of damage if the disaster occurs.
Risks are evident in both the probability of the
occurrence and the uncertainties of damage cost in the

event of disaster. As evidenced from the 2005 Katrina
hurricane disaster on the U.S. Gulf coast, estimating

the damage cost can be as uncertain as estimating the
probability of the event itself.

4.3 TRANSPORTATION USER COSTS
4.3.1 User Cost Categories

User impacts that can be monetized include vehicle
operating costs, travel-time costs, and safety costs.
Nonuser or community costs (e.g., of air pollution, noise,
water pollution, community disruption) are not so easily
monetized. Both user and community costs are often
related directly to the physical condition as well as
the performance of a facility. For example, excessive
congestion and poor physical condition of rail lines can
translate to high user costs of safety and delay, and high
community costs due to noise.

(a) Travel-Time Costs Travel time is one of the major
items in the evaluation of alternative transportation
systems. The cost of travel time is calculated as the
product of the amount of travel time and the value of
travel time. Methods for assessing the amount and value
of travel time (in minutes, hours, etc.) and its monetary
value ($ per hour, etc.) are discussed in Chapter 5.

(b) Safety Costs The costs of safety can be estimated as
either preemptive costs or after-the-fact costs. Preemptive
safety costs are incurred mostly by the agency in ensuring
that crashes are minimized and may be considered as
agency operating costs; after-the-fact safety costs are those
incurred by users (through fatality, injury, or vehicle
damage), the agency (through damaged facilities such as
bridge railings or guardrails), or the community (through
damage to abutting property, pedestrian casualties, for
example). In Chapter 6 we present unit crash costs and
a methodology to estimate safety costs and incremental
safety benefits of transportation projects.

(c) Vehicle Operating Costs Irrespective of mode, the
costs of operating transportation vehicles can be substan-
tial. In Chapter 7 we provide details on VOC components
and factors, unit values of VOC, and the methodology for
evaluating the impact of transportation system improve-
ments on the operating costs of transportation vehicles.

(d) Noise, Air, and Water Pollution Costs Noise, air,
and water pollution costs can be estimated in terms of
preemptive costs or after-the-fact costs. In any case, there
seems to be no universally adopted method of valuation
of these effects. Consequently, they are typically not
included in economic efficiency analysis of transportation



projects but are instead considered in cost-effectiveness
framework without monetization.

4.3.2 Impacts of Demand Elasticity, Induced Demand,
and Other Exogenous Changes on User Costs

When a transportation system is improved (through
enhanced service or physical condition, the resulting
decrease in user costs causes a shift of the supply function
to the right. This decrease constitutes the user benefits.
There are three possible scenarios for which such user
benefits can be estimated (Dickey and Miller, 1984): when
demand is inelastic, when demand is elastic and there are
induced trips, and when demand is elastic and there are
generated trips.

The foregoing discussion is presented for a composite
user cost but is also applicable to individual user cost
types. In some cases where detailed data are unavailable,
the analysis of user costs may be simplified by using an
overall value for user costs rather than summing up values
of individual components of user costs. For each situation,
the change in user costs can be calculated using simple
geometry: area of a rectangle for Figure 4.2 and area of a
trapezoid for Figures 4.3 and 4.4.

Unit Cost Demand
of Travel

Supply Before Improvement

User Benefits
B Supply After Improvement
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Figure 4.2 Unit user cost when demand is perfectly inelastic.
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Figure 4.3 Unit user cost when demand is elastic and there
are induced trips.
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Figure 4.4 Unit user cost when demand is elastic and there
are trips generated.

(a) When Demand Is Inelastic  When demand is inelastic
(therefore precluding any induced, generated, or diverted
trips), the user benefit occurring from an improved
transportation system is taken as the product of the
reduction in the unit cost (price) of travel and the
number (quantity) of trips (Figure 4.2). For purposes of
illustration, a travel unit will be taken as a trip. For
example, a technological improvement such as electronic
tolling that decreases delay and hence reduces the unit cost
of each trip would generally cause a downward shift in
the supply curve, leading to user benefits. On the contrary,
a new transportation policy such as security checks that
increases delay (and hence the unit cost of each trip) is
reflected by an vertical upward shift in the supply curve
(and equilibrium point) indicating negative user benefits
in the short run, all other factors remaining the same. In
both cases, the number of trips would remain the same
because demand is inelastic.

(b) When Demand Is Elastic and There Are Induced Trips
When demand is elastic, an increase in supply, from
classical economic theory, results in lower user cost
of transportation and subsequently, increased or induced
demand. Thus, the area (shown in Figure 4.3 as user
benefits) is trapezoidal in shape and is greater than the
rectangular area that corresponds to the product of the
unit price reduction and the number of trips. For example,
improved transit service through higher service frequency
and increased reliability would decrease the user cost of
delay. This can be represented by a downward right shift
of the supply curve and equilibrium point, all other factors
remaining the same. The number of trips and user benefits
would increase. On the other hand, an intervention that
increases fares would increase the cost of travel, all other
factors remaining the same, and would be reflected by
an upward left shift of the supply curve and equilibrium
point. The number of trips would decrease and the user
benefits of such an intervention would be negative.
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Figure 4.5 Change in total user costs.

(c) When Demand Is Elastic and Trips Are Generated
When demand is elastic and there is a shift in the demand
curve (due to increased demand even at the same price),
the increase in user benefits (consists of Areas A and
B in Figure 4.4) but Area B is due only in part from
the improvement. The changes in user benefits for the
scenarios discussed above are in response to changes
within the transportation system itself, such as nature
of demand elasticity, changes in demand (induced or
generated), or changes in supply (trip delays, travel times,
price). The figures can also help explain the effect of
exogenous changes, which include:

e Change in prices of VOC components

¢ Implementation or removal of user subsidies or taxes

e Technological advancements in areas outside (but
related to) the transportation system in question

A case in point is the 2005 increase in gasoline prices
in the United States. This generally caused an increase
in the unit cost of each personal or business trip in the
short run. Users with elastic demand reduced their trips,
while those with inelastic demand had the same number of
trips after the change. In either case, the end result was a
negative gain in user benefits. Another example is the user
subsidization that typically occurs in some developing
countries. When transportation users are subsidized by the
government, this lowers the supply curve because the unit
cost of each trip is reduced. This leads to increased travel
(where demand is elastic) and increased benefits (for either
elastic or inelastic demand). The removal of subsidies or
the imposition of taxes has the opposite effect.

Transportation projects and services are typically imple-
mented with the objective of lowering congestion, increas-
ing safety, and decreasing travel time—such reductions

in user costs translate into increases in quality of life,
business productivity, retention and attraction of invest-
ments, increased employment, and so on. However, an
increase in transportation supply does not always lead to
a decrease in total travel costs. Depending on the shape
of the demand and supply functions and the elasticity of
demand, a decrease in unit travel costs could lead to a
decrease or increase in total user costs (Dickey and Miller,
1984). For example, Figure 4.5 shows that (1) the bene-
fits of the transportation system improvement (the area
DCBF) are not necessarily equal to the change in total
user costs (the area ODFG — the area OCBH), and (2) the
total user costs in this scenario actually increases with the
decrease in unit travel costs due to the system improve-
ment (the area represented by rectangle ODFG is much
larger than that represented by rectangle OCBH).

44 GENERAL STRUCTURE AND BEHAVIOR
OF COST FUNCTIONS

A cost function is a mathematical description of the
variation of cost with respect to some output variable
(typically system dimensions or the level of system
use). There are three major aspects of transportation cost
functions: the dependent variable, independent variables
(including the output dimension), and the functional form
of the cost function.

4.4.1 Components of a Transportation Cost Function

(a) Dependent Variable This is typically the cost of the
output, in monetary terms and in a given time period.
To adjust for the effects of inflation it is often neces-
sary to express the cost items in constant dollar. For
facility construction and improvement projects, construc-
tion price indices are used to convert current dollars to



constant dollars, as discussed in Section 4.6.2. Generally,
the dependent variable can be a total cost or a unit cost
(total cost per unit output). In using the unit cost as the
dependent variable, the analyst typically calculates unit
costs for each observation (e.g., cost per lane-mile per
passenger-mile), or per ton-mile and then develops statis-
tical functions of such costs with respect to output, facil-
ity dimensions and/or other characteristics. This approach
presupposes that costs are linearly related to the output
variable, thus impairing investigation of scale economies.
A superior and more flexible approach is to use the total
cost as the dependent variable and to use the output vari-
ables, among other variables, as the independent variable.
Then using calculus, the elasticities of the response vari-
able with respect to each independent variable can be
determined, and then the existence and extent of scale
economies or diseconomies can be identified.

(b) Independent Variables Two types of factors affect
cost levels: (1) those related to the output, such as
number or frequency of trains or buses, number of
trips, tons of material shipped, passenger-miles, vehicle-
miles, or ton-miles (these are referred to as output
variables) and (2) those independent of output, such
as spatial location. Output-related variables typically
constitute the variable component of a cost function,
while the nonoutput variables typically comprise the fixed
component. Examples of output variables typically used
in cost functions or rates for capital costs of physical
transportation infrastructure are shown in Table 4.1.
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(¢) Functional Form Nonlinear functional forms, which
include quadratic, cubic, exponential, logarithmic, and
power forms, are generally more appropriate than linear
forms, as they are capable of accounting for scale
economies or diseconomies.

4.4.2 Economies and Diseconomies of Scale

Economy of scale refers to the reduction in average cost
per unit increase in output; diseconomy of scale refers to
the increase in average cost per unit increase in output.
Through operational efficiencies (or inefficiencies) or by
virtue of inherent features of the facility or its environ-
ment, the cost of producing each additional unit may rise
or fall as production increases. For a given cost function,

Average 4
Cost
Curve A
- - - -
— Curve B
Curve C

> Qutput Variable (V)
Ve

Figure 4.6 Variations of average cost reflecting scale econ-
omies and diseconomies.

Table 4.1 Possible Variables for Agency Cost Functions or Rates

Physical Infrastructure

Operations

Highways

Bus and rail transit

Rail freight

Air travel

Marine ports

Pavements: cost per lane-mile of new
pavement, cost per volume of laid/cast
material

Bridges: cost per area of new or
rehabilitated bridge (measured using
deck area)

Cost per bus or railcar, cost per route-mile

Track: cost per line-mile

Terminals: cost per terminal, cost per floor
area (of terminals)

Yards: cost per yard area

Cost per area of passenger terminal, cost
per runway length, cost per runway area

Cost per area of facility, cost per dock

Congestion/mobility: cost per travel-time
reduction, cost per unit resource for
incident management

Safety: cost per unit reduction in fatal and
injury crashes

Cost per passenger, cost per
passenger-mile, cost per revenue vehicle
Cost per passenger, cost per enplanement

Cost per ton load of freight, cost per
passenger

Cost per passenger-mile, Cost per freight
ton-mile
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scale economies or diseconomies with respect to any out-
put variable are typically represented by the index of that
variable in the cost equation and can be investigated by
plotting observed total or average unit cost vs. the out-
put variable (Figure 4.6). Depending on facility type and
level of output, the average cost at a certain output level,
Ve, may increase (curve A) or decrease (curve C) or may
remain the same (curve B).

4.5 HISTORICAL COST VALUES AND MODELS
FOR HIGHWAY TRANSPORTATION SYSTEMS

4.5.1 Highway Agency Cost Models

(a) Cost Models by Improvement Type A widely used set
of project costs are those developed as part of the Highway
Economic Requirements System (Table 4.2). Efforts have
been carried out in individual state, provincial, and local
highway agencies to derive average costs of capital
improvement project types. Wilmot and Cheng (2003)
for instance, developed a model to estimate future
overall highway construction costs in Louisiana in terms
of resource costs (construction labor, materials, and
equipment), contract characteristics, and the environment.
Also, Labi and Sinha (2003) established average costs
for standard pavement preservation treatments and capital
improvements in Indiana.

The amounts shown in Table 4.2 are average values,
and the cost of a specific project may be less or more
than the amount shown, due to such factors as:

o Number of crossings and ramps (i.e., over water, rail-
way, other highway). Highway projects with higher
numbers of crossings require more bridges, leading
to higher overall costs per mile.

e Right-of-way. A project that is built within an
existing right-of-way has lower unit costs than one
that needs additional right-of-way.

o Environmental impacts. Projects in environmentally
sensitive areas generally have higher unit costs.

o Existing soil and site conditions. High variability in
soil conditions can translate to higher unit costs.

e Project size. Larger projects generally have lower
unit costs due to scale economies. For some facilities,
however, the need for additional stabilizing structures
beyond certain facility dimensions may translate into
a greater cost increase per unit increase in dimension,
thus reflecting scale diseconomies.

e Project complexity. More complex projects typically
have higher unit costs.

e Method of construction delivery. Projects constructed
using traditional contracting processes generally have
lower unit costs than those for projects constructed

using alternative processes such as design—build and
warranties. It is worth noting, however, that facilities
constructed using traditional contracting processes
may have higher unit preservation costs over their
life cycle.

e Urban or rural location. Urban projects generally
have higher unit costs than those of their rural
counterparts.

Other factors that may affect project costs include the
degree of competition for the contract, design standards,
labor costs, material and workmanship specifications, and
topographic and geotechnical conditions. For the forego-
ing reasons, comparing or transferring states’ construction
costs using bid price data should be done with extreme
caution. Factors that cause large cost differences should
be identified, and unit prices from such contracts may be
excluded from the comparison.

(b) Cost Models for Pay Items and Factors of Production
A number of state transportation agencies, such as
California, Massachusetts, Arizona, Indiana, Texas, and
Arkansas, publish their historical transportation construc-
tion and maintenance cost data online. In some cases,
these data include the prices of individual pay items of the
winning bid as well as those of the engineer’s estimate.
At a national level, pay item data are available through
AASHTO’s Trns.prt Estimator, an interactive Windows-
based stand-alone cost estimation system for highway
construction. For analysts who are interested in the prices
of raw materials, labor, materials, and equipment use, the
Federal Highway and Transit Administrations’ Web sites,
have useful data that track trends in prices. This database
is made possible through continual reporting to the FHWA
and FTA, cost data from the states that cover key work
items and materials. The FHWA publishes bid price data in
its quarterly Price Trends for Federal-Aid Highway Con-
struction and in its annual Highway Statistics series.

4.5.2 Transit Cost Values and Models

Transit agency costs include (1) capital cost items such
as land acquisition, construction of tracks (guideways),
stations, and ancillary facilities; (2) vehicle (rolling stock)
costs, and (3) operating costs. Factors affecting rail transit
costs include system length, number of stations, vertical
alignment, and fraction of the system underground. Also,
it is usually more expensive to build a rail rapid transit
line than a bus rapid transit line, partly because rail lines
require additional and more expensive facilities, such as
power supply, signals, and a safety control system. In
a tunnel, however, it may be less expensive to build
a rail line because rail cars are smaller than buses,
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thus requiring smaller tunnels, and do not emit exhaust
gases, whose removal requires special tunnel ventilation
facilities (Black, 1995). The various transit types, which
are illustrated in Figure 4.7, are defined as follows (TRB,
2003; APTA, 2005):

o High-speed rail: a commuter railway primarily for
intercity travel. There are several high-speed facil-
ities in Europe and Asia, and recently, a Maglev
high-speed transit facility has been constructed in
Shanghai, China, to connect the city center and the
main airport. Figure 4.8 provides a summary of unit
construction cost for high-speed rail.

e Heavy rail: an electric railway with the capacity for
a heavy volume of traffic, operating on an exclu-
sive right-of-way that is separate from all other
vehicular and pedestrian traffic. Heavy rail is often
characterized by high-speed and rapid-acceleration

(©)

movements, and its passenger railcars operate indi-
vidually or in multicar trains on fixed rails.
Commuter rail: an electric- or diesel-propelled varia-
tion of heavy rail purposely for urban passenger train
service, consisting of local short-distance travel oper-
ating between a central city and adjacent suburbs.
Because of its service characteristics, it iS sometimes
referred to as metropolitan rail, regional rail, or sub-
urban rail.

Light rail: lightweight passenger rails system that
operates with one- or two-car trains on fixed rails.

Unlike heavy-rail service, light rail operates on
nonexclusive right-of-way that is mostly not sepa-
rated from other traffic. Also known as streetcars,
trams, or trolley cars, light-rail vehicles are often
operated electrically.

(b)

!
W

&

(d)

Figure 4.7 Major categories of rail transit and bus transit: (a) heavy (rapid) rail (photo courtesy
of Doug Bowman, Creative Commons Attribution 2.0 license); (b) commuter rail (photo courtesy
of LERK, Creative Commons Attribution 2.5 license); (c) light rail; (d) bus rapid transit (photo
courtesy of Shirley de Jong, Creative Commons Attribution ShareAlike 2.5 license).
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Channel Tunnel Rail Link, UK

HSL Zuid, The Netherlands

TGV Taiwan, Taiwan

Shinkansen-Hokuriku, Japan

Naples-Rome and Florence-Turin, Italy

TGV Korea, South Korea

Shinkansen-Joetsu, Japan

Shinkansen-Thoku, Japan

ICE Cologne-Frankfurt, Germany

TGC Mediterenee, France

TGV Atlantique, France

AVE Madrid-Lerida, Spain

i

0
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Approximate cost per mile (millions of U.S. dollars)

Figure 4.8 Costs of high-speed rail in Europe and Japan. (Adapted from CIT, 2004.)

e Monorail: arailway system that uses cars running on
a single rail. Typically, the rail is run overhead and
the cars are either suspended from it or run above it.
Driving power is transmitted from the cars to the
track by means of wheels that rotate horizontally,
making contact with the rail between its upper and
lower flanges.

e Bus rapid transit: essentially, a rubber-tired version
of light-rail transit with greater operational flexibility.
It can include a wide range of facilities, from mixed
traffic and curb bus lanes on streets to exclusive
busways.

e Bus transit: traditional urban bus transit, mostly
using city streets.

(a) High-Speed-Rail Capital Costs As shown in Fig-
ure 4.8, the cost of high-speed rail construction varies
from country to country. This is due to variations in
availability and prices of factors of production such as
land and labor. In the United States, Acela Express high-
speed trains operate between Washington, DC and Boston
via New York City and Philadelphia along the northeast
corridor of the United States.

(b) Heavy (Rapid)-Rail Capital Costs On the basis of
historical data, the total cost of heavy-rail construction
can be decomposed by subsystem as follows (Cambridge
Systematics et al., 1992): land, 6%; guideway, 26%;
stations, 26%; trackwork, 4%; power, 3%; control,
5%; facilities, 2%; engineering and management/testing,
15%:; and vehicles, 13%.

Like high-speed rail, heavy-rail systems typically
involve a large capital outlay. For example, the 104-mile
43-station San Francisco Bay Area Rapid Transit, most of
which was completed in 1974, cost approximately $3.82
billion in 2005 dollars. In the late 1980s, the cost of
building a heavy-rail line was approximately $100 to $300
million per line-mile (in 2005 dollars), depending on the
number of stations and the fraction of system constructed
underground (Table 4.3). The table shows the capital costs
of heavy (rapid)-rail transit systems constructed at four
major cities in the United States.

A rough model for estimating the unit cost of heavy
(rapid)-rail construction is as follows: For heavy (rapid)-
rail systems with 40 to 60% underground, the average
cost is $14.4 million per line-mile-station, and the cost
model is

UC = 3.906 x LM %702 x py! 076
x ST0-358 R?> =0.94 4.1)

where UC is the unit cost (cost per line-mile-station), in
millions of 2005 dollars, LM the number of line-miles, PU
the percentage of system underground, and ST the number
of stations. Therefore, given basic information such as the
expected system length (miles), average number of lines,
number of stations, and surface—underground fraction, the
expected overall cost of a heavy (rapid)-rail system can
be roughly estimated.

For example, the estimated cost of a two-station 10-
lane-mile heavy-rail system with 50% underground is
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Table 4.3 Capital Costs of Selected Heavy (Rapid)-Rail Transit Systems

Capital Cost per Cost per
Cost Line-Mile  Line-Mile-Station

Percent Number of (millions of (millions of (millions of

City Line-Miles Underground Stations 2005 dollars) 2005 dollars) 2005 dollars)
Partially Atlanta 26.8 42 26 4,693 175 6.74
underground  Baltimore 7.6 56 9 2,224 293 32.52
Washington 60.5 57 57 13,749 227 3.99
Fully above Miami 21 0 20 2,314 110 5.51

ground

Source: Adapted from Cambridge Systematics et al. (1992).

(3.906) (10)~0702(50)1-076(2)=0-358 — $40.74 million per
line-mile-station. Also, the cost of a similar 10-station
50-lane-mile system with 50% underground is (3.906)
(50)70702(50)1-976(10) =035 = §7.40 million per line-
mile-station. Equation (4.1) shows the existence of
economies of scale in heavy (rapid)-rail construction
costs; the higher the number of stations or line-miles, the
lower the cost per station or per line-mile.

Example 4.4 Eighty-five percent of a proposed heavy-
rail transit system in the city of Townsville will be
located aboveground. The total length is 12 line-miles;
four stations are planned. Determine the estimated project
cost.

SOLUTION The cost per line-mile-station = (3.906)
(1270702)(151.076y(4-0-358y — 7 66. Therefore, the overall
cost of the system is (7.66)(12)(4) = $367.68 million.

While Table 4.3 presents detailed useful information
such as the number of line-miles, stations, and the
percentage underground, its data are aggregated for all
segments of a given city’s heavy (metro)-rail systems. On
the other hand, Table 4.4 presents the unit construction
cost of various segments in each city but does not
show details by number of stations, line-miles, and the
underground fraction.

(¢) Capital Costs of Light-Rail Fixed Facilities The
capital costs of light-rail transit systems vary considerably
by construction type. There are generally about six
different types of light-rail construction, classified by
the extent and manner in which the guideway is buried
in the ground. At-grade structures are grounded on
the surrounding terrain. Elevated light-rail structures
are installed on columns so that they are above the
surrounding terrain. Fill structures are constructed on

Table 4.4 Metro-Rail Construction Cost per Mile

Cost per Mile
(millions of 2005

Heavy (Metro)-Rail Project dollars)
Atlanta MARTA

Phase A 248.0

Phase B 117.2

Phase C 120.5
Baltimore Metro

Sections A and B 123.0

Section C 3575
Los Angeles Red Line

Segment 1 697.8

Segment 2 349.6

Segment 3a 3333
Washington Metro

Orange Line 2325

Red and Blue Lines 203.5

Green Line, Blue Extension 310.7
Average cost per mile 281.2

Source: Adapted from Parsons Brinckerhoff (1996).

an embankment on the existing ground. Subway light
rails are those located completely below ground. On the
basis of the data from light-rail systems in Portland,
Sacramento, San Jose, Pittsburgh, and Los Angeles,
the distribution of total light-rail construction costs are
as follows: guideway elements, 23%; yards and shops,
5%; systems, 10%; stations, 5%; vehicles, 13%; special
conditions, 7%; right-of-way, 8%; and soft costs, 29%.
Special conditions refer mostly to utility relocation;
soft costs include demolitions, roadway changes, and
environmental treatment (Booz Allen Hamilton, 1991).
Table 4.5 presents the unit cost of various light-rail
projects in the United States.



HISTORICAL COST VALUES AND MODELS FOR HIGHWAY TRANSPORTATION SYSTEMS 81

Table 4.5 Light-Rail Construction Cost per Mile

Cost per Mile
(millions of 2005

Light-Rail Project dollars)
Baltimore Central Line 18.8

Phase 1

Three extensions 16.4
Dallas DART S&W Oak CIliff 31.3

Park Lane 58.6
Denver RTD 24.4

Central Corridor

Southwest Extension 20.3
Los Angeles MTA 434

Blue Line

Green Line 49
Portland Tri-Met 26.6

Banfield

Westside 56.7
Sacramento RTD 124

Original Line

Mather Field Road Extension 154
Salt Lake City UTA South Line 21.4
St. Louis MetroLink Phase 1 20.8
San Diego Trolley 31.3

Blue Line

Orange Line 23.5
Santa Clara County VTA 26.2

Guadalupe Corridor

Tasman Corridor 43.8
Average cost per mile 36.6

Source: Adapted from U.S. General Accounting Office
(2001).

Guideways for Light Rail: Guideway construction
typically accounts for 16 to 38% of overall capital
costs (Black, 1995). Of the various light-rail construction
types, subway guideway construction is by far the
most costly, followed by retained-cut guideway systems.
Guideways on at-grade levels and elevated fills are the
least expensive types of light-rail construction. Table 4.6
presents the capital costs per line-mile (expressed in 2005
dollars) for light-rail guideways constructed at various
urban areas in the United States. The average cost is $36.6
million per mile, in 2005 dollars.

For estimating the approximate guideway cost of a
light-rail project whose construction type is known, the
average cost values shown in the last column of Table 4.6
may be used. However, at the initial planning stage, the
type of light-rail construction may not be known. In such

cases, the analyst may provide a rough estimation of the
project capital costs using the following model, developed
using data from 22 U.S. cities where light-rail projects
were implemented in the 1992-2005 period (Light Rail
Central, 2002):

Total guideway cost
= exp(—1997.92 + 1448.22 LENGTH"**
+553.55 STATIONS"®®)  R*=0.61 (4.2)

where the total guideway cost is in millions of 2005
dollars, LENGTH is the system length in miles, and
STATIONS is the number of stations.

Example 4.5 1t is proposed to construct a 20-mile light-
rail system in the city of Megapolis. The number of
stations is not yet known. Given the nature of the terrain,
an elevated fill structure is recommended. Determine the
estimated cost of the guideway for the system. If the
guideway is expected to account for 30% of the capital
cost of the overall system, estimate the total capital cost
of the project.

SOLUTION Using the average cost for elevated fill
structure from Table 4.6, estimated guideway cost =
(5.87)(20) = $117.4 million; total system cost = (117.40)
(100/30) = $391.33 million.

Example 4.6 A new light-rail system planned for a
rapidly growing city will be 21 miles in length and
will serve 13 stations. The construction type has not
yet been decided. Find the total and average (per mile-
station) guideway cost of the system. An alternative
being considered is to construct the system to cover
38 miles and to serve 22 stations. Find the average
guideway cost of the second alternative, and explain for
any differences in average guideway costs between the
two alternatives.

SOLUTION Using equation (4.2),

Total cost for alternative 1
= exp[—1997.92 + (1448.22)(21%0005)
+ (553.55)(13%0995)] = $868.35 million
$868.35
(21)(13)

= $3.18 million per mile-station

Average cost =

Total cost for alternative 2
= exp[—1997.92 4 (1448.22)(38%0095)
+ (553.55)(22%0905)] = $1544.71 million
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Table 4.6 Guideway Cost for Selected Light-Rail Construction Types

Guideway Cost® (millions of 2005 dollars)

Type of Guideway Los Average
Construction Portland Sacramento San Jose Pittsburgh Angeles Cost (per mile)
At-grade 10.74 3.68 5.43 4.10 5.67 5.93
Elevated structure 27.11 3.65 5.67 26.62 15.76
Elevated retained, fill 9.60 8.56 8.41 8.91
Elevated fill 6.23 5.49 5.87
Subway 61.39 64.02 61.82 62.41
Retained cut 4433 2.36 43.71 27.93 29.58

Source: Adapted from Booz Allen Hamilton (1991).

“Design, engineering, right-of-way acquisition, and other administrative costs are excluded.

$1544.71
(38)(22)
= $1.84 million per mile-station

Average cost =

Alternative 2 represents a 42% reduction in average
cost. This can be attributed to economy-of-scale effects.

Stations and Yards for Light Rail: Construction of
passenger stations and rolling stock maintenance yards
often constitutes a significant fraction of overall transit
capital costs. Table 4.7(a) presents the unit capital costs
of light-rail passenger stations in five cities of the United
States, expressed in 2005 dollars. It can be seen that
stations for subway station construction are by far the most
costly, followed by those for elevated guideway systems.

Table 4.7(b) presents the capital costs of light-rail tran-
sit yards and mechanical shops in 2005 dollars. The costs
do not include design, engineering, right-of-way acqui-
sition, and other administrative costs. The average cost
for the construction of rail transit yards and shops was
$600,000 per unit of capacity. Capacity represents the
maximum number of vehicles that can be held in the
maintenance yard.

Example 4.7 1t is proposed to construct 20 passenger
stations for a planned subway light-rail system. A
maintenance yard and shop with a capacity of 60 vehicles
is also proposed. Estimate the overall capital cost for
stations and yards for the project.

SOLUTION

Average cost of passenger station for subway light-rail

transit system = $26,982,000

Cost of 20 passenger stations

= (20)($26,982,000) = $539,640,000
Average cost of maintenance yard

= $600,000 per unit capacity
Cost of 60 capacity units

= (60)($600,000) = $36,000,000
Total capital cost for stations and yards

= $575,640,000

(d) Capital Costs of Monorail Fixed Facilities Table 4.8
presents the cost of monorail construction per mile. The
average cost is approximately $220 million per mile. This
includes the cost of the guideway, stations, and other
ancillary structures.

(e) Rolling Stock Capital Costs for the Various Rail Transit
Types Table 4.9 presents the unit costs of rolling stock
for various rail transit system types. Estimated costs for
both heavy- and light-rail vehicles exceed $2 million each,
expressed in 2005 dollars. Table 4.10 shows the unit costs
of rehabilitating rolling stock in 2005 dollars.

Example 4.8 A transit agency wishes to purchase 55
new cars for its heavy-rail system. Also, it is expected
that rehabilitation of these cars will be carried out twice
in their life cycle. What is the estimated total capital cost
of the new fleet over their life cycle?

SOLUTION From Table 4.9, average purchase cost per
car = $2.3 million. Purchase cost of 55 cars = (55)($2.3
million) = $126.5 million. From Table 4.10, average reha-
bilitation cost per car = $0.84 million. Total rehabilitation
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Table 4.7 Light-Rail Transit Capital Costs at Selected Locations
(a) Passenger Station Costs per Station (thousands of 2005 dollars)

Type of Construction Portland Sacramento San Jose Pittsburgh Los Angeles Average
At-grade center platform 831 263 1,656 917
At-grade side platform 910 636 312 3,248 1,401 1,302
Elevated 4,493 4,493
Subway 11,491 42,473 26,982
(b) Maintenance Yards and Shops
Yard and Shop Yard and Cost per Unit
Capital Costs Shop Capacity of Capacity
Location (thousands of 2005 dollars) (vehicles) (thousands of 2005 dollars)
Portland 22,549 100 226
Sacramento 6,900 50 138
San Jose 31,846 50 637
Pittsburgh 72,323 97 746
Los Angeles 67,817 54 1,256
Average 600
Source: Adapted from Booz Allen Hamilton (1991).

Table 4.8 Monorail Construction Cost per Mile

Cost per Mile
(millions of 2005

Monorail Project dollars)
Las Vegas Extension (planned) 197.6
Newark Airport mini-monorail 274.8
Kitakyushu monorail 179.3
Average cost per mile 217.2

Source: Adapted from Parsons Brinckerhoff (2001),
LTK Engineering Services (1999).

cost of 55 cars = (55)($0.84 million)(2) = $92.4 million.
Therefore, the estimated total capital cost = $218.9million.

(f) Bus Rapid Transit Capital Costs BRT facility devel-
opment costs depend on the location, type, and complex-
ity of construction. The costs of existing systems were
reported to be $7.5 million per mile for independent at-
grade busways, $6.6 million per mile for arterial busways
located in the road median, and $1 million for mixed traf-
fic and/or curb bus lanes (TRB, 2003). The costs can be
many times higher when tunnels and other features for
exclusive guideways are included. Table 4.11 shows the

costs (in U.S. dollars) of selected bus rapid transit systems
at locations around the world.

(g) Rail Transit Operating Costs Rail transit operating
costs consist of salaries, wages, and fringe benefits;
utilities (power supplies); and maintenance of rolling
stocks, stations, and rail tracks (guideways), while bus
transit operating costs include salaries, wages, and fringe
benefits; fuel; and vehicle and terminal maintenance.
Operating costs may be reported in two ways:

1. As a function of supply-based measures; in other
words, operating cost may be expressed as a function of
inventory size, system type, or some physical attribute of
the system. Examples include operating cost per mile, per
vehicle, and per expected vehicle-miles of travel. Note
that for rail transit where schedules are not always a
reliable indicator of the level of ridership, VMT (unlike
passenger-miles of travel) may not be a reliable measure
of consumed service demand. Operating cost functions are
useful at the facility planning stage where a cost estimate
is sought for operating the system.

2. As a function of demand-based measures; in other
words, operating cost may be expressed as a function of
operating cost per passenger, per vehicle, per passenger-
hour, per passenger-mile, and so on. These types of
operating cost models are more useful for performance
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Table 4.9 Unit Rolling Stock Costs for Various Rail Transit System Types

Quantity Cost for Average
Type of system Location Year Ordered Total Order” Cost per Car” Cost per Car®
Heavy (rapid)-rail Chicago 1991 256 350.49 1.37
transit Los Angeles 1989 54 106.70 1.98
New York 1990 19 66.35 3.49 2.3
San Francisco 1989 150 385.44 2.57
Washington, DC 1989 68 140.64 2.08
Light-rail transit Boston 1991 86 222.86 2.58
San Diego 1991 75 205.97 2.75 2.6
St. Louis 1990 31 76.65 2.46
Commuter rail Florida 1990 6 9.96 1.65
Los Angeles 1990 40 86.10 2.16
New Jersey 1991 50 76.31 1.52 2.4
New York 1990 39 153.64 3.93
Indiana 1991 17 46.43 2.74

Source: Adapted from Cambridge Systematics et al. (1992).

“In millions of 2005 dollars adjusted from actual dollars as of order date. Variations in unit costs are due to type of
vehicle, size of order, and options.

Table 4.10 Costs of Rolling Stock Rehabilitation

Cost Rehabilitation Average
Car Quantity for Total Cost per Rehabilitation
Type of System Location Year Type Rehabilitated ~ Order” Car” Cost per Car”
Heavy (rapid) New York 1991  R33 subway 494 339.35 0.69
rail transit New York 1991  R44 subway 280 250.54 0.89 } 0.84
New York 1990 R44 subway 64 60.78 0.95
Commuter rail Maryland 1990 35 11.82 0.34 } 0.99
New Jersey 1991 230 376.66 1.64 ’

Source: Adapted from Cambridge Systematics et al. (1992).
“In millions of 2005 dollars adjusted from actual dollars as of 1991. Variations in unit costs are due to type of vehicle,

size of order, and options.

assessments than they are for cost estimation of future
projects. However, if the future demand is known, these
types of operating cost functions can be used to derive
operating cost estimates for purposes of future project
planning.

Table 4.12 presents average operating costs for various
transit modes, in terms of four cost related performance
measures. These costs have not been corrected for possible
scale economies. Data are for all heavy and light rail
systems in the United States and the 20 largest bus

systems in terms of average weekday passengers. It is
seen that bus transit, as compared to other modes, has
lower operating cost per vehicle-hour and per vehicle-
mile, slightly higher cost in terms of passenger-mile, and
similar costs per passenger-trip. Heavy rail has the lowest
operating cost per passenger-mile, followed by light rail.
This could be because rail transit cars are larger than
those of bus transit, and people tend to make longer
trips on rail than on buses. As such, the unit operating
costs of rail systems enjoy higher economies of scale
than bus transit in terms of passenger-miles. Operating
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Table 4.11 Cost of Development for Selected BRT Systems

Cost Cost/Mile

(millions  (millions
of 2005 of 2005
Facility Location Miles  dollars) dollars) Notes
Bus tunnels Boston—Silver Line 4.1 1477.09 359.97 Includes bus lanes
Seattle 2.1 492.36 234.15
Busway Hartford 9.6 109.41 10.94
Houston—HOV system 98 1072.26 21.88
Los Angeles—San Bernardino 12 82.06 6.56
Freeway
Miami 8.2 64.55 7.66
Ottawa 37 320.58 8.75
Pittsburgh—South Busway 43 29.54 6.56
East Busway 6.8 142.24 20.79
West Busway 5 300.89 60.18
Adelaide (guided bus) 7.4 57.99 7.66
Brisbane® 10.5 218.83 20.79
Liverpool—Parramatta 19 109.41 5.47
Runcorn 14 16.41 1.09
Freeway, reversible = New York—I-495 New Jersey 2.5 0.77 0.33
Reversible lanes [-495 New York 2.2 0.11 0.11
[-278 Gowanus 5 10.94 2.19 Involves freeway
reconstruction
Arterial street Cleveland 7 240.71 31.73
median busways Eugene 4 14.22 3.50
Bogota 23.6 201.32 8.75
Quito 10 63.02 6.56
Belo Horizonte 1.75
Mixed Traffic—curb  Los Angeles 42 9.08 0.22
bus lanes Vancouver—Broadway 11 9.85 1.09
Richmond 9.8 48.14 4.49
Leeds (guided bus) 2.1 5.47 2.63
Rouen (optically guided bus) 28.6 218.83 7.66

Source: Adapted from TRB (2003).

“Excludes costs of downtown bus tunnel built before busway.

costs for bus rapid transit service in Pittsburgh (1989)
averaged $0.52 per passenger-trip, and operating costs per
vehicle revenue-hour ranged from $50 in Los Angeles
to $150 in Pittsburgh (TRB, 2003). A nationwide study
by Biehler (1989) showed that bus rapid transit can cost
less per passenger trip and per mile than light rail transit,
depending on the situation.

Table 4.13 shows the distribution of rail transit operat-
ing costs by spending category. Many rail systems involve
the use of auxiliary infrastructure such as an automatic
train operation (ATO) system, operations control center

(OCC), and an automatic fare collection (AFC) system.
In 1979, BART let out an ATO contract for $26.2 mil-
lion (with subsequent change orders, this amount reached
$32.7 million). The cost of installing BART’s OCC was
$2.9 million, while the AFC cost was $4.96 million in
1968 (change orders brought the contract total to $6.6
million) (BART, 2006).

Example 4.9 A light-rail transit system is proposed for
the city of Metroville. From the planned schedule it is
estimated that 20 rail vehicles will be needed and that
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Table 4.12 Average Operating Costs as a Function
of Output, by Transit Mode (2005 Dollars)

Heavy (Rapid) Light

Performance Measure Rail Rail Bus“
Per revenue vehicle-hour 152.29 150.29 76.50
Per revenue vehicle-mile 6.96 11.02 642
Per passenger trip 1.61 1.63 1.61
Per passenger mile 0.33 0.44 047

Source: Adapted from Black (1995).

“Bus operating costs are presented for comparison pur-
poses only.

each vehicle, on its revenue trips, will travel an average
distance of 330 miles a day. Assume that the system
will operate all year round. What is the expected annual
operating cost of the system?

SOLUTION From Table 4.12 average operating cost per
revenue vehicle-mile = $11.02.

Expected travel for all revenue vehicles in one year
= (330)(365)(20) = $2,409,000 vehicle-miles
Estimated total operating cost per year
= (2,409,000)(11.02) = $26,547,000
(h) Bus Transit Capital Costs Bus transit capital costs
involve purchase and preservation of buses, construction
and preservation of bus facilities (terminals and stations),

and sometimes include construction of a bus-only highway
lane. The price per bus depends on the size (length or

number of seats), type (transit, suburban, or articulated),
number of units purchased, and availability of accessories
such as air conditioning, automatic transmission, and
wheelchair lifts. For small buses, additional cost factors
include the chassis type. Tables 4.14(a) and (b) show the
range of unit prices for heavy-duty buses and small buses,
respectively. Table 4.15 shows the rehabilitation costs for
heavy-duty buses 35 ft in length. The cost of constructing
bus facilities ranges from $120 to $140 per square foot.
The bus transit costs presented in this section are based on
historical data, and all costs shown have been adjusted to
their 2005 equivalents using FTA cost adjustment factors.

(i) Bus Transit Operating Costs As Table 4.16 illus-
trates, some diseconomies of scale are associated with
operating bus transit systems, irrespective of the output
variable used for the cost function. For example, the cost
per vehicle mile, cost per vehicle hour, and cost per peak
vehicle are higher for systems of size exceeding 250 buses
than they are for systems of size 100 to 250. It should be
noted that vehicle refers to revenue vehicle, which is a
vehicle that is in operation over a route and is available
to the public for transport at a given time period.

Using data from Cambridge Systematics et al. (1992),
the following operating cost functions were developed:

Cost per vehicle-mile

= 2.6528"'PBR*®  R? =092
Cost per vehicle-hour

= 41.0635""*PBR**"  R* =0.84
Cost per peak vehicle

= 11.4055*°PBR*%*  R* =0.83

Table 4.13 Distribution of Rail Transit Operating Costs by Spending

Category (Percent)”

Heavy (Rapid) Light

(12 systems)

Commuter
Rail Rail
(13 systems) (10 systems)

Operator salaries and wages
Other salaries and wages
Fringe benefits

Utilities

Other costs

Total 100

9.30 18.10 11.0
34.5 29.6
26.2 28.6
94 6.1
11.7 24.7
100 100

Source: Adapted from Cambridge Systematics et al. (1992).

“Percentages are calculated from average costs in each category for all systems

reporting.
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Table 4.14 Bus Acquisition Costs

(a) Heavy-Duty Buses

Total Number of

Average Cost
per Bus

Range of Cost
per Bus

Bus Type Buses Purchased (2005 dollars) (2005 dollars)
60-ft articulated 30 472,555 325,842-501,425
40-ft suburban 162 385,608 NA“

40-ft transit 686 300,518 270,128—-339,348
35-ft transit 45 294,946 290,388-330,907
30-ft transit 43 288,531 253,245-293,764

Source: Adapted from Cambridge Systematics et al. (1992).

(b) Small Buses

Gross Vehicle Weight Rating

Cost Range”

Type (Ib) (2005 dollars)
Light duty
Truck cab type of chassis 9,500-12,500 50,649-101,298

Motor home type of chassis
Medium duty (rear engine chassis)
Heavy duty (integrated body)

14,500-18,500
16,500-20,500
22,500-26,000

7,5974-126,623
109,740-185,713
211,038-295,453

Source: Adapted from Johnson (1991).
4NA, not available.

bVariations in costs are due to size of order, vehicle configuration, and options.

Table 4.15 Rehabilitation Costs for 35-ft Buses

Quantity Average
Rehabilitated  Cost per Bus  Cost per Bus
Location Year (2005 dollars) (2005 dollars) (2005 dollars)
Dubuque 1990 136,822
Monterey 1990 239,438 153,924
Westchester County 1991 85,513

Source:

Adapted from Cambridge Systematics et al. (1992).

“Includes addition of wheelchair lift, which added about $20,000 per bus to

the rehabilitation cost.

where S is the system size (number of buses operated in
maximum service), and cost is in 2005 dollars. The peak-
to-base ratio (PBR) is the number of vehicles operated in
passenger service during the peak period (morning and
afternoon time periods when transit riding is heaviest)
divided by the number operated during the off-peak
period. These functions can be used to estimate the future

operating costs of a proposed bus transit system if the
system size and peak-to-base ratio are known. If the latter
variable is unknown, the average cost value can be used.
More recent average values of operating costs for buses
and other public transportation modes are provided in
Tables 4.17 to 4.19 but these do not involve the peak-
to-base ratio variable.
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Table 4.16 Unit Operating Costs of Bus Transit By System Size and Peak-to-Base Ratio

Cost per

Cost per Cost per Peak Vehicle

Peak-to-Base Vehicle-Mile  Vehicle-Hour  (thousands of

System Size“ Ratio® (2005 dollars) (2005 dollars) 2005 dollars)
250 or more buses Ratio 2.00 (16)¢ 7.88 109.87 253,120
Ratio < 2.00 (18) 8.24 102.22 314,690
100-249 buses Ratio 2.00 (20) 6.50 98.87 205,230
Ratio < 2.00 (30) 6.41 81.44 236,020
50-99 buses Ratio 1.75 (18) 6.48 89.84 176,160
Ratio < 1. 75 (15) 6.05 94.54 232,600
25-49 buses Ratio 1.50 (28) 4.87 65.59 164,190
Ratio < 1.50 (45) 493 65.16 198,390
Fewer than 25 buses Ratio 1.50 (30) 4.43 61.57 141,950
Ratio < 1.50 (56) 4.38 59.76 172,740
All sizes All motor buses (363)¢ 5.28 73.03 191,550
Trolley buses (5)° 9.87 104.28 289,040

Source: Adapted from Cambridge Systematics et al. (1992).

“Vehicles operated in maximum service.

bVehicles operated in average p.m. peak divided by vehicles operated in average base period.
“Numbers in parentheses are the number of bus systems for which data are available.

4The complete motor bus database includes several transit systems for which peak—base ratios
are not available. Data are missing for a few transit systems for some of the variables above.
“Four of the five trolley bus systems are part of systems in the largest size class above.

Table 4.17 Capital and Operating Costs by Travel Mode for Small Cities” (2005 Dollars)

Cost Category Cost Type Units of Output Bus Demand Responsive
Capital costs Rolling stock Per passenger trip 0.48 0.74
Per passenger-mile 0.15 0.21
Systems and guideways Per passenger trip 0.05 0.26
Per passenger-mile 0.02 0.04
Facilities and stations Per passenger trip 0.59 0.04
Per passenger-mile 0.14 0.01
Total capital costs Per passenger trip 1.19 1.56
Per passenger-mile 0.33 0.35
Operating costs Total operating costs Per passenger-mile 1.23 3.39
Per passenger trip 4.02 16.01
Per vehicle-mile 4.20 3.55
Per vehicle-hour 59.44 42.77

Source: Adapted from FTA (2003); ECONorthwest et al. (2002).
“Data compiled from 20 randomly selected systems with population <200,000.

Example 4.10 The bus transit agency of a certain much can the agency expect to spend on the capital cost
medium-sized city plans to augment its current fleet by of the new buses over their service life? (b) Assuming a
acquiring 45 new 35-ft buses. The brand of buses specified peak-to-base ratio of 1.4 and an average VMT of 36,500
has a service life of 15 years and will need rehabilitation in per year, estimate the annual operating cost of the new

the sixth and eleventh years of their service life. (a) How fleet.
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Table 4.18 Capital and Operating Costs by Travel Mode for Medium-sized Cities” (2005 Dollars)
Cost Cost Units of Commuter Heavy Light Demand
Category Type Output Rail Rail Rail Bus  Vanpool Responsive
Capital Rolling stock Per passenger trip 0.02 0.02 0.51  0.60 0.19 3.10
costs
Per passenger-mile <0.01 <0.01 0.10 0.08 0.00 0.26
Systems and Per passenger trip 0.15 0.15 590 0.15 0.44 0.55
guideways
Per passenger-mile <0.01 <0.01 590 0.03 0.02 0.07
Facilities and Per passenger trip 0.09 <0.01 0.28 0.15 0.14 0.19
stations
Per passenger-mile 0.01 <0.01 0.11  0.03 0.01 0.02
Total capital costs Per passenger trip 0.27 0.16 6.32 0.71 1.29 3.87
Per passenger-mile 0.04 <0.01 6.11 0.16 0.04 0.35
Operating  Total operating Per passenger-mile 0.45 0.30 1.88 0.82 0.89 2.84
costs costs
Per passenger trip 21.19 1.97 251 370 11.60 27.83
Per vehicle-mile 18.86 6.24 16.12 543 1.58 3.55
Per vehicle-hour 694.52 164.09 18571 76.33 57.54 53.27
Source: Adapted from FTA (2003); ECONorthwest et al. (2002).

“Data compiled from 20 randomly selected system with population >200,000 and <1,000,000.

SOLUTION (a) Capital cost: From Table 4.14, the aver-
age purchase cost per 35-ft bus = $294,946. There-
fore, the purchase cost of 45 buses = (45)($294,946)
= $13,272,570. From Table 4.15, average rehabilitation
cost per bus = $153,924. The total rehabilitation cost
of 45 buses = (45)($153,924)(2) = $13,853,160. There-
fore, the estimated total capital cost = $27,125,730.

(b) Operating cost: From Table 4.16, average operating
cost per vehicle-mile = $4.93.

The expected travel for all vehicles in one year =
(45)(36,500) = 1,642,500 vehicle-miles. The estimated
total operating cost per year = (1,642,500)($4.93) =
$8,097,525.

4.5.3 Relationships between Transit Operating Costs,
System Size, Labor Requirements, and Technology

Tables 4.17 to 4.19 present the capital and operating
costs for transit and other public transportation travel
modes for small, medium-sized and large cities in the
United States (FTA, 2003). These costs are expressed
in terms of operational performance measures. Clear
differences in cost are seen across mode types and
system size (surrogated by city size). An advantage
of capital-intensive transit modes, such as rail, is that
the smaller share of labor inputs renders the operating
costs of such systems less vulnerable to inflation, a
particularly important issue given the frequent and sharp

increases in transit labor costs relative to the cost of
living (Black, 1995). For old transit systems, however,
this advantage is outweighed by the fact that such rail
systems require a relatively large number of nonoperating
workers who maintain the vehicles and right-of-way and
carry out management and policing duties. Furthermore,
the old rail systems are relatively complicated and
require considerable attention to prevent failures. On
the basis of 1990 data (Booz Allen Hamilton, 1991),
labor expenses (including fringe benefits) comprised the
following percentages of total operating costs: old heavy-
rail systems, 81.9%; new heavy-rail systems, 70.2%; old
light-rail systems, 82.7%; new light-rail systems, 62.3%,
and bus transit (20 largest systems), 80.2%.

Clearly, in terms of vulnerability of labor (and thus,
operating costs) to inflation, old rail systems seem to have
little or no advantage over buses. On the other hand, the
lower labor cost fraction (and thus lower inflation risk)
of new rail systems is evident and may be attributed to
use of state-of-the-art technologies for service and fare
collection.

4.5.4 Air Transportation Costs

Denver International Airport (DIA) is the only major
airport constructed in the United States in the past
20 years. The cost of DIA, including airport planning,
land, and construction was approximately $60 million
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Table 4.19 Capital and Operating Costs by Travel Mode for Large Cities* (2005 Dollars)

Cost Commuter Heavy Light Demand
Category Cost Type Units of Output Rail Rail Rail Bus  Vanpool Responsive
Capital costs Rolling stock Per passenger trip 2.51 0.28 0.73 0.34 1.42 3.22
Per passenger-mile 0.20 0.05 0.20 0.08 0.07 0.59
Systems and Per passenger trip 1.64 0.78 17.15 0.15 0.14 0.66
guideways
Per passenger-mile 0.12 0.15 4.28 0.03 0.01 0.11
Facilities and Per passenger trip 1.60 0.61 12.28 0.15 0.03 0.12
stations
Per passenger-mile 0.07 0.13 1.52 0.03 0.00 0.01
Total capital Per passenger trip 5.85 1.76  31.08 0.71 1.65 4.60
costs
Per passenger-mile 0.38 0.36 6.02 0.16 0.09 0.93
Operating costs Total operating Per passenger-mile 0.53 0.45 4.80 0.83 0.12 3.68
costs
Per passenger trip 8.95 2.26 6.16 3.84 3.84 30.55
Per vehicle-mile 14.46 9.16 27.52 8.18 0.63 4.33
Per vehicle-hour 413.41 199.84 238.44 102.38 24.37 63.68

Source: Adapted from FTA (2003); ECO Northwest et al. (2002).

“Data compiled from 20 randomly selected transit systems at cities with population >1,000,000.

per square mile (GAO, 1995). This excludes the cost of
capitalized interest, bond discounts, and costs to other
users of airport facilities. The annual (1996) cost of
operating that airport was $160 million (GAO, 1996) or $9
per domestic “origin-and-destination” passenger. In 2003,
anew runway was added at the cost of $52 per square foot.

4.6 ISSUES IN TRANSPORTATION COST
ESTIMATION

The cost estimation of transportation projects is a complex
undertaking that requires a great deal of engineering
judgment. Due consideration should be given to a
number of issues that may significantly influence the
reliability of cost estimates. Such issues include methods
of cost estimation, spatial or temporal adjustments,
adjustments for economies (or diseconomies) of scale,
sunk-cost considerations, and other factors. These issues
are discussed in the following sections.

4.6.1 Aggregated Estimates for Planning vs. Detailed
Engineering Estimates for Projects

Most agencies develop unit cost estimates for construc-
tion, preservation, maintenance, and operations activities
on the basis of market prices of materials, labor, and
equipment use. The overall cost of a project is the sum
of the product of the unit costs and the quantities of

individual pay items. For the final sum of all items, a
percentage may be added for contingencies, such as pos-
sible cost overruns or unexpected site conditions. Often,
for planning purposes, a quick and approximate estimate
is needed. As such, instead of obtaining an estimate based
on individual pay items, an aggregate value of cost may
be derived using historical data from past contracts.

4.6.2 Adjustments for Temporal and Spatial
Variations (How to Update Costs)

(a) Temporal Variation (Constant vs. Current Dollars)
From a conceptual and computational standpoint, it is
easier to prepare cost estimates in constant (and not
nominal) dollar amounts, thus removing the effects of
inflation from the analysis. Then if cost streams over
time are being compared, the necessary discounting
or compounding formula can be used to reflect the
opportunity cost. This approach assumes that the interest
rate does not include inflation effects. Several cost
indices are available to adjust cost information across
different years. Examples include the FHWA Federal-
Aid Highway Construction Price Index, the Federal
Capital Cost Index (Schneck et al., 1995), the FHWA
Highway Maintenance and Operating Cost Index, the
Engineering News-Record’s Construction Cost Index, and
the R.S. Means City Construction Index. The Federal
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Cost Cost Cost
State Factor State Factor State Factor
Alabama 1.21  Louisiana 1.32  Oklahoma 0.95
Alaska 1.30  Maine 1.10  Oregon 1.25
Arizona 0.95  Maryland 0.83  Pennsylvania 0.95
Arkansas 0.95  Massachusetts 0.78  Puerto Rico 1.23
California 1.56  Michigan 1.24  Rhode Island 0.98
Colorado 1.26  Minnesota 1.11 South Carolina  1.32
Connecticut 0.88  Mississippi 1.51  South Dakota 1.19
Delaware 1.51  Missouri 0.81  Tennessee 0.90
District of Columbia  0.56  Montana 1.19  Texas 1.19
Florida 1.19  Nebraska 1.15  Utah 1.33
Georgia 1.15 Nevada 1.49  Vermont 1.27
Hawaii 0.76 ~ New Hampshire = 1.30  Virginia 0.80
Idaho 1.12 New Jersey 0.70  Washington 1.39
Ilinois 0.90 New Mexico 0.69  West Virginia 0.70
Indiana 1.28  New York 0.90  Wisconsin 1.08
Iowa 0.94  North Carolina 0.97  Wyoming 1.24
Kansas 0.59  North Dakota 1.42  United States 1.00
Kentucky 1.39  Ohio 0.85
Source: FHWA (2005).

Highway Administration’s price trends for federal-aid
highway construction are based on information received
for the contracts that exceed $0.5 million. Effective the
first quarter of 1990, the FHWA index was converted
to a 1987 = 100 base. The Engineering News-Record’s
Construction Cost Index uses a 1967 = 100 base. Agency
costs can be converted to their current or future values
using the price indices from the FHWA price trends
(see the General Appendix). Price trend prediction using
historical data is useful particularly when long-term
economic conditions are predictable. A Web address for
a price data source is listed in the Additional Resources
section of this chapter.

Broad adjustments of cost to reflect the effect of
inflation should be done with caution because inflation
rates may be different across components of an overall
transportation system. For example, general construction
costs typically increase at a faster rate than inflation,
whereas ITS and other technology-related costs have seen
cost reductions.

(b) Spatial Cost Variations An analyst may wish to
estimate the cost of a proposed project on the basis
of similar projects implemented at other states. Given
the variation of cost of living and costs of production
from state to state, it may be necessary to modify costs

from other states before they are transferred to others.
The FHWA (2005) provides state cost factors for capital
improvements (Table 4.20).

4.6.3 Adjustments for Economies of Scale

Although economies of scale have long been recognized
in cost analysis of transportation systems, there seems to
be an inadequate attempt to develop a formal method
to duly adjust cost values to account for this effect in
transportation systems evaluation. In most past evaluation
studies, cost comparisons have traditionally proceeded
on the basis of the cost per unit dimension of each
facility. For example, the historical costs of flexible vs.
rigid pavements and steel vs. concrete bridges have been
compared on the basis of their costs per lane-mile and per
square foot, respectively, or on the basis of the sum of
costs of their individual constituent pay items per some
unit quantity. Such an approach implicitly assumes that a
linear relationship exists between the cost of each system
or pay item and its size. However, relatively few past
studies that analyzed infrastructure cost modeling seem to
have explicitly recognized and accounted for the nonlinear
relationship that typically exists between project cost and
project dimension: The greater the project dimension, the
lower the unit cost (cost per lane-mile).
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Obviously, cost comparison of any two alternative
systems must duly account for economy-of-scale effects,
because failing to do so may bias the results against the
alterative that typically has smaller project dimensions.
For example, comparing the unit costs (cost per lane-mile)
of a 20-mile warranty pavement to a 3-mile traditionally
constructed pavement (all other characteristics remaining
the same) would be inappropriate because compared to
the traditional pavement the warranty project (by virtue
of its greater length) is likely to yield a smaller unit
cost and consequently, a higher effectiveness/cost ratio.
It is therefore necessary for the different dimensions
of competing systems to be adjusted or “brought” to a
common dimension. In this way, any differences in their
adjusted costs may reflect the differences in their inherent
qualities and not their sizes.

Adjustments for economies of scale may be carried out
by establishing a correction factor by which unit costs
corresponding to a certain dimension can be translated
to yield unit costs corresponding to a certain specified
standard project dimension. The only information needed
for such adjustment is the unit aggregate cost of the project
and the unit aggregate cost function for all projects in the
same family. The unit cost function may be developed
from historical contract data.

Example 4.11 1t is sought to construct a 40-line-
mile transit system to link the cities of Cityburg and
Townsville. Two types of transit systems have emerged
as the popular choices: A and B. Systems A and B have
the following cost functions: C4 = —1.05In(X) + 5.2 and
Cp =30/ X%%, respectively, developed on the basis of
past projects. C is the cost per line-mile and X is the
number of line-miles. The average unit cost of all past
projects of types A and B are $207,000 and $285,000 per
line-mile, respectively. Would the given unit costs suffice

Cost per
line-mile,

JL)

$133,000 .
$90,000 g

------- Transit System Type B: ¢, =

for the evaluation? If not, give reasons and provide the
unit costs that should be used for the evaluation.

SOLUTION The solution can best be explained using a
sketch in Figure E4.11.

Unless there are data for development of cost function,
the use of average unit costs for evaluation should be
avoided because they correspond to a certain average
system dimension that may not be the same as the
dimension of the system being proposed. A significant
difference in functional forms of cost functions for
alternative designs could lead to very different cost
estimates for the system, and this difference is influenced
by the planned dimension of the system. In the example
above, up to 14.2 line-miles, the unit cost of system A
is less than that of system B, but beyond 14.2 line-miles,
the unit cost of system A exceeds that of system B. For
example, for a system dimension of 40 line-miles, systems
A and B are expected to cost $133,000 and $90,000,
respectively, per line-mile. These values, not the average
costs given, should be used for the agency cost aspects of
the evaluation of these systems.

4.6.4 Problem of Cost Overruns

At the feasibility and planning stages of the transportation
development process, projected capital and operating
costs of public transportation projects have typically
been underestimated, as studies have shown that project
costs have run over their original bid amounts, often
by as much as 5 to 14% (Rowland, 1981; Turcotte,
1996; Wagner, 1998; Bordat et al., 2003). It has been
argued that the increasing complexity, increased length
of communication channels, and distortion of information
feedback associated with larger projects translate to higher
cost-overrun rates. Nonquantifiable cost-overrun factors
include contract document quality, nature of interpersonal

Transit System Type A1 ¢, =—1.05(In(X)) +5.2

30
x0.95

>

-

Line-miles, X

Figure E4.11 Economy-of-scale adjustments.



relations on the project, and contractor policies (Jahren
and Ashe, 1990). A FHWA study found that cost overruns
were largely attributable to design revisions, difference
between the engineer’s estimate and the winning bid, and
unexpected site conditions, among other reasons (Jacoby,
2001). The causes of overrun costs of transportation
projects cited above are attributable to both the contractor
and the contracting agency and include inadequate field
investigations, unclear specifications, plan errors, design
changes, and construction errors (Korman and Daniel,
1998; Wagner, 1998). Also, a FTA study showed that
differences between planning and engineering estimates
and actual transit construction costs originate from a
variety of sources, such as changes in project scope,
changes in design standards, unforeseen field conditions,
expanded environmental and community requirements,
extended implementation periods, underestimation of
unit costs, omission of several aspects of project soft
costs, and weak estimates of inflation for project capital
costs (FTA, 1993). In transportation cost estimation,
therefore, sufficient efforts should be made to avoid cost
underestimation, such as including a realistic contingency
amount or factor to cover possible cost overruns.

4.6.5 Relative Weight of Agency and User Cost
Unit Values

An important issue in project economic efficiency analysis
or multi-criteria evaluation is the relationship between
agency cost and user cost values. Some studies have
counted user costs on a dollar-to-dollar basis with agency
costs, implying that $1 of agency cost is equivalent to
$1 of user cost, therefore adding agency costs directly
to user costs to obtain an overall project cost. However,
there seems to be a trade-off between agency expenses and
user cost; alternative designs and preservation strategies
that reduce certain user costs often entail higher agency
expenses (FHWA, 2002). Second, agency costs appear in
agency budgets, whereas user costs do not but rather,
reflect the “pain and suffering” of the facility users (Walls
and Smith, 1998). Other researchers have therefore
cautioned that only a fraction of user costs should be
considered and added to agency costs. But what fraction
of the total estimated user cost should be used? In other
words, what is the ratio of the value of agency cost to
user costs? Currently, there seems to be no consensus on
the issue, and evaluation has often been carried out using
a direct summation of agency and user costs.

The societal cost of a transportation project includes
all of the money spent on the construction, preservation,
and operation over the service life of the facility and its
salvage costs. In addition, societal cost includes user costs
(vehicle operation, crashes, and travel time) and nonuser
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costs (noise, air pollution, etc.), and rehabilitation and
maintenance. These costs are incurred by producers, con-
sumers, other affected parties, taxpayers, and, ultimately,
community residents.

SUMMARY

Transportation cost analysis is a key aspect of transporta-
tion systems evaluation. To avoid bias in the evaluation
it is essential to consider all cost aspects (agency, user,
and community costs). Benefits are often viewed as the
reduction in costs (typically, user and community costs)
relative to a base alternative, but may also comprise
incoming money streams (such as toll revenue) and non-
cost attributes such as improved aesthetics and community
cohesion. Costs may be classified by the source of cost
incurrence (agency, user, and community), the nature of
variation with the output (fixed and variable), the expres-
sion of unit cost (average and marginal), and the time
in the facility life cycle at which the cost is incurred
(planning/design, construction, operations, and preserva-
tion). Agency costs comprise capital costs, operating costs,
and maintenance costs. User costs are due largely to vehi-
cle operation, travel time, delay, and safety. Community or
nonuser costs are typically adverse impacts (such as noise,
air pollution, etc.) suffered not necessarily by facility users
but also by persons living or working near the facility.
Typically, the first step in transportation system costing
is to describe the physical systems and their operations,
followed by costing of the required factors of production.
Alternatively, the cost of providing transportation facilities
or using transportation services can be expressed as
a mathematical function of facility attributes such as
physical dimensions, types, constituent material, use, or
physical or institutional environment. The costing process
may be carried out using cost accounting methods (a
process that is laborious, relatively accurate, and used for
contract bidding) or statistical modeling that expresses
a unit dimension of finished product as a function
of treatment or facility characteristics. For user and
community costs, preemptive costs differ from after-the-
fact costs, as the former involves costs incurred by the
agency in ensuring that adverse user costs are minimized,
whereas the latter refers to costs incurred by users due to
unfavorable conditions associated with that user cost type.
Issues associated with the estimation of costs for trans-
portation projects include aggregated planning estimates
vs. detailed engineering estimates, adjustments for tem-
poral variations (how to update costs), adjustments for
economies of scale, sunk-cost considerations, uncertain-
ties in transportation systems costing, the problem of cost
overruns, the ratio of values of agency and user costs, and
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realistic estimation of future maintenance and operating
costs. Historical cost values and models for transportation
systems are available in project reports, at agency Web
sites, and from other sources. However, such costs may
be used for sketch planning only, as they are either aver-
aged over several projects or specific to a past project with
unique conditions. The actual cost of a future transporta-
tion alternative may be less or more than that estimated
at the planning stage, due to factors such as the pres-
ence of extraneous structures, the need for ROW purchase,
possible environmental impacts, existing soil and site con-
ditions, project size, project complexity, and method of
construction delivery, among others.

EXERCISES

4.1. Compare the life-cycle costs of the following transit
alternatives on the basis of their cost per seat: a
railcar that costs $1,500,000 has 70 seats and an
expected life of 25 years; and a bus that has an initial
cost of $200,000, 40 seats, and an expected life of
eight years. Assume an interest rate of 6%.

4.2. The annual fixed costs of operating a transit system
between cities A and B is $5 million. Also,
every passenger-mile costs the transit agency 80.56.
Determine (a) the annual variable costs; (b) the total
annual costs; (c¢) the average total costs; (d) the
average marginal costs. Plot a graph of the total,
average and marginal cost functions for the transit
operation.

4.3. It is proposed to construct a suitable cost-effective
surface transit system to connect an airport and
suburb to downtown. The distance is 5 miles, and
a station is planned for each 1-mile interval. Two
alternatives are being considered: light rail and heavy
rail. For each system, determine:

(a) The capital costs for guideways, vehicles, and
stations.

(b) The rehabilitation costs of the vehicles (assume
rehabilitation intervals of five years). Assume
that negligible rehabilitation and maintenance
costs of guideway and stations are negligible.

(c) The operating costs per year. Assume that
operating costs are uniform for each year.

(d) Draw cash flow diagrams to illustrate the cash
outflows for each of 10 years.

4.4. In response to growing passenger and freight demand
at Lawrenceville City airport, it is proposed to
construct an additional runway. Draw a timetable for
release of funds for the various categories of agency
costs involved and provide specific examples of costs
in each category.

4.5. Discuss the essential differences between the cost
accounting and aggregate costing approaches. List
the merits and demerits of each approach.

4.6. The fixed operating cost of a transit agency is $50,000
per week. Statistical analyses of historical costs have
shown that the variable costs are governed by the
following cost function: variable costs = 0.02V?3 —
4V? 4750V, where V is the weekly ridership. If the
average fare is $2.75 per rider, determine the ridership
that maximizes revenues of the transit agency. Plot a
graph of the total costs, fixed costs, and variable costs.
Also, plot a graph of the total cost, average total costs,
and marginal total costs.

4.7. The operating costs of a package shipper is governed
by the cost function C = 250V3>, where V repre-
sents the daily output (number of packages trans-
ported in millions). Plot the average and marginal
cost functions for V =1 to 5 in unit increments.

4.8. A transportation company has a cost function C =
1042V 4+5V2%, where C represents the annual
total operating costs and V is the number of
taxicabs. Provide a plot of the total operating
cost function, average operating cost function, and
marginal operating cost function. Determine and
sketch the elasticity function. Comment on the
economy-of-scale implications of the operating costs.
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CHAPTER 5

Travel-Time Impacts

All my possessions for a moment in time.
—Elizabeth I (1533-1603)

INTRODUCTION

There is an old adage that “time is money.” But can
time have a value? The attributes of time make it
unexchangeable and therefore, strictly speaking, time
cannot be purchased, sold, or bartered. As such, time has
no intrinsic value and therefore the term value of time
actually means “value of goods, services, or some utility
that can be produced within a time interval.” When the
trip is made in less time than before, the reduction in time
is considered as “saved” time even though the difference
in time was not really saved but was used to perform
another activity. This is the conceptual basis upon which
transportation analysts consider reductions in travel time
to be a “saving” and proceed to measure its benefits in
terms of the amount of time saved and the value of each
unit of time saved.

Enhancements to a transportation system are often
expected to yield increased travel speed or decreased wait-
ing or transfer times, and consequently, reduced travel
time. The savings associated with reduced travel time
typically constitute the largest component of transporta-
tion user benefits. A conference of European Ministers
of Transport in Paris in December 2003 concluded that
“the valuation standards of time requirements for trans-
port and time savings as a consequence of transport poli-
cies are often decisive for the acceptance or rejection of
transport policies and transport infrastructure investment
projects” (UNESC, 2004).

In this chapter we present issues associated with
travel time as a transportation performance measure and
methodologies for the assessment of travel-time amounts
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and unit monetary values for the purpose of evaluating
the travel-time impacts of transportation projects. Given
that the values of travel time vary by certain attributes
of the trip and the trip-maker, it is important to establish
the various ways by which travel-time amounts may be
categorized.

5.1 CATEGORIZATION OF TRAVEL TIME

5.1.1 Trip Phase

On the basis of trip phase, components of travel-time
amount may be categorized as in-vehicle travel time
(IVTT) or out-of-vehicle travel time (OVTT). IVTT is the
time incurred by passengers or freight in the course of
their transportation by rail, air, water, or highway vehicles
from one point to another. IVTT can be determined as
the ratio of the distance traveled to the average operating
speed. Operating speed, in turn, is influenced largely by
prevailing traffic conditions.

OVTT is the “excess travel time” spent outside a
vehicle during the journey. It includes the time spent
waiting at terminals or transferring between modes. For
auto travel, the excess travel time may include parking
search time and walking time to and from parking. For
transit travel, the OVTT components are the walking time
to and from the transit stop and the waiting time at each
end of the trip. For freight transportation, excess travel
time includes primarily modal transfer times at ports and
terminals. For both passenger and freight transportation,
out-of-vehicle travel times can be increased by security
concerns or weather problems. For example, in the post-
9/11 period, the time spent by passengers at airports
increased because of security screening procedures.

The categorization of travel time on the basis of
trip phase is important because travelers typically attach
different disutilities to different trip phases. Research
findings suggest that irrespective of travel mode, people
generally attach a higher degree of undesirability (and
therefore, higher disutility and greater time value) to
the time spent waiting for the vehicle compared to that
spent traveling in it (Mohring et al., 1987). For freight
transportation, intermodal transfer times can be critical in
the ability to meet the requirement of just-in-time services.

Example 5.1 A work-bound commuter walks from
home to a bus stop and takes a bus to reach rail transit
station A in 7 minutes. At the station, the person boards
the train and undertakes a 13-minute trip to a downtown
bus stop, where she boards a bus that takes her to the
workplace in 5 minutes. Tabulate the IVTT and OVTT
associated with the journey. Assume a waiting time at the
transit center and bus stops of 3 minutes and a walk time
of 2 minutes.

97
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Figure ES.1 Example of trip phases: journey from home to work.

Table ES.1 IVTT and OVTT According to Trip Phase

IVIT OVTT

Trip Segment (min)  (min)
Journey 1  Walk from home to bus stop 0 2
Wait at bus stop 0 3
Journey 2 Bus trip from bus stop to rail transit station 7 0
Wait for rail transit 0 3
Journey 3  Rail transit journey to destination station 13 0
Journey 4 Walk to bus stop 0 2
Wait at bus stop 0 3
Journey 5 Bus trip from bus stop to workplace 5 0
Total travel time by trip phase 25 13

Total trip travel time 38 min

SOLUTION The journey from home to work is illus-
trated in Figure E5.1, and the IVTTs and OVTTs are
tabulated in Table E5.1 according to the trip phase.

5.1.2 Other Bases for Travel-Time Categorization

(a) Traveler Aggregation Travel time may be considered
with respect to a person or groups of people classified by
socioeconomic characteristics, trip origin and destination
or trip purpose, vehicle type, and other factors.

(b) Clocking Status Travel time is expended by travel-
ers in the course of working (on-the-clock travel time)
or outside work (off-the-clock travel time). Some travel-
time estimation procedures treat such travel times sep-
arately, as they are likely to have different monetary
values.

(¢c) Flow Entity For passenger transportation, hourly
travel-time values per dollar are typically expressed per
person; for freight transportation, travel time is expressed
per ton, cubic foot, gallon, barrel, or other unit.

(d) Time of Day Traffic conditions change constantly,
and therefore travel speeds and times vary widely from
hour to hour. However, two distinct periods of trip-making
behavior in a typical day are the peak and off-peak
periods, and travel time is typically estimated separately
for these two periods.

5.2 PROCEDURE FOR ASSESSING
TRAVEL-TIME IMPACTS

The overall framework for assessing travel-time impacts
involves the estimation of travel-time amounts, travel-time
values, and overall savings in travel-time costs. This is
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done for two scenarios: a base-case scenario (typically, Step 0: Establish the Base-Case Year The base case
representing the existing situation without intervention) may be for either the current year or a specified future
and an alternative scenario (typically representing the year.
improved transportation situation after intervention). Spe- Steps 1 to 3: Estimate the Demand and Capacity
cific steps are shown in Figure 5.1 and discussed below. Before Intervention Travel speed and time are the
Step 1
Apply Travel
Demand Model
Step 4
Step 2 - Y
' stimate
ISl Demand
Surveys
Step 3
Step 6 Step 5 y Establish
Capacity of
Field Determine Travel Speeds the
Surveys Transportation
_______________________________ System
Step 7 b
Determine Vehicular
Travel Time
Step 9
Step 10 v
. - . Determine
Determine Individual Travel Time |(— Occupancy
Rates
\ 2
Repeat for the “With
Step 11 Improvement” Scenario
v
Step 12 Calculate Unit Travel Time Change due to
the Intervention = U; — U,
Step 14 Step 13 v
Eitiet‘b”s“ Calculate Overall Travel Time User Benefits
Value =% (U= Up)(Vy + Vo)
Travel
Time Step 15 v
Calculate the Overall value of Travel Time User Benefits
> = (Uy — Up)( V4 + V,) Unit value
\2
Step 16 If necessary, Repeat Steps 10-15 for each
traveler class, clocking status, and vehicle class

Figure 5.1 Framework for estimating travel time impacts of transportation interventions.
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result of both travel demand and capacity of the trans-
portation system. In Steps 1 to 3, therefore, the trans-
portation analyst establishes system demand and capacity
so that travel speed and time can be estimated. In base-
case scenarios where speed or travel time can be estimated
directly from the field, this step can be skipped.

(a) Demand estimation In Chapter 3 we present meth-
ods, identify relevant software packages, and provide
numerical examples for demand estimation.

(b) Capacity estimation The capacity of a transportation
system is typically a function of system characteristics
(such as the number of highway lanes or rail guideways).
It can be calculated as a product of the capacity under
ideal conditions and requisite capacity adjustment factors.
Data on system characteristics can be obtained from
databases, such as the Highway Performance Monitoring
System (HPMS), that currently exist at state transportation
agencies in the United States. Given such data, there
are methodologies for estimating system capacity. For
example, for highway transportation, a set of equations
is available in the Highway Capacity Manual (HCM) to
estimate capacity as a function of traffic characteristics
and roadway geometry (TRB, 2000). A summary of the
HCM road capacity estimation procedure is provided as
Appendix AS.1.

Step 4: Perform Field Measurements of Travel
Demand For the without-improvement case only, as an
alternative to (or as a confirmation of results from) steps
1 to 3, it may be necessary to measure the travel demand
directly from the field.

Step 5: Determine Travel Speeds before Inter-
vention Travel speeds may be estimated using appro-
aches provided by the HCM method (TRB, 2000), in
which the analyst determines speed as a function of
highway class, flow rate, density, and free flow speed
(FFS); and the COMSIS method (COMSIS Corporation
et al., 1995), in which the analyst determines speed as a
function of demand and capacity.

(a) Approach 1: HCM Approach for Speed Estimation
The HCM method (TRB, 2000) provides speed—flow
curves for various highway classes. Figure 5.2 presents
the speed—flow curve for a basic freeway segment with
undersaturated flow conditions. The free-flow speed is the
mean speed in the field when volumes are less than 1300
vehicles per hour per lane (vphpl). In the absence of field
observations, the Highway Capacity Manual recommends
the calculation of free-flow speed using a set of adjustment
factors for traffic characteristics and roadway geometry.
A summary of the HCM procedure for roadway operating
speed prediction is provided as Appendix AS5.2.

The speed of travel for through movements on urban
streets where traffic flow is interrupted due to the presence
of signals can be estimated using the speed—flow curves
in the Highway Capacity Manual, as a function of
signal density and intersection volume-—capacity (v/c)
ratios. Figure 5.3 shows one such speed—flow curve for
class II urban streets. The signal timing and street design
assumptions used in developing these curves are provided
in the footnotes. Similar curves for different sets of
assumptions and classes of urban streets available in the
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Figure 5.2 Speed flow curves and level of service for basic freeway segments. (From TRB,

2000.)
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Figure 5.3 Speed flow curves for class II urban streets. Assumptions: 40-mph midblock
free-flow speed, 6-mile length, 120-s cycle length, 0.45 g/C. Arrival type 3, isolated intersections,
adjusted saturation flow rate of 1700 veh/h, two through lanes, analysis period of 0.25 h, pretimed

signal operation. (From TRB, 2000.)

Highway Capacity Manual can be used to determine the
average speed at such sections as a function of signal
density. For example, using Figure 5.3, the travel speed
on a 6-mile urban street with three isolated signalized
intersections per mile and peak direction v/c ratio of 0.6
is approximately 20 mph.

Example 5.2 Determine the average passenger car speed
on a 6-mile urban freeway section during the off-peak
period under undersaturated conditions when the flow rate
is 1700 vphpl. The free-flow speed is given as 70 mph.

SOLUTION Using Figure 5.2, corresponding to a free-
flow speed of 70 mph and a flow rate of 1700 vphpl,
the average passenger car speed is approximately 68 mph
under undersaturated conditions.

(b) Approach II: COMSIS Corporation Method COM-
SIS et al. (1995) provided a procedure for speed esti-
mation under the effects of congestion. Applying traf-
fic simulation model runs with FHWA’s FRESIM and
NETSIM computer programs, a macroscopic simulation
model, QSIM, was developed to examine the effects of
queuing on speeds. QSIM produced hourly speed out-
puts for segments with AWDT/capacity ranging from 1
to 16. Average weekday daily traffic (AWDT) was used
instead of annual average daily traffic (AADT) to take
into account the effect of varying traffic on weekdays and
weekends. Speed look-up tables were developed for the
estimation of speed at the end of each hour as a func-
tion of AWDT/capacity ratio, depending on the functional

class of the road. Table 5.1 shows the speed look-up table
for estimating hourly speed at freeways.

Since the average daily traffic represents the most com-
mon traffic demand information for highway networks,
the COMSIS approach is well suited for project planning
analysis. This method provides an overall measure of the
effect of volume changes and capacity improvements on
travel time without requiring detailed profiles of volumes
by time of day. To use the speed look-up tables, prior
determination of the average weekday traffic (AWDT)
and roadway capacity is needed. Average weekday traf-
fic (AWDT) can be determined by applying a conversion
factor to the AADT. After AWDT and capacity are deter-
mined, the hourly speed, daily speed, peak speed, and
off-peak speed can be estimated from speed look-up tables
such as Table 5.1.

Example 5.3 1In 2004, the annual average daily traffic
on a 6-mile stretch of Interstate 65 in Indianapolis was
145,210 vehicles. The capacity of the six-lane freeway is
1900 vehicles per hour per lane. Determine the average
speed on the freeway during the morning (7:00 to 10:00
a.m.) and afternoon (4:00 to 5:00 p.m.) peak periods
using the speed look-up table developed by COMSIS
Corporation for urban and rural freeways. Use a factor
of 1.0991 for converting AADT to AWDT.

SOLUTION

Annual average daily traffic (AADT) = 145,210 vehicles
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Table 5.1 Freeway Speeds on an Average Weekday® (Miles per Hour)

Ratio of Average Weekday Daily Traffic to Capacity

Hour
Ending 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
12 mn. —1 am. 5994 59.89 5984 59.78 59.72 59.67 59.61 59.55 5949 5943 5937 593 59.22 5896 58.65 58.27
1-2 am. 59.97 5994 599 59.87 59.84 59.8 59.77 59.74 59.7 59.66 59.64 59.6 59.55 59.3 59 58.65
2-3 a.m. 59.97 5995 5993 599 59.87 59.85 59.82 59.8 59.77 59.75 59.72 59.7 59.67 5942 59.13 58.78
3-4 am. 59.97 5995 5993 5991 59.88 59.86 59.84 59.82 59.8 59.78 59.77 59.76 59.73 59.5 59.21 58.87
4-5 am. 5996 5993 59.89 59.86 59.82 59.78 59.75 59.71 59.69 59.66 59.64 59.63 59.59 59.35 59.06 58.71
5-6 a.m. 59.89 59.8 59.69 59.58 5947 5935 59.23 59.12 59.01 5891 58.8 58.69 58.57 5829 5798 57.66
6-7 a.m. 59.7 5941 59.08 58.73 58.37 5798 57.56 57.15 56.73 56.25 55.69 5499 5383 5251 50.16 48.57
7-8 a.m. 59.54 59.09 58.56 57.99 57.37 56.73 5593 5428 50.56 4538 40.77 36.86 33.74 30.01 2734 25.3
8-9 am. 59.65 59.33 5894 58.54 58.11 57.66 57.09 5552 50.75 4357 3721 3199 2787 2456 2223 20.58
9-10 a.m. 59.74 59.49 59.21 5892 58.6 58.28 57.94 57.53 56.1 51.18 4226 334 2754 2401 21.74 19.98
10-11 a.m. 59.74 59.5 59.22 5893 58.62 58.3 5797 57.61 572 5643 53.15 4421 3355 2724 2388 21.31
11-12 md. 59.72 59.46 59.16 58.84 58.51 58.16 57.79 574 5697 56.51 5573 5224 4213 3277 2697 23.04
12-13 p.m. 59.71 5943 59.12 58.78 58.43 58.06 57.67 5726 56.82 5635 5583 54.14 47.63 38.06 29.75 24.01
13-14 p.m. 59.7 59.42  59.1 58.76 5839 58.01 57.62 57.19 56.73 56.24 55.69 5442 50.14 4155 31.6 24.47
14-15 p.m. 59.67 5935 5899 58.6 582 57.76 57.31 56.83 5634 5579 5502 5321 4832 40.17 30.24 23.18
15-16 p.m. 59.59 59.2 5874 5826 57.773 57.17 56.59 56.00 55.32 54.17 51.64 46.85 40.12 3239 2488 19.91
16—-17 p.m. 59.52 59.06 58.52 5792 5729 56.62 55.8 5449 5200 4741 4097 3447 2887 2398 19.7 17.11
17-18 p.m. 59.52 59.06 58.51 5791 57.27 56.59 55.54 5338 4891 42.11 3496 2897 2431 20.74 17.79 16.12
18-19 p.m. 59.67 59.35 59 58.62 582 5778 57.14 55.59 51.35 43.65 3504 28.17 233 20.01 17.40 1591
19-20 p.m. 59.77 59.55 5931 59.05 58.78 58.49 582 57.85 56.99 53.65 4543 34,53 2626 21.79 1837 16.34
20-21 p.m. 59.82 59.65 59.46 59.26 59.05 58.84 58.62 58.39 58.15 57.77 5598 49.27 3748 28.67 2229 18.19
21-22 p.m. 59.83 59.68 59.51 59.33 59.14 5895 58.75 58.54 5829 58.02 5771 56.74 52.66 4371 32.53 23.25
22-23 p.m. 59.86 59.74 59.6 5946 5931 59.16 59 58.82 58.61 58.39 58.18 57.92 57.33 5459 4624 3238
23—12 mn. 59.9 59.81 59.71 59.6 59.49 59.38 59.27 59.14 58.99 58.83 58.68 5852 5833 5779 55.68 45.68
Peak? 59.59 592 5874 5824 5771 57.14 5639 5488 51.27 45.16 38.26 32.07 27.27 2352 2057 18.69
Off-peak” 59.74 59.5 59.21 5892 58.6 5827 5792 57.56 57.12 5638 5457 5031 4323 364 3020 2544
Daily 59.68 5937 59.02 58.64 58.23 57.8 5728 56.43 5458 5124 46.62 41.11 353 30.31 2595 2271

“Free-flow speed of 60 mph assumed in simulation.
bPeak period (7:00—10:00 a.m.); off-peak period (4:00—7.00 p.m.)

Therefore,

annual weekday daily traffic (AWDT)
= (145,210)(1.0991) = 159,600 vehicles

per lane capacity = 1900 vphpl

two-directional hourly capacity of freeway = (1900)(6)
= 11,400 vehicles/h

Therefore, AWDT/C = 159,600/11,400 = 14. From
Table 5.1, the average estimated speed during the morn-
ing and afternoon peak periods are 26.19 and 23.98 mph,
respectively.

Step 6: Perform Field Measurements of Speed For the
base or without-improvement case only, where the travel
speed under the existing transportation situation is sought,
travel speed can be measured in the field directly as an
alternative to (or a way to confirm the results from) step
5. For this there are automated traffic monitoring devices

that operate on the basis of laser, radar, infrared, and other
technologies. Another way is to drive along with the traffic
stream and record the speed of travel.

Step 7: Determine the Vehicular Travel Time before
Intervention Given the simple relationship between
travel speed, distance, and time of day, travel time can
be found from the speeds estimated using the COMSIS
Corporation speed look-up tables. An alternative approach
to calculation of travel time is to use the Bureau of Public
Roads function (BPR):

travel time (in hours)

ol traffic flow rate on the link (vphpl)\”
= o
0 capacity of the link (vphpl)

(5.1)
where

. link distance (mi
to = free-flow travel time = (mi)

free-flow speed (mph)

and o and n are constants.



Example 5.4 Determine the morning and afternoon
peak-period travel times on the freeway section in
Example 5.3.

SOLUTION The travel speeds during the morning and
afternoon peak periods on the freeway were calculated to
be 26.19 and 23.98 mph respectively. Therefore, the travel
time can be calculated as

6)(60

morning travel time = (©)(60) = 13.75 min
26.19

afternoon travel time = (©)(60) = 15.0 min
23.98

Example 5.5 In field studies the traffic flow rate on
a four-lane 6-mile section of arterial was reported as
1300 vphpl during the morning peak period. Using the
BPR function, determine the travel time on this link during
the morning peak period. The capacity of the arterial is
1400 vphpl. Assume that & = 0.15 and n = 4. The free-
flow speed on the arterial is 40 mph.

SOLUTION Using Equation 5.1,

, 6 1300\ *
travel time = (E) |:1 + (0.15) (m) i| (60)

= 10 min

For the purpose of planning future projects, link
or corridor travel times can be obtained from the
results of the traffic assignment phase of network-level
planning. In cases where network-level assignment data
are not available, travel times can be estimated by taking
projected traffic volume and capacity as input.

Step 8: Perform Direct Field Measurements of Travel
Time For the base case (and for existing transportation
conditions in particular), an alternative to the determina-
tion of travel time in step 7 (or a way to confirm the
results from that step) is to measure travel time directly
from the field. For this, the analyst can drive along with
the traffic stream and record the time spent on traveling
between a specific origin—destination pair. In recent years,
the use of license plate recognition, GPS, and other tech-
nologies has shown much promise in direct and accurate
field measurement of travel time.

Step 9: Determine Occupancy Rates before Interven-
tion This step is needed to convert travel time per
vehicle to travel time per vehicle occupant. The vehicle
occupancy rates for the base case and the alternative
scenarios are generally not expected to differ significantly
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except in cases where the transportation intervention is
related directly to vehicle occupancies, such as HOV or
HOT system implementation and car pooling initiatives.

Step 10: Determine the Average Unit Travel Time
without Intervention Unit in-vehicle travel time per
traveler,

U 1= OCC x TTV

where TTy is the average vehicular operating travel time
and OCC is the average vehicle occupancy.

In cases where the travel speeds of trucks and
other commercial vehicles are significantly different from
passenger vehicles, separate travel time estimates should
be made for each vehicle class.

Step 11: Repeat Steps 1 to 10 for the Intervention Sce-
nario Proposed All the steps in the shaded portion of
the procedure (with the exception of the field measure-
ments, steps 4, 6, and 8) are repeated for the alternative
or intervention scenario. Because this scenario is only
hypothetical, no field measurements can be undertaken.
Analysts who wish to establish “field” measures of travel
demand, travel speeds, or travel times for the intervention
scenario (to confirm the values of these parameters) may
use available transportation simulation models to accom-
plish that task.

Step 12: Calculate the Change in Travel Time Expected
due to Intervention For most transportation interven-
tions, it is the in-vehicle travel time that is reduced. In a
few cases, however, such as the upgrading of freight trans-
fer terminals, construction of additional transit terminals
or bus stops, or an increase in transit service frequency,
out-of-vehicle travel time is reduced. The change in travel
time is given by the expression U; — U,, where U, and U,
are the unit travel times without and with the intervention,
respectively.

Step 13: Calculate the Travel-Time User Benefits The
user benefits of the intervention or improvement, in terms
of travel time, are calculated as the change in consumer
surplus: 0.5(U; — U,)(V; + V,), V| and V, are the number
of trips (or demand) without and with intervention,
respectively. In some cases, the intervention may lead to
induced travel demand in the long term.

Step 14: Establish the Unit Value of Travel Time In
this step, the value of travel time (expressed in terms of
dollars/hour/person, for example) is established. This is
arguably the most challenging and contentious aspect of
travel-time impact analyses. Many transportation agencies
have already established travel-time values that can be
updated for use in travel-time impact evaluation. Such
updating can be carried out using consumer price indices
for automobile or transit users and the producer price
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index for commercial vehicles. Average values of travel
time in the United States and other countries are given
in Section 5.3.2 and Appendix A.5. The value of travel
time varies from place to place and over the years
(due to inflation). As such, the use of travel-time value
should be carried out with due adjustments made for such
considerations.

Example 5.6 1n 2000, the value of 1 hour of travel time
for automobile users was $16.50. On the basis of CPI
trends, determine the value of travel time in 2006.

SOLUTION From the trends in CPI for passenger
transportation,

CPly06
CPly00
= $19.17 per hour

VTTa006 = VTTag00 X

— ($16.50) (176.13)

151.58

In most countries, it is assumed that the value of
time is directly proportional to income, and hence the
attributed values of time should change over time in
direct proportion to the change in income (typically
represented by GDP per capita). Where travel-time values
do not exist, the analyst may use one of several available
methodologies to establish such values as discussed in
Section 5.3.3.

Step 15: Calculate the Value of Travel-Time User
Benefits This is the product of the unit value of travel
time (dollars/hour/person) from step 14, and the number
of hours represented by the user benefit (from step
13); that is, 0.5(U; — Uy)(V; 4+ V)(unit value of travel
time).

Step 16: If Necessary, Repeat Steps 10 to 13 for Each
Traveler Class, Clocking Status, and Vehicle Class
Where the amount and value of travel time is the same
for all travelers (or averaged across all travelers), this
procedure is carried out only once. However, in cases
where travelers and trips are segregated by an attribute
such as vehicle class (truck vs. automobile), trip purpose
(business vs. personal), type of work-related trip (off-the-
clock vs. on-the-clock work), or time of day (peak vs.
off-peak), the analysis may be repeated for each attribute
and the results are summed up to yield the overall travel-
time savings.

5.3 ISSUES RELATING TO TRAVEL-TIME
VALUE ESTIMATION
5.3.1 Conceptual Basis of Time Valuation

In allocating time among activities, people implicitly trade
off the extra consumption that work earns against the

foregone leisure that would be required. There is also the
possibility of spending extra money to save travel time
and thereby augment the amount of time for working or
leisure. This possibility arises in at least three contexts:

1. Choice between a fast and expensive mode or route
and a cheaper and slower alternative

2. Choice between costly shortcut routes (often due to
tolling) and a free but longer alternative

3. Choice between expensive activity or residences
located near a workplace and cheaper activity or
residences located far from the workplace

By analyzing the relative sensitivity of such choices to
variations in money and time cost, the implicit value of
the time of travelers can be estimated. This conceptual
framework yields the following important insights into
the nature of the value of travel-time savings (Gwilliam,
1997):

e Working time produces goods (which are a direct
source of welfare) and therefore has a social value
that is independent of the workers’ preference values.

¢ Time vs. money trade-off preferences (and hence the
value of travel time) vary from person to person. As
such, from a practical viewpoint, some simplifying
categorization is vital for travel-time valuation.

¢ The value of nonwork time could be considered as
being equal to the wage rate only in hypothetical
situations where persons freely choose how many
hours to work and do not consider work to be
onerous. As such, nonwork time can only be valued
empirically.

e Activity and time are consumed jointly. As such, the
value of a time saving is related to the value of its
associated activity.

e The value of time savings is a ratio between the
marginal utilities of time and money. As such,
travel-time value depends on the tightness of the
budget constraint (and consequently, income) and
the time constraint (and consequently, socioeconomic
background and other characteristics of the traveler).

5.3.2 Factors Affecting the Travel-Time Value

Several factors can influence the value of travel time, as
shown in Table 5.2. The relative weight of each factor
depends on the characteristics of the trip maker and trip,
trip length, environmental and seasonal considerations,
and mode of travel. Furthermore, given a particular mode
of travel, the derived value of travel time depends on the
type of approach or model used for the derivation.
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Table 5.2 Factors Affecting Value and Amount of Travel Time

Factors Affecting Amount of Travel Time

Factors Affecting Value of Travel Time

How long does it take to travel?
Trip length
Vehicle speed
Vehicle occupancy
Other factors
Weather
Security concerns

What is the dollar value of 1 hour of travel?
Mode and vehicle of travel
Trip phase (in-vehicle vs. out-of-vehicle)
Trip purpose and urgency
Time of day, day of week, season of year
Trip location (local vs. intercity)
Traveler’s socioeconomic background (age, wage, and occupation)

Relationship between amount of time used for trip and time used
for waiting

Existing level of legal minimum wage

Travel-time reduction vs. travel-time extension

(a) Influence of Traveler Income Travel-time values have
often been estimated as proportions of either personal or
household incomes. In general, higher-income travelers
value their time more, but the increment in time value
is proportionately lower than that of income. Values of
time vary between regions within a country as a result
of differences in wages and incomes. The evaluation of
investments on the basis of travel-time values that reflect
such income-related differences (particularly where the
users do not pay directly for investment) is likely to
yield a vicious cycle: high-income areas yield high project
returns, which attract investment and increase income
further, whereas the contrary is seen for low-income
areas. To avoid this situation, national average wage rates
for major categories of labor can be used, and national
average income can be applied in the valuation of leisure-
time savings, particularly where poverty alleviation or
regional redistribution of income is a national objective
(Gwilliam, 1997).

(b) Other Traveler Characteristics Travelers with higher
amounts of free time, such as very young persons and
retired elderly persons, are likely to have lower values of
time.

(¢) Transportation Mode and Vehicle Type For a given
transportation mode, travel-time factors can play roles
that vary from dominant to relatively minor, depending
on the class, type, or size of the transportation vehicle.
For example, for automobiles and buses, dominant factors
include the number of occupants, occupant ages, wages
and occupation, trip purpose and urgency, time of day,
day of week, season of year, relationship between amount
of time used for trip and time used for waiting, and exist-
ing legal minimum wage level. For commercial vehicles,

dominant factors include trip purpose, crew wages, and
period of travel.

(d) Trip Status (On-the-Clock and Off-the-Clock) On-
the-clock travel time is associated with work travel, and
has values that are based on costs to the employer such
as wages and fringe benefits, costs related to vehicle
productivity, inventory-carrying costs, and spoilage costs.
Off-the-clock trips include trips for commuting to and
from work, personal business, and leisure activity. Heavy
trucks are assumed to be used only for work, so the
value of time for their occupants is the on-the-clock value.
Table 5.3 summarizes the estimates of cost components of
the value of travel time by vehicle type based on FHWA’s
HERS software.

(e) Trip Phase (In-Vehicle vs. Out-of-Vehicle) The oppor-
tunity costs of the time spent inside the vehicle and that
spent out of the vehicle may be same but the relative
disutility between these two travel-time components may
differ from each other. For example, waiting for a bus
or train may be more unpleasant than riding in the bus
or train, and trip-makers implicitly attach a higher value
of travel time for waiting compared to actual traveling.
The value of walking and waiting time can be two to
three times greater than riding (in-vehicle) (Small, 1992).
Recent European studies show that transfer time and wait-
ing time values exceed those of in-vehicle times by a
factor of 1.33 to 2, and Chilean studies indicate an even
higher ratio. A World Bank publication recommends that
where local evidence is unavailable, all “excess” (i.e., out-
of-vehicle) travel time should be valued at a premium
of 50% above that of in-vehicle travel time (Gwilliam,
1997).
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Table 5.3 Distribution of Hourly Travel-Time Values by Vehicle Class (2005 Dollars)

Vehicle Class

4-Axle 5-Axle
Small Medium-sized 4-Tire 6-Tire 3- or 4-Axle Combination Combination

Category Automobile  Automobile Truck  Truck Truck Truck Truck
Labor/fringe $32.22 $32.22 $22.10 $26.84 $22.35 $26.92 $26.92
Vehicle productivity $2.11 $2.48 $2.67  $3.77 $10.78 $9.10 $9.78
Inventory $0.00 $0.00 $0.00  $0.00 $0.00 $2.02 $2.02
On-the-clock $34.34 $34.70 $24.77 $30.61 $33.13 $38.04 $38.72
Oft-the-clock $17.54 $17.58 $18.50 $30.61 $33.14 $38.04 $38.73

Source: Updated from Forkenbrock and Weisbrod (2001).

(f) Trip Purpose Work trips have usually been valued on
the assumption that the value to an employer of the work-
ing time of employees must, at the margin, be equal to the
wage rate, bumped up by extra costs that are directly asso-
ciated with employment of labor, such as health benefits,
social security taxes, and costs of uniforms. In the United
Kingdom, a “bumping-up factor” of approximately 0.33 is
typically applied (Gwilliam, 1997). It may be argued that
where high levels of unemployment exist, shadow prices
below the wage rate could be used.

(g) Trip Length and Size of Travel-Time Reduction All
other factors remaining the same, differences in trip length
may lead to different values of travel time. A recent study
(ECONorthwest and Parsons, 2002a) indicated that the
value of travel time at peak periods was approximately
45 to 50% of the pretax hourly wage (except for trips of
less than 1 mile in length). Time values were determined
to range from 8% of the pretax wage rate for trips less
than 1 mile, to 49% for trips between 11 and 25 miles,
and thereafter dropped to 41%. Off-peak values had the
same pattern but were considerably lower than the peak
values (generally about two-thirds of the peak values).
Also, the unit travel-time value for long trips (travel time
exceeding 30 minutes) was 20% higher than that for short
trips (travel time less than 20 minutes).

The unit time value for car trips over 50 km in length in
Sweden was found to be more than twice that for shorter
journeys. For non-car modes travel time value was about
20% higher for long than for short trips. Studies in the UK
and the Netherlands showed similar effects, particularly
for business travelers. Also, it was determined that the
unit value of time was higher when the time savings
constituted a larger proportion of the base trip time. The
UK and Dutch studies showed very small or zero unit
time values for very small time savings (<5 minutes) and

indicated greater unit values for time losses compared to
time savings (Gwilliam, 1997).

(h) Direction of Travel-Time Change (Increase vs. Re-
duction) In cases where there is a change in travel time,
the value of travel time can also depend on whether
the change is favorable (i.e., decreased travel time due
to improved conditions) or whether it is adverse (i.e.,
increased travel time due to worsened travel conditions).
In other words, all other factors remaining the same, the
value attached to each hour of reduced travel time may
be different from that attached to each hour of increased
travel time.

(i) Trip Mode Some trips (such as park-and-ride trips
to work) involve more than one mode. In such cases,
the separate effects of changes in aggregate travel times
should be identified. Also, empirical evidence suggests
that slower modes generally attract low-income travelers
who have lower values of time; while faster modes attract
travelers with higher incomes and thus higher values of
travel time. For example, in-vehicle travel-time values
(corrected for income and other factors) were found to be
highest for high-speed rail followed by air, car, intercity
train, regular train, long-distance bus, and local bus, in
that order (VTPI, 2005). Therefore, it has been argued that
the time savings for individuals attracted to an improved
mode should be valued at the rate appropriate to the mode
from which they are transferring.

Travel conditions (which typically are a function of
the time of day) significantly influence the value of
travel time. Table 5.4 presents the results of a study that
investigated travel-time values at Boston and Portland
on the basis of transportation mode and time of day.
Estimated travel-time costs per passenger mile for peak
period and off-peak period travel in areas of high,
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Table 5.4 Travel-Time Values in Two Cities (Cents per Passenger-Mile)

Commuter Rail
Urban Expressway Non-expressway Rail Transit Bus Bicycle Walk
City Density Peak Off-Peak Peak Off-Peak Peak Off-Peak Peak Off-Peak Peak Off-Peak Peak Off-Peak Peak Off-Peak

Boston High 243 9.6 40.4 23.9 28.9 22.7
Medium 15.2 8.0 243 15.9 19.8 14.0

Low 11.0 8.0 20.2 13.6 19.0 13.3
Portland, High 11.1 7.8 19.9 13.1 n/a n/a
ME Medium 10.0 7.1 16.6 11.2 n/a n/a
Low 7.7 6.0 124 9.8 n/a n/a

40.1 28.6 50.5 39.8 60.6 47.8 243 159
28.1 253 50.5 39.8 60.6 47.8 202 159

n/a n/a 50.5 39.8 60.6 47.8 202 159
n/a n/a 42.6 335 49.8 39.2 166 131
n/a n/a 42.6 335 49.8 39.2 166 131

n/a n/a 30.2 23.8 49.8 39.2 166 131

Source: VTPI (2005).

medium, and low urban densities are presented. It is
clear that the value of travel time (cents per passenger-
mile) in congested conditions exceeds that of uncongested
conditions, irrespective of travel mode.

5.3.3 Methods for Valuation of Travel Time

Valuation of travel time is typically carried out by
comparing travel between two alternative routes or modes,
or comparing travel to another economic activity that
could have taken place during the travel period. The value
of travel time can be found by using the wage rate,
revealed preference, or stated preference methods. The
basic concept underlying each of these methods can best
be explained using time-cost exchange plots.

(a) Exchange Plot This involves solicitation of choice
preferences of travelers and can be used to explain the
behavioral response to travel options varying in terms
of time and cost (Hensher and Button, 2000). In this
method, the willingness-to-pay concept is considered to be
restricted to those who are in a position, and are willing,
to trade-off a disadvantage in one attribute to gain an
advantage in another. Such persons are referred to as
traders or exchangers. Using this method, the exchange
preferences of each person in a group of travelers faced
with a choice between two travel options can be obtained.
Their respective trade-off values can be plotted on a two-
dimensional graph whose axes represent time and cost
attributes. Consider two travel options for each traveler
such that:

AC = cost of option not chosen
— cost of option chosen.

At = time for option not chosen
— time for option chosen.

AC > 0: this indicates that the cost of the chosen option
is lower and therefore the traveler is a cost saver.

+At
N
Quadrant IV Quadrant I
Chosen option is Chosen option is
faster and more faster and less
expensive expensive
-AC > +AC
Quadrant IIT Quadrant IT
Chosen option Chosen option
is slower and is slower and
more expensive less expensive
—At

Figure 5.4 Exchange plot for an individual traveler.

At > 0: this indicates that the travel time for the chosen
option is less and therefore the traveler is time saver.
Depending on the sign of AC and At, an individual
traveler can be in one of the four quadrants shown in
Figure 5.4.

e Quadrant I: these persons are not exchangers.

e Quadrant II: persons who opt to save cost and
spend time, hence +AC and —At. These people are
exchangers and cost-savers.

e Quadrant III: these persons are not exchangers.

e Quadrant IV: persons who opt to spend money and
save time, hence —AC and +At. These people are
exchangers and time-savers.

Exchange plots consider only those people who are
faced with a choice situation (i.e., those falling within
quadrants II and IV), and involve the following steps:

1. Conduct a survey of travelers by asking how much
money they are prepared to pay to gain a certain
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amount of time, or how much time they are willing
to forego to save a specified amount of money.

2. Plot the trade-off points for various people on an
exchange graph.

3. Draw a line through the origin, passing through
the two exchange quadrants such that a minimum
number of people are misclassified. This can be
achieved by making sure that a minimum number
of points lie below the line. The line is referred to
as the joint minimum classification (JMC) line.

4. Find the gradient of the JMC line.

5. Compute the reciprocal of the gradient. This is equal
to the value of travel time.

Issues associated with exchange plots are as follows:

e This approach is used only when there are equal
numbers of observations in quadrant II as in quadrant
IV. If there are unequal numbers of observations in
the quadrants, a weighting procedure is used for the
points in one of the quadrants so that each gradient
has an equal weight in determining the location of
the JMC line.

e The location of the JMC line is found by manual
counting and positioning.

e In this approach, socioeconomic characteristics and
other attributes can be considered. Using income
levels, for instance, a given sample population can
be stratified by income groups, with separate plots
made for each income group. Separate values of
time can be determined for each group, and the
results can be compared for any significant vari-
ations.

Exchange plots offer a direct means to explaining
the concept of travel-time valuation without resorting to
statistical details. When multiple options are involved, this
approach is described as score maximization to determine
the value of travel time (Manski, 1975). The line with the
least number of misclassifications provides the maximum
score.

Example 5.7 1In 2006, a time—cost trade-off survey was
conducted among 10 randomly selected commuters along
a transportation corridor. People were asked to choose
between two alternatives in terms of travel time and
cost. Their responses are presented in Table E5.7. Use
the exchange plot method to estimate the value of travel
time.

SOLUTION The stated preference data obtained from
the survey were used to tabulate Table E5.7. AT and
AC were used to plot the exchange graph shown in
Figure E5.7. The JMC line was plotted manually such
that the minimum number of people were misclassified
and its gradient was calculated as [15 — (—14)/60]/[2.5 —
(—=2.5)]1 = 29/300. Therefore, the value of travel time =
$10.34/person-hour.

(b) Wage Rate Method The wage rate method is the
simplest and the most commonly used method to estimate
the value of travel time (Forkenbrock and Weisbrod,
2001). In this method, two types of travel time need to be
considered: on- and off-the-clock travel time.

Valuation of On-the-Clock Travel Time: Generally,
the value of travel time during working periods is

Table E5.7 Travel-Time and Cost Trade-offs
Time (min) Cost (dollars)
For the Option For the For the Option For the

Not Chosen ~ Chosen Option ~ Not Chosen ~ Chosen Option AT AC

Commuter @ I @ I d-1my Jd-10)
1 68 65 0.65 1.10 3 —-045
2 45 49 1.36 0.78 —4 0.58
3 57 47 0.42 2.14 10 —1.72

4 55 63 1.73 0.43 —8 1.3

5 55 43 0.89 2.8 12 —1.91
6 56 43 0.90 2.87 13 —-1.97
7 58 64 1.83 0.55 —6 1.28

8 53 44 0.80 2.50 9 —-1.7

9 50 62 2.44 0.53 —12 1.91
10 56 63 2.45 0.76 -7 1.69
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Figure E5.7 Exchange plot graph.

considered equal to the wage rate plus concomitant costs
of transportation operations. Particularly, for commercial
vehicles, reduced travel time can mean:

o Fewer vehicles are required to haul a given quantity
of goods in the same time interval, translating into
reduced investment per given output.

A given vehicle can be used more hours per day
or operated more miles during its useful life than
it would at greater trip times. Hence, even though
depreciation is faster, the rate of depreciation per
output is lower.

e Wages are lower for the output achieved.

Examples of on-the-clock travel include technical
personnel on their way from office or workshop to attend
to a problem or assignment elsewhere, taxi drivers on their
usual duty rounds, and roving sales persons, postal and
Fedex/UPS delivery workers, and other personnel who
advertise, market, or deliver goods and services by moving
from one place to another. This includes commercial and
industrial haulage.

Work-based travel time may be calculated on the basis
of wage rates as follows: Let the wage rate per hour =
w (dollars/h), the adjustment for worker benefits = a

(dollars/h), and the value of extra goods and services
produced in time interval ¢ (hours) = v,. Then the value
of travel time (dollars’h) = w +a + v, /t.

It is often assumed that any time saving will be
converted into additional output by the business traveler
or haulage team. In reality, this conversion may not
be 100% complete since resources cannot automatically
be switched from one task to another. Furthermore, in the
case of haulage operations, the maximum use to which
travel-time savings may be put depends on the type and
size of the crew. Table 5.5 presents the unit work travel-
time values as a percentage of wage rate, for various
modes.

Valuation of Off-the-Clock Travel Time: HERS con-
siders the value of off-the-clock (nonwork) travel time
for drivers as approximately 60% of the wage rate exclu-
sive of benefits, and the value of time for passengers as
45% of the wage rate. Table 5.6 shows the recommended
in-vehicle nonwork travel time values as a percentage of
the wage rate for various modes of travel. The percent-
ages presented for surface modes apply to all combina-
tions of in- and out-of-vehicle times. The walk access,
waiting, and transfer times are valued at 100% of the
wage rate.
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Table 5.5 Unit Work Travel-Time Values as a Percentage of
Wage Rate

Surface Modes? Air Travel? Truck Drivers

Local travel
Intercity travel

100 (80—-120) NA 100
100 (80—-120) 100 (80—-120) 100

Source: ECONorthwest and Parsons (2002).
“Values in parentheses indicate range. NA, not applicable.

Table 5.6 Unit Nonwork Travel-Time Values as a

Percentage of Wage Rate

Surface Modes?

Air Travel* Truck Drivers

Local travel
Intercity travel

50 (35-60)
70 (60-90)

NA NA
70 (60-90) NA

Source: ECONorthwest and Parsons (2002).
“Values in parentheses indicate range. NA, not applicable.

Table 5.7 Values of Travel Time for Personal and Business Travel

Trip Value of Travel Time
Purpose Trip Phase Trip Location (dollars/hour per person)
Personal In-vehicle Local 50% of wages
Intercity 70% of wages
Out-of-vehicle (waiting, walking, or transfer time) All locations  100% of wages
Business In-vehicle All locations  100% of total compensation

Out-of-vehicle (waiting, walking, or transfer time)

All locations  100% of total compensation

Source: ECONorthwest and Parsons (2002).

Table 5.7 presents in- and out-of-vehicle travel-time
values as a percentage of the wage rate for various modes
of travel applicable to both on- and off-the-clock times.
According to a World Bank study (Gwilliam, 1997), where
it is not possible to derive local values, travel-time values
can be estimated using prevailing wage rate and average
household income, as shown in Table 5.8.

Example 5.8 1t is sought to determine the values of
on-the-clock travel time on the basis of the following
wage information: hourly wages are $16.25, $12.16, and
$16.38 for the users of automobiles, light-duty trucks,
and heavy-duty trucks, respectively. Also, the value of
fringe benefits (per hour) are $6.44, $6.76, and $9.11,
respectively, for the users of these vehicle classes. The
average automobile occupancies for on- and off-the-clock

trips are 1.22 and 1.58, respectively. The corresponding
average vehicle occupancies for light-duty trucks are 1.03
and 1.18, respectively. The average vehicle occupancy for
heavy-duty trucks is 1.04. Assume that the heavy-duty
trucks are operated only during working hours. Assume
that 10% of all automobile trips and 70% of all light-duty
truck trips are made during working hours. These trips
include the trips made by rental vehicles and those of
automobile trips that are used entirely for work-related
travel. The freight inventory value (the time value of
the average payload, i.e., the interest cost per hour of
the cargo) for heavy-duty trucks is $1.88. Assume that
the freight inventory values for light-duty trucks and
automobiles are negligible. Determine the value of travel
time for personal and work travel.
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Table 5.8 Values of Travel Time Based on Wage Rate and Income
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Trip Purpose Rule Value

Work trip Cost to employer 1.33W

Business Cost to employer 1.33W

Commuting and other nonwork Empirically observed value  0.3H (for adults), 0.15H (for
children)

Walking or waiting
Freight or public transport

Empirically observed value
Resource cost approach

1.5 x value for trip purpose
Vehicle time cost + driver wage
cost + occupants’ time

Source: Gwilliam (1997).

W, wage rate per hour; H, household income per hour.

SOLUTION (1) Computation of the cost of employees
per vehicle to employers for 1 hour of travel time The
cost is computed by multiplying the total compensation
of each employee by the average vehicle occupancy of
the vehicle:

total compensation (dollars/hr) = wage + fringe benefits
For automobiles:
cost = $(16.25 4 6.44)(1.22) = $27.68/h
For light-duty trucks:
cost = $(12.16 + 6.76)(1.03) = $19.49/h
For heavy-duty trucks:
cost = $(16.38 +9.11)(1.04) = $26.51/h

(2) Computation of the total on-the-clock travel-time value
This is computed as the sum of the travel-time cost
of employees per vehicle to employers and the freight
inventory value for the respective vehicle type. The cost of
vehicle productivity for each mode is assumed negligible
for this case. Table E5.8.1 shows calculated total on-the-
clock travel-time values.

(3) Computation of the weighted average travel-time
value for on-the-clock trips based on miles traveled by
each mode during working hours

Weighted travel-time value for automobiles
during working hours = ($27.68)(0.1) = $2.77/h

Weighted travel-time value for light-duty trucks
during working hours = ($19.49)(0.7) = $13.64/h

Weighted value of travel time for heavy-duty
trucks during working hours = ($28.39)(1.0)
= $28.39/h

(4) Total off-the-clock travel-time value This is com-
puted as a percentage fraction of wage rates excluding
the benefits. It is assumed that heavy-duty trucks do not
operate off-the-clock.

For automobiles:
Value of driver’s travel time = 60%of wage rate
= ($16.25)(0.6)(1) = $9.75/h(one driver)

Value of passenger’s travel time = 45% of wage rate
= ($16.25)(0.45)(0.58)(Occupancy = 1.58)
= $4.24/h

Table E5.8.1 Computation of Total On-the-Clock Travel-Time Value (2005

Dollars) for Example 5.8

Automobiles Light Trucks Heavy Trucks

Average vehicle occupancy 1.22 1.03 1.04
Cost of employees $27.68 $19.49 $26.51
Freight inventory value (per hour) 0.00 0.00 1.88

Total on-the-clock travel-time value 27.68 19.49 28.39




112 5  TRAVEL-TIME IMPACTS

Hence, the total travel time value for automobiles =
$9.75 + $4.24 = $13.99/h.

For light-duty trucks:
Value of driver’s travel time = 60% of wage rate
= ($12.16)(0.6)(1) = $7.30/h(one driver)

Value of passenger’s travel time = 45% of wage rate
= ($12.16)(0.45)(0.18) (Occupancy = 1.18)
= $0.98/h

Hence, the total travel-time value for light-duty trucks =
$7.30 + $0.98 = $8.28/h.

(5) Computation of the weighted off-the-clock travel-
time value based on miles traveled by automobiles and
light-duty trucks during off-the clock hours.

Weighted off-the-clock travel-time value for
automobiles = ($13.99)(1 — 0.1) = $12.59/h

Weighted off-the-clock travel-time value for light-duty
trucks = ($8.28)(1 — 0.7) = $2.48/h

The total weighted average travel time value for each
mode is computed by adding the weighted on-the-clock
[from Step (3)] and off-the-clock [from Step (5)] travel
time values as shown in Table ES5.8.2.

The unit travel-time values computed in this example
can vary with several other factors (e.g., trip length,
income level, traffic density, peak/off-peak hours), as
discussed earlier in this chapter.

(c) Revealed Preference Approach (RPA) In the RPA
approach of travel time valuation, actual decisions of
travelers regarding the choice of transportation options
that differ by travel time and/or travel cost are modeled.
Such options could relate to mode choice (fast but costly
mode vs. slow but inexpensive mode) or route choice (fast
but costly toll route vs. slow but free route).

The underlying principle is that weights (which reflect
relative importance) are assigned by travelers to cost and

time used for any particular route or mode; the ratio of
these weights is a measure of their travel-time value.
The proportion of travelers choosing any one of the
two alternatives must be known before the ratio can be
computed. For two modes or route alternatives m and
n, the proportion of travelers that choose a particular
alternative m is given as

eUn 1
fm = U +eUn 1+ el Un (5:2)
where
U, = satisfaction or utility associated with
a particular alternative k
=ag+ Y o Zi (5.3)

Zir 1is the ith characteristic or service attribute of
alternative k (e.g., cost, time, comfort, convenience), and
o, o; are coefficients obtained from the revealed behavior
of users.

The simplest form of the utility function is when the
travel time () and travel cost (c¢) are the only service
attributes considered.

Un - Um = AOLO + al(tn - tm) +OL2(Cn - Cm) (54)

However, equation (5.4) can account for the circum-
stances in which the time is spent by including other
variables, such as the expected number of crashes and
number of speed changes.

Example 5.9 1In this example, the two alternatives are
a toll route and a non-toll route (free route) from
which the traveler must choose. Attributes for each
alternative are travel time, out-of-pocket costs (toll and
fuel consumption), speed changes (SC) and crash costs
(CC). The input data structure for the analysis is shown
in Table E5.9 Show how the value of travel time can be
estimated.

Table E5.8.2 Weighted Travel-Time Values by Vehicle Class

(Dollars/Hour) for Example 5.8

Light-Duty Heavy-Duty

Automobiles Trucks Trucks
On-the-clock trips $2.77 $13.64 $28.39
Off-the-clock trips 12.60 2.48 0.00
Total weighted average 15.37 16.12 28.39
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Table E5.9 Input Data Structure for Toll Route vs. Free Route Example

Number of
Travel Fuel Crash  Speed-Cycle Total Out of Percentage of
Time Toll Cost Cost Changes Pocket Costs Road Users
Alternative 1 Tion Fion Fueloy  CCion SCian Cionl = Fion + Fuely Py
(toll route)
Alternative 2 Tfree F free = 0 Fuelfree CCfree SCfree Cfree = Fuelfree 1 - Ptoll = P free
(free route)
AT AF AFuel ACC ASC AC
Table E5.10 Values for Dependent and Independent Variables Used in Calibration
ASC AT
(No. of Speed Cycle Changes) (min) AC Log 1 — Pop
Sample Py (Free—Toll) (Free—Toll) (Free—Toll) ¢ Pon
1 0.26 7 15.23 —0.52 1.05
2 0.32 9 13.59 —-0.22 0.75
3 0.29 14 12.55 —-0.77 0.90
4 0.30 5 19.83 —0.58 0.85
5 0.26 7 15.85 —0.60 1.05
6 0.34 10 19.24 —0.47 0.66
7 0.24 6 16.21 —0.57 1.15
8 0.27 11 13.67 —1.37 0.99
9 0.28 5 18.01 0 0.94
10 0.26 3 19.19 —1.16 1.05

SOLUTION The differences in utility between the toll
and free route can be expressed as follows:

Ufree - Uloll = (0(0 free — Qo toll) + oy (Tfree - Ttoll)
+ 0QZ(Cfree - Ctoll) + 0(3(CCfree - CCto]l)
+ 0L4(Scfrce - SCto]l)

1

Pyy=—
toll 1 + eUtree=Uton

= (A0 free — A0 toll) + 01 AT +0ap AC

+ o3 ACCH ay ASC (ES.9)

The value of travel time is given by the ratio of the time
and cost coefficients, o /o. The model can also include
terms relating to comfort, scenic appeal, and other factors
that affect the driving environment.

Example 5.10 Travel choice behavior was observed
along 10 locations over a given period during morning
peak hours, where commuters had to choose between a
toll road and a free road. The differences between trip
costs, travel times, and speed-cycle changes are given
in Table E5.10 for all the locations. The fraction of
commuters choosing the toll road over the free road
is also given. Determine the travel-time value (TTV)
per vehicle and per person assuming average vehicle
occupancy of 1.15.

SOLUTION The model given in equation (E5.9) can be
calibrated using the data.

I — Pon

toll

+ i AT + ap AC + a3 ASC

log, = (00 free — A0 toll)

It is assumed that the crash cost is the same on both the
routes and is not a consideration in the decision-making
process.
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The calibrated model using linear regression is as
follows:

1— P
log, Ol — (1.97) — (0.04656) AT
Pron (4.650)  (—2.353)
— (0.146) AC— (0.047) ASC
(—1.590) (—2.986)
R> = 0.648

The numbers in parentheses (#-statistics) indicate that all
the variables are significant. Therefore,

—0.04656
TTV (per vehicle) = & — (7> (60)

(0 5) —0.146
= $19.12/vehicle-h
$19.12

TTV (per person) = = $16.63 /person-h

1.15

(d) Stated Preference Approach (SPA) SPA involves a
willingness-to-pay (WTP) survey of individual travelers
(by polling or using questionnaires), presenting a series of
hypothetical choices closely related to their current modes
of travel through repetitive questioning. The change in
cost of their present mode or route that would be just
sufficient to cause them to switch to the another mode
or route can be determined. Such a cost can be termed
switching threshold.

At relatively little cost and on the basis of a single
experiment, SPA can be used in a wide range of contexts
offering alternatives designed to give numerous credible
trade-off possibilities.

For any two routes or modal alternatives, A and B, the
binary logit model can be represented by

1

PB = 71 + eUAfUB

(5.5)

where

Upr — Ug =Bo+Bi1(ta — 18) + P2(Ca — Cp + STp)
4+ B3(CCs — CCp) (5.6)

Here STy is the switching threshold for alternative B, 75
and C, are the time and cost associated with alternative
A, and g and Cp are the time and cost associated with
alternative B.

CC,, CCg = Crash cost associated with A and B,
respectively.

By including the switching threshold STy in the utility
function, the traveler is made indifferent to any specific

route or mode choice. The point of indifference (which
represents a 50—50 chance of either option being chosen)
occurs when Up — Ug = 0. Hence, equation (5.6) can be
rewritten as

(Ca — Cg + 8Tg) = Mo + N (ta — 1B) + X2(CCx — CCp)
(5.7
The value of travel time is given by the coefficient \;.
There may be some difficulty in measuring the
switching threshold. Some travelers may not be able to
envision and properly weigh the options and reliably
define what their indifference threshold would be unless
they actually experience it. It may be assumed that
underestimates and overestimates given by individuals
cancel out to produce a reasonably accurate average value
of travel time.

Example 5.11 Two travel alternatives are available to
commuters traveling between the downtown and suburbs
of Metropolis city: rapid rail transit (RRT) and a slower
but less expensive surface bus transit (SBT). In a survey,
ten SBT users were asked to indicate the amount of money
(between zero and five dollars, that would have to be paid
to them in order for them to consider RRT as equally
attractive as SBT (in other words, the travelers were asked
to indicate their switching thresholds). The switching
thresholds, and the travel time and cost differentials, are
given in Table E5.11. Calculate travel-time value. Assume
all other attributes are the same for the two modes.

SOLUTION Using the Logit Model,

1

P =
RRT 1 4 eUssr—Urrr

where Pggr is the probability that an individual travels
using RRT and U is the utility attached by an individual
to his or her travel choice. The expression can be rewritten
as

1 — Prer — oUssr—Urrr
Prrr
1 — Prgr
log, <7 = Uspt — Urrr
PRrT

When a traveler considers both modes to be equally
attractive, Psgr = Prrr = 0.5. Hence,

1-0.5
log, = Uspr — Urrr

0.5
0 =Bo + B1(Tsgr — Trrr) + B2[Cser — (Crrr — STRrT)]
Cspr — (Crrr — STRrT) = Mo + M (TseT — TRRT)
AC 4+ STrrT = M + M AT (5.8)
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Table ES.11 Time and Cost Data for Model Calibration and Switching Threshold

Values
AT AC
(mins/trip) ($/trip) STrrr AC + STgrgr
Individual (TIMESBT — TIMERRT) (COSTSBT — COSTRRT) ($/tr1p) ($/tr1p)
1 3.00 —$2.00 1.00 —1.00
2 8.00 —$3.50 1.50 —2.00
3 6.50 —$3.50 1.75 —1.75
4 5.50 —$2.50 1.00 —1.50
5 4.00 —$2.50 1.50 —1.00
6 7.00 —$5.00 2.75 —2.25
7 5.00 —$4.00 2.75 —1.25
8 1.50 —$3.00 2.25 —0.75
9 7.00 —$4.00 2.00 —2.00
10 8.50 —$5.50 3.00 —2.50

where 7; and C; represent the travel time and cost
associated with mode i. The variable AT indicates the
additional time taken by “default” alternative (in this case,
the surface bus transit) compared to other alternative (in
this case, rapid rail transit) for each trip. For each traveler,
the variable AC represents the additional travel cost of
the default alternative relative to the other alternative, and
STrrr represents the traveler’s threshold cost value for
switching from the default alternative (surface bus transit)
to the other alternative (rapid rail). The data for travel time
and cost for the two modes and switching threshold values
are provided in Table ES.11.

Using any standard statistical software, the regression
model shown in Equation 5.8 can be calibrated as follows:

AC + STrrr = 0.194 — (0.251)(AT)  R* =091

(1.14) (—8.93)

The values in parentheses are the t-statistics of the
coefficients. The value of the travel time (per person-hr)
TTV can be calculated using the coefficient of AT

TTV = (0.251)(60) = $15.07 /person-hour

The use of logit models to estimate the travel-time value
can be generalized further by allowing the parameters in
the utility model to vary in the population to account
for random taste heterogeneity (Hess et al., 2004). The
estimated travel-time value using logit models is sensitive
to the model specification. Algers et al. (1998) found that
the travel-time value obtained from ordinary logit model
specification with fixed model parameters as used here
was significantly lower than the value estimated from

mixed logit model specification when the coefficients were
assumed to be normally distributed in the population.

5.4 CONCLUDING REMARKS

With increased globalization, specialization, and trans-
portation seamlessness, it is expected that travel time, as
an evaluation criterion, will play an increasingly impor-
tant role. As noted in a recent publication by the United
Nations (UNESC, 2004), the time costs of international
trade have become more important than the resource costs
of transportation as evidenced by the strong shift to freight
air transport even though air transportation costs, at about
25% of the product value, exceed surface transportation
costs. A major reason for this development is the shorten-
ing of product cycles. These developments concern not
only relatively small high-tech sectors but also labor-
intensive sectors, such as the clothing industry. As such,
proximity to major market areas seems to be an increas-
ingly important determinant for the location of industries
relative to the real wage costs at different locations. The
increased importance of transportation times for interna-
tional and interregional trade indicates the challenge for
transport policy to react to, anticipate, and support these
developments.

SUMMARY

Transportation provides a means for people and goods to
move from one point to another, and travel time is a major
resource that is spent in achieving this goal. Transportation
system interventions are generally expected to result in
increased travel speed (and consequently, reduced travel



116 5  TRAVEL-TIME IMPACTS

time). When the trip is made in less time than before,
the reduction in time, considered as ‘“saved” time, is
used to perform another activity. On the basis of travel
time and cost trade-offs, the value of travel time can be
estimated and the time-reduction benefits of transportation
interventions can be determined. There are countless vital
public and private transportation projects of various modes
where travel-time savings constitute a large fraction of
economic benefits.

In estimating overall travel-time costs or benefits, two
important elements are the amount of travel time and
the unit value of the travel time. Travel time can be
categorized on various bases including trip phase, flow
entity, and clocking status. The overall framework for
assessing travel-time impacts involves consideration of
a base-case scenario and the improvement scenario. The
steps involve establishment of the base year; estimation of
the demand and capacity of the transportation system with
and without intervention; determination of travel speeds
and times; field measurements to determine (or confirm)
travel demand, speeds, and times; determination of vehicle
occupancy rates with/without intervention; calculation of
savings (or increase) in travel-time amounts due to the
intervention; establishing the unit value of travel time;
and calculating the overall cost savings (or increase) in
travel-time costs for all traveler classes, clocking status,
and vehicle classes.

Behavior exhibited by travelers that enable travel-time
valuation are typically in the context of choice between
fast and expensive modes or routes and cheaper, slower
alternatives, and choice between costly activity or resi-
dences located near a workplace and cheaper activity or
residences located far from the workplace. By analyzing
the relative sensitivity of such choices to variations in time
and cost, the implicit value of travel time of travelers can
be identified. The valuation of travel time is considered a
challenging task and may show some inconsistencies due

Table EXS5.3

to reasons such as difficulty in isolating the relationship
between travel-time value and travel characteristics, cost-
liness of data collection, differences between perceived
travel costs and actual travel costs, and lack of a consis-
tent explanation of consumer behavior in situations where
consumption activities involve the expenditure of time as
well as money.

The use of travel time as a transportation investment
performance measure (and consequently, as a criterion
for impact evaluation) is widespread. In some countries,
lack of local information on the value to time savings has
led to the exclusion of travel-time savings in economic
evaluation.

EXERCISES

5.1. The AADT on a 4-mile stretch of I-70 in Marion
County in 2005 was reported as 160,500. The
capacity on the eight-lane freeway is 1750 vehicles
per hour per lane. Plot the hourly travel time
profile for the freeway using the speed look-up table
developed by COMSIS Corporation (Table 5.1). Use
a conversion factor of 1.12 for converting the AADT
to AWDT. A reconstruction project increases the
number of lanes on the freeway to 10 and the
capacity to 1900 vehicles per hour per lane. Calculate
the travel-time savings in the morning peak period
between 8:00 and 9:00 a.m. of the opening year
(2010). The value of travel time is $14.50 per person
per hour in the current year (2005). The CPI index
for 2005 is 160.40 and for 2010 is 190.85. Assume
that the average vehicle occupancy is 1.07 and that
there are 250 working days in the opening year.

5.2. Prove that the value of travel time is given by
the ratio of coefficient of travel time and cost in
the route choice utility model. Assume that the
utility model includes only these two route-specific

Input Data for Wage Rate Based Approach

Unit
Vehicle Percent Travel-Time Average
Trip Hours Miles (dollars) Vehicle
Purpose Saved  Traveled Value Occupancy

Local auto On-the-clock 300 10 1.22
Off-the-clock 90 1.58
Intercity auto  On-the-clock 150 15 1.12
Off-the-clock 85 1.62
Light trucks ~ On-the-clock 60 100 19.49 1.03
Heavy trucks  On-the-clock 80 100 30.43 1.00
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Table EX5.4 Travel Time and Cost Data for Exchange Plot Approach

Tionl — Tfree (min) 4 —6 12 -10 =5 =8 12 10 =5 11
Cioll = Ciee ($)  —0.5 1.75 —1.75 2 15 1 =225 -2 1.8 —1.85

Data for Binary Logit Model to Estimate Travel-Time Value
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Travel Time (min) Travel Cost (dollars)

Fraction Choosing

No. of Speed Changes

Location Route B A B A B A B
1 0.68 13.47 31.51 2.35 1.47 12 22
2 0.72 18.06 32.10 2.36 1.80 10 20
3 0.69 18.34 30.86 2.76 1.69 11 27
4 0.69 16.04 33.76 2.72 1.68 15 23
5 0.74 19.09 31.18 2.81 1.73 14 26
6 0.68 18.09 35.44 2.43 1.66 12 24
7 0.72 16.65 29.87 2.51 1.50 15 23
8 0.73 15.68 27.62 3.15 1.48 10 21
9 0.72 15.34 33.35 2.41 1.79 16 22

10 0.73 16.98 37.74 3.43 1.86 16 21

variables. How does the value of travel time change if
socioeconomic variables of the traveler are included
in the model?

5.3. An economic evaluation has to be performed for a
congestion mitigation project implemented on U.S.
Route-52 in Indiana. The vehicle hours of travel time
saved, unit travel-time value, and the average vehicle
occupancy of each mode are given in Table EX5.3.
Compute the travel-time savings using the plausible
range of travel-time values recommended by USDOT
(Tables 5.4 and E5.7). Assume that the wage rate is
$16.25 for the automobile passengers and that the
fringe benefits are worth $6.44.

5.4. Determine the value of travel time using the
exchange plot method for the travel-time and travel-
cost data in Table EXS5.4, obtained from a stated
preference survey of 10 commuters facing the choice
of a toll road or a free road.

5.5. Determine the value of travel time using the binary
logit model from the route choice data given in Table
EX5.5. Assume an average vehicle occupancy of 1.3.
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APPENDIX A5.1: ESTIMATION OF ROADWAY
CAPACITY USING THE HCM METHOD
(TRB, 2000)

The primary objective of capacity analysis is to estimate
the maximum number of vehicles a facility can accommo-
date with reasonable safety during a specified time period.
The capacity of a roadway segment is highest when all
roadway and traffic conditions meet or exceed their base
values. These base conditions, which are determined using
empirical studies, assume good weather, familiarity of
users with transportation facility, good pavement condi-
tions, and uninterrupted traffic flow. In general, the condi-
tions that prevail on most highways are different from the
base conditions. As a result, the computations of capacity,
service flow rate, and level of service require adjustments.

HCM classifies transportation facilities into two cate-
gories of flow: uninterrupted and interrupted. Freeways

are an example of an uninterrupted flow facility. The
multilane highways and two-lane highways can also have
uninterrupted flow in long segments between two points of
interruption. This appendix summarizes the HCM capacity
analysis methodology for freeways, multilane highways,
and two-lane highways.

(a) Basic Freeway Segments A divided roadway seg-
ment having two or more lanes in each direction, full
access control, and uninterrupted flow irrespective of traf-
fic merging and diverging from ramps is referred to as
a basic freeway segment. The base conditions for basic
freeway segments are as follows:

¢ A minimum lane width of 12 ft

e Minimum right shoulder clearance (between the edge
of the travel lane and objects) of 6 ft

e Minimum median lateral clearance of 2 ft

o Traffic stream comprising passenger cars only

e Five or more lanes in each direction of travel (urban
areas only)

o Interchange spacing greater than 2 miles

e Driver population comprising of users of high
familiarity

o Level terrain (no grades greater than 2%)

As the operating conditions are more restrictive than
the base conditions, the base free-flow speed is adjusted
according to the extent of deviation from the base condi-
tions, resulting in a reduced free-flow speed. Table A5.1.1
shows the relationship between capacity and free-flow
speed for basic freeway segments. It can be noted from
Table A5.1.2 that, given a free-flow speed, the capacity
of a basic freeway segment is the maximum service flow
rate at LOS E. This is because the upper boundary of
the LOS E corresponds to a volume/capacity (v/c) ratio
of 1.0.

Table A5.1.1 Relationship between Free-Flow Speed
and Capacity on Basic Freeway Segments and
Multilane Highways

Basic Freeway Segments Multilane Highways

Free-flow Capacity Free-flow Speed Capacity

Speed(mi/h) (pc/h/In) (mi/h) (pc/h/In)
75 2400 60 2200
70 2400 55 2100
65 2350 50 2000
60 2300 45 1900
55 2250
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Table AS5.1.2 LOS Criteria for Basic Freeway Segments and Multilane Highways

Basic Freeway Segments

Multilane Highways

LOS LOS
Criterion A B C D E A B C D E
FFS = 75 mi/h FFS = 60 mi/h
Maximum Density 11 18 26 35 45 11 18 26 35 40
(pc/mi/ln)
Average Speed (mi/h) 75 74.8 70.6 62.2 533 | 60 60 59.4 56.7 55
Maximum v/c 0.34 0.56 0.76 0.9 1 0.3 0.49 0.7 0.9 1
Maximum Service 820 1350 1830 2170 2400 660 1080 1550 1980 2200
Flow Rate (pc/h/In)
FFS = 70 mi/h FFS = 55 mi/h
Maximum Density 11 18 26 35 45 11 18 26 35 41
(pc/mi/ln)
Average Speed (mi/h) 70 70 68.2 61.5 533 | 55 55 54.9 52.9 51.2
Maximum v/c 0.32 0.53 0.74 0.9 1 0.29 0.47 0.68 0.88 1
Maximum Service 770 1260 1770 2150 2400 600 990 1430 1850 2100
Flow Rate (pc/h/In)
FFS = 65 mi/h FFS = 50 mi/h
Maximum Density 11 18 26 35 45 11 18 26 35 43
(pc/mi/ln)
Average Speed (mi/h) 65 65 64.6 59.7 522 | 50 50 50 48.9 47.5
Maximum v/c 0.3 0.5 0.71 0.89 1 0.28 0.45 0.65 0.86 1
Maximum Service 710 1170 1680 2090 2350 550 900 1300 1710 2000
Flow Rate (pc/h/In)
FFS = 60 mi/h FFS = 45 mi/h
Maximum Density 11 18 26 35 45 11 18 26 35 45
(pc/mi/ln)
Average Speed (mi/h) 60 60 60 57.6 51.1 | 45 45 45 44 .4 422
Maximum v/c 0.29 0.47 0.68 0.88 1 0.26 0.43 0.62 0.82 1
Maximum Service 660 1080 1560 2020 2300 490 810 1170 1550 1900
Flow Rate (pc/h/In)
FFS = 55 mi/h
Maximum Density 11 18 26 35 45
(pc/mi/ln)
Average Speed (mi/h) 55 55 55 54.7 50
Maximum v/c 0.27 0.44 0.64 0.85 1
Maximum Service 600 990 1430 1910 2250

Flow Rate (pc/h/In)
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(b) Multilane Highways The base conditions for multi-
lane highways are as follows:

A minimum lane width of 12 ft

e Minimum total lateral clearance of 12 ft from road-
side objects (right shoulder and median) in the travel
direction

¢ Traffic stream comprising passenger cars only

o Absence of direct access points along the roadway
segment

o Divided highway

e Level terrain (grade less than 2%)

e Driver population comprising of highly familiar
roadway users

o Free-flow speed higher than 60 mi/h

The operating free-flow speed is calculated through
adjustments to the base free-flow speed according to
the prevailing conditions. Procedures for making speed
adjustments are discussed in Appendix AS5.2.

Table AS.1.1 shows the relationship between free-flow
speed and capacity for multilane highways. Again, it is
important to note that the values of capacity correspond
to the maximum service flow rate at LOS E and a v/c
ratio of 1.0.

(¢) Two-Lane Highways The base conditions for two-
lane highways are as follows:

e A minimum lane width of 12 ft

e Minimum shoulder width of 6 ft

o Highway segment with 0% no passing zones

e Traffic stream comprising of passenger cars only

o No direct access points along the roadway

e Level terrain (grade less than 2%)

¢ No impediments to through traffic due to traffic
control or turning vehicles

o Directional traffic split of 50/50

The capacity for extended lengths of two-lane highway
segments under base conditions is 3200 passenger cars
per hour combined for both directions. For short lengths of
two lane highways, such as bridges or tunnels, the capacity
varies from 3200 to 3400 passenger cars per hour for both
directions of travel combined.

Example A5.1 Determine the capacity (per lane) on a
six-lane divided urban freeway. The free-flow speed was
found to be 57.5 mi/h after adjustments for lane width,
lateral clearance, number of lanes, and interchange density
were made to the base free-flow speed.

SOLUTION From Table A5.1.1, the capacity corre-
sponding to a free flow speed of 55 mi/h is 2250 pc/h

and corresponding to 60 mi/h is 2300 pc/h. Interpolating
linearly, the capacity corresponding to a free-flow speed of
57.5 mi/h will be 2275 pc/h for each lane on the six-lane
divided urban freeway.

Alternatively, Exhibit 23-15 on Page 23-14 in HCM
(2000) could be used to determine the capacity of the basic
freeway segment on the basis of its interchange spacing
(in miles) and number of lanes.

APPENDIX AS5.2: ESTIMATION OF ROADWAY
OPERATING SPEEDS USING THE HCM
METHOD (TRB, 2000)

Given the travel demand and system capacity from step 3,
the travel speeds can be estimated for both the base
case and the case under investigation. This may be
done using network-wide travel demand modeling for an
overall network (which yields results for each link in the
network) or solely for a single link. Even where only
a single route or link is under investigation, network-
level analyses are typically preferred, because unlike the
project-level speed estimation, they typically give due
cognizance to trips diverted to or from other routes
from or to the facility under the improvement scenario.
The vital overall contribution of travel speeds to an
evaluation of transportation effects is evidenced in its due
consideration to a wide range of impact types, such as
vehicle operating costs, vehicular emissions, noise, and
energy use. Besides field monitoring, travel speeds may
be estimated using approaches provided in the HCM or
using the COMSIS method as discussed in Section 5.2.
This appendix discusses the HCM method.

The free-flow speed is the mean speed of passenger
cars measured under low-to-moderate flows (under 1300
pephpl). Speeds on a specific freeway section are expected
to be virtually constant in this range of flow rates. The
free-flow speed can be estimated indirectly on the basis
of the physical characteristics of the freeway section under
investigation. These physical characteristics include lane
width, right-shoulder lateral clearance, number of lanes,
and interchange density. The following equation can be
used for the estimation of free-flow speed:

For basic freeway sections:

FFS = FFS; — fiw — fic — fv — fip
For multilane rural and suburban roads:

FFS = FFS; — Fyy — Fiw — FLc — Fa

where FFS = estimated free-flow speed (mph)
FFS; = estimated ideal free-flow speed, 70
or 75 mph
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Jfiw = adjustment for lane width
fiLc = adjustment for right-shoulder lateral
clearance
fnv = adjustment for number of lanes
(not applicable to multilane roads)
Jfip = adjustment for interchange density
(not applicable to multilane roads)
Fy = adjustment for median type
(not applicable to freeways)
F, = adjustment for access points
(not applicable to freeways)

HCM recommends that an ideal free-flow speed of
75 mph can be assumed for rural freeways. For urban
and suburban freeways, the recommended ideal free-flow
speed is 70 mph.

(a) Adjustment for Median Type The first adjustment to
free-flow speed relates to the median type. This adjustment
is not required for free-flow speed on freeways. For rural
and suburban multilane roads, the adjustment factors are
given in Table A5.2.1.

(b) Adjustment for Lane Width The ideal lane width
is 12 ft. The ideal free-flow speed is reduced when
the average width across all lanes within a freeway
section is less than 12 ft. Adjustment factors to reflect

the effect of narrower average lane widths are provided
in Table A5.2.2.

(¢) Adjustment for Right Shoulder Lateral Clearance

According to the HCM, the ideal lateral clearance is 6 ft
or greater on the right side and 2 ft or greater on the

Table AS5.2.1 Adjustment Factors for Median Type

Reduction in Free-Flow

Median Type Speed (mph)

Undivided highways 1.6
Divided highways 0

Table A5.2.2 Adjustment Factors for Lane Width

Reduction in Free-Flow Speed

Lane Width
(ft) Freeways Multilane Roads
>12 0.0 0.0
11 1.9 1.9

10 6.6 6.6

median or left side. The ideal free-flow speed has to be
adjusted if these requirements are not met. There are no
adjustment factors to reflect the effect of median lateral
clearance of less than 2 ft. However, lateral clearance of
less than 2 ft on either the right or left sides is often rare.
The adjustment factors for right shoulder lateral clearance
are shown in the Table A5.2.3.

For rural and suburban multilane roads, adjustment fac-
tors are given for the total lateral clearance (Table A5.2.4),
which is the sum of the lateral clearances of the median
(if greater than 6 ft, use 6 ft) and right shoulder (if greater
than 6 ft, use 6 ft).

(d) Adjustment for Number of Lanes Freeway sections
with five or more lanes in one direction are considered
ideal with respect to the free-flow speed. When there are
fewer than five lanes, the free-flow speed is less than ideal.

Table AS5.2.3 Adjustment Factors for Right
Shoulder Lateral Clearance

Reduction in Free-Flow
Speed (mph)

Right Shoulder Lateral Lanes in One Direction

Clearance (ft) 2 3 4
>6 0.0 0.0 0.0
5 0.6 0.4 0.2
4 1.2 0.8 0.4
3 1.8 1.2 0.6
2 2.4 1.6 0.8
1 3.0 2.0 1.0
0 3.6 2.4 1.2

Table AS5.2.4 Adjustment Factors for Total Lateral
Clearance

Four-Lane Highways Six-Lane Highways

Total Lateral Reduction in Total Lateral Reduction in

Clearance Free-Flow Clearance Free-Flow

(ft) Speed (mph) (ft) Speed (mph)
12 0 12 0
10 04 10 04

8 0.9 8 0.9

6 1.3 6 1.3

4 1.8 4 1.7

2 3.6 2 2.8

0 54 0 3.9
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Table AS5.2.5 Adjustment Factors for Number
of Lanes

Table AS5.2.7 HCM-Recommended Access Point
Density for Different Types of Developments

Reduction in Free-Flow
Speed (mph)

Number of Lanes
(One Direction)

Access Points per Mile

Type of Development (One Side of Roadway)

>5 0.0
4 1.5
3 3.0
2 4.5

Adjustment factors to reflect the effect of the number of
lanes on ideal free-flow speed are shown in Table A5.2.5.
Only mainline lanes (basic and auxiliary) are considered
in the determination of number of lanes. For example,
HOV lanes are not included. These adjustment factors
were computed on the basis of data collected on urban and
suburban freeway sections and do not reflect conditions
on rural freeways which typically carry two lanes in each
direction. Hence, the value of the adjustment factor for
rural freeways is taken as zero.

(e) Adjustment for Interchange Density  The ideal inter-
change density according to the HCM is 2-mile
interchange spacing. If the density of interchanges is
greater, the ideal free-flow speed is reduced. The HCM-
recommended adjustment factors for interchange density
are given in Table A5.2.6. An interchange is defined as
having at least one on-ramp. Hence, interchanges with
only off-ramps are not considered in determining inter-
change density. Interchanges considered should include
typical interchanges with arterials or highways and major

freeway to freeway interchanges.
(f) Adjustment for Access Point Density This adjustment

factor is applicable to rural and suburban multilane roads.
It is not applicable to freeways. When the data on the

Table A5.2.6 Adjustment Factors for Interchange
Density

Reduction in Free-Flow

Interchanges per Mile Speed (mph)

<0.50 0.0
0.75 1.3
1.00 2.5
1.25 3.7
1.50 5.0
1.75 6.3
2.00 7.5

Rural 0-10
Low-density suburban 11-20
High-density suburban 21 or more

Table A5.2.8 Adjustment Factors for the Effects of
Access Point Density on Free-Flow Speed

Reduction in Free-Flow

Access Points per Mile Speed (mph)

0 0.0

10 2.5

20 5.0

30 7.5

40 or more 10.0

number of access points on the highway section is not
available, the HCM recommends the use of the values
shown in Tables A5.2.7 and A5.2.8, depending on the type
of development.

Example A5.2 Determine the ideal free-flow speed on
a 6-mile urban freeway section with three lanes in each
direction, a lateral clearance of 4 ft on the right and left
sides and with a lane width of 11 ft over the entire section.
There are six interchanges within the section.

SOLUTION Assuming an ideal free-flow speed of
70 mph on the urban freeway under consideration, the
free-flow speed on the freeway section can be calculated
using the equation

FFS = FFS; — fiw — fic — fn — fip

where

Factor due to lane width, 2.0 mph (refer to
fiw Table A5.2.2)
Factor due to right shoulder 0.8 mph (refer to
lateral clearance, fic Table A5.2.3)
Factor due to number of 3.0 mph (refer to
lanes, fy Table A5.2.5)
Interchange density, ID 6 interchanges over
6 miles of freeway
1 interchange per mile



Factor due to interchange 2.5 mph (refer to
density, fip Table A5.2.6)

Hence, the free-flow speed on the given freeway section is

FFS=70-2-0.8—-3.0—-2.5=61.7 mph

Table A5.3.1 Values of Passenger Travel Time ($/h)
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APPENDIX AS.3: TRAVEL TIMES USED IN
WORLD BANK PROJECTS

Tables A5.3.1 and AS5.3.2 list the values of passenger and
crew travel times, respectively, that have been used in
World Bank projects.

Motor-

Year Country cycle Car Pick-up Bus Truck Rail Project

1992 Venezuela 2.72 2.14 1.66 Urban Transport
(Caracas only)

1996 Uruguay 1.10 1.10 0.29 National Road
Network Analysis
(1996-1999 Plan)

1996 Ukraine 0.15 Urban Transport

1993 Tunisia 1.07 0.48 0.48 Urban Transport II

1983 Tunisia 0.33 0.33 0.33 0.33 0.33 Urban Transport II

1975 Thailand 1.00 1.50 0.50 Bangkok Traffic
Management

1990 Sri Lanka 0.41 0.82 0.16 0.16 Colombo Urban
Transport

1993 St. Lucia 1.14 1.49 0.91 1.10 West coast road study

1994 Russia 0.35 Urban Transport

1993 Perud 0.69 0.69 0.69 0.69 0.69 0.69 Transport
Rehabilitation
(Road Component)

1995 Lebanon 1.72 2.59 1.24 National Roads

1995 Latvia 1.80 Municipal Services
Development (Riga
UT component)

1994 South Korea 2.57 1.70 Pusan Urban Transport
Management

1987 South Korea $0.50 to $1.5 per passenger-hour for work- Kyonggi Regional

related trips Transport

1984 South Korea 1.65 0.45 0.90 Seoul Urban
Transportation

1995 Kenya 1.24 0.24 0.24 Urban Infrastructure

1993 Jordan Transport III

1992 Jordan Swaileh—Queen Alia
International
Airport Road

1983 Jordan 1.26 1.26 1.26 1.26 Amman Transport and
Municipal
Development

1985 Indonesia 2.06 2.06 0.42 Regional Cities Urban
Transport

1996 India 1.00 0.75 Andra Pradesh State
Highway

(continued overleaf’)
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Table A5.3.1 (continued)

Motor-

Year Country cycle Car Pick-up Bus Truck Rail Project

1994 India 0.58 0.62 0.56/0.24 National Highway III

1991 Honduras 0.60 0.60 0.14 Road Rehabilitation
and Maintenance

1992 Guatemala 0.80 1.00 0.28 Road Maintenance
Program

1995 Ghana 0.05 0.05 0.05 0.05 Highway Sector
Investment Program

1996 Dominican 0.73 National Highway

Republic

1981 Cote d’Ivoire 0.67 0.67 0.67 0.67 0.67 Urban II

1995 Colombia 1.72 0.32 0.32 Bogota Urban
Transport

1996 China 0.12 0.12 0.12 0.12 0.12 Tianjin Urban
Development and
Environment

1993 China 0.33 0.33 0.33 0.33 0.33 Shanghai Metropolitan
Transport II

1990 China Working time at $0.20/h and nonpaid time Medium-Sized Cities

at $0.05/h Development

1989 China 0.20 0.20 0.20 0.20 0.20 Shanghai Metropolitan
Transport I

1987 Cameroon 1.47 1.47 Urban II (Douala
Infrastructure
Component)

1989 Burkina Faso 0.63 0.63 Urban II

1995 Brazil 4.46 1.28 0.78 Recife Metropolitan
Transport
Decentralization

1979 Brazil 0.71 0.15 0.22 Urban Transport II
(Porto Alegre)

1993 Bangladesh 0.91 0.91 0.35 Jamuna Bridge

1990 Bangladesh 0.57 0.43 0.23 0.23 Road Rehabilitation
and Maintenance II

Source: Gwilliam (1997).

Table A5.3.2 Values of Crew Travel Time ($/h)

2-Axle 3-Axle >3-Axle

Year Country Car  Pick-up Mini-bus Bus  Truck Truck Truck Project

1992  Venezuela 1.39 1.39 1.39 1.39 1.39 1.39 1.39 Urban Transport
(Caracas only)

1993  Spain 42.29 21.14 25.36 22.86 Catalunya Highway

Maintenance and
Rehabilitation

(continued overleaf’)
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Table A5.3.2 (continued)

2-Axle 3-Axle >3-Axle

Year Country Car Pick-up Mini-bus Bus Truck Truck Truck Project

1991 Sierra Leone 0.47 0.47 0.47 0.47 Road Rehabilitation and
Maintenance

1993 St. Lucia 2.49 2.49 2.99 3.46 3.94

1993 Nigeria 0.25 0.25 1.41 0.47 0.47 0.98 Multistate Roads II

1987 Niger 1.05 1.05 1.73 1.73 2.79 National Transport
Investment Program

1994 Nepal 0.40 0.84 0.54 Road Maintenance and
Rehabilitation

1992 Mexico 1.33 3.87 1.67 333 3.33 Trunk Roads Network
Maintenance Strategy

1995 Lebanon 2.79 2.67 2.67 2.67 National Roads

1995 Kenya 0.51 0.65 0.98 1.31 1.93 Urban Infrastructure

1993 Jordan 1.02 1.81 1.81 1.81 Transport IIT

1992 Jordan 1.02 1.02 1.02 1.02 1.81 1.81 1.81 Swaileh—Queen Alia
International Airport
Road

1996 India 0.40 1.80 1.80 1.80 Andhra Pradesh State
Highway

1994 India 0.44 1.02 0.87 1.04 1.04 National Highway III

1991 Honduras 0.39 0.96 0.96 1.35 Road Rehabilitation and
Maintenance

1992 Guatemala 1.00 1.50 1.90 1.25 1.25 1.25 Road Maintenance
Program

1995 Ghana 0.28 0.28 0.56 0.56 0.56 0.56 Highway Sector
Investment Program

1996 Dominican 1.09 0.93 1.09 1.09 National Highway

Republic

1989 Chile 1.00 3.00 1.20 1.80 Road Sector II

1985 Chile 1.00 3.00 1.20 1.80 Road Sector I

1987 Cameroon 5.52 Urban II (Douala
Infrastructure
Component)

1994 Brazil 3.29 2.32 232 2.81 State Highway
Management II

1993 Bangladesh 0.84 0.70 Jamuna Bridge

1990 Bangladesh 0.46 0.46 1.03 1.03 0.83 0.83 0.83 Road Rehabilitation and
Maintenance II

1994 Algeria 2.96 2.76 3.57 3.37 Highway VI

Source: Gwilliam (1997).



CHAPTER 6

Evaluation of Safety Impacts

I am prepared for the worst, but hope for the best.
— Benjamin Disraeli (1804—1881)

INTRODUCTION

Transportation projects generally have a direct or indi-
rect safety component that reduces the rate or severity
of crashes. As such, safety enhancement is considered a
key aspect of user benefits associated with physical or
policy changes in a transportation system. In the period
1992-2002, approximately 40,000 to 45,000 fatalities per
year were experienced on the U.S. transportation sys-
tem. Of this, 90 to 95% was highway-related (USDOT,
2004). As seen in Figure 6.1, for every 100,000 residents
in 2002, highways had a fatality rate of approximately
15 deaths, while railroads had 0.33. In the figure, the
fatality statistics for air transportation include air car-
rier service, commuter service, air taxi service, and gen-
eral aviation; for the highway mode, fatalities include all
types of highway motor vehicles, bicycles, and pedes-
trians. Railroad fatalities include deaths from railroad
highway—rail grade-crossing incidents. For transit fatal-
ity statistics, the modes considered include: motor bus,
heavy rail, light rail, commuter rail, trolley bus, aerial
tramway, automated guideway transit, cablecar, ferry boat,
and monorail. Waterborne fatalities include those due to
vessel- or non-vessel-related incidents on commercial and
recreational vessels. Pipeline facilities include hazardous
liquid and gas pipelines.

For people under 65 years of age, the Center for
Disease Control has ranked transportation accidents as the
third-leading cause of death in the United States (after
cancer and heart disease) each year from 1991 to 2000
(USDHHS, 2003). During those years, an annual average
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of nearly 36,000 people under 65 lost their lives due to
transportation accidents. A far larger number of people
are injured than killed; an estimated 3.0 million people
suffered some type of injury involving passenger and
freight transportation in 2002, and a majority of these
injuries (98%) resulted from highway crashes (USDOT,
2004).

The economic cost of transportation crashes, which is
borne by individuals, insurance companies, and govern-
ment, consists of loss of market productivity, property
damage, loss of household productivity and workplace
costs. Intangible costs include pain and suffering, and
loss of life. The costs of crashes can be very high. For
instance, motor vehicle crashes in the United States cost
an estimated $230 billion in 2000, representing approx-
imately $820 per person or 2% of the gross domestic
product (USDOT, 2004).

Within the highway mode, safety problems are most
pernicious at roads in rural areas and at roads that
have only one lane in each direction. Most of these
roads were designed and built many decades ago
using standards that have become outdated. As such,
they are generally characterized by operational and
safety deficiencies arising from inadequate road geom-
etry, driver information deficiencies, lack of passing
opportunities, and traffic conflicts due to driveways.
Transportation projects typically include interventions
to upgrade these and other facilities to acceptable
standards.

In this chapter we present a procedural framework that
can be used by analysts to assess the safety impacts
of transportation investments. Much of the discussion
focuses on the highway mode, because compared to
all other modes, highway safety continues to be the
major transportation safety problem. Nevertheless, the
general concepts discussed here are applicable to other
modes of transportation. We first present the basic
taxonomy associated with transportation safety, briefly
discuss the factors that affect crashes, identify possible
safety projects, and present evidence of the agency costs
and effectiveness (user benefits) of various project types.
Then the procedural framework for safety evaluation is
presented. This essentially comprises the product of two
elements: change in crash frequency after the proposed
transportation intervention, and unit crash monetary costs.
Crash frequency or its reduction can be estimated using
crash relationships (rates, equations), developed from
national data or preferably, recent local data. We also
identify existing software packages that may be used or
customized for safety evaluation of highway projects and
list some current resources for safety evaluation.

127
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Figure 6.1 Transportation fatality distribution by mode 2002. (From USDOT, 2004.)

6.1 BASIC DEFINITIONS AND FACTORS OF
TRANSPORTATION SAFETY

6.1.1 Definition of a Crash

The most basic unit for measuring transportation safety is
a crash. A crash can be defined as a collision involving
at least one moving transportation vehicle (car, truck,
plane, boat, railcar, etc.) and another vehicle or object.
Transportation crashes are typically caused by factors
such as driver, pilot, or operator error, mechanical failure,
and poor design of the guideway, roadway, waterway,
or runway. A crash can also involve noncollision off the
transportation path, such as a vehicle rollover.

6.1.2 Transportation Crashes Classified by Severity

On the basis of severity, transportation crashes are broadly
classified into three categories:

1. A fatal crash is one where the highest casualty level
is a fatality.

2. An injury crash is one where the highest casualty
level is a nonfatal injury.

3. A property-damage-only crash is one that involves
a loss of all or part of the transporting vehicle and/or
property, but no injury or fatality.

Transportation crashes can also be scaled on the basis
of the extent of injury. For example, for highway crashes,
two commonly used injury scales are the abbreviated
injury scale (AIS) and the KABCO injury scale.

(a) Abbreviated Injury Scale for Crash Severity Intro-
duced in 1969 by the Association for the Advancement
of Automotive Medicine, the AIS is an anatomical scor-
ing system and ranks injuries on a scale that represents
the “threat to life” associated with an injury (Table 6.1).
The AIS score of the most life-threatening injury [i.e., the
maximum AIS or (MAIS)] is often used to describe the
type and extent of injury sustained by one or more persons
involved in the crash.

(b) KABCO Injury Scale Established by the American
National Standards Institute, the KABCO injury scale
(Table 6.2) is designed for police coding of crash details
at a crash scene. The coding does not require medical
expertise—the police officer at the crash scene assesses
the sustained injuries and assigns a code depending on
the level of severity. The KABCO system has faced
some criticism because it does not always classify injuries
classification in a consistent manner (e.g., the code assigns
equal severity to a broken arm and a severed spinal cord).
Therefore, in a bid to reduce the variability in reporting,
the National Highway Traffic Safety Administration
(NHTSA) uses both AIS and KABCO scales to describe
transportation injuries.

6.1.3 Categories of Factors Affecting Transportation
Crashes

Figure 6.2 shows the categories of factors that affect the
frequency and severity of transportation crashes. This is
followed by a brief discussion of each factor category.



Table 6.1 Abbreviated Injury Scale
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Code Severity Description

AIS 6 Fatal Loss of life due to decapitation, torso transaction, massively crushed
chest, etc.

AIS 5 Critical Spinal chord injury, excessive second- or third-degree burns, cerebral
concussion (unconscious more than 24 hours)

AlS 4 Severe Partial spinal cord severance, spleen rupture, leg crush, chest wall
perforation, cerebral concussion (unconscious less than 24 hours)

AIS 3 Serious Major nerve laceration; multiple rib fracture, abdominal organ contusion;
hand, foot, or arm crush/amputation

AlS 2 Moderate Major abrasion or laceration of skin, cerebral concussion finger or toe
crush/amputation, close pelvic fracture

AIS 1 Minor Superficial abrasion or laceration of skin, digit sprain, first-degree burn,
head trauma with headache or dizziness

AIS 0 Uninjured No injury

Source: Blincoe et al. (2002).

Table 6.2 KABCO Scale for Crash Severity

Code Severity

Injury Description

Any injury that results in death within 30 days of crash occurrence
Any injury other than a fatal injury which prevents the injured person

from walking, driving, or normally continuing the activities the
person was capable of performing before the injury occurred (e.g.,
severe lacerations, broken limbs, damaged skull)

Any injury other than a fatal injury or an incapacitating injury that is

evident to observers at the scene of the crash in which the injury
occurred (e.g., abrasions, bruises, minor cuts)

Any injury reported that is not a fatal, incapacitating, or

nonincapacitating evident injury (e.g., pain, nausea, hysteria)

K Fatal

A Incapacitating

B Injury evident

C Injury possible

(0] Property damage only

property

Property damage to property that reduces the monetary value of that

Source: NSC (2001).

(a) Environmental Factors Environmental conditions
such as poor visibility, high winds, rain and snow storms,
ice on a roadway or runway or on airplane wings, animals
that cross vehicle paths, and birds that get sucked into
plane engines are significant factors of transportation
crashes.

(b) Engineering Factors Unfavorable roadway or guide-
way geometry (e.g., dimensions, alignment, sight dis-
tances) and topography (e.g., steep grades, mountain
passes) are often associated with frequent crashes. Also,
the poor condition of roadway or runway pavement sur-
faces (surface defects, low skid resistance, and so on)

and of the guideway (deteriorated, deformed, or cracked
guideway elements) can lead to crashes. Furthermore, for
surface transportation, the absence of crash barriers at
high embankments and other hazardous sites contribute
to crash occurrence. The operational or usage characteris-
tics of the transportation facility also influence the crash
experience. For example, crash rates may be expressed
as a function of the congestion level of the transportation
facility (AASHTO, 2003). The analysis of safety impacts
of transportation investments proceeds on the premise that
such investments, besides their primary objective of facil-
ity preservation or capacity expansion, also enhance user
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Figure 6.2 Factors affecting transportation crash occurrence and severity. (Photo courtesy of
Peter Gene, Creative Commons Attribution-ShareAlike 2.0.)
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Figure 6.3 Engineering factors of highway transportation crashes.

safety. Interventions typically result in improved physical
characteristics and dimensions and enhanced operational
performance of the transportation facility, and the safety
benefits of interventions are more visible particularly
where the preintervention features are below established
standards. The engineering factors that affect highway
traffic safety are shown in Figure 6.3.

The safety impacts of changes in engineering factors
are typically expressed in terms of crash reduction
factors or accident modification factors. A crash reduction
factor indicates the extent by which crashes are reduced
in response to a specific intervention or improvement

that enhances the safety-related engineering features of
the facility. For example, if the crash reduction factor
of shoulder widening is 10%, a road section that
currently has narrow shoulders and experiences 50 crashes
per year can be expected to have a reduction of 5
crashes per year after shoulder widening. An accident
modification factor for a certain safety condition (e.g.,
addition of shoulders) is a factor that is multiplied with
the number of crashes predicted for a base situation
(e.g., absence of shoulders) to obtain the number of
crashes that can be expected for the alternative situation
(presence of shoulders). For highway transportation,



improvements include enhancements to the carriageway,
shoulder, median, alignment, roadside hazard elimination,
and traffic control devices. Also technological devices
may be embedded in the facility or placed in vehicles to
serve as warning devices in case of hazardous situations.
In many cases, the extent of crash reduction is not fixed
but varies, depending on the extent of the improvement
and the defect severity (e.g., widening a narrow lane by
2 ft may yield a higher crash reduction than widening
the same lane by 1 ft; also, widening a narrow lane by
1 ft may yield a higher crash reduction than widening
a wide lane by the same margin). Typically, crash
reduction functions are discussed from the perspective
of engineering improvements, but the concept could be
extended to improvements in other crash factors, such as
policy, enforcement, vehicle, and operator characteristics.

From the perspective of transportation systems evalua-
tion, engineering factors are considered particularly per-
tinent because (a) enhancements in such factors can help
reduce the crash contributions of the other crash factors
(for example, enhanced facility condition or alignment
renders the overall transportation operating environment
more forgiving of operator error or limitations, vehicle
inadequacies, and poor environmental conditions) and (b)
engineering factors, to a greater extent compared to other
crash factors, are within the direct control of transportation
agencies.

(c) Policy Factors Recent years have seen increased
attention to national policies such as sobriety laws for
airline pilots, truck and transit operators, a 10-hour driving
limit for truck drivers, seat belt use, and helmet use
(for motorcycles). The most visible, yet probably most
contentious policy factor in highway safety is that of
speed limits. Policies that result in changed speed limits or
establishment of speed differentials by vehicle class may
lead to changes in crash rates and severities, depending
on highway functional class, crash severity type, existing
speeds, and other factors. Other policy factors that may
influence safety include the managed lanes concept, which
reduces the size heterogeneity of traffic—a traffic stream
that is comprised of vehicles of uniform size may be safer
than one that consists of vehicles of different sizes.

(d) Driver Characteristics Crashes are also influenced
by characteristics of drivers, operators, and pilots of
transportation vehicles, such as age and gender (Islam
and Mannering, 2006), experience, and alcohol or drugs.
Kweon and Kockleman (2003) showed that in road
transportation, for example, young and middle-aged men
are slightly more likely to have a crash than their
female counterparts, but the opposite is true for older
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age groups. Also, younger and older drivers tend to have
relatively high crash rates per vehicle-mile. Furthermore,
professional drivers (operators of trucks, buses, taxis, etc.)
generally have low “per mile” crash rates but relatively
high “per vehicle-year” crash rates because of their
relatively large amounts of travel. Intoxicated drivers tend
to have crash rates (crashes per vehicle-mile) that far
exceed those of sober drivers; approximately one-third of
all traffic fatalities involve at least one intoxicated driver.

(e) Vehicle or Mode Characteristics Vehicle design
features affect crash frequency and severity. Differences
in size, weight, and shape of vehicles in a traffic stream
can increase the likelihood of collisions. Also, occupants
in passenger cars are twice as likely to have fatalities as
those in larger and heavier vehicles. Newer vehicles tend
to have design features and safety equipment that provide
greater crash protection than that of older models, thus
reducing crash severity, if not frequency. Recent research
suggests that some drivers in vehicles with more safety
features tend to drive more aggressively thus offsetting
the intended benefits of safety features (Winston et al.,
2006). Buses and other transit vehicles tend to have low
crash rates per mile and have low injury rates for their
occupants. Sport utility vehicles and large vans tend to
have a high rate of rollover crashes, and motorcyclists,
bicyclists, and pedestrians tend to have greater injuries
when involved in a crash.

(f) Enforcement Factors The frequency of patrols and the
establishment of effective driver education and licensing
restrictions generally help to improve safety. Also, the
higher severity of penalties for traffic infractions generally
tends to encourage operator responsibility and thus can
increase traffic safety.

6.2 PROCEDURE FOR SAFETY IMPACT
EVALUATION

For purposes of evaluating the safety impacts of trans-
portation projects (by comparing the “with” and “with-
out improvement” scenarios), this chapter focuses on the
engineering factors. The overall framework (Figure 6.4)
revolves around three tasks:

1. Estimating the extent to which relevant engineering
factors (or aggregated combination thereof) would
be changed (such as lane-width increase)

2. Ascertaining the impact of each unit change of the
engineering factor on crash reduction

3. From the results of tasks 1 and 2, computing the
overall change in crashes expected due to the given
intervention
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Figure 6.4 Framework for estimating safety impacts of transportation interventions.

The alternative to the use of crash reduction factors is
one that involves an implicit or explicit combination of
factors (such as road class) where existing crash rates
or equations are used to determine the safety levels
(number of crashes) for the “with improvement” and
“without improvement” states of the facility. The steps
of the framework for evaluating the safety impacts of
transportation improvements are presented next.

Step 1: Define the Analysis Area Typically, only
a specific transportation facility (e.g., road section or
intersection) is analyzed. At the network level, the safety
impacts of a systemwide transportation policy or other

intervention can be evaluated by dividing the network into
individual facility (or families of facilities) and carrying
out the analysis for each facility.

Step 2: Describe the Intervention

(a) Transportation Intervention A transportation inter-
vention or improvement may expand the capacity of
the transportation system; improve the operational per-
formance of the system; preserve the fixed assets by
improving, for instance, roadway, runway, or guideway
condition; upgrade the transportation facility to a higher
class; preserve rolling stock (to improve the condition of
mobile assets, thus lessening the likelihood of mechanical
failure); or a policy-related intervention.



(b) Approach for the Evaluation There are two alterna-
tive approaches to determining the safety impacts of an
intervention: crash rate/crash equation approach, and the
crash reduction factor approach.

The choice of approach is dictated by the type of
data and models that are available. Where only crash
rates or crash equations are available, using the crash
rate/crash equation approach (see the left-hand shaded box
in Figure 6.4) may be preferable. Where detailed crash
reduction factors for each engineering factor are available,
the crash reduction factor approach can be used (see the
right-hand shaded box in Figure 6.4).

Steps 3 to 6: Estimate the Crash Frequency Steps 3
to 6 involve estimation of the number of crashes with
and without the improvement. There are a number of
ways of doing this (see step 2): Using crash rates, crash
equations with and without accident modification factors,
or crash reduction factors (Figure 6.5). For the crash rates,
the constant a is the crash rate for each category of
facility. For the crash equations, the variable VMT is a
measure of exposure in terms of traffic volume (AADT)
and section length, and the vector X; refers to various
engineering features, such as the width of a lane, shoulder,
or median; shoulder type; horizontal and vertical curve
characteristics; and left-turn provisions. Most engineering
features have an associated factor for crash reduction or
accident modification (Appendix A6).

(a) Crash Rate—Crash Equation Approach Details of
this approach are as follows:

1. Establish the function that gives the expected
safety levels of each family of facilities. This
may be in the form of average crash rate values
(crashes per VMT, crashes per mile, or crashes
per AADT) (examples provided in Table 6.3), or
regression equations that estimate crash frequencies
or rates as functions of the operating and physical
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characteristics of the facility (examples provided in
Table 6.4).

2. Determine the values of the independent variables
(representing the state of each engineering factor)
as they pertain to the facility in question. If the
crash rate method is being used, this step involves
determination of the exposure or usage. For example,
Figure 6.5 shows the determination of the number of
crashes if VMT is used as a measure of exposure.
If a regression equation is being used, determine the
values of each variable in the regression equation,
such as section VMT, lane width, shoulder type, and
so on. This is done for both the base case (without
the improvement) and the intervention case (with the
improvement).

3. Substitute the given levels of the independent
variables or exposure into the crash equation or crash
rates to determine the total safety levels (number
of crashes). This is done for both the without-
improvement and with-improvement situations. For
the existing without-improvement situation, the
actual number of crashes, if known, may be used
instead of estimating it from the table or the
equation. Due to data aggregation, the crash rate
approach may yield less precise estimates of safety
impacts than the crash equation approach.

Example 6.1 A 6-mile urban “minor arterial” highway
section is to receive major upgrading that will improve the
design standards to the freeway and expressway category.
Assume that crash reduction factors for the individual
treatments associated with the upgrade are unknown, and
crash prediction equations for both facility types are
not available. Estimate the number of crashes with and
without the upgrade. Assume traffic volumes of 7520 and
7800 vehicles per day (vpd) before and after the upgrade,
respectively.

Crash Reduction Estimation Approaches

|

Crash Rates

N

Standard With AMF

Crashes = a x VMT

Crash Equations

TN

Standard

Crashes = ax VMT x AMF  Crashes = f(VMT, X))

! !

Crash Reduction Factors

With AMF

Crashes = f(VMT, X)) x AMF

Figure 6.5 Approaches for estimating reduction of crash frequency (for steps 3 to 6).
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Table 6.3 Motor Vehicle Traffic Fatality and Injury Rates by Functional Class

Number of Crashes
(per 100 million VMT)

Area Class Functional Class Fatal Non-Fatal
Rural Interstate 1.05 25.08
Other principal arterial 1.96 50.87
Minor arterial 2.33 70.52
Major collector 2.51 86.79
Minor collector 3.16 106.02
Local 3.52 147.79
Urban Interstate 0.56 46.56
Other freeway & expressway 0.75 68.60
Other principal arterial 1.30 124.69
Minor arterial 1.08 126.89
Collector 1.00 104.95
Local 1.33 194.40

Source: FHWA (1998).

Table 6.4 Selected Crash Estimation Functions

Facility Equation
3.0234 (V;/Cy) — 1.11978 (V;/C})?

Urban freeways BAC = 100 V1/C) Wi/ 1)2 1
(AASHTO, 2003) 3.0234 (Vy/ Cp) — 1.11978 (Vy/ Co)

9% AC = percentage change in crash rate (crashes per VMT)
Vo, Co = volume and capacity of highway without improvement (pcphpl)
Vi, Ci = volume and capacity of highway with improvement (pcphpl)

Urban, four-leg Total crashes
signalized Y = e~ 3428(X)0224(X,)%5%3 exp(0.063X 19 + 0.622X20 — 0.2X2; — 0.310X5 — 0.13X 5,
intersections (Bauer —0.053X 6 — 0.115X,; — 0.225X3 — 0.13X7)

and Harwood, 2000)

Fatal + injury crashes

Y = 6_5'745(X1)0'215(X2)0'574 exp(—0.051X19 + 0.4X20 — 0240X21 — 0290X5
—0.155X7, — 0.163X3 — 0.151X,7 4+ 0.005X4)

Y = expected number of total multiple-vehicle accidents in a three-year period

X and X, = average daily traffic (veh/day) on minor and major road, respectively

X9 = pretimed signal timing design

X5 = fully actuated signal timing design

X1 = 1 if multiphase (>2) signal timing, O otherwise

Xs =1 if no access control on major road; O otherwise

X5, = number of lanes on minor road

X3 =1 if major road has < 3 through lanes in both directions of travel combined;
0 otherwise

X7 = 1 if major road has 4 or 5 through lanes in both directions of travel combined;
0 otherwise

X4 = design speed on major road (mph)




Table 6.4 (continued)
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Facility

Equation

Urban, four-leg
intersections with
stop control on the
minor road (Bauer
and Harwood, 2000)

Urban, three-leg
intersections with
stop control (Bauer
and Harwood, 2000)

Highway seg-
ments (Forkenbrock
and Foster, 1997)

Total crashes

Y = e +064(X)0281(X,)%620 exp(—0.941 X5 — 0.097X 16 + 0.401 X3 + 0.120X ;7
—0.437Xs — 0.384X; — 0.160Xg — 0.153Xs — 0.229X7)

Fatal + injury crashes

Y = e 4993(X)0206(X,)058% exp(—0.747X 15 — 0.081X 6 — 0.382X5 + 0.282 X3
+0.049X 7 — 0.020X 4 — 0.3X; — 0.079X¢ — 0.401X7)

Y = expected number of total multiple-vehicle accidents in a three-year period

X, and X, = average daily traffic (veh/day) on minor and major road, respectively

X5 = 1 if left turns are prohibited; O otherwise

X6 = average lane width on major road (ft)

X3 =1 if major road has <3 through lanes in both directions of travel combined;
0 otherwise

X17 = 1 if major road has 4 or 5 through lanes in both directions of travel combined;
0 otherwise

Xs =1 if no access control on major road; 0 otherwise

X1, = 1 if there is no free right-turn lane; 0 otherwise

Xg =1 if the intersection has no lighting; O otherwise

X¢ = 1 if minor arterial; O otherwise

X7 =1 if major collector; O otherwise

X14 = outside shoulder width on major road (ft)

Total crashes

Y = e 337 (X )02 (X,) %983 exp(—0.559X; — 0.402X 5 + 0.019X 5 + 0.210X 3
—0.006X4 — 0.147X 5 — 0.037X6)

Fatal + injury crashes

Y = e 6018(X)0238(X,)%6% exp(—0.581X;; — 0.393X 5 — 0.057X 1, + 0.209X 3
—0.182X 3 — 0.048X 6 + 0.094X 1g)

Y = expected number of total multiple-vehicle accidents in a three-year period

X, and X, = average daily traffic (veh/day) on minor and major road, respectively
X1 = 1 if there is no free right-turn lane; 0 otherwise

X5 = 1 if left turns are prohibited; 0 otherwise

X1, = 1 if there is no left-turn lane; O otherwise

X3 = 1 if there is a curbed left-turn lane; O otherwise

X3 = presence of median of major road; 0 otherwise

X6 = average lane width on major road

Xg =1 if the intersection has no lighting; 0 otherwise

Y = 0-517x0.972PR 1 068TOPCURVE | | 7QPASSRES | 2 4APTLANE () 974RIGHTSH 0 933LANES ] 05| TOPGRAD

Y = Crash rate in millions of VMT

PSR = present serviceability rating of the pavement surface ranging from 0 (failed) to 5
(excellent)

TOPCURYV = the severity of the worst horizontal curve ranging from O (no curve) to 12

(sharpest curve)

(continued overleaf’)
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Table 6.4 (continued)

Facility

Equation

Rural FLSC (four-leg
stop-controlled)
intersections at rural
two-lane
highways (Bauer
and Harwood, 2000)

Rural TLSC (three-leg
stop-controlled)
intersections at rural
two-lane
highways (Bauer
and Harwood, 2000)

PASSRES = dummy variable representing the presence/absence of passing restrictions
(1/0, respectively)

ADTLANE = hourly traffic volume in thousands per lane

RIGHTSH = right shoulder width (ft)

LANES = dummy variable representing the number of lanes (1 for 4 lanes, O for 2 lanes)

TOPGRAD = measure of the average vertical grade ranging from 0 (no grade) to 12
(severe grade)

Total crashes

Y = e 10025(x)0532(x,)0738 exp(0.321X3 + 0.009X,4 + 0.2X5 + 0.181X¢ + 0.173X;
+0.122Xg 4+ 0.053X9 — 0.159X 9 + 0.157X ;)

Fatal 4 injury crashes

Y = e 10294(x,)0-546(X,)0-680 exp(0.385 X3 + 0.013X4 + 0.183Xy — 0.234X
+0.261X¢ +0.170X7 + 0.219X5)

Y = expected number of total multiple-vehicle accidents in a three-year period

X, and X, = average daily traffic (veh/day) on minor and major road, respectively

X3 =1 if major road has <3 through lanes in both directions of travel combined;
0 otherwise

X4 = design speed on major road (mph)

Xs =1 if no access control on major road; 0 otherwise

X¢ = 1 if minor arterial; 0 otherwise

X7 =1 if major collector; 0 otherwise

Xg =1 if the intersection has no lighting; O otherwise

X9 =1 if surrounding terrain is flat; O otherwise

X0 = 1 if surrounding terrain is mountainous; O otherwise

X1, = 1 if there is no free right-turn lane; 0 otherwise

Total crashes
Y = e 2178(X)0383(x,)0-830 exp(0.213X 1, + 0.124X 3 + 0.225X5 + 0.145X¢
4+0.211X7 — 0.017X 14 — 0.045X9 + 0.095X 9)

Fatal + injury crashes

Y = e 214 (X)0384(X,)% 781 exp(—0.03X 14 + 0.169Xg + 0.180X 5 + 0.062X 3
+0.164 X6 4+ 0.192X7 — 0.219X ;)

Y = expected number of total multiple-vehicle accidents in a three-year period
X, and X, = average daily traffic (veh/day) on minor and major road, respectively
X12 = 1 if there is no left-turn lane; O otherwise

X3 = 1 if there is a curbed left-turn lane; O otherwise

Xs =1 if no access control on major road; 0 otherwise

X¢ = 1 if minor arterial; 0 otherwise

X7 =1 if major collector; 0 otherwise

X4 = outside shoulder width on major road (ft)

X9 =1 if surrounding terrain is flat; O otherwise

X0 = 1 if surrounding terrain is mountainous; O otherwise

Xg =1 if the intersection has no lighting; 0 otherwise

X1, = 1 if there is no free right-turn lane; 0 otherwise.




SOLUTION As no safety information is available for
the highway section or the local region, national crash
rates associated with highway classes can be used. From
Table 6.3, the average crash rates for the initial highway
class (urban minor arterial) as well as for the class to
which it will be upgraded (other freeway and expressway),
an approximation of expected crashes for each scenario
can be determined as follows:
Without improvement:

For urban minor arterials, rate of fatal crashes
= 1.08 per 103 VMT

Annual VMT = (7520)(6)(365) = 16,468,800

Number of fatal crashes expected per annum

= (1.08)(107*)(16,468,800) = 0.18
With improvement:

For urban freeways and expressways, rate of fatal crashes
=0.75 per 103 VMT

Annual VMT = (7800)(6)(365) = 17,082,000

Number of fatal crashes expected per annum

— (0.75)(107%)(17,082,000) = 0.13

Example 6.2 The monthly PDO crash frequency pre-
diction equation for rural principal arterials in a certain
state is

PDO crashes = 0.8921 + 0.7097 In(LENG)
+ 0.2409 In(AADT) — 0.1128LW
— 0.0676SW — 0.0624PSI
— 0.0553ARAD + 0.0646AGRAD

where In(L ENG) = the natural logarithm of section length
(miles), In(AADT) = the natural logarithm of section traf-
fic volume, LW = the lane width (feet), SW = shoulder
width (ft), PSI = present serviceability index (a measure
of pavement condition), ARAD = average radius (tens of
ft) of all horizontal curves, and AGRAD = average grade
of vertical curves (%).

Table EX6.2 shows the improvement of specific road
factors after a major rehabilitation of a major rural
principal arterial.

Assume that all other roadway factors are not changed
significantly by the improvement (section length = 20
miles, traffic volume = 75,254 vpd, average vertical
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Table E6.2 Change in Road Factors

Without With

Improvement Improvement
Lane width (ft) 8 10
Shoulder width (ft) 2 4
Pavement condition (PSI) 3 4
Horizontal alignment 500 600

(average curve radius, ft)

grade = 1.3%). Estimate the expected number of crashes
with and without the improvement.

SOLUTION Without the improvement, the number of
property-damage crashes is
0.8921 4 (0.7097 x In20) + (0.2409 x In75,254)

— (0.1128 x 8) — (0.0676 x 2) — (0.0624 x 3)

— (0.0553 x 500/10) + (0.0646 x 1.3) = 1.65
With the improvement, the number of property-damage
crashes is

0.8921 + [0.7097 x In20) + (0.2409 x In75,254)

— (0.1128 x 10) — (0.0676 x 4) — (0.0624 x 4)

— (0.0553 x 600/10) + (0.0646 x 1.3) = 0.67
Example 6.3 In a bid to reduce congestion, it is
proposed to add a lane to an existing urban freeway that
currently has a volume—capacity (v/c) ratio of 1.15. It is
expected that after the capacity expansion, the v/c ratio

would fall to 0.75. Determine the percentage change in
crash rate.

SOLUTION

Vo . L .

roN volume—capacity ratio without improvement = 1.15
0

Vi . D

o volume—capacity ratio with improvement = 0.75
1

Using the equation in Table 6.4, the reduction in crash
rate is given by

— 2
%BAC = (100) [(3-0234)(0-75) (1.11978)(0.75)* 1}

(3.0234)(1.15) — (1.11978)(1.15)2
= 17.95%
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(b) The Accident Modification Factor Approach In this
approach, the established crash rates or equations, such
as those shown in Tables 6.3 and 6.4, are multiplied
by a factor [the accident modification factor (AMF)]
that represents the safety improvement to yield a new
frequency of crashes. AMFs are the incremental effects of
safety of specific elements of traffic control and highway
design. The AMF for a nominal or base element is 1.00. A
set of elements associated with a higher crash experience
than the nominal condition has an AMF exceeding 1.00,
and another set that has a lower crash experience than the
nominal has an AMF of less than 1.00.

For a transportation improvement under evaluation,
AMF is given by the ratio of the AMF of the with-
intervention scenario to the AMF without intervention.
Thus, for a project that has an AMF of 90%, one can
expect crashes to be reduced by 10%.

The use of crash rates with AMF is relatively straight-
forward—the accident modification factor represents all
the safety impacts associated with improvement related
to the various engineering features. If the AMF applies
only to certain crash types or patterns (also referred to
as related crashes), certain adjustments are necessary to
obtain the AMF on all crashes (Harwood et al., 2003).
Example 6.4 shows how AMF values could be used to
adjust the number of crashes predicted on the basis of
crash rates. The general procedure is similar to that for
crashes predicted using crash equations. A caution: The
specific road feature whose AMF factor is being used must
not be present as an independent variable in the crash pre-
diction model—doing so would mean double-counting its
effects. NCHRP’s Research Results Digest 229 (Harkey
et al., 2004) provides a comprehensive list of AMFs for
various traffic engineering and ITS improvements (some
of these are presented in Table A6.3.).

Example 6.4 A rural 6-mile-long minor arterial road
segment has a traffic volume of 10,000 per day. As part
of a corridor improvement project, the existing shoulder
width is widened from 2 ft to 6 ft. Estimate the number of
fatal crashes with and without improvement. Use the crash
rates in Table 6.3 and the accident modification factors in
Appendix Table A6.4. Assume that the VMT remains the
same.

SOLUTION From Table 6.3, the fatal crash rate for
rural minor arterials = 2.33 per 100 million VMT.
Without improvement:

Expected number of fatal crashes
_(2.33)(10,000)(365)(6)
B 100 x 109

0.57 =0.51

Accident modification factor for 2-ft shoulders
= (1.30)
Modified expected number of fatal crashes

= (0.51)(1.30) = 0.66
With improvement:

Expected number of fatal crashes

= same as above = 0.51
Accident modification factor for 6-ft shoulders = 1.00
Modified expected number of fatal crashes

= (0.51)(1.00) = 0.51

(¢c) Crash Reduction Factor Approach

(cl) Identify all engineering factors that are likely
to be changed by the intervention. For example, high-
way improvements may add lanes, increase lane width,
improve pavement surface friction, remove road side
obstacles, and so on.

(c2) Establish the extent to which each relevant
engineering factor (identified in step cl) will be changed
by the intervention.

(c3, c4) Obtain the crash reduction factors for improve-
ments in individual crash factors. The crash reduction
factor (CRF) for each improvement is a measure of the
efficacy of that improvement in reducing crashes associ-
ated with deficient levels of the corresponding engineering
factor. It is calculated simply as the percentage decrease
in the number of crashes:

Cwo — C C
CRF:MXIOO=(1——W>XIOO
Cwo WO

where Cwo is the number of crashes without the
improvement and Cw is the number of crashes with the
improvement.

Alternatively, Cwo and Cy can be defined as follows:
Cwo is the average number of crashes at all sites that
lack the improved feature at a given time and Cy is the
average number of crashes at all otherwise similar sites
that have the improved feature at the same time. Cwo
and Cyw are given or are estimated from crash prediction
models.

For example, a CRF of 0.2 for shoulder paving means
that if an unpaved shoulder were to be paved, a 20%
reduction in crashes is expected. Obviously, most crash
reduction factors are only average values, because the
efficacy of the improvement would depend on the extent



of the treatment (widening an 8-ft lane to 10 ft and
widening a 8-ft lane to 12 ft will have different crash
reduction effects) as well as the existing severity of the
factor deficiency (widening a 8-ft lane to 10 ft will yield
a crash reduction that is different from that of widening a
10-ft lane to 12 ft).

Many highway agencies have established a set of
crash reduction factors for each safety countermeasure
and extent thereof. When local or national data on crash
reduction factors are not available, the analyst can collect
field data or use an existing relevant data set to develop
crash prediction equations from which crash reduction
factors can be established using the procedures described
in Section 6.3.

Example 6.5 An intersection improvement project in
a certain city is proposed. It involves the provision
of left-turn lanes at the signalized intersection between
two major urban arterials. Also, the signal timing was
redesigned to include a dedicated green phase for left
turns. Currently, there are 6 fatal or injury crashes per
year at the intersection over a three-year period. What
reduction in fatal or injury crashes can be expected due to
the project? Assume that the effects of such improvements
on safety are mutually exclusive and complementary.

SOLUTION If Cw and Cwgo are the number of crashes
at similar sites that are with improvement and without
improvement, respectively, at a given time, the crash
reduction can be given by

Cwo — C
CRF= Y2~ ~W¥ 100
Cwo

From Table A6.1, the appropriate CRF is 0.53.

CRF x CWO
C - C = =
= Cwo—Cw 100 100

(53)6) _

Estimated number of crashes saved due to improvement =
3 crashes per year.

Example 6.6 As part of a major corridor expansion
project to facilitate international freight and passenger
travel, a stretch of an existing multilane urban minor
arterial highway is to have a median installed (full
restriction of access between opposing lanes) and full
control of access from local roads. Also, the pavement is
to be resurfaced to improve its skid resistance. Determine
the safety impacts of the corridor improvement project in
terms of total crashes. Without the improvement, the total
number of all crashes over a three-year period is 23.
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SOLUTION From Table A6.1, the crash reduction
factors are as follows:

Median installation : 25% — 6 crashes saved

Resurfacing(to improve surface friction) : 10%
— 2 crashes saved

Total reduction in total crashes =6+ 2 =8

Number of crashes after improvements

=23-8=15

Therefore, there are 23 and 15 crashes without and with
improvement, respectively, over a three year period.

Final Comments on Steps 3 to 6: In these steps, the
analyst estimates the expected number of crashes using
one of many alternative approaches. Although a few
aspects deal with predictions of frequencies of specific
crash types (Table 6.4), the discussion is generally for
total crashes. In cases where separate models for different
crash severities are unavailable and where the analyst
needs to segregate all predicted crashes by severity
type (for purposes of costing or reporting), approximate
distributions from past crash histories may be used. Such
distributions are expected to vary from region to region
and also across transportation facilities that differ by class,
location, and so on. For highway facilities, a rough guide
for the distribution of total crashes, for planning purposes,
is as follows (Labi, 2006): fatal crashes, 0.5 to 1%; injury
crashes, 20 to 30%; PDO crashes, 70 to 80%.

Step 7: Determine the Safety Benefits Crash cost is
one of the several categories of user costs that decrease
with improved facility or safer roadway. When demand
is elastic, there will be an increase in demand due to
the shift in the supply curve, reflecting improved safety,
that is, reduced safety cost of transportation (Figure 6.6).
Therefore, in case of elastic demand, the safety ben-
efits of a transportation intervention can be calculated
as follows: safety savings = (0.5)(U; — Uy) (Vi + Va),
where U; and U, are the unit safety rates or “costs”
(number of crashes per million VMT per year, for
example) without and with the improvement, and V|
and V, are the travel demand values (millions of VMT)
without and with the improvement, respectively. When
demand is inelastic, user safety benefit occurring from
an improved transportation system is taken as the prod-
uct of the reduction in the unit safety cost of travel
and the (quantity) of travel demand (millions of VMT
per year).
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Figure 6.6 User benefits of increased safety due to a transportation intervention.

Step 8: Establish the Unit Monetary Crash Cost
When safety benefits are expressed in terms of the number
of reduced crashes per VMT, the corresponding monetary
cost savings is determined as the product of the crash
reduction per VMT and the unit monetary crash cost to
yield the dollars saved per VMT. The unit monetary cost
of crashes is a function of (1) market or economic costs,
which include property damage, insurance and legal costs,
medical costs, and lost productivity, and (2) nonmarket
costs, the emotional and social costs of casualties resulting
from road crashes (Lindberg and Borldnge, 1999; Miller
et al., 2000). To estimate the cost of a road crash. Blincoe
et al. (2002) examined the economic cost of motor vehicle
crashes to society using the human capital approach
by discounting to present value the victim’s income
that is foregone due to the victim’s premature death or
injury. Loehman et al. (2000) applied the willingness-
to-pay (WTP) approach to estimate the value of pain,
grief, suffering, and uncompensated lost time resultin