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PTCP Aim and Scope

Progress in Theoretical Chemistry and Physics

A series reporting advances in theoretical molecular and material sciences, including
theoretical, mathematical and computational chemistry, physical chemistry and chemical
physics and biophysics.

Aim and Scope

Science progresses by a symbiotic interaction between theory and experiment: Theory is
used to interpret experimental results and may suggest new experiments; experiment
helps to test theoretical predictions and may lead to improved theories. Theoretical
chemistry (including physical chemistry and chemical physics) provides the conceptual
and technical background and apparatus for the rationalization of phenomena in the
chemical sciences. It is, therefore, a wide ranging subject, reflecting the diversity of
molecular and related species and processes arising in chemical systems. The book series
Progress in Theoretical Chemistry and Physics aims to report advances in methods and
applications in this extended domain. It will comprise monographs as well as collections
of papers on particular themes, which may arise from proceedings of symposia or invited
papers on specific topics as well as from initiatives from authors or translations.

The basic theories of physics—classical mechanics and electromagnetism, rela-
tivity theory, quantum mechanics, statistical mechanics, quantum electrodynamics—
support the theoretical apparatus which is used in molecular sciences. Quantum
mechanics plays a particular role in theoretical chemistry, providing the basis for the
valence theories, which allow to interpret the structure of molecules, and for the
spectroscopic models, employed in the determination of structural information from
spectral patterns. Indeed, quantum chemistry often appears synonymous with theor-
etical chemistry; it will, therefore, constitute a major part of this book series.
However, the scope of the series will also include other areas of theoretical chemistry,
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such as mathematical chemistry (which involves the use of algebra and topology in
the analysis of molecular structures and reactions); molecular mechanics, molecular
dynamics and chemical thermodynamics, which play an important role in rational-
izing the geometric and electronic structures of molecular assemblies and polymers,
clusters and crystals; surface, interface, solvent and solid state effects; excited-state
dynamics, reactive collisions and chemical reactions.

Recent decades have seen the emergence of a novel approach to scientific
research, based on the exploitation of fast electronic digital computers. Computation
provides a method of investigation which transcends the traditional division
between theory and experiment. Computer-assisted simulation and design may
afford a solution to complex problems which would otherwise be intractable to
theoretical analysis, and may also provide a viable alternative to difficult or costly
laboratory experiments. Though stemming from theoretical chemistry, computa-
tional chemistry is a field of research in its own right, which can help to test
theoretical predictions and may also suggest improved theories.

The field of theoretical molecular sciences ranges from fundamental physical
questions relevant to the molecular concept, through the statics and dynamics of
isolated molecules, aggregates and materials, molecular properties and interactions,
to the role of molecules in the biological sciences. Therefore, it involves the
physical basis for geometric and electronic structure, states of aggregation, physical
and chemical transformations, thermodynamic and kinetic properties, as well as
unusual properties such as extreme flexibility or strong relativistic or quantum field
effects, extreme conditions such as intense radiation fields or interaction with the
continuum, and the specificity of biochemical reactions.

Theoretical chemistry has an applied branch (a part of molecular engineering),
which involves the investigation of structure—property relationships aiming at the
design, synthesis and application of molecules and materials endowed with specific
functions, now in demand in such areas as molecular electronics, drug design or
genetic engineering. Relevant properties include conductivity (normal, semi- and
super-), magnetism (ferro- and ferri-), optoelectronic effects (involving nonlinear
response), photochromism and photoreactivity, radiation and thermal resistance,
molecular recognition and information processing, biological and pharmaceutical
activities, as well as properties favoring self-assembling mechanisms and combi-
nation properties needed in multifunctional systems.

Progress in Theoretical Chemistry and Physics is made at different rates in these
various research fields. The aim of this book series is to provide timely and in-depth
coverage of selected topics and broad-ranging yet detailed analysis of contemporary
theories and their applications. The series will be of primary interest to those whose
research is directly concerned with the development and application of theoretical
approaches in the chemical sciences. It will provide up-to-date reports on theoretical
methods for the chemist, thermodynamician or spectroscopist, the atomic, molecular
or cluster physicist, and the biochemist or molecular biologist who wish to employ
techniques developed in theoretical, mathematical and computational chemistry in
their research programs. It is also intended to provide the graduate student with a
readily accessible documentation on various branches of theoretical chemistry,
physical chemistry, and chemical physics.



Preface

This volume collects 20 selected papers from the scientific contributions presented
at the Twenty-first International Workshop on Quantum Systems in Chemistry,
Physics, and Biology (QSCP-XXI), organized by Yan Alexander Wang at the
University of British Columbia in Vancouver, BC, Canada, on July 02-09, 2015.
Over 160 scientists from 30 countries attended this meeting. The participants dis-
cussed the state of the art, new trends, and future evolution of methods in molecular
quantum mechanics and their applications to a broad variety of problems in
chemistry, physics, and biology.

The high-level attendance attained in this conference was particularly gratifying.
It is the renowned interdisciplinary nature and friendly feeling of QSCP meetings
that make them so successful discussion forums.

Highly ranked among the world best universities, the University of British
Columbia (UBC) holds an international reputation for excellence in advanced
research and teaching. Only 30 min from the vibrant heart of downtown Vancouver,
the spectacular UBC campus is a ‘must-see’ for any visitor in the world: Snow-
capped mountains can be seen meeting the ocean, and breathtaking vistas greet you
around every corner. The UBC campus also boasts some of the city’s best attrac-
tions and recreation facilities, including the Chan Centre for the Performing Arts,
the Museum of Anthropology, the UBC Botanical Garden, and endless opportu-
nities to explore forested trails in the adjoining 763-ha Pacific Spirit Regional Park.

Details of the Vancouver meeting, including scientific and social programs, can be
found on the Web site: https://groups.chem.ubc.ca/qscp/. Altogether, there were 30
morning and afternoon sessions, where 48 plenary lectures and 36 invited talks were
given, and one evening poster session, with 18 posters being displayed. We are grateful
to all 166 participants for making the QSCP-XXI workshop a stimulating experience
and a great success. QSCP-XXI followed the traditions established at previous
workshops:

QSCP-I, organized by Roy McWeeny in 1996 at San Miniato (Pisa, Italy);
QSCP-II, by Stephen Wilson in 1997 at Oxford (England);

vii
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QSCP-III, by Alfonso Hernandez-Laguna in 1998 at Granada (Spain);
QSCP-1V, by Jean Maruani in 1999 at Marly-le-Roi (Paris, France);
QSCP-V, by Erkki Brindas in 2000 at Uppsala (Sweden);

QSCP-VI, by Alia Tadjer and Yavor Delchev in 2001 at Sofia (Bulgaria);
QSCP-VII, by Ivan Hubac in 2002 near Bratislava (Slovakia);

QSCP-VIII, by Aristides Mavridis in 2003 at Spetses (Athens, Greece);
QSCP-IX, by J.-P. Julien in 2004 at Les Houches (Grenoble, France);
QSCP-X, by Souad Lahmar in 2005 at Carthage (Tunisia);

QSCP-XI, by Oleg Vasyutinskii in 2006 at Pushkin (St Petersburg, Russia);
QSCP-XII, by Stephen Wilson in 2007 near Windsor (London, England);
QSCP-XIII, by Piotr Piecuch in 2008 at East Lansing (Michigan, USA);
QSCP-XI1V, by G. Delgado-Barrio in 2009 at El Escorial (Madrid, Spain);
QSCP-XV, by Philip Hoggan in 2010 at Cambridge (England);
QSCP-XVI, by Kiyoshi Nishikawa in 2011 at Kanazawa (Japan);
QSCP-XVII, by Matti Hotokka in 2012 at Turku (Finland);

QSCP-XVIII, by M.A.C. Nascimento in 2013 at Paraty (Brazil);
QSCP-XIX, by Cherri Hsu in 2014 at Taipei (Taiwan);

QSCP-XX, by Alia Tadjer and Rossen Pavlov in 2015 at Varna (Bulgaria).

The lectures presented at QSCP-XXI were grouped into seven areas in the field
of Quantum Systems in Chemistry, Physics, and Biology, ranging from Concepts and
Methods in Quantum Chemistry through Relativistic Effects in Quantum Chemistry,
Atoms and Molecules in Strong Electric and Magnetic Fields, Reactive Collisions and
Chemical Reactions, Molecular Structure, Dynamics and Spectroscopy, and Molecular
and Nano-materials, to Computational Chemistry, Physics, and Biology.

The width and depth of the topics discussed at QSCP-XXI are reflected in the
contents of this volume of proceedings in Progress in Theoretical Chemistry and
Physics, which includes four sections:

I. Quantum Chemistry Methodology (five papers);
II. Molecular Structure and Dynamics (ten papers);
III. Biochemistry and Biophysics (two papers);
IV. Fundamental Theory (three papers).

In addition to the scientific program, the workshop had its usual share of cultural
events. There was a music concert, Amor & Pasion, by the Vancouver International
Song Institute, in the afternoon of the opening day, and in the evening of July 5
Prof. Jean Maruani, accompanied by his pianist wife Marja Rantanen, delivered an
entertaining lecture on Science and Music.

The award ceremony of the CMOA Prize and Medal took place during the
banquet in the premises of the UBC Golf Club. The CMOA Prize for junior
scientists was shared between the two selected nominees: Roman V. Krems (UBC,
Canada) and Erin R. Johnson (Dalhousie, Canada). The prestigious CMOA Medal
for senior scientists was awarded to Prof. Weitao Yang (Duke, USA).

During the banquet, we also celebrated the 80th birthdays of Prof. Ernest R.
Davidson (born October 1936) and Prof. Josef Paldus (born November 1935).
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Birthday cakes were presented to these two great scientists, accompanied by a
Happy Birthday sung by guests attending the banquet.

Following a QSCP tradition, the venue of the next workshop was presented at
the end: Changsha, Hunan, China, in October 2017.

We are most grateful to the members of the Local Organizing Committee: Mark
Thachuk, Roman Krems, Delano Chong, Peter Chung and Jane Cua, as well as to
the members of the Wang team, especially Jianxiong Yang, Yuzhe Chen, Dongmei
Luo, Junging Yang, Miguel Garcia-Chavez, Yiming Wang and Lin Bryan Zhang,
for their work and dedication which made the stay and work of participants both
pleasant and fruitful. Last but not least, we thank the members of the International
Scientific and Honorary Committees for their invaluable expertise and advice.

We hope the readers will find as much interest in consulting these proceedings as
the participants in attending the meeting.

The Editors
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A Portal for Quantum Chemistry Data
Based on the Semantic Web

Bing Wang, Paul A. Dobosh, Stuart Chalk, Keigo Ito, Mirek Sopek
and Neil S. Ostlund

Abstract Chemical Semantics, Inc. (CSI) is a new start-up devoted to bringing the
Semantic Web to chemistry and biochemistry. The semantic web is referred to as
Web 3.0 or alternatively the Web of Data or the Web of Meaning. It does not
replace the existing World Wide Web but augments it, placing data on the web in a
structured form such that the data has “meaning” and computers can understand it.
CSI has created a demonstration portal for exploring this new technology, specif-
ically at this point for data created by quantum chemistry calculations. This paper
describes the basics of a semantic web portal and the fundamental technology we
have used in developing it.

1 Overview of the Semantic Web

Data on the existing World Wide Web is encoded in documents containing text,
table, images, etc. This data is not really recognized by computers but has to be
interpreted by humans. Because computers cannot recognize the data in existing web
documents, the data cannot properly be shared or even found. The semantic web [1]
puts data onto the web in a form that allows computers to properly recognize it along
with its meaning. Computers can then perform intelligent operations on the data,
ultimately creating new data by using inference from existing data. The future of
scientific data involves structuring the data via the semantic web or equivalent
technologies so that computers can find data and understand data on our behalf.
Chemistry generates enormous amounts of data [2]. Because existing publication
channels do not give credence to the data in the way they give credence to the text
of a “scientific publication” much of this data is lost or discarded and not made
available to other scientists. There is a trend towards journals requiring authors to

B. Wang - P. A. Dobosh - K. Ito - M. Sopek - N. S. Ostlund ()
Chemical Semantics Inc, 2135 NW 15th Ave, Gainesville, FL 32605, USA
e-mail: ostlund @chemicalsemantics.com
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submit data files along with the text of a publication. However, since there is as yet
no standard and little infrastructure adopted by mainstream publishers for dealing
with this data, most of it remains in inaccessible files (e.g. PDF documents). An
appropriate answer to this dilemma is the semantic web.

In conjunction with the data, the semantic web includes a vocabulary for
describing the data. This is where semantics comes to the fore. This vocabulary for
a field such as Quantum Chemistry needs to be encoded in a formal language. The
Web Ontology Language (OWL) [3] is such a language and the “vocabulary” is
really an ontology describing the formal language of a specific domain such as
computational or quantum chemistry. Chemical Semantics has created such an
ontology which is referred to as the Gainesville Core (http://purl.org/chem/gc). This
first ontology for quantum chemistry will need to be modified and extended by
scientists in the field as basic ontology ideas become more prevalent in chemistry.
Our ontology is meant to be placed in the public domain so that the quantum
chemistry community can both contribute to it and use it. Developing the Gai-
nesville Core is an ongoing project with release numbers.

The semantic web allows scientists to publish their data in a structured way such
that it can be found and used by anyone with access to the World Wide Web.
Chemical Semantics, Inc. is creating client and server software that allows scientists
to automate their publishing of data into a modern graph database [4], i.e. a Giant
Global Graph (GGG), so that they and others can share their data and use it in a way
that is not now possible with the existing World Wide Web (WWW). Adding
semantics to scientific data and making that data available on the semantic web
makes it possible to do science in a new collaborative way that has the potential to
change science forever [1].

1.1 Publishing Quantum Chemistry Data

To make the technology of the semantic web available to scientists, one has to
“publish data” in a way that is related to the standard model of journal publishing.
That is, one puts the data (not journal text) into an appropriate form, sends it to a
publisher (of data not journal text), waits for its publication, and then informs
colleagues that they can access the data (not journal article) in a standard fashion
(more and more via the web rather than via hard copy).

The appropriate form for data described above has been clearly defined by the
World Wide Web Consortium (W3C) [5] as the Resource Description Framework
(RDF) standard [6]. This standard is a Graph Database where RDF statements all
take the “triple” form (subject, predicate, and object). For example, (water,
has_boiling_point, 100) is of this triple form. That is, there is a graph arc called
“has_boiling_point” which points from a “water” subject node to a “100” object
node. This form surpasses the normal relational database in its applicability to the
web. Any and all scientific data can be put into this form and data on the semantic
web is stored in servers referred to as triple stores. These triple stores may contain
billions of triples.
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Chemical Semantics, Inc. operates servers that store scientific data in these triple
stores. Our client software allows scientists to automate the publishing of their data
to these triple stores. Initially, we are focusing on data produced by quantum
chemistry packages although the basic ideas apply to any chemical data including
experimental data. The data produced from these quantum chemistry packages
depends somewhat upon the specific package but for illustrative purposes let’s
assume a “CompChem” package that produces results from ab initio wave function
calculations, such as Self-Consistent-Field (Hartree-Fock SCF) calculations, post
Hartree-Fock correlated calculations, etc. Examples of such packages are Gamess
[7], Gaussian [8], NWChem [9], etc.

The publishing of the results of these calculations ought not to be more difficult
than having a “Publish” button in the GUI or text input of the package. For initial
demonstration, we have implemented such a button in HyperChem [10] as shown in
Fig. 1. The specific use of HyperChem is not relevant and any CompChem [11]

I test methane publication

Author #1 | Neil Ostlund

Organization #1 I Hypercube, Inc.

Email #1 [

default abstract

4

| testing,6-31g**,ab initio, vibrations

PublishTTL PublishCSX

Fig. 1 Dialog box for submitting calculated quantum data to a portal
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package ought perhaps to have such a button! The founders of Chemical Semantics,
Inc. have a historical tie to Hypercube, Inc. and as such have used HyperChem to
illustrate the basic ideas. What this button in a “CompChem” package does is create
an XML file structure that includes the information about the current molecular
system and any current calculation results resident in the package and sends the data
to the Chemical Semantics, Inc. portal where it is published, given the Authors,
Title, Abstract, Login information and other details that are part of the global setup
prior to hitting the “Publish” button. Our current XML file structure is called CSX
and is related in historical terms to the Chemical Markup Language (CML) file
structure [12]. We use CSX because CML currently does not have certain properties
that we consider not only desirable, but mandatory, such as the ability to deal with
residues as independent fundamental units of biological molecules. Also, CML
does not define many of the quantum chemistry concepts that we consider critical,
We believe CSX encompasses CML as a subset and we could generate a CML file
from CSX easily.

Our Chemical Semantics portal accepts data using a REST or SOAP [13] pro-
tocol and then publishes the data on its servers. The data is available to anyone
around the world with an account at the portal. The details of the portal are
described in another section below.

1.2 Searching the Data

Our portal allows users to access data at the portal based upon various rules, search
criteria, etc. Semantic web data is usually searched for using a SPARQL Protocol
and RDF Query Language (SPARQL) [14]. Note the recursive acronym.
A SPARQL end point is maintained at the portal which allows queries of various
kinds. SPARQL has features in common with the SQL query language and is
relatively easy to use but requires some experience in forming queries. A natural
language front end would be desirable and many groups are involved in developing
such front ends. A query, for example, could ask how many Density Functional
Theory (DFT) calculations have been done on a specific molecule and with which
functionals and what final total energies. As opposed to querying relational data-
base silos, the query could potentially survey the whole world’s set of such cal-
culations and return with a table of these.

Because the data stored by Chemical Semantics includes a relatively unlimited
number of triples, searching can be very exhaustive while still being very focused.
The data is defined by the ontology so that a search does not return irrelevant
results. Because the data is held by a graph database where a graph node (resource)
uses an arrow to point to another resource, the arrow can simply point to a resource
in a second graph from the first graph and unlike a relational database the data from
different graphs can be merged trivially. This “federation” allows searches to really
use a Giant Global Graph (GGG). As part of the publish activity, data on our portal
can be tagged as private, protected, or public. Any search obviously can return
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public data. For protected data the author can pass a key to researchers to enable
them to access his/her protected data. An alternative would be to label the publi-
cation private so that only the original authors can access the data.

Data also comes with tags set by the authors that help define the search. For
example an author might add a tag, “used_32bit_gpu” if he/she thought it worth-
while to distinguish calculations on a 32-bit only graphical processing unit from
those on a normal CPU. Once data has been put into a semantic web form elaborate
searches can be performed and the retrieved summary data could also be added as
new data if so desired. Examples of SPAROL queries are shown below after the
SPARQL query language is described.

2 Portal Technologies

The semantic web and our portal use a number of “new” technologies that are
briefly described here. Most of these are new to chemists at this point and the
following therefore provides somewhat of a primer on the semantic web so that the
next section describing the actual operation of publishing and querying using the
facilities of Chemical Semantics, Inc. can be better understood. There are many
good reference books on the semantic web but they generally are written for
computer scientists not chemists.

This tutorial will focus on describing quantum chemistry data as applied to the
semantic web.

2.1 CSX—A Chemical Semantics Markup Language

The semantic web uses RDF and triple stores to hold data in a graphical database.
The data of Quantum Chemistry needs to be put into this form using an ontology
for Quantum Chemistry. As a practical matter it makes sense to have a way of
structuring computed quantum data prior to converting it into RDF semantic web
data. A fundamental issue here is that the data should always be put into a struc-
tured form from its inception so that computers can be taught this structure. We
have introduced a markup language that we call a Common Standard for eXchange
of quantum data (CSX).

2.1.1 Overview
Chemical Semantics, Inc. uses an Extensible Markup Language (XML) format file

to capture information about quantum chemistry calculations. Specifically, a
Common Standard for eXchange (CSX) file is used to transfer structured data and
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metadata about calculations to our web portal where it is converted to the Resource
Description Framework (RDF) format appropriate to the semantic web.

While CSX has been developed to allow publication pf quantum chemistry
calculations onto the semantic web, it is a useful standard in and of itself because it
organizes all the important information about a calculation in a format that is
readable by both humans and computers. We suggest that CSX could become a
standard output format for the computational chemistry community and invite
interested readers to contribute to its development.

This section thus describes the current CSX standard for describing data from
quantum chemistry calculations (and possibly related computational or experi-
mental data). The standard specifically includes information describing a publica-
tion, i.e. title, author, etc. because our portal essentially accepts “data publications”
and places them onto the semantic web. CSX is still currently under development
and so please be aware that the description below is dated. A CSX file has a version
number and the current version described here is Version 1.0. Ongoing develop-
ment is aimed at creating Version 2.0 in the near future. For example, aligning our
CSX with JSON for Linked Data (JSON-LD) [15] is appropriate as this new
standard for linked data is closely related to the semantic web.

2.1.2 CSX Components

A CSX file is shown in Fig. 2. The fundamental components are described below.

NameSpaces

The CSX file above includes the basic XML components including a comment that
describes where the CSX file was created. The root element of the XML file is
cs:chemicalSemantics. The attributes at the root include this particular version of
CSX, the local file name for the CSX file, and the relevant namespaces being used.

[ e A |
& nt Chemical Semantics Version of CSX file created by
=) cs:chemicalSemantics
& version 1.0
& localFile C:\ChemicalFublisher\Samples\HyperChem\all csxl.csx
& xmlns:cs http://chemicalsemantics.com/csx/
& x txsd htep://www.w3.0rg/2001/XMLSchema
& x rde http://purl.org/dc/elements/1.1/
& x :dcterms htep://purl.org/dc/terms/
& x :xsi http://www.w3.0rg/2001/XMLSchema-instance
& xsi:schemalocation http://chemicalsemantics.com/csx..
& xmins:bse https://bse.pnl.gov/bse/basissets
(L3 imolecul
+
#

Fig. 2 A basic CSX file
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The principal namespace is cs: which signifies the XML elements defined by
Chemical Semantics, Inc. Other namespaces like xsd: and xsi: are associated with
the XML schema (blueprint) that describes CSX. The namespaces dc: and dcterms:
are part of Dublin Core, a metadata standard that is used for some of the publication
parameters of CSX like title and abstract. The namespace bse: is used to describe
basis sets and is subject to modification as we collaborate with Pacific NW Lab-
oratories on semantic definitions of standard basis sets.

2.2 CSX—Sections of a File

The description given here corresponds to CSX Version 1.0. The definition of CSX
is ongoing. While other sections could be added in future versions of CSX, the
current standard includes three sections:

molecularPublication
molecularSystem
molecularCalculation.

The Chemical Semantics portal essentially accepts “Data Publications”, i.e. data
from computational chemistry computations that are being published at the portal.
Thus, the first section of a CSX file describes the publication itself, including copies
of the input and output files used in the calculation (if available). The second
section describes the molecular system (a set of molecules) that calculations were
performed on. The final section describes the calculation (or calculations) that were
performed on the molecular system.

2.2.1 Molecular Publication

The molecularPublication section of a CSX file is shown in Fig. 3.

A publication has a title and an abstract as indicated as defined in the Dublin
Core specification. We use the Dublin Core namespace, dcterms:, to describe these.
The “publisher” here is empty but would contain the name of the company/
institution of the lead author.

Authors

A publication can have a number of authors described by their type. The sole author
here is described as cs:corresponding, i.e. the Corresponding Author who is usually
the Principal Investigator (PI) or someone with authority over the publication. The
attribute “type” can also have a value of cs:submitting indicating the author sub-
mitting the publication, or could be empty indicating another author or co-author.
Each author has a name described by cs:creator and an organization described by
cs:organization and an email address described by cs:email.
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E—EJ cs:molecularPublication
+ icle Water Calculation
* abstract This is a very brief abstract for explanation of CSX
publisher
=E—g) cs:author
& type cs:corresponding
#— @ determs:creator ostlund
## cs:organization csI
+-- ) cs:email ostlund@ChemicalSemantics.com
=—IJ cs:sourcePackage
+ @) cs:name HyperChem
+-- @ cs:v n 9.0.0
+ ® cs:input NA
+ ocszcutp:t NA
« @ cs:tags VibAnalysis, AbinitioWF,CIS, 321G
# @ cs:status Final
+ @ cs:visibilicy Public
+ [ ¥ cs:category Theoretical Chemistry
[ cs:key
M) cs:molecularSystem
B—) cs:molecularCalculation

Fig. 3 The molecularPublication section of a CSX file

Source

The data being published should have an indication of its source, i.e. the software
package that created the data such as Gamess, NWChem, PSI4, etc. The version of
these software packages should also be indicated. In the example above, the data
came from Release 9 of HyperChem.

For archival purposes, it is also possible to add the text that constitutes the input
file for the calculation as well as the text of the output file. The publication data may
have been extracted by parsing the output file or directly from the software package.
In any event, the input and output file (if present) constitute additional archival data
about the calculation that can be recovered later, if so desired.

Tags and Flags

Finally, the publication can indicate a set of arbitrary tags that can apply to the
publication and provide an additional way to search for a set of publications. These
tags are independent of searches based on SPARQL and are up to the authors to create.
They may or may not be commonly used depending upon the preference of users.
A set of allowed values for flags is used to characterize publications. These are:

Status

e Preliminary
e Draft
e Final.



A Portal for Quantum Chemistry Data ... 11

A publication can be considered preliminary (very raw data perhaps) or draft
(not fully reviewed) or final. This status can be changed (edited) at any later time.

Visibility

e Private
e Protected
e Public.

Depending upon the desires of the authors, a publication can be set to private
which means only the submitting author with a password can see the publication.
Alternatively, a public publication can be seen by anyone with access to the portal.
Finally, an intermediate visibility is available that is termed “protected”. A pro-
tected publication requires a key (similar to a password) that an author can pass to a
collaborator so that they can see an author’s publication.

Category

Finally, it is possible to categorize a publication from one of the areas of chemistry
below.

Analytical Chemistry
Biochemistry
Computational Chemistry
Inorganic Chemistry
Materials Chemistry
Material Science
Molecular Chemistry
Nanotechnology
Neurochemistry
Nuclear Chemistry
Organic Chemistry
Other

Petro Chemistry
Physical Chemistry
Polymer Chemistry
Synthetic Chemistry
Theoretical Chemistry.

2.2.2 Molecular System

The molecularSystem section of a CSX file is shown in Fig. 4.
A molecularSystem is a collection of molecules. Each molecule is a collection of
possibly residues (monomers) or perhaps just atoms. The intermediate level of
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cs:molecularSystem

© cs
“ cs:
© cs

& cs:

+

£

=

[+

:systemTemperature
systemCharge
:systemMultiplicity
molecule

& id

& atomCount

@ cs:inchiKey

) cs:atom

® ia
- cs:elementSymbol
# @ cs:elementName
- cs:atomName
# @ cs:atomMass
- # cs:formalAtomCharge

= cs:
B cs:

calculatedAtomCharge
xCooxd3D

| :2Cooxd3D |
© cs:basisSet_"
B3 cs:coordination
& bondCount
-3 cs:bond
& idi
& iaz
E #text
- cs:bond
) cs:atom
) cs:atom

#--I) cs:molecularCalculation

Fig. 4 The molecularSystem section of a CSX file
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oo

ml
3
XLYOFNCQVPJJNP-UHFFFAQYSA-N

al

0

Oxygen
MainGroup
15.999

0
-0.7327844

bse:3-21G

al
a2
single

“group” is also possible. That is, a molecule or residue might be considered as
having groups that are made up of atoms.
Normally a molecule is just a set of atoms, unless we are describing a protein or
dna-like structure where the residues would be amino acids or nucleic acids. In the
above example, there is only one molecule (water) made up of three atoms.

System

The molecular system currently has three properties. The traditional charge and
multiplicity of a quantum calculation are two of these. In addition, we define the
system temperature, as well, for statistical mechanical calculations such as
molecular dynamics (MD), Monte Carlo, etc.

Molecule

Each molecule has an id which is the name or other identifier of the molecule.

A default id of “m1”, “m2”, etc. for molecule 1, molecule 2, ...

is suggested.
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A molecule has an atomCount describing the number of atoms in the molecule
and an InChl key [16] that is meant to be a unique identifier for each molecule in
the system. The InChlI string and InChlI key are defined by IUPAC and may or may
not exist for each molecule. The value “nil” or *”’ indicates that no InChl key was
returned from IUPAC software. Each molecule is made up of atoms.

Atom

All atoms in a molecule must have an id attribute of the form “al”, “a2”, “a3”, etc.
These identifiers are used to describe the resulting bonds.

An atom has a number of children including the elementSymbol, elementName,
etc.

elementSymbol—this is just normal symbol such as C, Cl, etc.
elementName—this is the full name for the element such as Carbon, Chlorine,
etc.

e atomName—for macromolecules an atom may have a pertinent name such as
CA, CB for the alpha, beta carbons in a chain. For normal molecules, the default
names are:

- H

— MainGroup
— Metal

— RowlTM
— Row2TM
— Row3TM
— Lanthanide
— Actinide
— NobleGas

atomMass—the mass in amu

formalAtomCharge—integer charge such as +1 for the N in NH,
calculatedAtomCharge—as used in molecular mechanics coulomb interactions
x/y/zCoord3D—the three Cartesian coordinates of an atom

basisSet—the basis set is a property of each atom and may be different for
different atoms

e coordination—describes the other atoms to which this atom is connected.

Bond

Bonds in CSX are a property of atoms. The XML coordination element describes
these, as children of coordination. The bondCount attribute of coordination is the
number of bonds that this atom participates in. Each bond is a child of the atom’s
coordination with attributes id1 and id2 that describe the two connected atoms. This
means that each bond is described twice—as a grandchild of the atom with attribute
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id1 and as a grandchild of the atom with attribute id2. The content of the XML bond
element describes the bond as single, double, triple, aromatic, or dative. We believe
that having a bond be defined in the context of defining an atom provides better
functionality that defining bonds as an isolated property as per CML.

2.2.3 Molecular Calculation

The molecularCalculation Section of a CSX file is shown in Fig. 5.

There are different types of potential calculations that need to be placed in a CSX
file although many commonalities exist. In particular scf and dft calculations have
much in common. The following section of a CSX file describes a simple scf
calculation.

The first XML element describes the calculation as a quantum mechanical one
(as opposed to a molecular mechanics). Secondly, it uses a singleReferenceState (as
opposed to a multipleReferenceState such as MCSCF). Then the calculation
describes a singleDeterminant as opposed to a multipleDeterminant such as CISD).

3 cs:molecularCalculation
=) cs:quantumMechanics
=) cs:singleReferenceState
=) cs:singleDeterminant
B cs:abinitioSct

& methodology cs:normal
& spinType cs:RHF
& basisSet bse:3-21G
o] cs:energies
& unit cs:kCalories

@) cs:enexgy
@) cs:energy
B cs:energy
& type cs:totalPotential
[f] #text -47430.81676
=) cs:properties
#-) cs:systemProperty
@2 cs:atomProperty
@) cs:atomProperty
-2 cs:atomProperty

& name cs:mullikenCharges
& unitc cs:electronUnit
& propertyCount 3
[ Cs:property
¢ [CIEEEEE -l
& atomid al
[ #text -0.740

# ) cs:property
#--J) cs:property
@I cs:waveFunction

Fig. 5 The molecularCalculation section of a CSX file
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Finally, the calculation is characterized as ablnitioSCF. Alternatives might be
semiempirical SCF or dft.

Attributes

The attributes of such a calculation are:

e Methodology—allows for deviations from the normal type of SCF calculation.
e spinType—RHF, UHF, or ROHF
e basisSet—as defined by the PNNL Basis Set Exchange.

Child Elements of Calculation

The child elements of an SCF calculation are:

energies—core nuclear-nuclear interaction, electronic energy, total energy, etc.
properties—system properties and atom properties
waveFunction—orbital energies, orbital symmetry, coefficients, etc.

The energies are all labeled by their “type” attribute. For example, cs:to-
talPotential is a potential energy for nuclear motion in the Born-Oppenheimer
approximation and is commonly just called the total energy in quantum calcula-
tions. The advantage of using a Uniform Resource Identifier (URI) here is that it
gives uniqueness to the variable being described.

A large variety of properties (possibly expectation values) could be associated
with a quantum calculation. We divide these properties into system properties like
dipole moment and atom properties like mullikenCharges, A systemProperty has
attributes—name” and “unit” where name, for example, is cs:dipoleMomentX
denoting the X component of the total dipole moment and unit is cs:debye.

An atomProperty also has attributes “name” and “unit” in addition to the attri-
bute propertyCount which indicates how many atoms follow with properties. The
attributes of an atom property are the moleculeld and the atomld which uniquely
identify the atom (atom indices or id’s are unique only for the specific molecule that
the atom is a member of). The value of the atomProperty is the content of the
associated XML property element.

With quantum calculations there may be no connection table identifying a
“molecule” since a molecule of the molecular system is defined by CSX as the
collection of atoms forming a connected graph. For certain quantum calculations
there may only be a molecularSystem with child atoms and no “molecule” or
“coordination”, “bond”, etc. This is acceptable as valid CSX. It is preferred,
however, to define a connection table, if possible.

waveFunction
The wave function example in Fig. 6. shows the result for the above 3-21 G

calculation with its orbitals, etc. The far right side of the display is cut off and not all
orbital energies, symmetries, etc. are shown.
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=-J cs:waveFunction
& cs:orbitalCount

& cs:basisCount 13
E---J c=:orbitalEnergies
& unic cg:eV
[f] #rexc -20.42413 -1.3221 -0.6919346
# @ cs:orbitalSymmetry Al Al Al B2 B2 Al Al Bl Bl Al A1l B2
# @ cs:orbitalOccupancies |2 2 2 2 2 1]

=) cs:orbicals
=3 cs:orbital

® id 1

[f] #text 0.9832186 0.09583586 0.00277339
-2

® id 2

) #text 0.2297813 -0.218011 -0.06463216

L) cs:orbital
) cs:orbital
) cs:orbital
L) cs:orbital
L) cs:orbital
L) c=:orbital
L) c=:orbital
L) cs:orbital
) cs:orbital
) cs:orbital
L) cs:orbital

e EEEE

Fig. 6 The wave function section of a CSX file

The wave function has attributes orbitalCount and basisCount. These are gen-
erally the same but some calculations such as those from Gamess may differ here
because of the treatment of 5 spherical or 6 Cartesian d-orbitals.

The child XML elements of the waveFunction include the orbitalEnergies, cs:
orbitalSymmetry, cs:orbitalOccupancy and the orbitals themselves. Each orbital is
identified by its id.

Other Calculations

If the calculation is a density functional calculation, then cs: abinitioSCF is replaced
by cs:dft and two new attributes appear—cs:exchangeFunctional and cs:correla-
tionFunctional. If the calculation is MP2, then cs:abinitioSCF is replaced by cs:
secondOrderMoellerPlesset and an energy with type cs:correlation is added. Other
calculations such as CCD, CCSD(T), etc. may have energies and properties but not
a cs:waveFunction.

If the calculation is a molecular mechanics calculation then cs:molecu-
larMechanics replaces cs:quantumMechanics and new attributes describing the
cs:forceField and cs:parameterSet appear.

2.3 Usefulness of the CSX Description

The CSX proposed file standard is a convenient way to encapsulate computational
data coming from various quantum chemistry packages, for example. It will make
possible publication of the data onto the semantic web as well as portability of
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molecular structures and results among computational and other chemists. It is a
beginning and other options may become available but we believe it is a valuable
contribution.

2.4 A Quantum Chemistry Ontology

The RDF standard for a graph database and the associated serialized files, like RDF/
XML or Turtle, contain the scientific data (consisting of URI’s and literals). The
interpretation or meaning of that data, however, requires a vocabulary for defining
the data. That vocabulary is an ontology, in this case an ontology for computational
chemistry. Simple ontologies use a schema for RDF (RDFES) but in general the Web
Ontology Language (OWL) and OWL files are better used to describe the ontology.
An OWL file is usually formatted as RDF/XML for convenience although an OWL
ontology is not to be confused with the fundamental data described by RDF. It is
just simply convenient to use RDF to describe an ontology. This shows the power
of RDF in that the ontology can be described by the same structure as the data.

2.4.1 Simple OWL File

An OWL file begins by describing the classes (and subclasses) that are basic
entities of the ontology. For example the classes might be MolecularSystem,
Molecule and Atom, where the MolecularSystem is what a calculation is performed
on and which is assumed to be a collection of atoms and molecules. These classes
have ObjectProperties that relate one class to another. The ObjectProperty, has-
Molecule, relates the class MolecularSystem (the Domain) to the class Molecule
(the Range). The ObjectProperty, hasAtom, similarly relates the class Molecule to
the class Atom. The following is a portion of such an ontology expressed in Turtle.
The Gainesville Core ontology is reflected in the prefix gc:

@prefix rdfs: <http://www.w3.0rg/2000/01/rdf-schemat> .
@prefix owl: <http://www.w3.0rg/2002/07/owli> .
@prefix gc: http://purl.org/gc>.

gc:hasMolecule rdf:type owl:ObjectProperty ;
rdfs:domain gc:MolecularSystem ;
rdfs:range gc:Molecule .

gc:hasAtom rdf:type owl:ObjectProperty ;
rdfs:range gc :Atom ;
rdfs:domain gc :Molecule .

Using such an ontology allows the trivial inference that a MolecularSystem has
atoms although that is not explicitly stated! An ontology also has DataType
Properties that relate a class to a Literal rather than another class. For example, the
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dataType property, hasMultiplicity, might relate a class of SCF calculations to the
Literal 1 or 3 to indicate singlet or triplet.

Chemical Semantics, Inc. is in the middle of defining an ontology for compu-
tational chemistry. The current Release is usable but certainly not final. The Gai-
nesville Core web site describes the current status. A very professional version of
this will not be available quickly. A view of a very preliminary current version is
shown below.

One of the most important efforts of Chemical Semantics, Inc. is the develop-
ment of a proper ontology for computational chemistry. The effort will require
contributions from many members of this particular scientific community. Funding
for such an effort is being sought.

2.5 SPARQL—Searching

The acronym SPARQL Protocol and RDF Query Language (SPARQL) is officially
recursive but sometimes is referred to as Simple Protocol and RDF Query Lan-
guage. It bears some similarity to SQL but is a W3C standard for querying data on
the semantic web (graph databases) rather than data in relational databases.

There are a number of commercial SPARQL software packages including Vir-
tuoso which Chemical Semantics’ portal uses. The following is an example of a
SPARQL query that searches for all molecules that have 5 atoms and include a
Chlorine atom.

prefix gc: <http://purl.org/gc/>
prefix rdfs: <http://www.w3.0rg/2000/01/rdf-schemai#>
select

?molecule ?moleculeLabel ?inchikey
where {

graph ?graph {

?molecule rdf:type gc:Molecule ;

rdfs:label ?2moleculeLabel ;
gc:hasNumberOfAtoms “57;
gc:hasAtom ?atom;

gc:hasInChlKey ?inchikey .

2atom gc:isElement “Cl” .

/

order by ?molecule

The query begins with a definition of the namespaces gc: (Gainesville Core defined
by Chemical Semantics, Inc.) and rdfs: (RDF Schema) that it will use. The quantities ?
molecule, ?moleculeLabel, etc. are simply variables with arbitrary names.

The query searches for Molecules that have certain properties such as a label,
number of atoms, etc. The *“;” is essentially an “and” and the search ends with a ““.”
In addition, to the required Molecule properties, a ?atom found in the molecule

must also be a Chlorine according to the last requirement (Fig. 7),

Patom gc:isElement “C1”.
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Fig. 7 Preliminary version of ontology
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molecule | molecaleLabel | inchikey
http:/ipurl. org chem pub 201308 24-hyperchem 1 OmolSys VinyiChloride®20Anion | Molecule: VinylChloride Anion|AGSCYFRVQMCTSL-UHFFFAOYSA-N
attp:/ purl.org chem pub 201 3-08- 24-hyperchemSmolSys MethylChloride |Molecule: MethyiChioide | NEHMKBQYUWIMIP-UHFFFAOYSA-N

Fig. 8 Result of a SPARQL query

An example of using the query at the portal of Chemical Semantics, Inc. with a
small demonstration RDF graph results in a table as shown in Fig. 8.

The columns are labelled by the variables used in the query select. It returns here
only the inchiKey of the two molecules but an extension of the query could return
any computed properties of the two molecules that are part of our graph database on
the semantic web.

3 The Web Portal

There are three ways to publish on the portal. The first is to publish directly from
various software packages that produce computational chemistry results. The
number of these will expand as time progresses. For example, versions of PSI 4,
NWChem and HyperChem can publish this way. An example used to develop the
basic ideas is HyperChem, Release 9 with its Publish Button. The other packages
without a GUI require a simple script for publishing.

The second way to publish is to independently create a CSX file that defines the
publication, the molecular system and the calculations and just upload that file to
the portal where it will be translated to a Turtle (*.TTL) file and the data placed
onto the semantic web. One way to do this is to parse an output file with software
such as CSI’s own ChemicalPublisher to create the CSX file as shown in Fig. 9.

Thirdly, one might directly upload to the portal the output file from a compu-
tational package and have that output parsed at the portal where it is put into CSX
form initially and then translated to a TTL file.

3.1 Using a Publish Button

The first publication procedure, which uses HyperChem 9 or later, will not only
publish HyperChem calculations but any third-party calculations that HyperChem
has imported such as those from Gamess, Gaussian, Mopac, etc.

For example, HyperChem can parse a Gamess output file. The screen shot in
Fig. 9 shows three Gamess output files containing results for a single point ab initio
SCF calculation, a geometry optimization of structure and a vibrational analysis
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Fig. 9 Using parser software to parse an output file to create a CSX file

calculation. Once imported into HyperChem 9, these results can be published just as
if they we computed by HyperChem.

While parsing output files is certainly possible, Chemical Semantics, Inc.
expects to work with developers of these computational chemistry packages to help
them install their own “Publish Button”. The Publish Button in HyperChem is
shown in Fig. 1.

In addition to the title of the publication, the authors, their organizations and
e-mail, and the publication abstract, pushing the publication button (which initially
creates a CSX file) adds a number of other things to the publication. The Login
Data... Button allows entering data so that the Publisher Package can use a login ID
and password to directly publish results. The Content Button allows choices to be
made of what is published among the available results as shown in Fig. 10. The
Flags button allows the author to choose to define the current state of the publi-
cation as shown in Fig. 11 or the Visibility (Private, Protected, and Public).
A private publication can be seen only by the authors, a protected publication can
be show to anyone that the authors send a URI to with a key, and a public
publication can be seen by anyone logged into the portal.

It is also possible to add tags (essentially keywords) to any publication as shown
in Fig. 12. These may help in searching. A common set of tags is available as well
as custom tags set by the authors.
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-
Content of the Data to be Publish

Molecular System Properties (Temperature, Charge, Mult

Molecular System Structure (Atoms, Bonds, Coordinates, ...)

Atom Properties (Atom Charges, Basis Set, Chemical Shift, ...)
Molecular System Calculation (Technology (e.g. Quantum), Method, ...)
Molecular System Energies (SCF, Correlation Energy, Total Energy, ...)
SCF Orbital Energies (From SCF Calaulation, ...)

SCF Wave Function (Type, Coeffidents, ...)

Vibrational Frequendies (Harmonic Vibrational Analysis, ...)

Vibrational IR Intensities (IR spectra Only, ...)

Vibrational Normal Modes (For Animation, etc., ...)

Electronic Transition Energies (From Configuration Interaction, ...)
Electronic Osdillator Strengths (UV Spectral Intensities, ...)

Fig. 10 Choosing content to publish

Publishing Flags

Current State:

[Final |
Preliminary

Draft

Final

Fig. 11 Publishing flags



A Portal for Quantum Chemistry Data ... 23

Tags for Semantic Web Data ‘

Select Up To Five Tags:
AM1 B
CIDoubles

Clear All | CISD
CISD
CISingles
Select | CNDO
DFTWF
INDO
MDTrajectory 1,

RATRINWY (2

testing

Tag #2 lsto-3g

Tag #3 [mvmsh:mtag

Fig. 12 Publishing tags

3.2 Logging in and Manual Upload of CSX

In addition to publishing by hitting a “Publish Button,” many scientists will publish
by creating a CSX file and uploading it to the portal site. As described earlier above,
Chemical Semantics, Inc. has created a new CSX standard, similar to CML, for
holding all the required details of a computational chemistry publication. This
includes details about the authors, the title of the publication, etc. as more or less
just shown in Fig. 1. The information transferred to the portal by hitting the Publish
Button is that stored in a transferred CSX file. Multiple pathways can be expected to
produce these CSX files as time progresses. The conversion from CSX to RDF
occurs at the portal server.

One first has to log into the Portal as shown in Fig. 13. One can register if one
does not yet have an ID and Password. After entering the portal one is met with a
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CHEMICAL SEMANTICS

Username

Username

Password

rassword

[[] Remember me

Register now | About

Fig. 13 Logging into the portal

list of one’s own publications but one can inspect all publications as well depending
upon their visibility (Private, Protected, Public).

One can peruse all publications based upon Author, Title, Category, Tag, etc.
and then view any publication.

3.3 Viewing Publications

Clicking on any publication allows you to view details of a publication. Each
publication requires a Unique Name to be used in generating the URI for this
publication. Normally these will be assigned at the server level by the portal. An
example URI is,

https://staging.chemsem.com/pub/ostlund-20161221102029/

This uniquely identifies this publication. It is dereferenceable and can be passed
to friends to access the publication if so desired. The amount of data displayed with
a publication depends on the type of calculation being published and is evolving
with the portal.
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3.4 Data Federation

One of the problems with existing databases is that the data exists in silos of
isolation. The individual databases are difficult to merge and there is general dif-
ficulty in sharing data because of a lack of universal agreement on the database
schema, column names, etc. A fundamental aspect of the semantic web is its ability
to federate data, i.e. make data available globally. This comes about because of the
global data standards that have been set, because one can merge individual
ontologies easily and because two separate graph databases can be merged just by
adding a single link (predicate) from one graph to another (Fig. 14).

An elementary example of this federation is available at the Chemical Semantics
portal by clicking on the Data Federation Tab. If the molecule for the current
publication is Methyl Chloride, then clicking on the tab brings up something like
that shown in Fig. 15.

This displays the information about Methyl Chloride that exists at the
ChemSpider site of the Royal Society of Chemistry (RSC) and the Chemical
Entities of Biological Interest (ChEBI) site of the European Molecular Biology Lab
(EMBI-EBI).
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Conclusion

The semantic web offers a new way to publish the data created by Quantum
Chemistry calculations that matches the capabilities of the World Wide Web. As
opposed to isolated silos of data that are difficult to find and/or share, the semantic
web makes sharing of data a fundamental attribute. Our portal is a demonstration of
this new technology and hopefully is a precursor of technology allowing scientist to
finally have a vehicle for the proper sharing of scientific data leading to new and
enhanced capabilities.
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Matrix Elements for Explicitly-Correlated
Atomic Wave Functions

Frank E. Harris

Abstract We refer to atomic wave functions that contain the interelectron dis-
tances as “explicitly correlated”; we consider here situations in which an explicit
correlation factor r; can occur as a power multiplying an orbital functional form
(a Hylleraas function) and/or in an exponent (producing exponential correlation).
Hylleraas functions in which each wave-function term contains at most one linear
r;; factor define a method known as Hylleraas-CI. This paper reviews the analytical
methods available for evaluating matrix elements involving exponentially-correlated
and Hylleraas wave functions; attention is then focused on computation of inte-
grals needed for the kinetic energy. In contrast to orbital-product and exponentially-
correlated wave functions, no general formulas have been developed by others to
relate the kinetic-energy integrals in Hylleraas-CI (or its recent extension by the
Nakatsuji group) to contiguous potential-energy matrix elements. The present paper
provides these missing formulas, obtaining them by using relevant properties of vec-
tor spherical harmonics. Validity of the formulas is confirmed by comparisons with
kinetic-energy integrals obtained in other ways.

1 Introduction

Ever since the first days of quantum mechanics investigators have sought meth-
ods for describing the electronic structures of atoms and molecules that are more
rapidly convergent than superposition-of-configurations (also called configuration-
interaction) expansions of the electronic wave function in orbital products. Probably
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the earliest endeavor of this type was that of Hylleraas, whose study of the He atom
[1] used a wave function that included as a multiplicative factor the explicit appear-
ance of the interelectron distance r|,. Although it was many years before wave func-
tions of this type came into widespread use (probably awaiting the availability of
digital computers), a few landmark studies using such wave functions (which we
identify as traditional Hylleraas functions) were soon carried out, including in par-
ticular a study of the hydrogen molecule by James and Coolidge [2], published in
1936. There followed in 1960 a further study of the hydrogen molecule ground state
by Kolos and Roothaan [3], in 1968 a detailed study of the lithium atom by Larsson
[4], and in 1994 an essentially quantitative computation of the ground state of the
hydrogen molecule by Kolos [5].

Attempts to apply Hylleraas methods to larger systems revealed that the occur-
rence of a wide variety of combinations of r; factors (and higher powers thereof)
led to exceedingly complicated computations, and as early as 1971 it was proposed
by Sims and Hagstrom [6], and independently by Woznicki [7], to consider con-
figurations (wave function terms) that contained at most a single, linear r; factor.
Methods based on wave functions of this type, now usually referred to as Hylleraas-
CI (Hy-CI), were over time more fully developed and applied to a variety of atomic
problems. Representative work in this area is in [§—11].

An alternative to the Hy-CI development is the use of exponentially-correlated
wave functions. This type of wave function was proposed in the mid-1960s by Bon-
ham [12, 13], but at that time calculations based on it seemed impractical. However,
it was practical to use exponentially-correlated Gaussian orbitals, and work in that
area has been pursued by Rychlewski et al. [14]. Calculations based on exponentially-
correlated Slater-type orbitals finally became practical for small atomic systems after
publication of an extraordinary paper by Fromm and Hill [15].

The possibility of a practical extension to the Hy-CI method (identified by its
proposers as E-Hy-CI) has been examined by the Wang et al. [16], who developed
formulas for the “unlinked” integrals (defined in Sect. 4) that are encountered when
the single r; of a Hy-CI wave function is generalized to a form of the generic type
rz.” exp(—pf;r;)-

The present contribution reviews some aspects of electronic-structure compu-
tations by these Hylleraas-inspired methods, including a discussion of recently-
discovered methods for simplifying the computation of the kinetic-energy matrix
elements in both Hy-CI and E-Hy-CI.

2 Wave Functions

Before incorporation into an antisymmetrized space-spin function, the spatial parts
of the exponentially-correlated three- and four-body spatial wave functions, written
in terms of their internal coordinates (in which one particle, often a nucleus, is at the
origin of the coordinate system), can take the form
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P(1,2) = Y, (2)Y,*(2)®(1,2), (1)
¥(1,2,3) = YZ”(91)Y;?2(92)Y23(93)¢(1,2, 3), 2
with
D(1,2) = r';'r?rfze_"l’l_“z’z—ﬂrlz , 3)
&(1,2,3) = I‘;ll I‘;zr;%l[l’;rfgigé e~ N T1— 0= =3 =i =firy; 4)

Here Y" are spherical harmonics, at Condon-Shortley phase [17], and £2; stands for
the angular coordinates of Particle i. Particle i, at position r;, has radial coordinate r;,
r; =r1;— 1, and r; = |r; — r;| is the distance between Particles i and j. Traditional
Hylleraas methods use wave functions with all § equal to zero; Hylleraas-CI methods
additionally require each wave-function term to have at most one p; nonzero; that p;,
if present, has the value unity.

3 Exponential Correlation

For three-body systems exponentially-correlated wave functions do not present major
problems because the three interparticle distances ry, r,, and r;, can be chosen as
internal coordinates, with the position and orientation of the three-particle triangle
described by specifying the center of mass (or the position of one particle) and the
Euler angles of the triangle orientation. In those coordinates, the internal ‘“volume
element” is proportional to r,r,r,,, and the main computational issue is to deal with
the ranges of these distances.

For four-body systems it is still possible to use all the r; and r;; as explicit coordi-
nates, but the internal volume element (contrary to a claim in Ref. [18]) is extremely
complicated, leading to integrals long thought to be intractable. Evaluation of the
four-body integrals needed for exponentially-correlated electronic-structure compu-
tations was the problem solved by Fromm and Hill [15]. Fromm and Hill’s solu-
tion, however, suffered from the difficulty that its implementation required laborious
tracking of the branches of the dilogarithm functions it contained. Avoidance of this
inconvenience and various other technical improvements were described in a paper
by the present author in 1997 [19]. That 1997 paper also resolved another issue:
Remiddi [20] had published completely analytical formulas for certain integrals aris-
ing in Hylleraas calculations, and they agreed numerically with the corresponding
special cases of the Fromm/Hill formula. But an analytical demonstration to that
effect was missing. A formula presented in [19] was shown to lead to the desired
analytical result.

As indicated above, the integrals needed for Hylleraas wave functions were spe-
cial cases of those needed for exponentially-correlated wave functions, so in prin-
ciple all such integrals for four-body systems could now be computed analyti-
cally. However, the formulas involved were rather unweildy, and the computational
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process was greatly simplified by the development of recurrence formulas enabling
all four-body integrals to be obtained from a single starting value. This objective
was achieved, first for traditional Hylleraas integrals only, by Pachucki et al. [21],
and later, for general exponential correlation, by the present author [22].

4 Hylleraas Integrals

Integrals containing various combinations of r; as factors (we call these potential-
energy integrals) will occur in atomic Hylleraas calculations; each integral can be
identified with a diagram that is formed by

(1) Introducing a vertex corresponding to each particle not at the origin of the
coordinate system (usually the nucleus);

(2) For each factor r; or 1/r; in the integral, drawing a line in the diagram that
connects vertices i and J-

Any vertex not connected to other vertices by a line corresponds to a one-particle
integral that is easily evaluated. Diagrams containing closed loops (with three or
more vertices) are termed linked, and any diagram or part of a diagram that is not
contained in a closed loop is called unlinked. Unlinked integrals and parts can be
evaluated in closed form after introducing the Laplace expansion of each 1/r; [23]
and/or its generalization to the related quantity r; [24]. An alternative to the Laplace—
type expansion for unlinked integrations is to use a coordinate system in which the
unlinked r;; are coordinates. That approach has been followed by Ruiz in [25-28] and
in other papers Integrations over the particles in closed loops can also be treated
using Laplace-type expansions, but such linked integrations lead to infinite series
that are usually evaluated numerically.

For atomic Hy-CI, the limitations in the occurrence of r; factors cause the
potential-energy integrals to consist only of completely unlinked integrals involv-
ing four or fewer vertices, except for one three-vertex integral containing a linked
product of the form r;r;. /ry. This type of integral, often called a “triangle” integral,
was first discussed by Szasz [29].

While the general development for exponentially correlated wave functions in
principle provided closed analytic formulas for the Hylleraas triangle integrals,
those formulas were often more laborious to evaluate than expansions based on
Laplace-type formulas. For triangle integrals with general spherical harmonics, the
most utilized current approach is probably the Levin u-transformation convergence-
acceleration scheme [30] used by Sims and Hagstrom [9].

The diagrams denoting integrals arising in Hy-CI are the same as those occurring
in its extension E -Hy-ClI, the only difference being that each diagram line refers to a
factor of type r " exp(— B;ry) instead of simply r;
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5 Kinetic Energy

Unexpectedly, a bottleneck in Hylleraas-CI computations has been the computation
of kinetic-energy matrix elements. In completely orbital formulations, the deriva-
tives describing the kinetic energy in quantum mechanics simply change the powers
of r; in a matrix element, making it simple to identify the kinetic energy in terms of
potentlal -energy integrals. However, the presence of factors r;;, either as powers or
in exponents, generates new complications.

When no explicit angular factors are present, the kinetic-energy operator 7" can
be reduced to the form [31]

po Iy (1, 1\(&,
T=—2 —+ = 0 S
22<m +m,~) or? r, [ Z 2, <080 5 ark ®)

i m; Jj<k
Jok#i

The indices in Eq. (5) run over all the particles (including any nuclei, whether or not
they are assumed to be of infinite mass), m; is the mass of Particle i, and cos 6, is
the cosine of the angle between r;; and r;.. It can be evaluated as

P+ —r?
ij ik Jjk
cos Hl-jk = (6)
2rl-jrik

Because Eq. (5) is general, its use yields the kinetic energy even when the particles
are all of finite mass, thereby removing the need for an estimate of the nonphysical
quantity called “mass polarization”.

For wave functions containing explicit angular factors (e.g., spherical harmonics),
the kinetic-energy operator requires additional terms. This topic is discussed in [32—
34].

Evaluation of the kinetic energy for exponentially-correlated wave functions was
examined in 1993 by Rebane [35], who showed how the kinetic-energy matrix ele-
ments could be written in terms of suitable potential-energy contributions. Rebane’s
derivation was later simplified by the author’s research group [36]. Unfortunately
Rebane’s formula involves all the exponents of the exponentially-correlated wave
function and does not apply to the usual .

6 Kinetic Energy in Hylleraas-CI

In the absence of formulas relating Hylleraas kinetic-energy matrix elements to those
of potential energy, expressions based on the Laplace expansion can be differen-
tiated, leading after some complication to a set of kinetic-energy formulas. The
situation is even more cumbersome if, following Ruiz, one uses the interparticle
coordinates directly. In any case, relations involving kinetic-energy integrals would
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be useful in reducing computational effort and/or in providing additional checks for
the numerical work. This section of the present paper summarizes work previously
presented by the present author [37] showing how the use of concepts associated with
vector spherical harmonics [38] can be applied to derive the missing kinetic-energy
formulas for Hy-CI.

Our starting point is to note that after integrating the variables of a kinetic-energy
matrix element that involve orbitals only, there may remain a two- or three-body
integral of which the most difficult are illustrated by the following:

K, = <r12¢a(1)¢b(2) ‘—%Vf

r12¢d(1)¢e(2)> ; )

K = <r,3¢a(1>¢b(2)¢c(3) HVT

rn¢d(1)¢e(2)¢_,~(3)> : ®)

Here ¢, is a Slater-type orbital (STO) of the form
¢a = ga(r)Y[mu(Q) s with ga(r) = r’la—le—aur . (9)

For compactness in the final formulas for K, and K5 we write a;" to denote an orbital
with parameters a, and n,, but with the indicated quantum numbers [, m, which may
differ from the values /,, m, of ¢,,.

For both K, and K; we start by evaluating the application of the Laplacian for
Particle 1 to rj,¢,(1). Noting that V2Y;" = —I(I + 1)Y}" /r*, we find

V2rpg (D] = [ Vig (D) + (Vi) g,(1)

Ly + Dripga()

2
n

+2r,V184(1) - V1Y;:d(1) +2g,()V 1y, - V1Y;Zd(1)- (10)

+2V,8,(1) - Vi | ¥, 4(1)

Equation (10) corrects a misprint in the /,(; + 1) term of [37].
Most of the quantities in Eq. (10) are easily simplified. Defining r,, = r; — r, and
letting an overline circumflex denote a unit vector,

n,n,—1) 2a,n
Vigu(l) = < . jz - ;’1 4+ aj) g4(1), a1
1
Vir, = i, (12)
T
ng—1 "
Vg, (1) = % ga(DE, (13)
1
Vir, = Fpp, (14)
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24+ —r?
t b= 12, (15)
2r 1)y
0=V,g,(1)- V,Y/"(1). (16)

With these substitutions, Eq. (10) becomes

n2-1-L0;+1)  2n,+ Da
V%[ﬁz(bd(l)] = l d P - dr d + O‘j F2¢4(1)
1 1
a,r? (n;, — 1)r2 1
+ nd+l—adr1+ﬂ— 4 5 2| $aD)
r r T2
+2g,()E, -V, er:”(l). a7

Equation (17) corrects a sign error that was present in the corresponding equation of
[37].

One further simplification can now be easily made to the final term of Eq. (17):
The orthogonality of #; and V, Yl':‘i(l) permit us to write

2ry8,(1)

28y (D1, VY1) = = By - Vi YD), (18)

12

As explained in more detail in [37], the properties of vector spherical harmonics
can now be used to complete the evaluation of Eq. (18).
Introducing the complex unit vectors

N S SRS S S
6= e =TT g =g, (19)

with orthogonality relation

&, &, =(-1"s,, (20)
it can be shown that
477 sy
i, = Z( DAY TH(2)8,, Q1)
pu=—1
s L, + D@L +1—-2\"?
Vit (= szz_l g‘l 22, + 1)

L+A11l m v
X < d d > Yo (e, (22)

my—v Vv my
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and that the final term of Eq. (17) reduces to

284Dy - V1Y) (1) = -

2ry84) [ax | (ld(ld+1)(21d+1—/1>1/2
LT 3 &4 220, + 1)

lag+ A1 1y \ yme=v 1 pv
x <md_v v > YY),
(23)

In these equations the array in angle brackets is a Clebsch-Gordan coefficient as
defined in the Appendix; the notation we are using for it is not standard but the
author hopes it will become more widely adopted.

The spherical harmonic Y}(2) will in overall computations occur multiplied by
the harmonic contained in ¢(2); that product can be reduced to a sum of single har-
monics. This reduction takes the form

nor@= 3 [ L ), (24)

1L+ ] e
A Lme v —m—v

where the array in brackets is a Gaunt coefficient (also in a nonstandard notation
suggested by the author). There is unfortunately no single widely-accepted defini-
tion for the Gaunt coefficients; we use here that given in the Appendix, which has
the properties of being both analogous to the definition of the Wigner 3-j symbol
[39] and in agreement with the Gaunt-coefficient definition chosen by Pinchon and
Hoggan [40].

Combining Eqgs. (17), (18), and (24), we obtain a final expression containing no
differential operators for —%V%rud)d(l )$.(2); it is then straightforward to insert that
expression into Egs. (7) and (8). We display here the formula for K;; that for K, is
included in [37]:

L, +D—-n?+1
K3= o 4 ¢ahc
2

AVISE]
2
"

2
a
cladef> - ?d <‘Dabc |r12r13| (Ddef>

2ny; + Day T12713 ng+1 i3
t 5 { Pare N Paes ) = 5 { Pae P, Do
2 2
ay rri s ng—1 PYRE]
2 < P rrn| 2 o riry o

[in LA+ DRL+1-)\"? ¢ L+A11
- -1 m,+v [*d d
* 3 /1;1 < 224+ 1) Z( ) my—Vv Vv ny

v=-—1
le 1 le—l-ﬂ./ rris
X /1;1 [me v —m,—v Pave

rrp

my—v. m,+v M
d eze+/vfg > (25)
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This equation is a corrected form of the corresponding formula in [37].

A salient feature of the formula for Kj is that it relates the matrix element for given
angular quantum numbers to those of neighboring angular indices; this behavior is
indeed to be expected because of the properties of the spherical harmonics.

The formula for K, (not shown but given in [37]) provides an alternative to a
relation identified by Kolos and Roothaan [41]. However, the technique employed
by Kolos and Roothaan does not extend to cover the three-body integral represented
here as Kj.

7 Kinetic Energy in Extended Hylleraas-CI

A procedure similar to that outlined in Sect. 6 can be applied to the kinetic-energy
matrix elements in E-Hy-CI. We summarize here some of the results; a more com-
plete discussion will be published elsewhere [42].

One type of integral relevant here has the form

K;chl = <rll’/3e_ﬁ’r,3¢a(1)¢b(2)¢c(3) ‘—% V%

rfze-ﬂ"z¢d<1>¢e<2)¢f(3)>. (26)

In a process similar to that used for Hy-CI, we start by writing

e 8,0)] = [V + (9 e )

Ll + Dr),e g (1)

2
i

+27%,e7PV g, (1) - V,Y[(1) + 2g,(DV, [hye 2] - Vv, @7

+2V,g,(1) -V, [ e7"m] ]Yl’:d(l)

which differs from Eq. (10) only by replacement of r;, everywhere it occurs by
rfze‘l”m. Examination of Eq. (27) shows that we now need to evaluate the new quan-
tities

V% [rllpze_ﬂrlz] — (p(p;' 1) _ 2ﬂ(p+ 1) +ﬁ2> ’fze_ﬁrlz’ (28)
i V)
Vl [rlrze—ﬂrlz] = <% - ﬂ) r’ljze_ﬂrlzf‘u. (29)

Inserting the results from Eqgs. (28) and (29) into Eq. (27) and then proceeding as in
Sect. 6, we reach
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L, +1)— + -1
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(30)

To keep the above formula more compact, we have defined f}, = r’l’ze‘ﬂrlz and fi; =
,11”3 e P,

Equation (30) confirms that the kinetic-energy matrix elements in E-Hy-CI reduce
to contiguous potential-energy integrals.

8 Numerical Verification

The formulas for kinetic-energy intergrals in Hy-CI developed here and (in more
detail) in [37] were confirmed by comparing integrals produced using them with
similar integrals computed in other ways by Ruiz [25, 27, 28] and by Sims and
Hagstrom [10]. After making some adjustments needed to achieve consistency (see
[37]), complete agreement with the results of those investigators was obtained.

The errors noted in various equations of [37] arose while transcribing the formu-
las from computer programs and therefore did not affect the numerical verification
process.
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We could not find literature values of E-Hy-CI kinetic-energy integrals for com-
parison with the formula in Sect. 7 of the present contribution and therefore cannot
present data to provide its numerical confirmation.

9 Conclusions

This paper summarizes features of a variety of types of correlated-orbital atomic
calculations and identifies new formulas yielding kinetic-energy matrix elements
for the Hylleeraas-CI method of Sims and Hagstron and of WoZnicki and for the
extended Hylleraas-CI method proposed by the Nakatsuji group.
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grateful to acknowledge their assistance.

Appendix. Angular-Momentum Coefficients

The spherical harmonics Y;"(e, ¢), alternatively written Yl’”(Q), can be defined with
the sign convention chosen by Condon and Shortley [17] (Condon-Shortley phase)
by the Rodrigues formula

=D
21

dl+m
dul+m

Y/'(2) = N, (1 —u?)"?——u* - 1)e™?, 31

where u = cos 6 and N, is the factor

e+ na-m!
Nim = 4r(l + m)! G2

that makes the Y I’” orthonormal. With these definitions,
YHQ) = (=1)"Y (). (33)

A product of spherical harmonics of the same argument £2 can be expanded into
a sum of harmonics of that argument. The coefficients in that expansion are known
as Gaunt coefficients. Unfortunately there is no unanimity as to the definition of the
Gaunt coefficient. Choosing the definition of Pinchon and Hoggan [40], we introduce
a bracket notation that we hope will become adopted:

[11 L1 ] =/YZ1‘(Q)YZZ(.Q)YZ’3(Q)CJQ. (34)

my my ms
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m

Expansion of the spherical harmonic product Y, ‘Ylm2 in the orthonormal set Y£4 ,
1 2

carried out by taking scalar products with (Yﬁ” )*, leads after use of Egs. (33) and
(34) to
my - l l L
Y @Y @2) = Y (-1 [ 1 ] YM(Q). (35)

my my, =M
LM

Because harmonics with upper indices m; and m, form a product all of whose terms
have the same value of M, Eq. (35) can be simplified by dropping the M summation,
setting M = m; + m,.

The Gaunt coefficients can be written in terms of Wigner 3-j symbols [39]. Using
the standard notation for that symbol (an array of / and m values in ordinary paren-
theses), the Gaunt coefficients as defined here can be written

[11 L 13]2 (211+1)(2lz+1)(213+1)<1l L 13><11 I z3>. 36)

my my my 47 my my ms 000

A pair of angular momenta in two independent variables can be coupled to form
a quantity of definite resultant angular momentum by forming a linear combination
of products of the individual angular momenta; the coefficients in that expansion
are called Clebsch-Gordan coefficients. Coupling of the angular-momentum wave
functions 1;/;7'(1) and %2"2(2) with fixed values of j, and j, to form the combined

function ¥}'(1,2) is described by

M _ ] 1 jz J my my
mym,
where the array in angle brackets is our (nonstandard) notation for the Clebsch-
Gordan coefficient. Here all contributing terms must satisfy m; + m, = M, so we
can actually reduce Eq. (37) to a single sum over, say, m,, with m; set to M — m,.
The Clebsch-Gordan coefficients can also be written in terms of 3-j symbols:

<.]1 Ja I3 >=(_1)i1_./2+’713‘/2j3+ 1 <‘]1 Ja U3 > (38)

my my ns my ny —my
Well-documented computer programs exist for the evaluation of the 3-j symbols,

making it straightforward to evaluate expressions involving Gaunt or Clebsch-Gordan
coefficients.
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Abstract To save time and computer resources, we made an attempt to design
reasonable yet simple structural indicators to identify weak chemical bonds, instead
of performing numerous, tedious calculations of individual bond dissociation
energies (BDEs) for all bonds within a molecule. Based on the commonly available
structure-property indicators for bond strength, such as bond length (R), the
Mulliken interatomic electron number (MIEN), the Wiberg bond order (WBO), and
BDE, we have created two new bond-strength indicators, i.e., M = MIEN/R and
K = (WBO x MIEN)/R?, which shall be directly used to efficiently identify almost
all weak bonds with BDE below 350 kJ/mol. If several bonds of the same type
attain the same smallest values of M or K, values of the electron density at the bond
critical points (p.) alone can almost always pinpoint the weakest bond from the set
of weak bonds, greatly reducing the amount of efforts in carrying out the calcu-
lations of the BDEs of the corresponding bonds.
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1 Introduction

Bond dissociation energy (BDE) is important to the understanding of the mecha-
nisms of chemical reactions and crucial to the design, synthesis, and performance
studies of new functional materials. In the field of high-energy density explosives,
the pyrolysis of explosive molecules is considered to be the critical step in the
explosion process. Especially, the BDE of the weakest (trigger) bond plays a sig-
nificant role in the initial reaction of explosion. Hence, identification of the trigger
bond becomes mandatory in the studies of the safety and reliability of explosives.
For a homolytic bond breaking process [1-8],

A—B bond breaking A 4 B.,

the BDE can be calculated according to the formula [9-11]:

BDE,; = [E(zp)g(ugl; +E(ZPys - E(ZP)jgb} "
+ [E@P); —E(zP)}] + [E(ZP); —E(ZP)].

Here, ZP means all energies (E and E) are corrected for the zero-point vibrational
effect. The capital letters A and B refer to the corresponding molecular fragments
produced after breaking the bond between A and B, and the small letters a and
b stand for the basis sets attached to the fragments. Before the homolysis reaction
happens, the parent compound optimized within the combined basis set (a U b) has
energy E(ZP)i5®. After the reaction occurs, A and B radicals optimized each
individually within their own basis sets, a and b, have energies E(ZP)j and E(ZP)'Z;,
respectively. To mitigate the inconsistency of the basis sets used before and after
the reaction, the counterpoise correction [10, 11] for the basis-set superposition
error (BSSE) has been adopted in Eq. (1), in which four more single-point energies
with molecular fragments A and B frozen in their geometries within the parent
molecule are calculated: E(ZP)4(%; with ghost B, E(ZP)l35 with ghost A, E(ZP)4,
and E(ZP)5. For a given ghost structure, the full sets of its basis functions and
numerical integration grid points are still present as before, but there are neither
nuclear charges nor electrons within the ghost. Therefore, both E(ZP)X&I)’ and E
(ZP)?AL)’g are still calculated within the total combined basis set (a U b).

Equation (1) clearly shows that for every bond breaking occurrence, an accurate
estimate of the BDE involves at least four single-point calculations, two geometry
optimizations, and six vibrational frequency analyses for the ZP correction. Hence,
calculating the BDEs of all bonds of a large molecule to identify the weakest bond
is very labor-intensive and time-consuming. It is thus highly desirable to design a
simpler structural indicator to replace the enormous amount of BDE calculations. In
conventional chemical wisdom, bond length (R), bond order (BO), and bond
energy (BE) are the three commonly used key parameters reflecting the strength of
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Table 1 Average bond Single R, BE, BE,/R, IR,

lengths (R,) and bond bond (pm) (kJ/mol) (kJ mol™! A1) (A

energies (BE,) of various

common single bonds [12] H-H 74.14 436 588.1 1.349
O-H 97 464 478.4 1.031
N-H 100 389 389.0 1.000
C-H 110 414 376.4 0.909
Cl-H 127.4 431 338.3 0.785
S-H 132 368 278.8 0.758
Br-H 141.4 364 257.4 0.707
C-0 143 360 251.7 0.699
C-N 147 305 207.5 0.680
c-C 154 347 225.3 0.649
I-H 160.9 297 184.6 0.622
C-Cl 178 339 190.4 0.562
CI-Cl 199 243 122.1 0.503
Br-Br 228 193 84.6 0.439
-1 266 151 56.8 0.376
F-H 91.7 565 616.1 1.091
N-N 145 163 112.4 0.690
N-O 136 222 163.2 0.735
0-0 145 142 97.9 0.690
F-F 143 159 111.2 0.699

a chemical bond. Empirically, there exists a good quantitative relationship between
R, BO, and BE: the longer R, the less BE or the lower BO a bond has, the easier the
bond breaks [12]. Thus, R or BO might be directly used to identify the trigger bond,
without relying upon BE.

Along this line of reasoning, the experimental average bond lengths (R,) and
bond energies (BE,) sampled over many different chemical species containing 20
most common single bonds are gathered in Table 1 [12]. As a whole, the data
collected in Table 1 indeed validate the general observation: the longer R a bond
has, the smaller BE is, i.e., the bond breaks more easily. The linear regression
between BE, /R, and 1/R, is drawn in Fig. 1 with a correlation coefficient 0.99.
Despite the fact that specific bonds of the same type come with many different
variations in R and BE due to local chemical environment, it is still very reassuring
in discovering such a strong linear correlation between BE/R, (in kJ mol™" A‘l)

and 1/R, (in A"
BE, 1
( ) =568.59 (—) —150.91. (2)
R, R,

Accordingly, it might be a good idea to directly employ R to identify the weakest
bond.
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Fig. 1 Relationship between average bond energies (BE,) and bond length (R,,). The straight line
is a least-square linear fit to the data points denoted by blue squares; data points marked by red
circles are excluded from the linear fit. All data are collected in Table 1

On the other hand, many previous studies [4-7] have primarily used the
Mulliken interatomic electron number (MIEN), calculated via the Mulliken
population analysis [13], to identify the trigger bond. Normally, only the bond with
the smallest MIEN from the same type of bonds is selected for further consideration
[4-7]. However, the bond with the smallest MIEN might not necessarily have the
lowest BDE among the bonds within a molecule. Taking 2,4,6-trinitrotoluene
(TNT) for example, the MIENs of all C-NO, bonds are among the smallest (see
Table 2), indicating one of the C-NO, bonds to be the trigger bond. However, to
single out which C-NO, bond to break first, calculations of the BDEs of these
specific C-NO, bonds have been carried out. In Table 2, the C3—N;; bond has the
smallest MIEN (0.1468), whereas the C;—N;4 or Cs—Ng bond has the lowest BDE,
237.75 kJ/mol. Clearly, the smallest MIEN may not correspond to the lowest BDE.

Alternatively, within the quantum theory of atoms in molecules [14, 15], Bader
proposed several parameters to indicate the relative bond strength using the idea
associated with bond critical points (BCPs). These BCPs are located at the inter-
atomic surface between a pair of atoms, at which the electron density reaches
minimum in one dimension, yet reaches maximum in the other two dimensions. As
Bader originally suggested, the value of the electron density at such a bond critical
point between a pair of atoms of a chemical bond, p., can be used to measure the
strength of the chemical bond. On the other hand, the BE is an integral of the
electron density over the associated interatomic surface between an atomic pair.
Unfortunately, this BE integral has an unknown system-dependent dimensionless
proportionality pre-factor. As a result, Bader’s p. indicator can only be used to
compare the same kind of bonds between the same pair of atoms within very similar
local chemical environment and might not be able to evaluate the strengths of
different kinds of bonds even within the same molecule.
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Table 2 Bond strength indicators of selected explosive molecules
Molecule | Bond R WBQ® |MIEN® |wW¢ |M° |k P BDE"
TNT C;—Ny4 1.481 |0.9138 |0.1504 |0.62 |0.10 |0.06 |02621 |237.75
C3-Ny; 1.475 109214 |0.1468 |0.62 |0.10 |0.06 |0.2653 |265.01
Cs—Ng 1.481 |0.9138 [0.1504 |0.62 |0.10 |0.06 |0.2621 |237.75
Ce—C7 1.509 |1.0375 [0.3819 |0.69 |0.25 |0.17 |0.2502 |403.65
C7-Hyo 1.089 |0.9062 [0.3559 |0.83 |0.33 |0.27 |0.2758 |360.77
C7-Hyo 1.089 |0.9062 [0.3559 |0.83 |0.33 |0.27 [0.2758 |360.77
C7-Hy 1.094 |0.8851 |0.3611 |0.81 |0.33 |0.27 |0.2699 |361.26
TNM C;—Nig 1.481 |0.8880 [0.1532 |0.60 |0.10 |0.06 |0.2614 |232.21
C3-Nj» 1.478 |0.8984 |0.1458 |0.61 |0.10 |0.06 |0.2625 |233.19
Cs—Ng 1.477 |0.9009 |0.1447 |0.61 |0.10 |0.06 |0.2629 |232.24
Cy,Cys 1.511 [1.0278 |0.3611 |0.68 |0.24 |0.16 |0.2498 |404.02
C4—Cy; 1.511 [1.0286 |0.3762 |0.68 [0.25 |0.17 |0.2495 |403.30
Ce—Cy 1.511 [1.0282 |0.3709 |0.68 [025 |0.17 |0.2499 |403.41
C7-Hyo 1.095 |0.8910 [0.3614 |0.81 |0.33 |0.27 [0.2705 |365.27
Cis—Hye [1.089 |0.9085 |0.3518 [0.83 |0.32 |0.27 |0.2764 |366.21
PNT C-Njg 1.483 |0.8881 |0.1484 |0.60 |0.10 [0.06 |0.2659 |208.11
C3-Nj¢ 1.484 |0.8904 [0.1284 |0.60 |0.09 |0.05 |0.2671 |200.62
C4—Nj3 1.484 |0.8890 [0.1313 |0.60 |0.09 |0.05 |0.2671 |197.65
Cs—Njo 1.484 0.8912 [0.1263 |0.60 |0.09 |0.05 |0.2669 |200.63
Ce—N; 1.485 |0.8856 [0.1533 |0.60 |0.10 |0.06 |0.2650 |208.40
C—Cx 1.510 |1.0284 |0.3673 |0.68 |024 |0.17 |0.2493 |419.52
Cyp-Hp; [ 1.095 |0.8878 |0.3600 |0.81 |0.33 |0.27 |0.2704 |365.39
Cy-Hyy [1.094 09039 |0.3674 |0.83 |0.34 |0.28 |0.2714 |365.21
Cyp-Hps [ 1.088 09033 |0.3526 |0.83 |0.32 |0.27 |0.2778 |365.00
TNCr C,—Ng 1.479 0.8908 |0.1555 |0.60 |0.11 |0.06 |0.2623 |235.36
C4—Njo 1.431 |1.0545 [0.1707 |0.74 |0.12 |0.09 [0.2779 |294.13
CeNj2 1.455 |0.9805 |0.1574 |0.67 |0.11 |[0.07 |0.2694 |250.81
Cs-Ny; 1.337 | 13579 [0.3829 |1.02 |0.29 |0.29 |0.3413 |434.30
C,-C; 1.511 |1.0321 |0.3656 |0.68 |024 |0.17 |0.2497 |386.34
C;3-0y 1.322 | 1.1728 |0.3734 |0.89 |0.28 |0.25 |0.3223 |453.39
Cs-Hjo 1.094 |0.8892 |0.3588 |0.81 [0.33 [0.27 |0.2699 |367.69
C7-Hyo 1.090 |0.9054 [0.3655 |0.83 |0.34 |0.28 |0.2742 |367.31
C;-Hy 1.089 |0.9044 |0.3461 |0.83 |0.32 |0.26 |02770 |367.12
Og-Hy, (0997 [0.5986 |0.2117 [0.60 |0.21 |0.13 |0.3106 |391.96
N;;-H,; [1.011 [0.7385 |0.2746 |0.73 |0.27 |0.20 |0.3264 |424.61
N;;-Hoy [1.013 |0.7360 |0.2695 |[0.73 |0.27 |0.19 |0.3245 |405.53
CDNAPY | C-Ng 1.466 |0.9397 [0.1335 |0.64 |0.09 |0.06 |0.2695 |248.56
C4—Ny 1.452 109729 [0.1237 |0.67 |0.09 |0.06 |0.2730 |278.67
C5-Njo 1.339 | 1.3124 |0.3491 |0.98 [0.26 [0.26 |0.3415 |455.55
C,—Cl, 1.738 [1.0973 |0.3046 |0.63 |0.18 |0.11 |0.2057 |325.22
C3;-H;s 1.082 |0.8624 [0.3366 |0.80 |0.31 [0.25 |0.2841 |470.41
Njo-Hjs |[1.011 [0.7516 |0.2808 |0.74 |0.28 |0.21 |0.3255 |435.63
Njo-H;; [1.010 |0.7875 |0.2942 |0.78 |0.29 |0.23 |0.3284 |434.71

(continued)
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Table 2 (continued)

Molecule Bond R WBO® |MIEN® | W |[m* KT P BDE"
PAM C,-N; 1.477 |09191 [0.1475 |0.62 |0.10 [0.06 |1.1958 |217.54
C4—No 1477 09191 |0.1475 062 [0.10 |0.06 |1.1958 |217.54
Ce-Nyo |1.474 [09241 [0.1501 [0.63 [0.10 |0.06 |1.2627 |262.69
C3-Oy 1340 [1.0529 [03040 [0.79 |023 |0.18 |[1.3156 |[354.45
0s-Cy; | 1453 [0.8424 [02252 [0.58 |0.16 |0.09 |[1.0756 |[263.82
Ci-Hyy [1.090 [0.9267 [03626 [0.85 [0.33 030 [0.9198 |[398.18
Ci-Hyy [ 1.090 [0.9267 [03626 [0.85 [0.33 028 [0.9198 |[398.18
Ci—Hy, [1.090 09305 |0.3856 [0.85 [0.35 [0.28 [0.9158 |[398.18
AMNA N>-N, 1422 09807 [0.1603 [0.69 |0.11 |0.08 [0.3241 |[107.87
N,-Nj 1397 [1.0575 [02451 [0.76 |0.18 |0.13 [0.3306 |248.42
C-N, 1463 09571 |0.2703 |0.65 |0.18 [0.12 |0.2575 |233.11
C;-H, 1.088 09131 |03737 |0.84 |034 |029 |0.2807 |[376.14
C,-Hg 1.099 [0.9240 (03729 [0.84 |034 029 [02718 |376.41
C,-H, 1.090 [0.9141 [0.3713 [0.84 |034 029 [0.2789 |376.59
Ni-H;, |1.018 [0.8192 [03215 |0.81 [032 |025 [0.3333 |[315.18
N;-H;; [1.024 |0.8231 [0.3109 [0.80 [030 [024 [03274 |314.42
AMNEMC | N;=Ng | 1244 |1.4789 |02938 |[1.19 |024 [028 |0.4313 |141.55
Ns-N;, [1.449 [09167 [0.1381 [0.63 [0.10 |0.06 |0.3031 |[124.16
C,-0; 1361 [0.9845 [0.2689 [0.72 |020 |0.14 [0.3014 |326.62
C;-Njs 1414 109998 |0.1857 |0.71 |0.13 |0.09 |0.2963 |320.40
05-C, 1443 [0.8441 [0.1903 [0.58 |0.13 |0.08 [0.2393 |264.75
Cs—N; 1.454 09896 |0.2696 |0.68 [0.19 |0.13 |0.2683 |267.37
CsH;s | 1.093 [09075 [03719 |0.83 [034 |028 [0.2853 |[358.88
N5—Cq 1.444 [0.9583 (02199 [0.66 |0.15 |0.10 [0.2701 |330.94
Ce-Fio [1378 |0.8574 (02802 [0.62 |020 |0.13 [0.2465 |[418.79
NMDACB | C,-N, 1479 09456 |0.2486 |0.64 |0.17 [0.11 |0.2590 |196.21
Ci-N; 1479 09685 |0.3084 |0.66 |021 |0.14 |0.2704 |170.88
Ci-Hy,, [1.098 [0.9004 [03552 [0.82 [032 |027 |02774 |367.45
N,—Ng 1389 [0.9756 [0.1878 [0.70 |0.14 |0.10 [0.3469 |157.49
N3—Cs 1455 [1.0026 [0.3014 [0.69 |021 |0.14 [0.2704 |[294.30
Cs-Hy, [1.106 09212 |03525 |0.83 [032 |027 |0.2666 |378.11

R is the bond length (in A)

"WBO is the Wiberg bond order, defined in Refs. [21, 22]

°MIEN is the Mulliken interatomic electron number, defined in Ref. [13]

dW = WBO/R (in A™"), rounded to the second decimal place for optimal sensitivity

°M = MIEN/R (in A‘l), rounded to the second decimal place for optimal sensitivity

'K =W x M (in A=), rounded to the second decimal place for optimal sensitivity

€p. is the electron density at the bond critical point within Bader’s atoms-in-molecules analysis, defined
in Refs. [14, 15]

"BDE (in kJ/mol) is the bond dissociation energy calculated according to Eq. (1)
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To sample various single bonds within diverse chemical environment, we have
chosen nine typical explosive molecules (see Fig. 2 for their structural diagrams)
with varied functional groups and geometric shapes, including cyclic 1-nitro-3-
methyl-1,3-diazacyclobutane (NMDACB), branched N-amino-N-methyl-nitramine
(AMNA), linear and branched 1-azide methyl-N-nitro-N-fluoro methyl carbamate
(AMNFMC), and aromatic TNT and its five derivatives: pentanitrotoluene (PNT),
1-methyl-3-hydroxy-6-amino-2,4,6-trinitrobenzene (TNCr), 1-methoxy-2,4,6-
trinitrobenzene (PAM), 2-chloro-3,5-dinitro-6-aminopyridine (CDNAPY), and

1,3,5-trimethyl-2,4,6-trinitrobenzene (TNM).

2,4,6-trinitrobenzene

2-chloro-3,5-dinitro-6-aminopyridine

H
2y 120 g
0 79
1 1
N Ny
0¥ 8 140
NH
o® o
TNT PNT
2,4,6-trinitrotoluene pentanitrotoluene
Hyo N
19 21
o ! ! 0 2OH>I7<
! 7 ! o [oN o)
1 i :l :l
3 T N N
=12 8 s
o o of/" 7 9 \0
H
2400
Ny (|)9
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0% o 2 AN
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N-amino-N-methyl-nitramine
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H; ° N3 H;
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Hereafter, the five key bond-strength indicators (i.e., R, MIEN, BO, p., and
BDE) of all single bonds of these molecules will be carefully compared to seek
better relationships among them. The end goal is to propose simple, sensitive
structural indicators suitable for identifying the trigger bond (or even better, all
weak bonds), thus saving both computational resources and time.

2 Computational Methods

Many studies [1-8, 16, 17], have already shown that the DFT-B3LYP method [18,
19] in combination with the 6-31G* basis set [20] is able to yield accurate ener-
getics, structures, and other molecular properties. In this paper, the same method
was employed to obtain the fully optimized molecular geometries and electronic
structures, including MIEN and Wiberg bond order (WBO) [21, 22], of the chosen
compounds (Fig. 2) within the Gaussian09 program package [23]. To obtain the
values of p., the Bader analysis was performed using AIMAII package [24].

Based on Hess’s law [25], conventional counterpoise correction methods [10,
11] were employed to calculate the BDEs according to Eq. (1). Unfortunately, any
existing counterpoise correction methods [10, 11] cannot address the situation when
a bond within a ring is broken. Instead of trying to contemplate suitable ghost atoms
and their linking strategies for ring opening scenarios, we simply supplemented
extra diffuse polarization basis functions to the existing basis sets for the atoms of
the broken bonds to roughly mimic the effects of ghost atoms. Taking the
four-membered ring of NMDACB for example, when breaking the C;—N, and
C,—Nj; bonds, the BSSE was calculated with additional aug-cc-pV5Z Diffuse (1s,
1p, 1d, 1f, 1g, 1h) basis functions [26] separately placed on the C;, N;, and Nj
atoms. Numerical tests confirmed that the magnitude of the resulting correction to
the BDEs from this basis-set local enhancement protocol was in line with the
procedure of existing counterpoise correction methods [10, 11].

3 Results and Discussion

Four commonly available major bond-strength indicators (i.e., R, MIEN, WBO, and
p.) are listed along with BDEs in Table 2. For the selected compounds, nearly all
the bonds with the longest R or the smallest WBO do not possess the lowest BDE.
The bond with the lowest BDE is the C-NO, or N-NO, bond, but, according to
R and WBO, the weakest bond can draw from all sorts of candidates, e.g., C-C, C-H,
C-NO,, C-Cl, N-H, or O—C bond. Similarly, the smallest values of p. alone never
correspond to the weakest bonds either. This obviously illustrates that R, WBO, or p,.
cannot be used separately to identify the trigger bond.

Particularly, because of AMNFMC containing the azido group (—N;=Ng*=Ny"),
when the N;,=Njg bond is broken to produce the N, gas, its BDE is the second lowest
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among all bonds (merely 141.55 kJ/mol). It is comforting that none of the structural
parameters considered here indicates the N;=Ng bond to be the weakest. However,
this also suggests that whenever exotic bonds (not listed in Table 1) are involved in a
bond breaking process, their BDEs should be calculated to verify the weakest bond
for certainty.

Data in Table 2 also show that MIEN alone can correctly single out the type of
bonds to which the trigger bond belongs. For instance, for the selected compounds,
the easiest bond to break is the C—-NO, or N-NO, bond, but among which MIEN
sometimes incorrectly picks up the weakest bond. For CDNAPY, the C4—Ny bond
has the smallest MIEN (0.1237) and its BDE is 278.67 kJ/mol, but it is the C,—Njg
bond that has the lowest BDE (248.56 kJ/mol) even with a bigger MIEN (0.1335).
Therefore, much sensible structural parameters other than the existing four afore-
mentioned must be proposed for trigger bond identification.

In light of the general fact that WBO and MIEN are related positively to BDE
and inversely to R, W = WBO/R and M = MIEN/R were first conceived to be the
better alternatives. Such an idea comes with no surprise, because the numerator of
the 1/R, term on the right-hand side of Eq. (2) can be interpreted as WBO = 1 for
single bonds. Then, to take local chemical environment into consideration, Eq. (2)
might suggest a general relationship: BDE/R « WBO/R. (Hereafter, numerical
values of bond-strength indicators will be quoted without units unless otherwise
noted.)

Unfortunately, the data shown in Table 2 again proclaim that the minima of
W and BDE still do not align well. For example, in PAM, the Og—C;7 bond has the
smallest W, but the C,—N, or C4—Ny bond has the lowest BDE. In general, the
results of W closely resemble those of WBO.

Fortunately, the bonds with the smallest M enclose the bond with the lowest
BDE (see Table 2). For TNT, the C;—N;4, C3—N;;, and Cs—Ng bonds all have the
same smallest M value (0.10) and both of the C;—N;4 and Cs—Ng bonds have the
lowest BDE. For PNT, the C3-N;¢, C4—Nj3, and Cs—N;q bonds have the smallest
M (0.09) and, among them, the C,—N;3 bond is the weakest (BDE = 197.65 kJ/
mol). We then considered the product of Wand M, K = W X M, as a new indicator.
According to M, for TNCr, the weakest bonds are the C,—Ng and C¢—Nj, bonds
(M = 0.11), whereas according to K, the weakest bond of TNCer is solely the C,—Ng
bond (K = 0.06) in agreement with its lowest BDE value. Overall, K outperforms
M only marginally (see Fig. 3).

Next, we observed an enlightening fact: p. can almost always single out the
weakest bond among the weaker bonds of the same type within a molecule iden-
tified by M and K (see Table 2). The only exception might be PNT: among the three
most weak bonds (C3—Ny¢, C4—N3, and Cs—Nj) sorted out by M and K, p. chooses
the Cs—N;¢ bond (BDE = 200.63 kJ/mol) to be the weakest whereas the C4—Ni3
bond has the lowest BDE (197.65 kJ/mol). However, this is not a huge failure
because the difference in the BDEs of the three weak bonds of PNT is less than
3 kJ/mol, well within the error margin of the computational methods employed.
Nonetheless, such promising results strongly advocate that M and K, as two new
trigger bond indicators (TBIs), shall be first used to identify the set of most weak
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bonds and p. can subsequently narrow down the candidates whose BDEs can then
be calculated to pinpoint the trigger bond among them. This can really reduce the
amount of work drastically.

In general, the smaller TBI values almost perfectly map to all weak bonds (with
BDE < 350 kJ/mol) sequentially, and both M and K do indeed capture the weakest
bond once these two TBIs reach minimum (see Table 2). In spite of such a general
success of these two TBIs, neither M nor K can always predict the relative order of
bond strength for strong bonds (with BDE > 350 kJ/mol) within a molecule.
Figure 4 showcases this point succinctly. Such a phenomenon is well expected
because the molecular fragments after breaking a strong bond normally undergo
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very large structural rearrangement, which cannot be reasonably modeled by
structural indicators of the parent molecule alone.

We thus have successfully designed two new structural indicators, M and K, for
the identification of the trigger bond and weak bonds. If a compound has multiple
weak bonds of the same type, p. can help determine the weakest bond. The uti-
lization of these two new structural indicators will become utterly efficient and
effective especially for very large systems with hundreds of bonds.

4 Conclusions

In conclusion, ordinary bond-strength indicators, including R, MIEN, WBO, p., and
W = WBOJR, are not suitable to be used alone to identify the trigger bond, whereas
M = MIEN/R and the better K = W X M are the indicators of choice for sorting out
weak bonds (with BDE < 350 kJ/mol). When there are several bonds carrying the
same smallest M or K, calculations of their p. and BDEs must be subsequently
performed to determine the weakest bond. Especially, these two new indicators,
M and K, will become extremely helpful for analyzing bond breaking processes
within large molecular systems by greatly minimizing computational efforts.
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Advanced Relativistic Energy Approach
in Electron-Collisional Spectroscopy
of Multicharged Ions in Plasmas

Alexander V. Glushkov, Vasily V. Buyadzhi, Andrey A. Svinarenko
and Eugeny V. Ternovsky

Abstract We present the fundamentals of an advanced relativistic approach, based
on the Gell-Mann and Low formalism, to studying spectroscopic characteristics of
the multicharged ions in plasmas, in particular, computing the electron-ion collision
strengths, cross-sections etc. The approach is combined with relativistic many-body
perturbation theory with the Debye shielding model Hamiltonian for electron-nuclear
and electron-electron systems. The optimized one-electron representation in the
perturbation theory zeroth approximation is constructed by means of the correct
treating the gauge dependent multielectron contribution of the lowest perturbation
theory corrections to the radiation widths of atomic levels. The computation results
on the oscillator strengths and energy shifts due to the plasmas environment effect,
the electron-collision strengths, collisional excitation and de-excitation rates for a
number of the Be- and Ne-like ions of argon, nickel and krypton embedded to
different types of plasmas environment (with temperature 0.02-2 keV and electron
density 10'°~10%* cm™) are presented and analyzed.

Keywords Electron-collisional processes -« Multicharged ions
Relativistic energy approach - Debye plasmas

1 Introduction

An accurate data about spectra, radiative decay widths and probabilities, oscillator
strengths, electron-collision strengths, collisional excitation and de-excitation rates
for atoms and especially ions are of a great interest for different applications,
namely, astrophysical analysis, laboratory, thermonuclear plasmas diagnostics,
fusion research, laser physics etc. [1-30]. It is also very important for studying
energy, spectral and radiative characteristics of a laser-produced hot and dense
plasmas [1, 2, 9, 10]. Above other important factors to studying electron-collisional
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spectroscopy of ions one should mention the X-ray laser problem. It has stimulated
a great number of papers, devoted to modelling the elementary processes in laser,
collisionally pumped plasmas (see [3, 4] and Refs. therein) and construction of the
first VUV and X-ray lasers with using plasmas of Li-, Ne-like ions as an active
medium. Very useful data on the X-lasers problem are collected in the papers by
Ivanova et al. (see [3—6] and Refs. therein). From the other side, studying spectra of
ions in plasmas remains very actual in order to understand the plasmas processes
themselves. In most plasmas environments the properties are determined by the
electrons and the ions, and the interactions between them. The electron-ion colli-
sions play a major role in the energy balance of plasmas. For this reason, modelers
and diagnosticians require absolute cross sections for these processes. The cross
sections for electron-impact excitation of ions are needed to interpret spectroscopic
measurements and for simulations of plasmas using collisional-radiative models. At
present time a considerable interest has been encapsulated to studying elementary
atomic processes in plasmas environments (for example, see [1-30] and Refs.
therein) because of the plasmas screening effect on the plasmas-embedded atomic
systems. In many papers the calculations of various atomic and ionic systems
embedded in the Debye plasmas have been performed [11, 12, 16, 29, 30]. Cal-
culation of emission spectra of the plasmas ions based in the precise theoretical
techniques is practical tool, which may be used instead of very expensive sophis-
ticated experiments. Nevertheless, there are known principal theoretical problems to
be solved in order to receive the correct description of master parameters of the
elementary atomic processes in laser, collisionally pumped plasmas. First of all,
speech is about development of the advanced quantum-mechanical models for the
further accurate computing oscillator strengths, electron-collisional strengths and
rate coefficients for atomic ions in plasmas, including the Debye plasmas. As
usually, a correct accounting of the relativistic, exchange-correlation, a plasmas
environment effects is of a great importance. To say strictly, solving of the whole
problem requires a development of the quantum-electrodynamical approach as the
most consistent one to problem of the Coulomb many-body system.

In this chapter we present the fundamentals of an advanced relativistic energy
approach, based on the Gell-Mann and Low formalism, to studying spectroscopic
characteristics of the multicharged ions in the Debye plasmas, in particular, com-
puting the electron-ion collision strengths, cross-sections etc. The approach is
combined with relativistic many-body perturbation theory (PT) with the Debye
shielding model Hamiltonian for electron-nuclear and electron-electron systems.
The optimized one-electron representation in the PT zeroth approximation is con-
structed by means of the correct treating the gauge dependent multielectron con-
tribution of the lowest PT corrections to the radiation widths of atomic levels. It is
worth to remind that the method of the relativistic many-body PT formalism is
constructed on the base of the same ideas as the well-known PT approach with the
model potential zeroth approximation by Ivanov-Ivanova et al. [31-44]. However
there are a few fundamental differences. For example, in our case the PT zeroth
approximation [51, 54] is in fact the Dirac- Debye-Hiickel one. In order to calculate
the radiative and collisional parameters an effective gauge-invariant version of
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relativistic energy approach is used [37, 45-54]. It is important to remind that a
model relativistic energy approach in a case of a multielectron atom has been
developed by Ivanov-Ivanova et al. [33-36]. A generalized gauge-invariant version
of relativistic energy approach in a case of the multielectron atomic systems has
been developed by Glushkov-Ivanov-Ivanova (see Refs. [37-39]). Earlier we have
presented the fundamentals of an advanced generalized energy approach and its
application to many actual problems of modern atomic, nuclear and even molecular
optics and spectroscopy, including, spectroscopy of atoms in a photon vacuum
and an external electromagnetic (laser) field, optics of the cooperative
electron-gamma-nuclear ‘““shake-up” processes (including processes of the NEET
and NEEC: “Nuclear Excitation—Electron Transition”, ‘“Nuclear Excitation—
Electron Capture”), electron-muon-beta-gamma-nuclear spectroscopy, etc. (see
[55-88] and Refs. therein). Below we present and analyze the computation results
on the oscillator strengths and energy shifts due to the plasmas environment effect,
the electron-collision strengths, collisional excitation and de-excitation rates for a
number of the Be- and Ne-like ions of argon, nickel and krypton embedded to
different types of plasmas environment with the temperature 0.02-2 keV and the
electron density 10'°-10** cm™>.

2 Relativistic Many-Body Perturbation Theory
and Relativistic Energy Approach in Scattering Theory

2.1 Formalism of the Relativistic Perturbation Theory
with Dirac-Debye Shielding Model Zeroth
Approximation

Let us start our consideration from formulation relativistic many-body PT with the
Debye shielding model Dirac Hamiltonian for electron-nuclear and
electron-electron systems. Formally, a multielectron atomic systems (multielectron
atom or multicharged ion) is described by the relativistic Dirac Hamiltonian (the
atomic units are used) as follows:

H= Zi:h(ri) + X V(rir). (1)

i>j

Here, h(r) is one-particle Dirac Hamiltonian for electron in a field of a nucleus
and V is potential of the inter-electron interaction.

According to Refs. [35-37] it is useful to determine the interelectron potential
with accounting for the retarding effect and magnetic interaction in the lowest order
on parameter a® (a is the fine structure constant) as follows:
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1—-a;a;
V(rirj) =exp(ia),~jr,;,~) . 7( - J) , (2)
ij

where w;; is the transition frequency; a;,a; are the Dirac matrices.

In order to take into account the plasmas environment effects already in the PT
zeroth approximation we use the known Yukawa-type potential of the following
form:

V(ris 1) = (ZaZp/ra = ro|)exp( = - |ra = 1)) 3)

where r,, r;, represent respectively the spatial coordinates of particles, say, A and B
and Z,, Z, denote their charges.

The potential (3) is (look, for example, [23-28] and Refs therein) well known,
for example, in the classical Debye-Hiickel theory of plasmas. The plasmas envi-
ronment effect is modelled by the shielding parameter x4, which describes a shape of
the long-rang potential. The parameter y is connected with the plasmas parameters
such as temperature T and the charge density n as follows:

u~+/e*n/kgT. (4a)

Here e is the electron charge and kp is the Boltzman constant. The density n is
given as a sum of the electron density N, and the ion density Ny of the k-th ion
species with the nuclear charge g;:

n=N,+ Y qiN;. (4b)
k

It is very useful to remind the simple estimates for the shielding parameter. For
example, under typical laser plasmas conditions of 7 ~ 1 keV and n ~ 10* cm™
the parameter yu is of the order of 0.1 in atomic units. By introducing the
Yukawa-type electron-nuclear attraction and electron-electron repulsion potentials,
the Dirac-Debye shielding model Hamiltonian for electron-nuclear and
electron-electron subsystems is given in atomic units as follows [28]:

H= Y [acp—pmc* —Z exp(—ur)/ri]+ ¥

(1 - i)

exp(—pry). ()
i i>j Tij
where c is the velocity of light and Z is a charge of the atomic ion nucleus.

The formalism of the relativistic many-body PT is further constructed in the
same way as the PT formalism in Refs. [31-44]. In the PT zeroth approximation
one should use a mean-field potential, which includes the Yukawa-type potential
(insist of the pure Coulomb one) plus exchange Kohn-Sham potential and addi-
tionally the modified Lundqvist-Gunnarsson correlation potential (with the opti-
mization parameter b) as in Refs. [28-30, 49, 50]. As alternative one could use an
optimized model potential by Ivanova-Ivanov (for Ne-like ions) [31], which is
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calibrated within the special ab initio procedure within the relativistic energy
approach [37, 38].

The most complicated problem of the relativistic PT computing the radiative and
collisional characteristics of the multielectron atomic systems is in an accurate,
precise accounting for the exchange-correlation effects (including polarization and
screening effects, a continuum pressure etc.) as the effects of the PT second and
higher orders. Using the standard Feynman diagram technique one should consider
two kinds of diagrams (the polarization and ladder ones), which describe the
polarization and screening exchange-correlation effects. The polarization diagrams
take into account the quasiparticle (external electrons or vacancies) interaction
through the polarizable core, and the ladder diagrams account for the immediate
quasiparticle interaction. The detailed description of the polarization diagrams and
the corresponding analytical expressions for matrix elements of the polarization
quasiparticles interaction (through the polarizable core) potential are presented in
Refs. [36, 45-50]. An effective approach to accounting for the polarization dia-
grams contributions is in adding the effective two- quasiparticle polarizable operator
into the PT first order matrix elements. In Ref. [36] the corresponding
non-relativistic polarization functional has been derived. More correct relativistic
expression has been presented in the Refs. [45, 46, 49].

2.2 Generalized Relativistic Energy Approach
in a Scattering Problem

In order to calculate different characteristics such as oscillator strengths and energy
shifts due to the plasmas environment effect, the electron-collision strengths, col-
lisional excitation and de-excitation rates etc. we use an advanced generalized
relativistic energy approach combined with the relativistic many-body PT [28, 29,
49, 50, 67-70]. Here we briefly present the key moments of the method.

In the theory of non-relativistic atom a convenient field procedure is known for
calculating the energy shifts AE of degenerate states. This procedure is connected
with the secular matrix M diagonalization [33, 37]. In constructing M, the
Gell-Mann and Low adiabatic formula for AE is used. The secular matrix elements
are already complex in the PT second order (the first order on the inter-electron
interaction). Their imaginary parts are connected with the radiation decay possi-
bility. It is important to note that the computing the energies and radiative transition
matrix elements is reduced to calculation and the further diagonalization of the
complex matrix M and determination of matrix of the coefficients with eigen state
vectors BIX, [33-36, 41, 42]. To calculate all necessary matrix elements one must
use the basis of the one-quasiparticle relativistic functions. In many calculations of
the atomic elementary processes characteristics it has been shown that their ade-
quate description requires using the optimized wave functions and an accurate
accounting for the exchange-correlation effects. In Ref. [37] it has been proposed
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“ab initio” optimization principle for construction of an effective one-quasiparticle
representation. The minimization of the gauge dependent multielectron contribution
of the lowest QED PT corrections to the radiation widths of atomic levels, which is
determined by the imaginary part of an energy shift AE, is used. In the fourth order
of QED PT there appear diagrams, whose contribution into the ImnAE accounts for
the polarization effects. This contribution describes collective effects and it is
dependent upon the electromagnetic potentials gauge (the gauge non-invariant
contribution AE,,;,,). This value is considered to be the typical representative of the
electron correlation effects, whose minimization is a reasonable criteria in the
searching for the optimal one-electron basis of the PT. Let us note that this topic is
of a great importance (look, for example, Refs. [49, 50, 89-98], where there are
presented some alternative optimization approaches).

It is worth to remind that E. Davidson had pointed the principal disadvantages of
the traditional representation based on the self-consistent field approach and sug-
gested the optimal “natural orbitals” representation (for example, see Refs. [89,
90]). Our procedure derives an undoubted profit in the routine spectroscopic cal-
culations as it provides the way of the refinement of the atomic characteristics
calculations, based on the “first principles”. The resulting expression looks as the
correction due to the additional nonlocal interaction of the active quasiparticle with
the closed shells. Nevertheless, its calculation is reducible to the solving of the
system of the ordinary differential equations (one-D procedure) [49]. The most
important refinements can be introduced by accounting for the relativistic and the
density gradient corrections to the Tomas- Fermi formula (look details in Refs. [49,
50]). The minimization of the functional Im AE,;,, leads to the integral differential
equation, that is numerically solved. In result one can get the optimal one-electron
representation of the PT, which is further improved within the Dirac-Kohn-Sham-
Sturm approach in order to take into account for the continuum states [49, 50, 60,
61, 96-98].

As some ideas of the energy approach in application to a scattering problem have
been presented in a literature (look, for example, [37, 41, 42], below we concern the
most principal points. Further for definiteness, let us consider a collisional
de-excitation of, say, the Ne-like ion [41]:

((2jiv) - 13jie [JiMiL 8in) - (@0’ 8sc)-

Here @, is the state of the ion with the closed shells (ground state of the Ne-like
ion); J; is the total angular moment of the initial target state; indices iv, i.e. are
related to the initial states of a vacancy and an electron; indices €;, and ¢, are the
incident and scattered energies, respectively to the incident and scattered electrons.
The initial state of the system “atom plus free electron” can be written as

I>=a} Y ata,®,CM (6a)

in Mie, My
My, Mie

where CJ-™: s the Clebsh-Gordan coefficient.
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The final state is as follows:
|F>=al,, (6b)

where @, is the state of an ion with closed electron shells (ground state of Ne-like
ion), II[> represents three-quasiparticle (3QP) state, and |F> represents the
one-quasiparticle (1QP) state.

The justification of the energy approach in the scattering problem is in details
described in Refs. [38, 41-44, 49]. The scattered part of energy shift Im AE appears
firstly in the atomic PT second order (the fourth order of the QED PT) in the form
of integral over the scattered electron energy &;..

/ dgscG(siv’ Eies Ein, Esc)/(gsc — &y — Eje — Ejn — lO) (7)

ImAE =« G(Ei\za Eies Eins esc)- (83)

Here G is a definite squired combination of the two-electron matrix elements (2).
As usually, the value

o= —2ImAE (8b)

represents the collisional cross-section if the incident electron eigen-function is
normalized by the unit flow condition and the scattered electron eigen-function is
normalized by the energy & function.

The collisional de-excitation cross section can be further defined as follows:

o(IK—0)=27 ¥ (s + D{ T <Oljims sclfiesjivs Ji > Bls 1.} (9)
JinsJsc Jie,Jiv

The amplitude like combination in (9) has the following form:

< OUinvjxcl/-ievjivv -]i > = (2jie + 1)(2]n + 1)( - l)jieJr 1z X z ( - 1)A+Ji X
A

jin -+ Jsc - - i
X {8;,4,/(2J; + 1) Qs (sc, ie; iv, in) + {] J }J Oy (ie;in; iv, sc) }
Jie -+ - Jiv e
(10a)
0;= 5™~ + ¥, (10b)

where Q§°UI=Yuk 4 OBr is the sum of the Coulomb-Yukawa and Breit matrix ele-
ments. The Coulomb part Q§°"!~Y'* contains the radial R; and angular S, integrals
as follows:
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QFouI = YUk = 1R, (1243)S,(1243) + R, (1243)5,(1243) "
+R;(1243)S,(1243) + R,(1243)S,(1243)}. (1)
Here the tilde designates that the large radial Dirac component f must be
replaced by the small Dirac component g, and instead of [, I;=1;—1 should be
taken for j; <l; and [;=1;+ 1 for j; > I;.
The Breit part can be expressed as follows [39]:

o = Q}liri—l + Qf,ra + Qf,rzﬂ (12)

0% = {R;(1243)5}(1243) + R,(1243)S}(1243) +

13
+R,(1243)S}(1243) + R, (1243)S)(1243) }. (13)
The details of their computing can be found in Refs. [36-54]. The modified PC
code ‘Superatom-ISAN” (version-93) has been used in all calculations.

3 Results and Conclusions

Here we present the results of computing the radiative and collisional characteristics
(energy shifts, oscillator strengths, electron-ion cross-sections and collision
strengths) for the Be-, Ne-like ions of Ar, Ni and Kr (Z = 18-36) embedded to the
plasmas environment. Let us remind (see Refs. [11, 12, 16, 28, 39]) that the Be- and
Ne-like ions play an important role in the diagnostics of a wide variety of labo-
ratory, astrophysical, thermonuclear plasmas. Firstly, we list our results on energy
shifts and oscillator strengths for transitions 2s2-2s1/22p1/2,3/2 in spectra of the
Be-like Ni and Kr. The plasmas parameters are as follows: n, = 10**~10**cm >,
T =0.5-2 keV (i.e. p ~0.01-0.3). In Tables 1 and 2 we list the results of

Table 1 Energy shifts AE (cm™") for the 2 52—[251 122p32]1 transition in spectra of the Be-like Ni
and Kr ions for different values of the n, (cm™) and T (in eV) (see explanations in text)

n, 107 10% 10% 107 107 10%*

Z kT Li et al. Liet al. Li et al. Our data Our data Our data

NiXXV 500 31.3 292.8 2639.6 33.8 300.4 2655.4
1000 [234 221.6 2030.6 25.7 229.1 2046.1
2000 18.0 172.0 1597.1 20.1 179.8 1612.5
1-S 8.3 86.6 870.9

KrXXXIIT | 500 21.3 197.9 2191.9 27.2 2154 2236.4
1000 15.5 150.5 1659.6 21.3 169.1 1705.1
2000 115 113.5 1268.0 16.9 128.3 1303.8
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Table 2 Oscillator strengths gf for the 2 sz—[251/22p3,2]1 transition in spectra of the Be-like ion of
Ni for different values of the n, (cm™>) and T (in eV) (gfo—the gf value for free ion)

n, 102 10% 104 102 10% 10
kT efo of of of gfcour | gf: our | gf: our | gf: our

Li et al. Li et al. Li et al. Li et al. data data data data
500 0.1477 0.1477 0.1478 0.1487 0.1480 0.1480 0.1483 0.1495
1000 0.1477 0.1477 0.1482 0.1480 0.1483 0.1495
2000 0.1477 0.1477 0.1481 0.1479 0.1482 0.1493
1-S 0.1477 0.1477 0.1479

calculation of the energy shifts AE (em™) for 2s%[2s; n2p1/2.33]1 transitions and
oscillator strengths changes for different plasmas parameters such as the electron
density n, and temperature T.

There are also presented the available theoretical data by Li et al. and
Saha-Frische: the multiconfiguration Dirac-Fock (DF) computation results and
ionic sphere (I-S) model simulation data (from [11, 12, 16] and Refs. therein). The
analysis shows that the presented data are in physically reasonable agreement,
however, some difference can be explained by using different relativistic orbital
basis and different models for accounting of the plasmas screening effect. From the
physical point of view, the behavior of the energy shift is naturally explained, i.e.
by increasing blue shift of the line because of the increasing the plasmas screening
effect.

Further we present the results of computing the electron-collisional
cross-sections and electron-collision strengths for Ne-like ion of Ar (the part of
results has been presented in Refs. [28], but without the plasmas screening effect)
and compare with the known theoretical data: relativistic model potential PT
(RMPPT), relativistic optimized DF PT (ODFPT) [28-30, 41, 42].

In Table 3 we list the electron-collision strengths for Ne-like argon excitation
from the ground state (E = 0.75 keV is the impact electron energy). The corre-
sponding plasmas parameters (8-pinch plasmas) are as follows: n, = 10'® cm™,
and T, = 65 eV.

It should be noted that the experimental information about the
electron-collisional cross-sections for high-charged Ne-like ions is very scarce and
is extracted from indirect observations. Such experimental information for a few
collisional excitations of the Ne-like barium ground state has been presented in
Refs. [17-19].

Let us note that the PT first order correction is calculated exactly, the high-order
contributions are taken into account for effectively: polarization interaction of two
above-core quasi-particles and an effect of their mutual screening (correlation
effects). It is interesting to note that here the plasmas effects do not play a critical
quantitative role.

Further we present the results of studying collisional characteristics for the
Ne-like ions in the collisionally pumping plasmas with the parameters T, = 20—
40 eV and density n. = 10'°72° cm™. This system represents a great interest for
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Table 3 The electron-collision strengths for Ne-like Ar excitation from the ground state for
impact electron energy 0.75 keV (numbers in brackets denote the multiplicative powers of ten)

Transition Level J [41] [29] Present data
01-02 2s 2p 0 1,303[-03] 1,415[-03] 1,498[-03]
3 2p33s1 1 9,017[-03] 9,224[-03] 9,286[—03]
4 2p123s12 0 2,587[—04] 2,724[—-04] 2,783[-04]
5 2p123s812 1 2,241[-02] 2,342[-02] 2,394[-02]
6 2p323p32 1 3,456[-03] 3,635[-03] 3,699[-03]
7 2p3123p3n 3 2,911[-03] 2,998[-03] 3,065[—-03]
8 2p323p12 2 4,795[-03] 4,922[-03] 4,988[-03]
9 2p323p12 1 1,033[-03] 1,213[-03] 1,254[-03]
10 2p323p3n2 2 6,451[—03] 6,535[-03] 6,597[-03]
11 2p1123P1n2 1 9,641[-04] 9,993[-04] 1,088[—03]
12 2p1123pin2 0 8,794[—-04] 8,927[—-04] 8,992[—-04]
13 2p123p3n2 2 7,814[-03] 7,978[-03] 8,113[-03]
14 2p1123p3n2 1 8,561[—04] 8,723[—-04] 9,005[—04]
15 2p3123p3an 0 8,670[—02] 8,735[-02] 8,802[—-02]
16 2p323dsn 0 1,136[-03] 1,244[-03] 1,296[-03]
17 2p3123dsn 1 4,129[-03] 4,327[-03] 4,389[-03]
18 2p323dsp 2 5,227[-03] 5,546[—03] 5,601[—03]
19 2p33ds 4 3,512[-03] 3,678[—-03] 3,714[-03]
20 2p3123dsn 3 3,994[-03] 4,133[-03] 4,185[-03]

generation of laser radiation in the short-wave spectral range [3, 4]. Besides, it is
obviously more complicated case in comparison with previous one. Here an
accurate account of the excited, Rydberg, autoionization and continuum states can
play a critical role.

In Table 4 we present the theoretical values of the collisional excitation rates
(CER) and collisional de-excitation rates (CDR) for Ne-like argon transition
between the Rydberg states and from the Rydberg states to the continuum states with

Table 4 The collisional excitation (CER) and de-excitation (CDR) rates (in cm3/s) for Ne-like

argon in plasmas with parameters: n, = 10"°72° cm™ and electron temperature T, = 20 eV
Parameters | ne, cm™ | RMPPT RMPPT RMPPT Present Present Present
results results results

Transition 1 -2 1 -3 2 -3 1 -2 1 -3 2 >3
CDR 1.0+ 19 [535-10 | 1.64-10 1.13-09 |5.77 = 10 1.92 - 10 1.28 — 09
(i- ik

1.0+20 |551-10 [ 1.60—-10 |1.12-09 |594 - 10 1.78 - 10 1.25 - 09
Transition 2 -1 351 352 2 -1 3 -1 352
CER 1.0+19 |543-10 |539-12 |226-11 |579 - 10 1.88 — 12 2.64 — 11
(i — i;k)

1.0+20 (3.70-10 [832—-12 [230—-11 |4.85—-10 1.13 - 11 278 — 11
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Fig. 1 The Rydberg states W77/ 7771777 17774
zones (Ne-like ion: [Ne,i], nl); A AN
g is the boundary of the €
thermalized zone, ]
neighboring to continuum; &3 — €1
is the ionization potential for I I
states nl = 3s; € =
(6o +eip1y2.i=1,2 e
111
— €3

parameters: n, = 10"7%° cm™ and electron temperature T, = 20 eV (see details in
Refs. [28, 42]). For comparison there are also listed the data by Ivanov et al.,
obtained within the RMPPT approach (without the shielding effect) [28, 41, 42].

Here we talk about the Rydberg states which converge to the corresponding
lower boundary of continuum —¢;, (see Fig. 1).

As it is indicated in Ref. [42], the parameter —g is the third parameter of the
plasmas environment (together with electron density and temperature). In fact it
defines the thermalized energy zone of the Rydberg and autoionization states which
converge to the ionization threshold for each ion in a plasmas. Usually value g, can
be barely estimated from simple relation: gy = 0.1 - T-.

In the consistent theory the final results must not be dependent on the model
parameters, so the concrete value of g, is usually chosen in such way that an effect
of its variation in the limits [0.01 - T 0.1 - T.] (for Ne-like ions) does not influence
on the final results.

In Table 5 we present the theoretical values of the collisional excitation
(CER) and de-excitation (CDR) rates (in cm3/s) for Ne-like argon in plasmas with
the parameters: n. = 10'°72° cm™ and electron temperature T, = 40 eV. Analysis
of the presented data allows to conclude that the shielding effects play a definite role
for the Debye plasmas. From other side, an account for the highly-lying excited
states is quantitatively important for the adequate description of the collision
cross-sections.

Table 5 The collisional excitation (CER) and de-excitation (CDR) rates (in cm’/s) for Ne-like
argon in plasmas with parameters: n, = 10'°72° cm™ and electron temperature T, = 40 eV (our
data)

3

Parameters ne, cm- Present results Present results Present results
Transition 1 -2 1 -3 2 >3
CDR (i — ik) 1.0 + 19 3.18 — 10 8.45 — 11 6.81 — 10

1.0 + 20 5.02 - 10 1.56 — 10 4.99 - 10
Transition 2 -1 351 352
CER (i — 1;k) 1.0+ 19 533 -10 5.63 — 10 7.11 - 11

1.0 + 20 7.67 — 10 6.94 — 11 8.93 — 11
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The calculations encourage us to believe that using energy approach combined
with the relativistic many-body PT with the optimal one-electron basis is quite
consistent and effective tool from the point of view of the theory correctness and
results exactness. This fact was surely confirmed by other calculations of the
oscillator strengths, radiative widths, hyperfine structure constants for atoms and
multicharged ions (see Refs. [28-30, 49-54]).

To conclude, we have presented an effective quantum approach in
electron-collisional spectroscopy of the multicharged ions in plasmas to compute
the cross sections and other characteristics of the elementary collisional processes.
It is based on the generalized relativistic energy approach and relativistic optimized
many-body PT with the Debye shielding model Hamiltonian for electron-nuclear
and electron-electron systems. The optimized one-electron representation in the PT
zeroth approximation is constructed by means of the correct treating the gauge
dependent multielectron contribution of the lowest PT corrections to the radiation
widths of atomic levels. It is important to note that an approach is universal and,
generally speaking, can be applied to quantum systems of other nature (see, for
example, [57-66] and Refs. therein). Its application is especially perspective when
the experimental information about corresponding properties and systems is very
scarce. We have presented the illustrative results of studying spectra of some
multicharged ions (Be-and Ne-like ions) in plasmas and computing the electron-ion
collision strengths, cross-sections etc. The obtained data can be used in different
applications, namely, astrophysical analysis, laboratory, thermonuclear plasmas
diagnostics, fusion research, laser physics, quantum electronics etc.
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Abstract We present the fundamentals of a consistent relativistic theory of spectra
of the exotic pionic atomic systems on the basis of the Klein-Gordon-Fock equation
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key feature of the theory is simultaneous accounting for the electromagnetic and
strong pion-nuclear interactions by means of using the generalized radiation and
strong pion-nuclear optical potentials. The nuclear and radiative corrections are
effectively taken into account. The modified Uehling-Serber approximation is used
to take into account for the Lamb shift polarization part. In order to take into
account the contribution of the Lamb shift self-energy part we have used the
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1 Introduction

It is well known that studying the energy, spectral, radiation parameters, including
the spectral lines hyperfine structure, for heavy exotic (hadronic, kaonic, pionic)
atomic systems is of a great interest for the further development as atomic and
nuclear theories and quantum chemistry of strongly interacted fermionic systems
(see, for example, Refs. [1-31]). Really, the exotic atoms enable to probe aspects of
atomic and nuclear structure that are quantitatively different from what can be
studied in the electronic (“usual”) atoms. Besides, the corresponding data on the
energy and spectral properties of the hadronic atomic systems can be used as a
powerful tool for the study of particles and fundamental properties.

At present time one of the most sensitive tests for the chiral symmetry breaking
scenario in the modern hadron’s physics is provided by studying the exotic
hadron-atomic systems. Nowadays the transition energies in pionic (kaonic, muonic
etc.) atoms are measured with an unprecedented precision and from studying
spectra of the hadronic atoms it is possible to investigate the strong interaction at
low energies measuring the energy and natural width of the ground level with a
precision of few meV [20—46].

The strong interaction is the reason for a shift in the energies of the low-lying
levels from the purely electromagnetic values and the finite lifetime of the state
corresponds to an increase in the observed level width. For a long time the similar
experimental investigations have been carried out in the laboratories of Berkley,
Virginia (USA), CERN (Switzerland).

The most known theoretical models to treating the hadronic (pionic, kaonic,
muonic, antiprotonic etc.) atomic systems are presented in Refs. [1-46]. The most
difficult aspects of the theoretical modelling are reduced to the correct description of
pion-nuclear strong interaction [10—18] as the electromagnetic part of the problem
can be in principle reasonably accounted for [47-60].

In the present chapter we briefly present the fundamentals of a consistent rela-
tivistic theory of spectra of the exotic pionic atomic systems (with simultaneous
accounting for the electromagnetic and strong pion-nuclear interactions by means of
using the generalized radiation and strong pion-nuclear optical potentials) on the
basis of the Klein-Gordon-Fock. The nuclear and radiative corrections are effec-
tively taken into account. The modified Uehling-Serber approximation is used to
take into account for the Lamb shift polarization part. In order to take into account
the contribution of the Lamb shift self-energy part we have used the generalized
non-perturbative procedure, which generalizes the Mohr procedure and radiation
model potential method by Flambaum-Ginges. There are presented data of calcu-
lation of the energy and spectral parameters for pionic atoms of the **Nb, '7*Yb,
181Ta, 197Au, with accounting for the radiation (vacuum polarization), nuclear
(finite size of a nucleus) and the strong pion-nuclear interaction corrections. The
measured values of the Berkley, CERN and Virginia laboratories and alternative
data based on other versions of the Klein-Gordon-Fock theories with taking into
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account for a finite size of the nucleus in the model uniformly charged sphere and
the standard Uhling-Serber radiation corrections are listed too.

2 Relativistic Theory of Exotic Quantum Systems
with Accounting of the Electromagnetic and Strong
Interaction Effects

2.1 The Klein-Gordon-Fock Equation. Electromagnetic
Interactions and Nuclear Potential

Here we present a brief description of the key moments of our approach (more
details can be found in Refs. [61-79]). The relativistic electron wave functions are
determined from solution of the Klein-Gordon-Fock equation (pion is the Boson
with spin 0, mass: m,- = 139.57018 MaB, r,_ = 0.672 + 0.08 fm) with a general
potential (the latter includes an electric and polarization potentials of a nucleus plus
the strong pion-nuclear interaction potential), which can be written as follows:

W (x) = {c—l2 (1710, + Vo (r) + PV W (x) (1)

where c is a speed of the light, 4 is the Planck constant, and W (x) is the scalar wave
function of the space-temporal coordinates. Usually one considers the central
potential [V(r), 0] approximation with the stationary solution:

W(x) = exp(— iEt/h)p(x), 2)

where ¢(x) is the solution of the stationary equation:
1
= [E +eVo(r)]* + 12V —m2cP}p(x) =0 (3)
C

Here E is the total energy of the system (sum of the mass energy mc” and
binding energy &).

In principle, the central potential V) is the sum of the following potentials: the
electric potential of a nucleus, vacuum-polarization potential and the strong inter-
action potential. The nuclear potential for the spherically symmetric density p(r|R)
can be presented as follows:

r [c)

Vauer (r|R) = = (1/r) / ar'rp(F|R) + / arrp(¥|R) @)

0 r

Further the density can be approximated by the Gaussian function:
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p(r|R) = (4y"/v/m) exp(—vr?) (5)

drr*p(r|R) =1,

drp(r|R) =R,

(here g = 4/R* and R is the effective nucleus radius) or by the Fermi function:

p(r)=po/{1+ exp((r—c)/a)l}, (6)

where the parameter a = 0.523 fm, the parameter c is chosen by such a way that it
is true the following condition for average-squared radius:

<r?>12=(0.836 x A'”+0.5700)fm. (7)

Further one should use the formulas for the finite size nuclear potential and its
derivatives on the nuclear radius. Here we use the known Ivanov-Ivanova et al.
method of differential equations (look details in Refs. [80—83]). The effective
algorithm for definition of the potential V. (r|R) is used in Refs. [65, 72] and
reduced to solution of the following system of the differential equations (for the
Fermi model):

r

V/nucl(r,R) = (l/rz) /dr/rlzp(r/,R> = (l/rz)y(r, R),

0
Y (r.R)=r*p(r.R), (8)
p (r) = (po/a) exp[(r =) /al{1 + exp[(r—c) /a)]}’

with the corresponding boundary conditions. In a case of the Gaussian model the
corresponding system of differential equations is as follows:

V'nucl(r,R) = (1/r?) L]r"dr/rap(r,,R) =(1/r)y(r,R)
0
y (r.R)=r*p(r,R)

©)

, 8
P R) = =871 /\/rexp(—177) = = 24rp(r,R) = = (1)
I

with the boundary conditions:
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Vouet (0, R) = —4/(mr),
y(o’ R) =07
p(0,R)=4y*?/\/x=32/R’ (10)

Another, probably, more consistent approach is in using the relativistic
mean-field (RMF) model, which been designed as a renormalizable meson-field
theory for nuclear matter and finite nuclei [47].

2.2 Quantum Electrodynamics Effects in Pionic Atomic
Systems

Consistent and accurate account of the radiation or QED effects is of a great
importance and interest in spectroscopy of the pionic atomic systems. To take into
account the radiation (QED) corrections, namely, the important effect of the vac-
uum polarization one could use the procedure, which is in details described in the
Refs. [41-58, 65, 72-78]. Figure 1 illustrates Feynman diagrams, which describe a

Fig. 1 Feynman diagrams,

which describe a QED effect -
of the vacuum polarization: amX
Al—the Uehling-Serber g + -

term; A2, A3—terms of the

order [a(Za)]" (n = 2, ...); S

Ad—the Killen-Sabry X
correction of the order Al A2 A3
a*(aZ); A5—the
Wichmann-Kroll correction
of order a(Za)" (n = 3) .
-
£ mm X
(Ad)
el 4 -

(AS)
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QED effect of the vacuum polarization: Al—the Uehling-Serber term; A2, A3—
terms of order wiens nopsinka [a(Za)]" (n = 2, ...); A4- the Killen-Sabry cor-
rection of order a?(aZ); A5-the Wichmann-Kroll correction of order ka a(Za)"
(n = 3). An effect of the vacuum polarization is usually taken into account in the
first PT theory order by means of the generalized Uehling-Serber potential with
modification to take into account the high-order radiative corrections. In particular,
the generalized Uehling-Serber potential can be written as follows:

&) /—2_
U(r)= —%/dt exp(—2rt/aZ)(1+1/27) ttz L= —%C(g), (11)
1

where g=r/(aZ). More correct and consistent approach is presented in Refs. [42,
43, 52-62]. An accounting of the nuclear finite size effect modifies the potential (7)
as follows:

207 T / 1\ V=1 p(r)
UFS(r): —g/d3r /dtexp(—2t|r—r|/aZ) X <1+2t2> 2 m,
(12)

The Uehling-Serber potential, determined as a quadrature (11), may be
approximated with high precision by a simple analytical function. The use of new
approximation of the Uehling potential permits one to decrease the calculation
errors for this term down to 0.5-1%.

A method for calculation of the self-energy part of the Lamb shift is based on an
idea by Ivanov-Ivanova (see Refs. [80, 81]), which generalizes the known hydro-
gen-like method by Mohr and radiation model potential method by
Flambaum-Ginges (look details in Refs. [41, 52, 61, 62]).

According to Ref. [9], in an atomic system the radiative shift and the relativistic
part of energy are, in principle, defined by one and the same physical field. One
could suppose that there exists some universal function that connects the self -
energy correction and the relativistic energy. The self-energy correction for the
states of a hydrogen-like ion was presented by Mohr [41] as:

Z4

Esi(H|Z,nlj) =0.027148 = F(H
e

Z,nlj (13)

The values of F are given at Z=10—-110, nlj=1s,2s,2p;,,2p3,2.

These results are modified here for the states / s° nlj of the non-H atoms (ions).
It is supposed that for any ion with nlj electron over the core of closed shells the
sought value may be presented in the form [52]:
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4
Esz(Z,nlj) =0.027148 % f(& nlj)(em™") (14)

The parameter &= (ER)I/ * Ep is the relativistic part of the bounding energy of
the outer electron; the universal function f (&, nlj) does not depend on the compo-
sition of the closed shells and the actual potential of the nucleus. The procedure of
generalization for a case of the non-H systems with the finite nucleus consists of the
following steps [9]: (1). Calculation of the values Ex and & for the states nlj of
H-like ions with the point nucleus (in accordance with the Zommerfeld formula);
(2). Construction of an approximating function f(&, nlj) by the found reference
Z and the appropriate F(H|Z, nlj); (3). Calculation of Eg and & for the states nlj of
Li-like ions with the finite nucleus; (4). Calculation of Egg for the sought states by
the formula (14). The energies of the states of the non-H atoms and ions are
calculated twice: with a conventional constant of the fine structure «=1/137 and
with @=a/1000. The results of latter calculations were considered as
non-relativistic. This permitted isolation of Ex and E. A detailed evaluation of their
accuracy may be made only after a complete calculation of E{.(Z, nlj). It may be
stated that the above extrapolation method is more justified than using the widely
spread expansions by the parameter aZ. The other details of the theory and com-
putational code can be found in Refs. [61-70, 76-79].

2.3 Strong Pion-Nuclear Interactions in Pionic Atomic
System

The most difficult aspect of the problem is an adequate account for the strong
pion-nuclear interaction in the exotic system. Now it is well known that the most
fundamental and consistent microscopic theory of the strong interactions is pro-
vided by the modern quantum chromodynamics. One should remind that here
speech is about a gauge theory based on the representation of the confined coloured
quarks and gluons. Naturally one could consider the regimes of relatively low and
high energies (asymptotic freedom). In a case of the low energies so called coupling
constant increases to the order 1 and, therefore, this perturbation methods fail to
describe the interaction of strongly interacting hadrons (including pions). Naturally,
to describe the strong pion-nuclear interaction (even at relatively low energies)
microscopically, a different approaches can be developed (look details in Refs. [11-
19, 76-79)).

More simplified and sufficiently popular approach to treating the strong inter-
action in the pionic atomic system is provided by the well known optical potential
model (c.g. [14, 15]). On order to describe the strong ®~ N interaction we have used
the optical potential model n which the generalized Ericson-Ericson potential is as
follows:
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_ 4z a(r)
Vi-n=Vop(r) = — __{q(r)va}’

a(r) = <1 ; ,’Z—N) {bop(r) b1 [pn(r) =, ()]}
+ (1 " ﬂ) {Bop(r) + Bip(r)op() ). (15)

sz

-1
a(r)= (1 + Z—;) {cop(r) +c1 [ () —pp(r)] }
-1
+ (1 + %) {Cop*(r) + C1p(r)dp(r) }.

Here p,, ,(r)—distribution of a density of the protons and neutrons, respectively,
E—parameter (=0 corresponds to case of “no correlation”, £=1, if anticorrela-
tions between nucleons); respectively isoscalar and isovector parameters by, ¢y Bo,
by, c1, Cyp By, C—are corresponding to the s-wave and p-wave (repulsive and
attracting potential member) scattering length in the combined spin-isospin space
with taking into account the absorption of pions (with different channels for p-p pair
By(,py and p-n pair By,y,)), the Lorentz-Lorentz effect in the p-wave interaction and
isospin and spin dependence of an amplitude =~ N scattering:

bop(r) = bop(r) +b1{p,(r) = pu(r) }. (16)

The description of numerical values of the potential parameters will be com-
mented below (look details in Refs. [41, 52, 61, 62]).

2.4 Complex Energy of Pionic Atomic System

Further we note that an energy of the hadronic atom can be represented as the
following sum:

ExExc+ Eps+ Evp + Ey; (17)

Here Ekg-is the energy of a pion in a nucleus (Z, A) with the point-like charge
(dominative contribution in (17)), EFg is the contribution due to the nucleus finite
size effect, Eyp is the radiation correction due to the vacuum-polarization effect, Ey
is the energy shift due to the strong interaction Vy.

It is easily to note that the strong pion-nucleus interaction contribution into
energy can be directly found from the solution of the Klein-Gordon-Fock equa-
tion with the corresponding pion-nucleon potential, for example, in the optical
potential approximation (8). Since the corresponding optical potential contains the
complex parameters, the relevant energy eigen-values of the Klein-Gordon-Fock
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equation for the definite pionic state (i = n/) in an atom are the complex values
too, i.e. [11, 38, 76]:

EiZReE[+iImE[=RCE[—(i/Z)F[, (18)

where the imaginary part determines a width of pionic energy level G;. The total
width of any level is determined as by the strong pion-nuclear interaction contri-
bution Fis (pion absorption) as by the electromagnetic contribution Ff“d . The latter is
determined by a probability of the electromagnetic radiation transition (including
the Auger process probability ') on the lower level. As an example, for the width
of pion 1 s can be written:

fo = F;;pe Is — (ngd + ng + Fép) ~ r*;;P_) ls? (19)
where Ff”d i F? are the radiation and Auger widths respectively. Let us consider
further elements of theory, associated with the implementation of the known rel-
ativistic energy formalism in our theory to calculate the electromagnetic interaction
transition probabilities in spectrum of the pionic atom [80-91]. It is worth to remind
that in relativistic theory of the usual many-electron systems (an energy of any

excited state is a complex quantity) an shift of the total energy level is usually
represented as:

AE; =ReAE; +ilmAE; = ReAE; — (i/2)T7, (20)

where I f”d is a radiation width, and the corresponding radiative transition proba-
bility in the usual atomic system P ~ F{“d. In order to compute the latter we use the
generalized relativistic energy approach.

Let us remind that an initial general energy formalism combined with an
empirical model potential method in a theory of atoms and multicharged ions has
been developed by Ivanov-Ivanova et al. [80-84]; further more general ab initio
gauge-invariant version of relativistic energy approach has been presented by
Glushkov-Ivanov [89]. The imaginary part of the energy shift of an atom is con-
nected with the radiation decay possibility (transition probability). For the o-n
radiation transition ImDE in the lowest order of the PT is determined as:

1 @,
ImAE=-— ¥ Vi (21)
a>n>f
[a<n<f]

where wa,, is a frequency of the a-n radiation, (o« > n > f) for particle and (¢ < n <
f) for vacancy. The matrix element V is determined as follows:



80 O. Yu. Khetselius et al.

sin|a)|r12

Vi = // dridray; (r)y; (r2) (I—aa)yi(nyi(n)  (22)

ri2

The detailed procedure for computing the matrix elements (22) is presented in
Refs. [76-92]. All calculations are performed with using the numeral code
Superatom (version 98).

3 Results and Conclusions

3.1 The Parameters of the Optical Potential

In Table 1 we list the values of parameters for the proton and neutron (c,, ¢,) Fermi
distribution and nuclear spin I number of some nuclei.

In Table 2 there are presented the concrete values of some optical potential
parameters, which have been used in different calculations [15-39]. Let us explain the
used classification and abbreviations of corresponding sets of the optical potential
parameters: Tauscher, & = 0—Taul; Tauscher, £ = 1—Tau2; Batty et al.—Bat.;
Seki et al.—Sek; Nagels—Nag; de Laat-Konijin et al.—Laat, Serga-Shakhman—
Serg-Sha, this theory—Odes [16-22, 38, 39, 76—79]. Note that the parameters of the
optical potential in Table 1 (the initial set of parameters) were initially obtained by
calibration of the experimental data on pion-nuclear scattering for the light and
medium nuclei. Further application of the model to the heavy atoms and relatively
low-lying states showed imperfections (in some cases) of these sets of the parameter
values under theoretical studying heavy nuclei. This situation is called pion
anomalies. For example, experimental (the low-energy scattering of pions; LAMPF)
results for relatively low-lying states of pion at levels 3d, 2p, 1 s (in such heavy atoms

Table 1 Parameters for the Nucleus 7 A c, @ ¢, @ "

proton and neutron (. ¢,) o 10 |19.9924 21.'963 2012 10

Fermi distribution and nuclear 52

spin I number of some nuclei Mg 12 23.9850 3.080 3.026 0
SMb 41 92.906 4.986 5.127 92
133¢s 55 132.905 5.599 5.774 7
165Ho 67 164.93 6.125 6.329 7
3yb 70 172.938 6.274 6.570 52
7514 71 174.941 6.274 6570 |12
181y 73 180.948 6.347 6.650 712+
197 Au 79 196.967 6.454 6.850 32*
205y 81 204.974 6.587 6.881 12"
208pp 82 207.977 6.652 6.892 0
209 83 208.98 6.688 6.870 9/2~
ZNp 93 |237.095 |7.001 7300 | 5/2F
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Table 2 The values of some optical potential parameters, which have been used in different
calculations (see text)

Tauscher Tauscher Batty Seki Nagels Row78 Laat Odes

E=0 E=1 E=1 E=1 E=1 E=1 E=1 &=1[76,

[16] [16] [17] [18] [22] [19] [38, 39] 79]
b —-0.0296 —0.0293 -0.017 0.003 —0.013 —0.004 0.007 0.003 m;!
b, —-0.077 —-0.078 -0.13 —-0.143 | —-0.092 —0.094 —-0.075 —0.094 m;!
ReBy | 0 0 —-0.0475 | -0.15 - - —-0.18 -0.15 m>*
ImB, | 0.0436 0.0428 0.0475 0.046 - - 0.058 0.046 m4
o 0.172 0.227 0.255 0.21 0.209 0.23 0.266 0.21 m>3
¢y 0.22 0.18 0.17 0.18 0.177 0.17 0.40 0.18 m73
ReCy | - - - 0.11 - - 0.07 0.11 m;®
ImC, |- - - - - - -0.34 -0.25 m7°

as Ta, Bi et al.) have shown that the appropriate values of width due to strong
interaction by a factor two and more are less than the values specified within the
optical potential model with using the earliest parameterization [14, 15].

Such relatively significant deviations are typical for strong levels shifts.

A similar anomaly was detected in a case of the strong quadrupole shift of the
pion energy in 3d and 4f states. It should be noted that the results of the hyperfine
structure studying for heavy pionic atoms with pion at low (deep) lying states are
extremely scarce.

Earlier it is indicated a possibility of improving the consistency between theory
and experiment by taking into account of the strong interaction potential isovector
(absorption) terms. In fact, it is a more adequate account of increasing S-wave
repulsion for absorption of pion at 3d-level. In this regard, under the parameteri-
zation of the optical potential authors [33] left without changing the parameters
settings that are the most reliably identified, namely: ReBy, ImBy co, c1, ReCy,
ImCO.

At the same time the parameters whose values differ most strongly in different
sets, in particular, b; (plus parameters, which are usually not included so far in the
basic optical potential parameterizations, i.e. ImB1, ImC1), should be optimized.
This is achieved by receiving preliminary calculated relationships (illustrations are
given below) for the energy shifts and widths (for a number of states fof the
following systems: 2ONe, 24Mg, 93Nb, 133Cs, 1°Lu, '8'Ta, YAy, 208Pb) upon the
b, ImB,, ImC; parameter values; further, there were chosen such values that satisfy
the smallest standard deviation of the experimental values.

In Tables 3 and 4 we list the dependences of shifts and widths for the 4f, 3d
levels due to the strong pion nuclear interaction upon the parameter ImB; ImC,
values for the pionic atom of 208py (our data).

Further in Tables 5 and 6 we list the analogous dependences of shifts and widths
for the 4f, 3d levels due to the strong pion nuclear interaction upon the parameter
ImB,; ImC; values for the pionic system '®'Ta.
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Table 3 The dependence of shifts and widths for the 4f, 3d levels due to the strong pion nuclear
interaction upon the parameter ImB, value for 2°*Pb

ImB, ggf (2%3pp) l—gf (%3pp) € (2°5pb) 34 (29pb)
0.00 1.596 1.11 18.2 67.7
0.02 1.603 1.09 18.9 63.6
0.04 1.625 1.07 19.7 58.7
0.06 1.633 1.05 20.5 54.8
0.08 1.641 1.03 21.6 50.5
0.10 1.652 0.96 22.8 47.2
0.12 1.723 0.91 23.8 45.3
Exp. 1.68 + 0.04 0.98 + 0.05 227 +22 47.1 £3.6

Table 4 The dependence of shifts and widths for the 4f, 3d levels due to the strong pion nuclear

interaction upon the parameter ImC; nms spa 2°*Pb

ImC, ng (°3pb) l"gf (3p) Sgd ) ng (3pp)
0.00 1.610 1.050 18.8 68.3
—0.05 1.622 0.949 19.4 64.4
—0.10 1.633 0.942 19.8 60.3
—0.15 1.642 0.939 20.5 56.5
—0.20 1.653 0.928 21.8 52.3
—0.25 1.665 0.918 22.6 48.2
—0.30 1.676 0.899 23.2 44.5
Exp. 1.68 + 0.04 0.98 + 0.05 227 +£22 47.1 +3.6

Table 5 The dependence of shifts and widths for the 4f, 3d levels due to the strong pion nuclear
interaction upon the parameter ImB, value for 2°*Pb '¥'Ta

ImB, ng (131Ta) l'ﬁf (1%1Ta) 8(3),1 (131Ta) ng (131T)
0.00 0.508 0.41 13.5 34.9
0.02 0.517 0.39 14.1 30.8
0.04 0.525 0.37 14.7 27.5
0.06 0.533 0.35 15.2 24.8
0.08 0.543 0.33 15.8 22.6
0.10 0.554 0.30 16.3 20.3
0.12 0.566 0.28 16.8 18.3
Exp. 0.56 + 0.04 0.31 + 0.05 162 + 1.3 20.1 = 1.5

3.2 Pionic Hydrogen and the Radiation Widths of the 3d, 4f,

5g Levels in Some n~ A Systems

In Table 7 we list the calculated (in meV) QED corrections to the energies of the 1s,
2p, 3p, 4p states for pionic hydrogen: data by Indelicato et al. and Serga et al. and
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Table 6 The dependence of shifts and widths for the 4f, 3d levels due to the strong pion nuclear
interaction upon the parameter ImC, mnst sgpa ®'Ta

ImC, e (*'Ta) ¥ (*'Ta) e (*'Ta) 3 (1T
0.00 0.486 0.334 12.8 33.7
—0.05 0.502 0.325 137 30.8
~0.10 0.519 0.313 14.3 28.5
~0.15 0.534 0.302 14.9 257
—0.20 0.547 0.274 15.6 234
—0.25 0.559 0.268 16.3 20.6
~0.30 0.571 0.255 16.8 19.9
Exp. 0.56 + 0.04 0.31 + 0.05 162 + 13 201 + 1.5

our data. The following abbreviations are used: the Uehling-Serber vacuum
polarization correction (VP-US), the Kallen-Sabry correction (VP-KS),
Wichman-Kroll one (PV-WK).

Analysis of data shows that there is physically reasonable agreement between
different theoretical data, namely, data by Schlesser-Indelicato et al. [31, 32, 76—
79]. Naturally, the reason is obvious as the known expansion parameter aZ in the
hydrogen atom is significantly less than one, and the general QED contributions
into the levels energies are not large in comparison with other ones.

In Table 8 we present our calculated (the relativistic Klein-Gordon-Fock theory
combined with energy approach) data on the radiation widths of the 3d, 4f, 5g
levels for a number of the pionic #~ A atoms. There are also listed the analogous

Table 7 The calculated (in

. QED contr. Is [31, 32] s [76, 77] 1s [79]
2;2212%? t;(;”le:“;;s;; i‘; VP-US —3240.802 | —3240.799 | —3240.801
states for pionic hydrogen: VP-KS —24.365 —24.363 —24.365
data by Indelicato et al., Serga PV-WK —4.110 —-4.113 —4.112
et al. and our data QED contr. 2p 2p 2p
VP-US —35.795 -35.793 —35.794
VP-KS —0.346 —0.343 —0.345
PV-WK —0.008 -0.010 —0.009
QED contr. 3p 3p 3p
VP-US —11.407 —11.405 —11.406
VP-KS —-0.108 —-0.105 —0.107
PV-WK —-0.002 —-0.003 —0.002
QED contr. 4p 4p 4p
VP-US -4.921 -4918 —4.920
VP-KS —0.046 -0.044 —0.045
PV-WK —0.001 —0.002 —0.001
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Table 8 The radiation widths of the 3d, 4f, 5g levels in some n~ A systems

Nucleus [T}, r2,6g |TL,@nh |r2,dnH[79 |[TL,3d |2, (Gd
(52) [38,39] | [79] [38, 39] [38,39] |[79]
165Ho - 15.2 - 56.1 - 228.8
3Yb - 17.9 - 66.8 - 275.4
5Ly - 20.7 - 71.5 - 320.3
181 25.7 23.5 90.9 88.6 369.9 366.1
2037 - 37.2 - 136.8 - 557.2
208py, 41.5 39.4 146.8 143.2 587.6 583.8
209 43.7 41.5 156.2 153.1 617.3 613.7

data by Laat-Konijn et al. [38, 39], obtained with using the relativistic
Klein-Gordon-Fock model and Hartree-Fock approximation.

3.3 Transition Energies and Energy Shift and Widths Due
to the Strong Interaction in the Spectra of in Some 7~ A
Systems

In Figs. 2 and 3 there are presented the parts of the X-ray spectra of the '®*Ho
(Fig. 2), '"®'Ta (Fig. 3) and positions of the hyperfine structure components (5 g-4f
transition; experimental data from [13]).

In Tables 9a and 10 we present theoretical and experimental data (in keV) for the
4f level shift (a) and widths (b) provided by the strong pion-nuclear interaction for a
number of pionic atoms. The shortened designation of the parameter sets for the
strong m N interaction potential: Tauscher—Taul; Tauscher, Tau2; Batty et al.—
Bat; Seki et al.—Sek; de Laat-Konijin et al.—Laat, this work—Srg-Sha [16-22, 38,
39, 76-79]. In our parameterization of the strong p~N interaction potential the most
reliably defined (By, cg, ¢;, Cp) parameters are remained unchanged, and the
parameters whose values differ greatly in different sets, in particular, b,
(by = —0.094) plus still not included ones ImB;, ImC; have been optimized by
computing dependencies of the strong shifts upon the parameters b;, ImB,, ImC,
for fr,_—zoNe, 24Mg, 93Nb, 13 3Cs,]75Lu, 181Ta, 197Au, 208py atoms. Further we have
chosen the values which satisfy the smallest standard deviation of reliable experi-
mental values.

In Table 11 the analogous theoretical and experimental data (in keV) for the 3d
level shift (a) and widths for different pionic atoms are listed [16-22, 38, 39,
76-79].

In Table 12 data on the 4f-3d, 5g-4f transition energies for pionic atoms of the
93Nb, 173Yb, 181Ta, 197 Au are presented. There are also listed the measured values
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Fig. 2 The fragments of the P!E)NIC HIOLMIUIM HGS.)
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of the Berkley, CERN and Virginia laboratories and alternative data obtained on the
basis of computing within alternative versions of the Klein-Gordon-Fock
(KGF) theory with taking into account for a finite size of the nucleus in the
model uniformly charged sphere and the standard Uehling-Serber radiation cor-
rection (see Refs. [6, 7, 13, 42, 43, 86, 89]).

The analysis of the presented data indicate on the importance of the correct
accounting for the radiation (vacuum polarization) and the strong pion-nuclear
interaction corrections. The contributions due to the nuclear finite size effect should
be accounted in a precise theory too. More exact knowledge of the electromagnetic
interaction parameters for a pionic atom will make more clear the true values for
parameters of the pion-nuclear potentials. Further it allows to correct a disadvantage
of widely used parameterization of the optical potential. It is especially important if
one takes into account an increasing accuracy of the X-ray pionic atom spec-
troscopy experiments. It is interesting to note that the contributions into transition
energies are about ~5 keV due to the QED effects, ~0.2 keV due to the nuclear
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Fig. 3 The fragments of the
X-ray spectra of the '*'Ta and

positions of the hyperfine
structure components (5g-4f
transition; experimental data

from [13])
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Table 9 Theoretical and experimental data for the 4f level shift (keV) provided by the strong
pion-nuclear interaction for a number of pionic atoms (see text)

ear, Lar Exp H-like |Taul |Tau2 |Ba&=1 |Sek&=1 |Laat&=1 |Srg-Sha |Our
Func. |[&€=0 |&=1 E=1 E=1
SHo: e | 0.29 +0.01 |0.21 025 024 [024 0.21 0.26 0.29 0.29
027 [0.26
19Tm: g | - - - - - - - 0.38 0.38
MYb:e |- - - - - - - 0.44 0.44
"Luze 051 +0.04 |036 043 042 | 041 0.36 0.46 0.50 0.50
BiTaze | 0.56 £ 0.04 |0.47 057 |054 |0.53 0.47 0.60 0.55 0.55
YAuwe |1.25+007 |- 121 114|112 0.98 1.25 1.24 1.24
208ph: e | 1.68 + 0.04 | — 176 | 1.62 1.58 1.39 1.68 1.65 1.65
2Bi:e [ 1.78 £ 0.06 |- 1.94 1.80 1.78 1.57 1.83 1.77 1.77

finite size effect, and ~0.07 keV due to the electron screening effect, provided by
the 2[He], 4[Be], 10[Ne] electron shells [79].

To conclude, let us underline that the key factors for the physically reasonable
agreement between experimental and theoretical data on the multi-electron pionic
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Table 10 Theoretical and experimental data for the 4f level widths (keV) provided by the strong
pion-nuclear interaction for a number of pionic atoms (see text)

g4, Lap Exp H-like |Tau 1 |Tau 2 |Bat Sek Laat | Srg-Sha | Our
Func. [E=0 |[e=1 |e=1|e=1[e=1|e=1 |e=1
1Ho: T |0.21 +£0.02 [0.08 [0.13 [0.12 |0.13 |0.11 [0.13 [0.20 0.21
19Tm: T |- - - - - - - - 0.23
Byb: T |- - - - - - - - 0.26
SLw: T 1027 £0.07 |0.14 023 022 [024 |020 [024 |0.28 0.28
BiTa: T 031 £0.05 [0.16 |031 [030 [031 [027 [031 [0.30 0.31

YAw: T 077 £ 0.04 |- 073 |068 |0.69 058 |067 |0.75 0.77
208ph: T 0.98 + 0.05 |- 1.18 [1.04 |1.03 |086 |098 |097 0.99
29Bi: T | 1.24 + 0.09 |- 135 [1.18 |1.17 (099 |1.10 |1.22 1.25

Table 11 Theoretical and experimental data for the 3d level shifts and widths (keV) provided by
the strong pion-nuclear interaction for a number of pionic atoms (see text)

3d Exp. Tau 1l |Tau 2 |Bat Sek Laat Srg-Sha | Odes
E=0 |E=1 |e=1 |e=1 |e=1 |e=1 E=1
SNb: € 074 +0.02 |066 067 073 (066 [0.75 [0.75 0.73
19Tm: e |- - - - - - - 11.0
Yb:e |- - - - - - - 12.4
BLuw:e |- - - - - - - 13.9
BlTa:e 162+ 1.3 19.6 16.4 104 |44 14.4 16.3 16.1
YAue [206+19 [279 225 132 5.0 20.3 21.1 20.3
28pp: g [22.7+22 |34 25 13 3 18 22.8 22.6
209B;: ¢ 20+ 3 37 27 17 5 19 23 21.1
SBNb: I [0.40 +£0.02 |0.405 |0.413 |0.459 |0404 0452 |0.42 0.41
19Tm: T |- - - - - - - 15.7
BYb: T |- - - - - - - 17.6
) ST - - - - - - 19.4
BiTa: T 20,1 £ 1,5 [405 37,5 334 (262 |276 |203 20.2
YAw: T |34£3.6 68 62 53 41 42 36.2 35.6
208ph: ' [47.1 +3.6 |88 78 65 51 51 472 47.0
2Bi: T |52 +3.6 97 86 72 57 56 53.6 53.4

atoms are provided by a correct consideration of the nuclear, relativistic, radiative
and inter-electron correlation corrections. Using different schemes for accounting of
these correlations explains a difference between calculation results, obtained within
the Klein-Gordon-Fock approach. To reach the further improvement of the com-
puted data one should take into account more correctly the spatial distribution of the
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Table 12 Transition energies (keV) in the spectra of some heavy pionic atoms (see text)

n—A |Trans. |Berkley |CERN Excreem | Exgrem | En [6] | Ex En [89]
Eexp Eexp [6, 7] [13] [13] a
SNb | 5g-4f |- 30779 = |- - - - 307.85
0.02
13yb | 5g-4f |- - - - - - 412.26
8lTy | 5g-4f [453.1 + |453.90 + |453.06 45378 |- 453.52 | 453.71
0.4 0.20 453.62
YAu | 5g-4f [5325+ |533.16 + |528.95 - 532.87 |531.88 |533.08
0.5 0.20
SBNb |4£3d |- 1403 + |- - - - 140.81
0.1
3yb |4f-3d |- - - - - - 838.67
8Ty |4f3d |- 10084 + |- - - 992.75 | 1008.80
1.3

magnetic moment inside a nucleus (the Bohr-Weisskopf effect), the
nuclear-polarization corrections etc. (for example, within the Woods-Saxon model
or relativistic mean filed theory). In last years this topic has been a subject of
intensive interest.
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Difference of Chirality of the Electron
Between Enantiomers of H,X,

Masato Senami, Ken Inada, Kota Soga, Masahiro Fukuda
and Akitomo Tachibana

Abstract The integrated chirality density of H,X, molecules is studied in view-
points of the internal torque for the electron spin. Since the chirality density is pro-
portional to the zeta potential, which is the potential of the zeta force, one of the
torque for the electron spin, the distribution of the chirality density affects the dis-
tribution of the internal torque in molecules. It is seen that the integrated chirality
density is larger for the larger atomic number. It is found that the integrated chiral-
ity density of H,Te, has the same sign as the parity-violating energy, while those of
H,0, and H, S, are opposite to the sign of the parity-violating energy, and the depen-
dence of the integrated chirality density of H,Se, on dihedral angle is significantly
different from that of the parity-violating energy.

1 Introduction

Only one form of enantiomeric pair is found in living systems. While both enan-
tiomers of sugar and amino acids are produced in the same quantity in laborato-
ries, only (D)-sugars and (L)-amino acids can be found in the systems. The mecha-
nism how this bias is generated is a long-standing puzzle [1]. On the origin of this
biomolecular homochirality, many hypotheses are proposed, and those are classi-
fied by some features, (1) terrestrial and extra-terrestrial, (2) biotic and abiotic, and
(3) probabilistic and deterministic. We do not know the solution, and however many
researchers believe that the realization of homochirality is deeply related to the par-
ity violation of Nature, which is given by the weak interaction of the standard model
of particle physics. The weak interaction is known to induce nuclear § decay. Gauge
theory describes this interaction as well as electromagnetic interaction. Electromag-
netic interaction is formulated as U(1) gauge theory and is mediated by the photon.
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On the other hand, the weak interaction is formulated as SU(2) gauge theory, and W
and Z bosons are mediator of this interaction. These bosons are coupled to ordinary
fermions, such as electrons, only by the V-A coupling, where V and A is the vec-
tor and axial-vector currents, respectively. Hence parity is violated maximally in the
weak interaction.

It is known that this parity violation makes the energy difference between enan-
tiomers. This energy difference between them, which is called parity-violating energy
shift, is very small [2]. In spite of the smallness, this energy is studied in many
works by computational methods. The parity-violating energy shift is dominantly
induced by virtual Z boson exchanges between nuclei and electrons. Virtual Z boson
exchanges is quantum effect in relation to uncertainty principle. Since Z boson is
very heavy as 90 GeV /c?, where c is the speed of light, this particle cannot be pro-
duced energetically, and, however, uncertainty relation allows this particle to affect in
a very restricted region. Single W boson exchange does not contribute to the parity-
violating energy, since if occurs, it is § decay. The exchanges between electrons is
known to be subdominant for particularly heavy nuclei [3]. Since nuclei are localized
strongly, the existence of parity-violating energy means the existence of the nonzero
chirality density around nuclei. It is surprising that low energy electrons have polar-
ized chirality, since the electron mass, that is the interaction with Higgs field in the
vacuum, vanishes chirality for free electrons.

The parity-violating energy shift is studied by many researchers as one of solu-
tions for biomolecular homochirality. Due to this energy difference, the amount of
one of enantiomers may be slightly larger than the other through an enhancement
process, such as crystallization. In other viewpoints, some of the authors are inter-
ested in the total integrated chirality density of the electron in a molecule, whose
existence has already been reported [4]. If nonzero integrated chirality density of
the electron exists in enantiomers, its interaction rates through weak interaction are
different between enantiomeric pair. This difference of the reaction rate probably
generates the difference of the number density between enantiomers, which is indis-
pensable for the problem of the biomolecular homochirality. Even though this differ-
ence is not enough, we are interested in the distribution of the chirality density in a
molecule, since the chirality density is known to be proportional to the zeta potential
[5]. The zeta potential is the potential for the zeta force, which is the counter force to
the spin torque, defined only in quantum field theory [6, 7]. Hence chiral molecules
have nonzero zeta force distribution.

In this work, we study the integrated chirality density of the electron in H,X,
molecules (X = O, S, Se, Te). This structure is one of the simplest chiral molecules
and is chosen in many works [4, 8—10]. The total chirality of the electron of this
structure is reported for H, Te, in Reference [4]. In this work, the chirality is investi-
gated also for H,0,, H,S,, and H,Se, in relation to the parity-violating energy shift
and the zeta potential.
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2 Theory

First we briefly review the parity-violating energy. The dominant contribution to the
parity-violating energy is the parity odd interaction between electrons and nuclei.
This interaction is given as the coupling of vector and axial-vector currents of elec-
trons and nucleons. For low energy nuclei, nonrelativistic approximation is good,
and then the space-like component of vector current and the time-like component of
axial-vector current vanishes. The internal structure of nuclei is not affected by the
geometry of molecules, and hence the space-like component of axial-vector current
is considered to be negligibly small. Hence, the most important contribution arises
from the coupling of the time-like components of nucleon vector current and electron
axial-vector current. The Hamiltonian of this interaction is given as

G
Hpy = 2 —— 03! Vsl//elI/N Wy, )

~ 2 "

where index n means the species of nuclei, G, = 1.166378 X 1075 GeV~2 is Fermi
coupling constant [11], ¥, and yy are the field operators of electrons and nuclei,

and y5 = iy%'y?y3. The weak charge of a nucleus Q), is given as Oy, = Z"(1 —

4sin® 8y,) — N", where Z" and N" are the number of protons and neutrons in a nucleus
n and 6y, is the weak-mixing angle, sin’ 0y, = 0.2313 [11]. The parity-violating
energy is calculated with state vector, |¥),

Epy = / 07 (¥ Hpy |P) @)

and the parity-violating energy shift is defined as the energy difference between
enantiomers,

AEpy = 2|Epy|. 3)

The parity-violating energy can be divided into contributions from each nucleus,
_ GF 7 3= AT oA AT A noAgn
Epy = w; Y Oy [ EHPW s,y 1P ) = 2 oLML,. (@)
24/2 " !

This My, is often used for parameterizing the contribution from each nucleus. The
density of nuclei is strongly localized, and hence nucleus density, li/;, Wy , can be

approximated to 17/;] Yy, = & (F —T7,) where 7, is the position of a nucleus 7. As
a result, the parity-\;iolating energy is well calculated by chirality densities at the
positions of nuclei, (¥|§ (7, )ysi, (7,) V).

Chirality density is proportional to the zeta potential, which is the potential of the
zeta force defined in Reference [5]. The definition of the zeta potential is given by
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B = 22 [ st 0] = 2 (90 = 9, 00 ) . )

where ,; (x) = %(l — ys)¥, and @ p(x) = %(1 + y5)y, are fields with the left-handed
and right-handed chirality, respectively. The zeta force density operator is defined
with the zeta potential, ¢s, as

Zr(x) = —0,bs. (6)

The zeta force is one of the torque in the equation of motion of the electron spin
defined in quantum field theory. The equation of motion of the spin is derived from
the time-derivative of the spin angular momentum. In quantum field theory, the spin
angular momentum density operator is represented as

) = %WZ(X)E" (0. )

where Z¥ is the Pauli matrix in the four-component representation. The torque den-
sity for the electron spin is derived by the time-derivative of this operator, and the
time-derivative can be reduced by using Dirac equation.

iy" D, (W, (x) = meyr, (x), (8)

where m is the mass of electron. The covariant derivative D ,,(x) is defined as D L, (X) =

aﬂ +i %A M(x), where Z, = —1 is the electric charge of the electron and A u (x) is the
gauge field operator. As a result, we obtain the equation of motion of the spin,

934 (x)
ot

=% + W), )

where the first term, ?’;(x), is the spin torque density. The spin torque term is defined
so that this term matches the well-known spin torque term in relativistic quantum
mechanics. The Heisenberg equation of the spin angular momentum in quantum

mechanics is given by ds,/dt = —c7 X @ [12]. The spin torque density operator is
defined with the relativistic stress tensor density, %em”(x), as

) = —e 2 (), (10)

where €, is the Levi-Civita tensor. The relativistic stress tensor operator is given by

(51,

£n(x) = %C [w @Dy, ) — (D, () Yoy""’f(")] - ub
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The stress tensor is known to classify the chemical bond [13, 14]. In the following,
we call only ?’e‘(x) the spin torque, and the sum of the terms in the right-hand side is
called the torque for the spin. Our equation of motion for the spin is recently shown
to be derived from the spin vorticity principle in a sophisticated way [15].

One may wonder whether this new contribution disturbs the consistency between
experimental observations and a prediction by quantum mechanics. The expecta-
tion value of the zeta force is zero after the integration over the whole space, since
the zeta force density operator is given as the gradient form of the zeta potential.
Hence, contributions from the zeta force are considered to be negligible in past exper-
iments. However, the contribution from the zeta force give a nonzero effect in a local
region, even after the integration over a restricted local region. Hence, the zeta force
is observable quantity if an experimental setup is carefully designed for this purpose.
In addition, the equation of motion from quantum field theory has another advan-
tage over that from quantum mechanics. In a time-independent stationary state of
the electron spin. the spin torque and zeta force are canceled out with each other and
the torque for the spin is zero at any point. Hence in quantum field theory a local
picture of the spin dynamics can be correctly described. In quantum mechanics, any
local spin dynamics cannot be predicted. The Heisenberg equation of the spin gives
generically nonzero torque for a local region even for a spin stationary state. This
is because the expectation value of quantum mechanics is defined as the integration
over the whole space and hence local description is theoretically out of scope.

3 Computational Details

Our equation is defined in quantum field theory, and hence a state should also be
prepared in the theory. However, a generic state based on quantum field theory is
not available for our purpose, since most computation code is based on quantum
mechanics. Hence in this work we use wave functions derived from ordinary elec-
tronic structure computations as a substitution. With the usage of these wave func-
tions, computations of physical quantities, parity-violating energy, zeta potential,
and so on, are performed by QEDynamics program package [16—18].

For ordinary electronic structure computations, we use DIRAC14 program pack-
age [19]. Four-component wave function by relativistic quantum mechanics can be
computed by this code, which is indispensable for the study of spin. The dyall.ae2z
basis set [20] is used for large components of all atoms. The small component
basis set is generated by restricted kinetic balance in the code. The effect of three-
component vector potential is ignored in our calculations, since it is quantitatively
small for states by quantum mechanics computations [21]. The structure of H,X,
molecules are determined as follows. First, the geometrical optimization computa-
tions are performed by Hartree-Fock computations with Dirac-Coulomb Hamilto-
nian. The internuclear lengths between heavy atoms X, 1.390 A for oxygen atoms,
2.058 A for sulfur atoms, 2.333 A for selenium atoms, and 2.729 A for tellurium
atoms, while the internuclear lengths between X and H atoms, 0.9439 A for oxygen
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Fig.1 Geometry of H,X,
molecule and the definition
of the dihedral angle

atom, 1.332 A for sulfur atom, 1.455 A for selenium atom, and 1.649 A for tellurium
atom. In the following, these internuclear lengths are adopted for all dihedral angles.

For wave functions derived by computations as above, parity-violating energy,
Mg, total chirality, spin torque density, zeta force, and zeta potential are computed
with special attention to dihedral angle of H,X,. Since H,X, is a chiral molecule,
two choices of dihedral angle exist. Our definition of the dihedral angle is shown in
Fig. 1, which is the opposite to Reference [8, 9]. Results can easily be compared by
replacing the angle 360° — ¢. Note that parity-violating energy is known to be heav-
ily dependent on computational methods, geometry of molecules, basis sets and so
on. Our basis set is smaller than previous works, and hence there are some differences
between our results and previous works [4, 8—10] as discussed later.

4 Result and Discussion

For the purpose of the check of our electronic structure, our results of parity-violating
energy and contributions from heavy atoms are compared to previous works. In
Fig. 2, the contributions from heavy atoms to parity-violating energy, Mgv, are shown
as a function of the dihedral angle for H,X, (X = O, S, Se, Te) molecules. All
molecules have similar pattern and it is seen that heavier X atoms give larger Mffv
due to larger relativistic effects. The tendencies of these curves are consistent with
previous works [4, 8—10] qualitatively. The contribution of hydrogen atoms to Epy,
is known to be much smaller than that of heavier atoms. Our values have some devi-
ation from previous works. This deviation is speculated to be due to the smallness
of our basis set. Parity-violating energy of H,X, and contributions from heavy atom
X are summarized in Table 1. The dihedral angle is chosen to be 45° or —45° as
the value reported in references, which have the same value with opposite sign. The
abbreviation, HF, means Hartree-Fock with Dirac-Coulomb Hamiltonian, CCSD is
coupled-cluster singles-and-doubles, and CISD is configuration interaction includ-
ing single and double excitations. As seen from this table, larger basis sets as triple
or quadruple zeta function are critically important, and results of double zeta basis
sets are much smaller than that of larger ones. Larger basis set is speculated to be
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Fig. 2 Contribution from heavy atom to parity-violating energy of H,X, molecules as a function
of the dihedral angle

required for the description of the cusp structure near nuclei. Since our triple zeta
result is well consistent with other triple zeta results, most deviation of our results
from others comes from the smallness of the basis set. In addition, the effect of post
Hartree-Fock computation is seen to be about 10%. Due to the limit of computational
resources, the computations of the latter part of this work is restricted to the basis
set, dyall.ae2z. Nevertheless, our wave functions are seen to be reasonable within
our computational methods from this table.

In addition, we investigate the spin torque and the zeta force of H,O,. Figure 3
shows the distributions of the spin torque, the zeta force, and their sum for H,0,
with ¢ = 45°. It can be seen that the sum of the spin torque and the zeta force is
much smaller than the spin torque and the zeta force itself in the whole region. This
result is consistent with the fact that the nonzero spin torque is in balance with the
zeta force for the spin stationary state. Hence, although our computational result is
derived from wave functions of quantum mechanics, it is considered that we can use
these wave functions. The values of the norm of the spin torque and zeta force in the
vicinity of oxygen nuclei amount to 1073 [a.u.], which is much large than that in the
vicinity of hydrogen nuclei. The smallness of the spin torque around hydrogen nuclei
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Table 1 Parity-violating energy of H,X, and contributions from heavy atom X are summarized.
The dihedral angle is chosen to be 45° or —45°, which have the same value with opposite sign. HF
means Hartree-Fock with Dirac-Coulomb Hamiltonian

Molecule| Method Basis set for X |M])§V| [a.u.] |Epy| [a.u.] Reference
H,0, HF dyall.ae2z 3.3401 x 107° | 3.8853 x 107! | This study
dyall.ae3z 5.1839 x 107 | 6.0300 x 10~1° | This study
dyall.ae3z - 6.051 x 1071 [10]
dyall.ae4z - 6.376 x 10719 [10]
cc-pVDZ+3p 5.801 x 1076 - [9]
[22]
25s525p5d [8] 6.057 x 1076 - [9]
aug-cc-pVDZ 3.729x 1076 | — [8]
[22]
aug-cc-pVTZ 4.239x 1076 - [8]
[22]
aug-cc-pVQZ 4.687 x 107° — [8]
[22]
25s525p5d 6.057 x 1076 - [8]
CISD cc-pVDZ+3p 5.410% 1076 - [9]
CCSD dyall.ae3z - 5323 x 107" [10]
dyall.ae4z - 5.583 x 10~1° [10]
cc-pVDZ+3p 5.299 x 1076 - [9]
H,S, HF dyall.ae2z 7.0563 x 107> | 1.6416 x 10~'7 | This study
cc-pCVTZ [22] |- 1.825826 x [10]
10-17
cc-pVDZA+3p 8916 x 10~ | — [91
25s25p5d 9.581 x 1073 - [8]
CCSD cc-pCVTZ [22] |- 1.82103 x 10717 | [10]
cc-pVDZ+3p 9.283 x 1073 - 9]
H,Se, HF dyall.ae2z 2.3917x 1073 | 1.6334 x 10715 | This study
25525p5d 3.586 x 1073 - [8]
CCSD dyall.cv3z [23] |- 2.115x 1071 [10]
H,Te, HF dyall.ae2z 23842 x 1072 | 2.7769 x 10~!* | This study
25525p5d 3.149 x 1072 - [8]
CCSD dyall.cv3z - 3.289 x 10714 [10]

is consistent with our previous results [6]. The nonzero Ml?v means the existence of
the zeta force around oxygen nuclei, since the chirality density is proportional to the
zeta potential and the zeta potential is the potential for the zeta force. Hence this
result is consistent with the existence of the parity-violating energy.

In Fig. 4, the integrated chirality density as a function of the dihedral angle is
shown for (a) H,0,, (b) H,S,, (c) H,Se,, and (d) H,Te, molecules. Our result of
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Fig. 3 The distributions of the magnitude and the direction of a the spin torque distribution,
b the zeta force, and ¢ the sum of the spin torque and zeta force are shown for H,O, molecule.
The dihedral angle is 45°

H,Te, is consistent with the result reported in Reference [4], and it is confirmed that
the electron chirality is nonzero in chiral molecules. The integrated chirality density
of H,Te, has almost the same dependence on the dihedral angle. However, the inte-
grated chirality density of H,0O, and H,S, are almost opposite to the parity-violating
energy, which is determined dominantly from Mffv shown in Fig. 2. Moreover, the
integrated chirality density of H,Se, has different oscillation pattern from the parity-
violating energy. Although we guessed that the integrated chirality density and the
parity-violating energy of H,X, have some correlation as in Reference [4], our inte-
grated chirality density is not inconsistent with the parity-violating energy, since the
parity-violating energy is determined dominantly only by the chirality density nearby
heavy nuclei. Nevertheless, we should improve our computations with larger basis
set and perform post Hartree-Fock computations in order to check our results.

In Fig. 5, the distributions of zeta potential around one Te atom of H,Te, at the
dihedral angle, (a) 15°, (b) 45° and (c) 90°, are shown on the xy-plane for the z coordi-
nate on Te atoms. Our results are well consistent with those reported in Reference [4].
‘We have shown only the results for ¢ = 15°,45°,90°, while at other dihedral angles,
our results are consistent with Reference [4]. The distribution pattern of zeta poten-
tial agrees with their results well. The difference of the values arises from the factor
hc/2, which is the coefficient of the zeta potential over the chirality density. For
comparison, the same figure for H,O, is shown in Fig. 6 at the dihedral angle, (a)
15°, (b) 45° and (c) 90°. The results are shown on the xy-plane for the z coordinate
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Fig. 4 The integrated chirality density as a function of the dihedral angle for a H,0,, b H,S,,
¢ H,Se,, and d H,Te, molecules
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Fig. 5 The distribution of zeta potential of H,Te, at the dihedral angle, a 15°, b 45° and ¢ 90°.
The result is shown on the xy-plane for the z coordinate on Te atoms

at one O atom. The localization of the innermost core electrons are strongly different
between O and Te atoms, and hence the distribution pattern of the zeta potential is
largely extended. The sign of the zeta potential at the position of a nucleus is the
same for 15-45°, and opposite for 90°, this corresponds to the dependence of Ml)fv
on the dihedral angle.
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Fig. 6 The distribution of zeta potential of H,O, at the dihedral angle, a 15°, b 45° and ¢ 90°. The
result is shown on the xy-plane for the z coordinate on O atoms

5 Conclusion

In this work, we have studied H,X, molecules in viewpoints of spin related local
physical values. Since the chirality density is proportional to the zeta potential, which
is the potential of the zeta force, one of the torque for the electron spin, the distribu-
tion of the chirality density affects the distribution of the internal torque in molecules.
Our quantum states are well consistent with those in previous works within the choice
of basis set, and it has been confirmed that the spin torque and the zeta force are in bal-
ance with each other. We have found that the integrated chirality density is larger for
the larger atomic number as speculated from the trend of the parity violating energy.
The dependence of the integrated chirality density of H,Te, on dihedral angle is con-
sistent with the previous work. We have found that the integrated chirality density
of H,Te, has the same sign as the parity violating energy, while those of H,0, and
H,S, are opposite to the sign of the parity-violating energy, and moreover the depen-
dence of the integrated chirality density of H,Se, on dihedral angle is significantly
different from that of the parity-violating energy.

In our future work, we should check the dependences of the integrated chiral-
ity density of H,O,, H,S,, and H,Se, on dihedral angle, which are different from
that of H,Te,. For this purpose, larger basis set and post Hartree-Fock computa-
tions are used. In addition, we investigate the relation between the distribution of the
spin torque and the zeta force and the dihedral angle.
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A Crystallographic Review of Alkali
Borate Salts and Ab Initio Study
of Borate Ions/Molecules

Cory C. Pye

Abstract The crystal structures of alkali metal borate salts are reviewed. A wide
diversity of structures is noted. Structures with discrete ions containing two or more
boron atoms are targeted for further study with ab initio methods (HF, B3LYP, and
MP2) using modest basis sets (6-31G*, 6-31+G* and 6-3114+G*). The ions iden-
tified for study are: [B;Og]’~, [B3Os(OH),I’", [B3O4(OH)4]*~, [B;O5(OH).],
[B405(OH),]*~, [BsO(OH)4]™, [B,Os]*", and [B400]°". Some structurally related
ions are examined, and an investigation of the diborates launched, including [B,O
(OH)6]*~, observed in the magnesium salt, and [B,(OH);]™, postulated as the
intermediate responsible for signal exchange between borate anion and boric acid in
"B NMR. The B-O bond distances and general structures are in good agreement
with both crystallographic data and previous ab initio calculations.

Keywords Crystal structure + Ab initio study « Alkali borate - Polyborate

1 Introduction

In the preceding paper, the importance of the speciation of boron (III) to geo-
chemistry, oceanography, and the nuclear industry, was discussed [1]. In addition,
the crystal structures of boron oxide, boric acid, and monomeric forms of sodium
and lithium borates were presented and discussed. Molecular forms exist for the
orthoboric acid [B(OH);] and metaboric acid [B;03(OH);], and certain lithium and
sodium borates contain discrete [B(OH)4]™, [BOg(OH)]z_, and [BO3]3 ~ ions.
The structure, energy, and vibrational frequencies of the crystallographically
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characterized ortho- and metaboric acid, tetrahydroxoborate, trioxoborate, and
dioxomonohydroxoborate were calculated ab initio, in addition to the postulated
conjugate base of boric acid, oxodihydroxoborate [BO(OH),]™, as well as the
transition structure leading to it. The effect of additional water was also calculated.
In this paper, the focus is on the polyborates.

The crystal structures of numerous sodium borates are given in Table 1. The
notation (/:m:n) is shorthand for a substance of oxide formula IM,O:mB,05:nH,0,
where M is an alkali metal. Anhydrous (3:1:0) consists of discrete BO33 ~ions [2].
The hydrated sodium borate (2:1:1) consists of discrete [BO,(OH)]*~ ions con-
necting sheets of edge-shared NaO polyhedral [3]. There are several hydrates of
sodium metaborate (1:1:x). The octahydrate [4] consists of the tetrahedral [B
(OH)4]™ anion, as does the tetrahydrate [S]. (3:3:4) consists of the [B3O4(OH)4]3_
anion with two tetrahedral and one trigonal boron atoms [6]. (3:3:2) consists of
isolated [B30s(OH),]*~ ions with two trigonal and one tetrahedral ion [7]. The
anhydrous sodium metaborate (1:1:0) contains discrete B304~ anions in which all
boron atoms are trigonal [8]. (2:3:1) consists of the unique [B]2020(OH)4]8_ anion,
which consists of 6 6-membered rings spirofused together in a cycle. There are 6
tetrahedral and 6 trigonal boron atoms. On the outer periphery of the ion, four of the
trigonal boron atoms have hydroxyl groups and two have oxo groups [9]. Both
(3:5:4) [10] and (3:5:2) [11] consists of layers of B;sOq polyhedra containing three
tetrahedral and two trigonal boron atoms.

Borax (1:2:10) [12], also known as sodium tetraborate decahydrate, consist of
chains of edge-shared hexaaquasodium octahedra alternating with chains of discrete
[B405(OH)4]2_ ions hydrogen-bonded to each other [13]. The tetraborate anion
consists of an oxygen-boron core with two tetrahedral and two trigonal boron atoms
reminiscent of bicyclo [3.3.1] nonane, where the bridgeheads correspond to the
tetrahedral boron atoms. The structure can therefore be reformulated as
Na,[B4O5(OH)4] - 8H,O. The structure was refined by neutron diffraction [14].
The determination of the hydrogen atom positions indicate that the ion has C,
symmetry [15]. The oxo atoms of the anion accept hydrogen bonds either from the
aquasodium chains (cross-chain) or from the hydroxyl groups (in-chain), and the
hydroxyl group donate cross-chain hydrogen-bonds to the water oxygen atoms.
Sodium tetraborate “pentahydrate” [16] (the mineral tincalconite, 1:2:4.667) is a
reversible dehydration product of the decahydrate. The [B405(OH)4]2_ ions persist
in this structure, however, the hydroxyls of the tetrahedral boron atoms are now
directly coordinated to the sodium atoms. The structure can therefore be reformu-
lated as Nay[B4O5(OH),] - 3H,0. The hydroxyls of the trigonal boron hydrogen
bond to the oxo group between the two tetrahedral boron atoms. Upon refinement,
incomplete occupancy of the water sites was found, corresponding to the formula
Na, [B4O05(OH)4] - 2.667H,0O [17]. The disorder was also confirmed at room
temperature [18]. It was suggested that sodium tetraborate tetrahydrate (the mineral
kernite, 1:2:4) was similar to borax in structure [19]; however this was shown to be
incorrect, as the boron units formed an infinite chain of six-membered rings
comprised of [B4O(,(OH)2]§“_ [20, 21]. A later redetermination also included an
electron population analysis [22]. The monohydrate consists of chains of
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[B4O6(OH)2]2_ in which the trigonal hydroxyl of a [B405(OH)4]2_ ion has con-
densed with a tetrahedral hydroxyl of another to eliminate water [23]. The anhy-
drous sodium diborate (1:2:0) consists of single and spiro-fused double
6-membered rings [24]. The single rings are linked to double rings, which are
linked together with oxide bridges.

Ezcurrite (2:5:7) consists of chains of [BsOg(OH),]™ ions which have condensed
to give two tetrahedral and three trigonal boron atoms [25]. Nasinite (2:5:5) consists
of sheets of [BsOg(OH),]™ ions which have condensed to give two tetrahedral and
three trigonal boron atoms [26]. The structure was refined further [27] and a very
similar structure identified [28]. Biringuccite (2:5:3) consists of sheets of condensed
spiro-BsOg units containing three trigonal and two tetrahedral boron atoms [29].
Ameghinite (1:3:4) consists of monomeric [B3;03(OH)4]™ ions [30]. Anhydrous
a-sodium triborate (1:3:0) contains both a spiro-fused double 6-membered ring and
a tetraborate core, which link to each other by oxo groups [31]. The f-modification
consists of the spiro-fused double 6-membered ring, a simple 6-membered ring, and
a standalone BO, tetrahedra [32]. Anhydrous sodium tetraborate (1:4:0) consists of
layers of single and spiro-fused double 6-membered rings [33]. The single rings are
linked to the double rings, which are linked together with oxide bridges. Both
sborgite, NaBsOg - 5SH,O (1:5:10) [34], and its dehydrated form of sodium
pentaborate (1:5:4) [35], consist of discrete [BsOg(OH)4]” ions containing one
tetrahedral and four trigonal boron atoms.

To summarize these results, the following discrete polyborate ions (as a sodium
salt) are known in the solid phase. The trinuclear [B3O3(O)(OH)4]3_,
[B303(O)2(OH)2]3_, [B3O3(O)3]3_, and [B;O3(OH),]™ all contain the B5O5 core.
The tetranuclear [B405(OH)4]2_ contains the B4Os core. The pentanuclear
[B5Og(OH),4]™ contains the B5sOg core (two B30j3 cores spiro fused at a boron). The
dodecanuclear [BIZOZO(OH)4]8_ containing the B1,0,g core (six B3;O3 cores spiro
fused into a macrocycle). Upon dehydration, typically chains or sheets of con-
densed units form (sometimes more than one unit is present). Some plausible
species not observed to date in sodium salts are: BO(OH),, any dinuclear species;
[BsO3(OH)6I*", or  [B3Os(OH)sI*™;  [B4Os(OH)el’™, or  [B4Os(OH)s)*";
[BsOs(OH)]*~, or [BsOs(OH)s*™.

The crystal structures of numerous potassium borates are given in Table 2. The
previously described discrete ions [B306]3_, [B405(OH)4]2_, [B503(OH),] ", and
[BsOg(OH)4], are all represented. The only new borate anion appearing is
[B 12016(OH)8]4'. For lithium borates (Table 3), only the previously-mentioned
discrete ion [B(OH),4]™ is found, but two new ions, B,Os*~ and B,0o°", appear. For
rubidium borates (Table 4), the previously mentioned discrete ions [B304(OH)4]3_,
[B3O6]3_, [B405(OH)4]2_, and [BsOg(OH)4]™ are represented, and the new ion
[B709(OH)5]2_ ion appears. For cesium borates (Table 5), the previously discussed
[B3O6]3 -, [B4O5(OH)4]2_ and [BsO4¢(OH),4]™ ions are represented, but no new ions
have been found. Condensation of the triborate, tetraborate, and pentaborate into
chains and sheets is quite common as the water content of the borates decrease.
Conversely, hydration/dissolution of the water-poor solids might be expected
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initially to result in partial hydrolysis into discrete structural motifs already present
in the solid state, followed by equilibration in solution.

Ab initio calculations have been carried out on some of the discrete ions seen in
the crystal structures. Gupta and Tossell fixed the symmetry of B,O(OH),4 to C5,
(B-O fixed at 1.353 A (HF/STO-3G) and 1.375 A (4-31G), and found that the B-O-B
linkage was bent [94]. They also found B-O distances of 1.430 A and 1.279 A for
B;0s>~ at HF/STO-3G, which compares well with the crystal structure. Zhang et al.
[95] completely optimized B,O(OH),4 with symmetry C,, (HF/STO-3G, 6-31G*), C,
(HF/6-31G) and C, (HF/STO-3G, 3-21G*, 4-31G, 6-31G, 6-31G*). They also
calculated the B,O(OH)Z™ (C»,), B,O(OH)5 (Cy), B;O3(OH); (C»,) and B;Os
(OH)2™ (C,) ions at HF/STO-3G. Oi calculated B,O(OH), (Cs), B,O(OH)s5 (C;), and
B20(OH)§_ (C,) at HF/6-31G* [96]. In addition, Oi also calculated B;O5(OH);
(C,), B305(OH)3™ (C)), B4Os(OH);™ (C5), and BsOs(OH)j (S,) at HF/6-31G* [97].
A combined Raman and DFT (B3LYP/aug-cc-pVDZ) investigation of B,O(OH),,
B,O(OH)5, B,O(OH);~, B3O5(OH);, B303(OH);™, B3O5(OH);", B4Os(OH);™,
and B5sO¢(OH); was presented by Zhou et al [98]. In addition to these ions, two
heptamers B709(OH)§_ were calculated by Beckett et al. at B3LYP/6-311++G(d, p)
[99].

2 Methods

Calculations were performed using Gaussian 03 [100]. The MP2 calculations use
the frozen core approximation. The geometries were optimized using a stepping
stone approach, in which geometries at the levels HF/6-31G*, HF/6-31+G*, HF/
6-3114+G*, B3LYP/6-31G*, B3LYP/6-31+G*, B3LYP/6-3114+G*, MP2/6-31G*,
MP2/6-314+G* and MP2/6-311+G* were sequentially optimized, with the geom-
etry and molecular orbitals reused for the subsequent level. Default optimization
specifications were normally used. After each level, where possible, a frequency
calculation was performed at the same level and the resulting Hessian was used in
the following optimization. Z-matrix coordinates constrained to the appropriate
symmetry were used as required to speed up the optimizations. Because frequency
calculations are done at each level, any problems with the Z-matrix coordinates
would manifest themselves by giving imaginary frequencies corresponding to
modes orthogonal to the spanned Z-matrix space. The Hessian was evaluated at the
first geometry (Opt = CalcFC) for the first level in a series in order to aid geometry
convergence.
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3 Results and Discussion

In our previous work, the structure, energy, and vibrational spectra of orthoboric
acid, metaboric acid, and tetrahydroxoborate was thoroughly discussed. We now
focus on the polyborate ions. First we discuss those observed in the crystal structure
of alkali metal borates, followed by structurally related ions. The more
highly-charged ions might be observed in low-water, high ionic-strength environ-
ments. We also discuss other possibilities.

3.1 Triborate Species

3.1.1 [B303(OH)4]™

The structure of the crystallographically-observed triborate ion, [B3O3(OH),] ™, is
given in Fig. 1. The ion, present in the sodium borate mineral ameghinite, could be
formed by the addition of hydroxide ion to metaboric acid. Firstly, four different
C,, structures were optimized. None of these was an energy minimum. All possess
an imaginary A, mode, suggesting desymmetrization to C,. Structures 3 and 4
possess also an imaginary B, mode, and for some MP2 levels, an imaginary B;
mode, suggesting desymmetrization to C,. Most of the C, forms are minima at
some levels. None of the three C, forms are minima, desymmetrizing instead to C;
#5-7, respectively. C, #1 was not a minimum at HF/6-314+G* and MP2/6-31+G¥*,
coalescing into C; #6. C, #2 was only a minimum ay B3LYP/6-31G* and MP2/
6-31G*, morphing into C, #4 at HF/6-31+G* and HF/6-3114+G* levels, or
desymmetrizing to C; #7 at the other levels. C, #3 was not a minimum at MP2/6-31
+G*, becoming C; #4. C, #4 was not stable at the MP2 levels, becoming C; #2
instead. The order of stability was C; #6 (0.0 kJ/mol) < C, #3 (—0.4 to 1.4 kJ/mol)
< C; #5 (2.8-3.6 kJ/mol) < C; #1 (4.7-9.8 kJ/mol) < C; #7 (12-14 kJ/mol) < C,
#4 (11-23 kJ/mol) < C, #2 (17-24 kJ/mol).

3.1.2 [B303(OH)s]*~
The structure of the triborate ion [B3O3(OH)5]2_ is given in Fig. 1. Neither of the

two C; forms is stable and both desymmetrize to the corresponding C; forms. Of
these, structure #2 is 2.1-3.4 kJ/mol more stable than structure #1.

3.1.3 [B303(OH)*~

The structure of the triborate ion [B3,03(OH)6]3 ~ is given in Fig. 1. First, two Dy,
structures were tried. Neither were minima, and the number of imaginary
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Fig. 1 Structure of Triborate Ion, [B303(OH);,,]" ", n = 1 — 3. A bold symmetry label indicates
a minimum energy structure
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frequencies suggested many possible structures of lower symmetry. The two pos-
sible Dj; structures (via A;”’) coalesced into one, but it was not a minimum. The two
possible Cj,, structures (via A,’) coalesced into one, and it too is not a minimum.
While desymmetrization along the £ and E” modes should lead to a C, and C;
structure, respectively, it was thought that it would be advantageous to first
desymmetrize to the corresponding C», structures (which might ascend in symmetry
back to the corresponding Dj3;, structures). Neither of these was a minimum, as
expected, and C,, #1 did indeed ascend to D3, #1 at the HF levels. The D3 and Cj,,
forms desymmetrize into the stable C; #1 and #2 forms, respectively, along the A,
and A” modes, respectively. The two possible C, structures could desymmetrize
into either two Cj structures, or into one of four possible C; structures. The two C,
structures coalesce into a structure that is only stable at MP2/6-31G*. C; #3 (from
C,, #1) and C; #4 (from C,, #2) ascend in symmetry to either Cy, or C,, #l.
Neither of the C; structures are stable. The C, structure desymmetrizes into C; #1 at
MP2/6-31+G* and MP2/6-3114+G*, and ascends in symmetry to C; #1 at the HF
and B3LYP levels. The C; structures desymmetrize to the stable C; #2 and 3 at
most levels. The C; #1 structure is the most stable.

314 [B3;04O0H) >~

The structure of the triborate ion [B304(OH)4]3_ is given in Fig. 2. The C,,
structure has at least three imaginary frequencies of irreducible representation A,,
B; and B,. These suggest desymmetrization to a C or to two different C; structures,
respectively. None of these are energy minima (except C #1 at B3LYP/6-31G*)
and all desymmetrize to C; structures #1-3, respectively. C; #1 is the most stable.
This ion has been characterized crystallographically as the sodium and rubidium
salt (see Tables 1 and 4).

3.1.5 [B30s(OH),I*~

The structure of the triborate ion [B305(OH)2]3_ is given in Fig. 2. The two C>,
structures are unstable and all contain an imaginary A, mode, leading to two C,
structures that coalesce into the most stable minimum. The higher energy C,, #2
structure also contains a B, mode. The lower energy C,, #1 structure also contains
either a B, mode (B3LYP/6-31G*) or B; mode (MP2/6-31+G* and MP2/6-311
+G*). The C, #1 structure, derived from C,, #2, is only stable at B3LYP/6-31G*.
C, #2, derived from C,, #1, coalesces into C, #1. C, #3, also derived from C,, #1, is
not stable. The C; #1 structure, derived from C; #1, coalesces into C,, except at the
stable B3LYP/6-31+G* and B3LYP/6-311+G* levels, whereas the C; #2 structure,
derived from C; #3, coalesces into C, at both levels. This ion has been characterized
as the sodium salt (see Table 1).
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Co Co Cs#2 Co #1
Dsp, Ci#1 C, #3 Co #2
C, Cs #1 C, #3 Ci#1

Fig. 2 Structure of triborate ion, [B3O3+n(OH)6_2n]3_, n=1-3

3.1.6 [B;04~

The only structure of the triborate ion [B30s]*~, of D3, symmetry, is given in Fig. 2.
This ion is characterized crystallographically in sodium, potassium, rubidium, and
cesium metaborate (see Tables 1, 2, 3, 4 and 5). There does not appear to be any
systematic trend in the range of the B-O distances upon varying the alkali metal.

3.2 Tetraborate Species

32.1 [B,Os(OH) >~

The structure of the tetraborate ion, [B,Os(OH)4]>, is given in Fig. 3. Initially, four
structures of C,, symmetry were tried. None of these were energy minima. All of
these had both an A, and a B, imaginary mode, and, at some levels, some have a B;
imaginary mode. The four structures of C, symmetry derived by desymmetrizing
along the A, mode were all minima, but only three unique structures were found, as
some coalesced. The four structures of Cy; symmetry derived by desymmetrizing
along the B, mode (#1—#4) coalesced into two different structures, but only C, #2
was a minima, at all levels except B3LYP/6-31G* and MP2/6-31G*. The four
structures of Cy symmetry derived by desymmetrizing along the B; mode (#5—#8)
did not give minimum energy structures, and C; #8 ascended in symmetry to C,,
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#3. C, #1 desymmetrized to the stable C; #1. The C, #2, C, #3, and C; #1 are quite
close in energy (5 kJ/mol). This ion has been characterized as a salt of all the alkali
metal ions (except lithium), and the sodium salt is commonly known as borax.

An alternative structure might exist where two of the hydroxyls connect to the
non-bridgehead boron atoms. Initially, four structures of C,, symmetry (#5—#8)
were tried. One of these (C,, #6) was an energy minima at all levels except B3LYP/
6-31G*. For this structure at this level, and for the other three structures, there exists
A, and B; imaginary modes. This suggests desymmetrization to C, #5—#8 and C;
#9—#12, respectively. The C, #6 (B3LYP/6-31G* only) and #7 structures are stable.
All other attempts at structures of C, symmetry revert to either C, #7 or C,, #6. The
C, #10 (B3LYP/6-31G*) and C; #11 is stable. All other attempts at structures of Cj
symmetry revert to either C; #11 or C,, #6.

3.2.2 [B40o]%~

Another tetraborate ion, observed in the lithium salt (Table 3), is shown in Fig. 3.
Initially we considered structures of C,; and C,, symmetry, of which there are two
each. None of these is an energy minimum. For C,;, #1, there are imaginary modes
of irreducible representation A, (desymmetrization to C,), B, (desymmetrization to
C)), and, at MP2/6-311+G*, B,, (desymmetrization to C, #2). For C,;, #2, there are
A, imaginary modes, and at MP2/6-314+G* and MP2/6-311+G*, B, imaginary
modes (desymmetrization to Cy #3). For C,, #1, there are imaginary modes of
irreducible representation A, (desymmetrization to C,) and B, (desymmetrization to
C,), whereas for C,, #2, there is only an A, imaginary mode, giving rise to the
stable C, #4. Desymmetrization of C,, #1 to a C; structure results in ascent in
symmetry to Cy;, #2. Desymmetrization of C,, #1 to a C; structure usually results in
ascent in symmetry to C,;, #2, except for BALYP/6-311+G* and MP2/6-311+G*,
where the C #1 structure remains. None of the three C; structures are energy
minima. The C, #1 structure desymmetrizes to the stable C; #1, whereas attempts to
desymmetrize Cs #2 and C; #3 result in ascent in symmetry to C, #4.

3.3 Pentaborate Species

3.3.1 [BsO6(OH)4]™

The pentaborate ion, [BsOg(OH)4] ", observed as a sodium, potassium, rubidium,
and cesium salt (Tables 1, 2, 4, and 5), is given in Fig. 4. Initially, two structures of
D,, symmetry were tried, and these were indeed minima at most levels. In addition,
other structures formed from rotating hydroxyls by 180 degrees were also minima
at most if not all levels. These are labelled C, #1, C, #1, C, #1, and C #2. The only
possible levels where these structures are not minima are MP2/6-31+G* and MP2/
6-3114+G*. Structure D, #1 has an imaginary E mode at MP2/6-314+G*, whereas
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Fig. 3 Structure of tetraborate ions, [B4Os(OH),]*~ and [B,404]%"

structure D,; #2 has an imaginary E mode at both MP2/6-31+G* and MP2/6-311
+G*. These structures could either desymmetrize to C, #2/3 (stable), or C, #3/4
(unstable), both of which have slightly puckered ring(s). Desymmetrization of these
C, #3 and #4 structures via C; #3/4 results in ascent in symmetry to C, #2/3. C, #1
is stable at all levels. C,, #1 has an imaginary B; mode at both MP2/6-314+G* and
MP2/6-3114+G*, and an imaginary B, mode at MP2/6-314+G*. These lead to C, #5
and 6 respectively. Cy #5 is stable at MP2/6-3114+G*. Both C, structures are
unstable at MP2/6-31+G*, leading to stable C; #5 and 6 structures. C; #1 and #2
are unstable at MP2/6-31+G*, converting into C; #1 and #2. The energy ordering is
Doy #1 < Co #1 < Cr #1 < Cy, #1 < Cy #2 < Dy #2.
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332 [BsO4(OH)*~

The pentaborate ion, [B506(OH)6]3_, is given in Fig. 4. We initially started with two
C,, structures and two C, structures. Neither C», structure is stable. Both have
imaginary A,, B;, and B, modes at most levels. Both C, structures are stable at most
levels, with the exception of B3LYP/6-3114+G* (C, #1) and B3LYP/6-314+G* (C,
#2), which desymmetrize to stable C; #1 and #2, respectively. The C, #3 and #4
structures, derived from C,, #1 and #2, are unstable at all levels and desymmetrize to
the stable C; #3 and #4. At B3BLYP/6-31G* and MP2/6-31G*, one of the central B-O
bonds in C; #3 breaks. Attempts to locate the C #1 and #2 structures also result in
breaking of one of the central B-O bonds. The C, #3 and #4 structures are not stable,
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Fig. 4 Structure of pentaborate ions, [BSOG(OH)4+2,,]’1’2“, n=0-2
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and desymmetrize to C; #5 and #6, respectively. Structure C; #5 fragments at all levels
except HF/6-31+G*, but structure C; #6 is either stable (B3LYP/6-31+G*, MP2/6-31
+G*, and MP2/6-311+G¥*) or coalesces into C; #4.

333 [BsO4(OH)g*~

The pentaborate ion, [B 506(OH)8]5 ~, is given in Fig. 4. We initially started with a
D,, structure, but this was not stable and possessed imaginary B; (all levels), A,
(HF and MP2), and E (MP2/6-31G* and MP2/6-311+G*) modes, to give D;, S,
and Cj structures, respectively. Both the D, and S, structures are stable at most
levels examined. The D, is unstable at HF/6-31+G*, reverting via C, #1 to S,, and
at MP2/6-3114+G* giving the stable C, #2 or C, #3. The S, structure is unstable at
MP2/6-31G* and MP2/6-311+G*, desymmetrizing to the stable C; #1. The Ci
structure is unstable at both levels and desymmetrizes to the stable C; #2.

3.4 Diborate Species

34.1 [B,Os]*

The diborate ion, [B,Os]*", crystallographically observed as the lithium salt
(Table 3), is given in Fig. 5. Initially, structures of D,,; and D,;, symmetry were

Dyy C,#1 C.#1 Dan
Co #1 Co #2 Can
Co #1 Co#1 Co#2 Cs#1 Cs#2
g8 P
9 o
Co #2 C.:# C,#2 C.#3 C.#4

Fig. 5 Structure of diborate ions, [B,Os]*™ and [B,(OH),]~
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tried. The D,, structure was stable at B3LYP/6-31G* and MP2/6-31G*, but had an
imaginary E mode at the other levels, suggesting desymmetrization to either a C; #1
or C, #1. The C, #1 is stable at all levels except HF/6-31+G* and HF/6-31+G*, for
which the C #1 is stable. The D,, structure is unstable at all levels. Desym-
metrization along an imaginary A, mode at all levels results in ascension in sym-
metry to the D, structure. Desymmetrization along the B,,, Bz,, and B3, modes
give unstable C,, #1 (all levels except B3LYP/6-31G*), C,, #2 (MP2/6-31+G* and
MP2/6-311+G*), and C,, (B3LYP/6-314+G* and B3LYP/6-311+G*) structures.
Desymmetrization of these structures leads to structures already observed.

34.2 [B,(OH),]™

In the polyborate structures discussed thus far, any oxygen that is bound to two
boron atoms is not bound to a hydrogen. However, the diborate species [B,(OH);]™
with a bridging hydroxide was postulated as the intermediate to explain the boric
acid—borate interchange in aqueous solution as studied by ''B NMR [101]. Such an
intermediate may lie on the reaction path to condensation to form the other
polyborates. It is expected that the hydrogen of the bridging oxygen would be quite
acidic and easily lost.

The diborate ion, [B,(OH);]™, is given in Fig. 5. Initially, two C,, structures
were tried. These had numerous imaginary A, B;, and B, frequencies, which
suggested desymmetrization to two C, and four C; structures. Neither C, structure
was stable, possessing an imaginary B mode. The C; #1 and C; #2 structures,
derived from C, #1, were not stable, containing A” imaginary frequencies. The C;
#3 and C, #4 structures, derived from C,, #2, either dissociated into a hydrogen
bonded [B(OH)4]™...B(OH); hydrogen bonded complex (C; #3) or coalesced into
C, #2. The C, structures desymmetrized into the corresponding stable C; #1 and #2
structures. The Cj structures desymmetrized into the corresponding stable C; #3 and
#4 structures. The four stable structures are quite close in energy, and the gas-phase
association energy of boric acid and borate is in the range —47.9 to 108.5 kJ/mol.

3.4.3 [By(OH)4]’

We were curious to see whether a dimer of boric acid could exist possessing a
single hydroxyl bridge. The bridge necessarily converts one of the boron atoms into
tetrahedral, and under the constraint of C; symmetry, results in eight possible
structures. None of these are stable at the HF/6-31G* level, resulting in fragmen-
tation of the B-O bond to give hydrogen bonded structures. In addition, structure C;
#1 is unstable at all levels investigated. These results suggest that such a structure
does not exist.

Next, a dimer of boric acid containing two bridging hydroxyls was investigated.
The optimized structures are shown in Fig. 6. Initially two structures of D,
symmetry were considered. Neither of these structures were stable, possessing
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imaginary B3, and B,, modes at all levels, suggesting desymmetrization to the Cy;,
#1 and #3, and C,, #1 and #2 structures. The D,;, #2 structure possessed an A,
mode at all levels (as did D,;, #1 at MP2/6-3114+G*), suggesting desymmetrization
to D, #2 (D, #1). The D, structures also contained a B,, imaginary mode at some
levels suggesting desymmetrization (D, #1: B3LYP/6-311+G* to Cyj, #2; D5y, #2:
HF/6-311+G* to C,, #4).

To our surprise, the Cyj, #1 structure was stable at all B3LYP levels and at MP2/
6-314+G*, but possessed a B, imaginary mode at the other levels, suggesting
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desymmetrization to C; #1. The C,;, #3 structure was stable at all levels! The C,;, #2
structure (B3LYP/6-311+G*) breaks apart into two boric acid molecules. The C,
#1 structure has an A, imaginary mode at all levels leading to C, #1. The D, #1
structure (MP2/6-3114+G*) has an imaginary B; and B, mode, leading to C, #2 and
C, #3. The C,, #2 structure has an A, and B; imaginary mode at all levels leading to
C, #4 and C; #9. The D, #2 structure has an imaginary B; and B, modes at all
levels, leading to C, #5 and C, #6. The C,, #4 structure (HF/6-311+G*) is
unstable, possessing both a B, and A,, mode, suggesting desymmetrization to C; #2
and C, #7.

The C; #1 structure is stable at all levels except HF/6-31G* and HF/6-311+G*,
where it dissociated. The C, #1 structure is only stable at HF/6-314+G*. It disso-
ciates at HF/6-31G*, HF/6-3114+G*, and B3LYP/6-311+G*. At the other levels, it
ascends in symmetry via C; #1 to the new C; #10 structure, which exists at all
levels. The C, #2 structure ascends in symmetry to Cy, #1. The C, #3 structure
coalesces to C, #1. The C; #4 structure ascends in symmetry to the new C,, #3. The
unstable C; #9 structure only exists at MP2/6-31G*, ascending in symmetry to C,,
#3 otherwise. It desymmetrizes to the stable C; #2 at MP2/6-31G*. The C, #5
structure is stable at all levels, but the C, #6 structure ascends in symmetry to C,,
#3. The C; #2 and C, #7 ascend in symmetry to C,;, #3 and C,, #3, respectively.

To summarize these results, there are at least four stable structures at all levels.
Their energy ordering is as follows: Cs, #3 (0.0 kJ/mol) < C,;, #3 (5.7-9.8 kJ/mol)
< Cy #10 (8.1-13.1 kJ/mol) < C, #5 (16.4-21.6 kJ/mol). The endothermic
gas-phase dimerization energy of boric acid lies in the range 35.8—103.8 kJ/mol.

344 [By(OH)sI"

Another structure of interest is the cationic [B,(OH)s]" (Fig. 6). Initially we tried
four structures of C,, symmetry. None of these was a minimum except for C,, #4 at
all levels except MP2/6-311+G*. All non-minima had imaginary A, modes, and in
some cases, B; modes. Deymmetrization along the A, modes led to the stable C,
#1—#4 structures. Deymmetrization along the B; modes led to the unstable C, #7—
#9 structures. In addition, there are six other Cj structures obtainable by flipping the
hydrogen atoms. The C #1 and #3 structures are unstable at all levels. The C, #2
structure is only stable at HF/6-31G*, HF/6-31+G*, and B3LYP/6-31+G*. The C;
#4, #5, and #6 structures are stable at all levels except MP2/6-311+G*. These C;
structures desymmetrize into the corresponding C; #1—#9 structures. The C; #1-#6
structures are stable, but the C; #7—#9 structures convert to other structures already
obtained. Of these structures, C, #4 is the most stable, followed by C,, #4 (8.0—
10.2 kJ/mol). The structure (with hydroxide) is thermodynamically unstable rela-
tive to two boric acid molecules (880-1020 kJ/mol).
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34.5 [B,O(OH)s*~

The diborate ion [BZO(OH)6]2_ has been observed as the magnesium salt in the
mineral pinnoite. Stadler found that the space group of pinnoite was P4, or P4,/m,
with a = 7.617(2) and ¢ = 8.190(2), and proposed that the ion was [B,O(OH)]*~
[102]. The space group was confirmed as P4, (a = 7.62(1), ¢ = 8.19(1) by Paton
and MacDonald and the structure of the ion confirmed [103]. The structure was
further refined by Krogh-Moe [104]. Its structure is shown in Fig. 7. We initially
tried two C,, structures. Both were unstable and possessed A, and B, imaginary
modes. In addition C;, #1 possessed an imaginary B; mode. The two C; structures
thus derived were stable (with C, #2 coalescing into C, #1 at B3LYP/6-31G* and
MP2/6-31G*). None of the three C; structures were stable, and desymmetrized to
the corresponding C; structures. C; #3 coalesced into C; #1 at B3BLYP/6-31G* and
MP2/6-31G*. Other possibilities include two C structures (#4 and #5), related to
the C,, structures by rotation of one of the hydroxyls. Neither of these are stable,
and desymmetrize to the corresponding C; structures.

3.4.6 [B,O(OH)s]”

The diborate ion [B,O(OH)s]™ was initially considered to contain a only a single
oxo bridge (Fig. 8). Eight such structures of C; symmetry were considered, with the
BO;3 unit in the plane of symmetry. None of these was stable and led to the
corresponding C; structures. In some cases, these coalesced. It could also poten-
tially exist as a (u-O)(p-OH) doubly bridged dimer of C,, symmetry. This structure
is unstable, and has imaginary A,, B;, and B, modes leading to C,, C; #9, and C;
#10 structures. In C, #10, one of the B-O(H) bonds has broken. All of these
structures also have imaginary modes, leading potentially to C; #9—#I11,
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respectively. Only C; #9 is stable, with C; #10 and #11 coalescing into C; #6 and
#10, respectively. The bond breaking in C #10 suggests that we try three additional
C, structures (#11-#13) in which the in plane OH hydroxyls have rotated 180
degrees. To our surprise, C,; #11 and #13 resulted in inversion about the bridging
oxygen. These structures, in turn, suggested trying two other C; structures (#14 and
#15), keeping the inverted oxygen but placing the hydrogen in its original position.
None of these Cj structures were stable. Desymmetrization of C; #11-15 to C; #12—
16 gives stable structures at some levels, or coalescence to others.

34.7 [B,O(OH),’

A dehydrated form of boric acid dimer with a bridging oxo group was considered
(Fig. 9). The high-symmetry structures D,, #1 and #2 has B,,, A,, and Bj,
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imaginary frequencies, suggesting desymmetrization to C,, #1/4, D, #1/2, and C,,
#5/6, respectively. The D,; #1 and #2 had an imaginary E mode, suggesting
desymmetrization to C, #7/8 or Cy #12/13. Two additional C,, structures were also
tried (#2, #3). The D, structures ascended in symmetry to the corresponding D,
structures. None of the C, structures #1-#4 was stable. All had an imaginary A,
mode, which led to the stable C, structures #1-#4. In some cases at some levels,
there was also an imaginary B; mode leading to a C; structure (#7—#9) which were
unstable and desymmetrized, via the corresponding C; structure, to one of the
observed C, structures. The C,, #5 and #6 structures had imaginary B; and A,
modes. The putative C, #5 and #6 derived along the A, mode coalesced into C, #1
and #4, whereas the putative C; #10 and #11 derived along the B; mode ascended in
symmetry or coalesced to C,, #1/C, #7 and C,, #4. Six additional C; structures
were optimized (#1-#6). Most (#2, #4, #5, and #6) were stable at all levels except
MP2/6-311+G*. Unstable C; structures desymmetrized to the corresponding C;
structures (#1-#6). The C, #12/13 structures derived from the D,,; #1 and #2
structures were not stable. When these were desymmetrized (C; #10, #11), they
ascended in symmetry to C, #1 and C, #4, respectively. The C, #7/8 structures
coalesced into C, #1/4 as well.
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34.8 [B,0,(OH), >

Structures containing two oxo bridges between the two boron atoms are now
considered. The first such structure, [B,O,(OH)4]>", can be considered to be the
dimer of the hypothetical oxodihydroxoborate ion, [BO(OH),] (Fig. 10). First, the
high symmetry D, #1 and #2 structures were considered. These had imaginary A,
Bs,, By, and (#2) B;,, modes, leading to the potential D, #1/2, Cy;, #1/3, Cyj, #2/4,
and C,, structures.

The D, #1 structure is stable at all levels, whereas D, #2 is only stable at
B3LYP/6-31G* and MP2/6-31G*. It has imaginary B, and B; modes at the other
levels, giving stable C, #3 and #4 structures. The C,, structure, derived from D5,
#2, ascends in symmetry to the D,,, #1 structure. The C,;, #1 structure is stable at all
levels except BBLYP/6-3114+G* and the HF levels, for which it has an A,, mode to
desymmetrize to the putative C, #1 structure, which ascends in symmetry to D, #1.
The C,;, #2 structure, which exists at all levels except HF/6-31+G* and HF/6-311
+G*, has an A, and B, mode at all levels, suggesting desymmetrization to C, #2
and C; #1, respectively. These ascend in symmetry to D, #1 and C,;, #l1, respec-
tively. The C,;, #3 structure, which exists for calculations with diffuse basis sets, has
imaginary B, and B, modes, desymmetrizing to C; #2 and C, #1, respectively,
which are stable at all levels, with the exception of C #1 at HF/6-314+G*, which
ascends in symmetry via C; #1 to C, #3. The C,), #4 structure coalesced with either
the C,;, #2 or D,,, #1 structure.
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349 [B,0(OH)4]™

The diborate ion, [B,O,(OH)3]™, is shown in Fig. 10. Initially, two C, structures
were tried. Both had imaginary B;, B,, and A, modes. These lead to C #1/3, C, #2/
4, and C, #1/2, respectively. The structure C; #3 coalesced into C, #1. None of
these structures were stable. The structure C, #1 desymmetrized to C; #1. The
structure C, #2, desymmetrized via C; #2 to coalesce with C; #1. The structure C,
#1 also desymmetrized via C; #3 to coalesce with C; #1. The structure C, #2
desymmetrized to C; #4. The structure C, #4 desymmetrized via C; #5 to coalesce
to C; #4 (except at MP2/6-311+G*).

3.4.10 [B,0,(OH),]°

The diboric acid, [B,0,(OH),]°, which is an isomer of metaboric acid, is also given
in Fig. 10. The two forms examined, C,, and C,,, were both minima, with C,,
slightly lower in energy.

3.5 Structural Comparisons

A comparison of the calculated ab initio with the crystallographically observed
boron-oxygen bond lengths is given in Table 6. For ease of reporting, we take
high-symmetry structures in some cases and average the crystal structures
according to the approximate symmetry mentioned. Inspection of Table 6 reveals
that in most instances, calculations with the 6-31+G* and 6-311+G* basis sets are
within 0.01 A of each other, the exception being [B,Os(OH),]*~, where the con-
formation of the hydroxyl on the tetrahedral boron is significantly different. For the
singly and doubly charged anions, the 6-31G* results are, with one exception,
within 0.01 A of the 6-31+G* results, but the more highly charged anions show
more deviation. The B3LYP and MP2 calculations are usually within 0.01 A of
each other, except for the highly charged [B4Oo]®~ anion. The Hartree-Fock cal-
culations tend to be slightly shorter. There seems to be mostly good agreement
between the crystal structures and the correlated calculations with a diffuse basis
set, with the experiments usually being slightly shorter. The agreement between
experiment and theory here is rather remarkable in the sense that the calculations
correspond to a gas-phase ion (no medium effects were included in the calculation),
whereas the experiment corresponds to the solid-state, surrounded by counterions.

We may compare our results to previous ab initio calculations (see Introduction).
Although Zhang et al. [95] completely optimized B,O(OH), with symmetry C,,
(our #3), Cy, and C, (our #3), our lowest energy structure corresponds to a planar Cy
structure with an internal hydrogen bond. However, in most cases, the previous
calculations, if they exist, are comparable to ours.
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4 Conclusions

Boron, when surrounded by oxygen, can be either trigonal planar or tetrahedral. An
examination of existing crystal structures of the alkali metal salts reveal a wide
range of possible ways in which these may condense together to form B,O,
cyclo-B;03, bicyclo-B4Os, and spirobicyclo-BsOg units. In some cases, discrete
ions are formed. The structures of these ions have been calculated using
Hartree-Fock, density functional, and Moller Plesset theory with modest basis sets
and the predicted gas-phase geometries are shown to agree quite well with the
crystal structures. In addition, several other structurally-related ions and neutral
molecules have been shown to be minima on the potential energy surface and, while
as yet unobserved, could potentially exist.
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An Ab Initio Study of Boric Acid,
Borate, and their Interconversion

Cory C. Pye

Abstract The chemistry of boric acid and monomeric borates is reviewed. Fol-
lowing a discussion of the crystal structures and nuclear magnetic resonance
studies, ab initio results are presented of molecular ortho- and metaboric acid,
(tetrahydroxo)borate, and the hydrates of orthoboric acid and borate. The structures
and vibrational frequencies are compared with experiment. Attempts to study their
interconversion lead us to a discussion of oxodihydroxoborate (the conjugate base
of boric acid), and of the hydroxide-boric acid complex. It is hypothesized that the
conversion of boric acid into borate proceeds via the oxodihydroxoborate inter-
mediate. Finally, the calculated structures of hydroxodioxo- and trioxoborate are
compared with experiment.

Keywords Boric acid « Borate - Ab initio

1 Introduction

The nature of boron(IIl) in aqueous solution has been of longstanding interest to
chemists as numerous hydroxooxoborates can exist as anions in metal ion salts [1].
The isotope '°B has important applications in nuclear science because of its large
thermal neutron absorption cross section, and the separation of '°B (natural
abundance 19.58%) from the remaining g (natural abundance 80.42%) is an
important technological problem requiring knowledge of the reduced partition
function ratio for isotope exchange [2—4]. Many borate minerals exist in nature and
the pure compounds can sometimes be prepared in the laboratory. The boron
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isotope ratio is also an important consideration in geochemistry because, for marine
carbonates, it is used as a paleo-pH recorder for ancient seawater [5-9]. It is also
known that sound absorption in the ocean (~1 kHz) involves chemical equilibria
with relaxation rates that correspond to the boric acid-borate equilibria [10].
Important information on the structure of these ions can be obtained by solubility
and pH measurements on solutions, X-ray diffraction study of crystals, and nuclear
magnetic resonance.

The solubilities of the simpler water-boron oxide system was investigated by
Kracek et al. [11]. They identified the solid compounds ice, H;BO;, three modi-
fications of HBO,, and crystalline B,O3. The solubility curves of boric acid and
several sodium borates were reported by Blasdale and Slansky soon thereafter [12].
The solid phases investigated were (ortho)boric acid, H;BOs; three hydrated forms
of sodium tetraborate, Na,B,O-; - nH,O, with n = 4 (the mineral kernite), 5, 10;
sodium pentaborate pentahydrate, NaBsOg - 5H,0; and two hydrated forms of
sodium metaborate, NaBO, - nH,0, with n = 2, 4. An alternate way to denote a
series of stoichiometries, common in geochemistry, is with respect to the ratio of
oxides INa,O: mB,0Os3: nH,0, or shortened as (I/:m:n).

The crystal structures of boron oxide and its hydrates ortho- and metaboric acid
are given in Table 1. Trigonal boron oxide, originally thought to contain tetrahedral
boron [13], actually consists of a 3D-network of corner-linked BO5 units [14—16].
The high-pressure orthorhombic form does consist of fused 6-membered rings of
BOy tetrahedra [17]. Orthoboric acid was originally assumed to have the hydrogen
atoms halfway between the oxygens [18]. It was also shown that there could be
disorder in the layering by electron diffraction [19]. Refinement shows that both
polytypes (AB [20] or ABC [21] stacking) of orthoboric acid (0:1:3) consist of
stacks of approximately planar layers of hydrogen-bonded B(OH); molecules with
approximate Cj3, symmetry. Metaboric acid (0:1:1) exists in at least three forms,
two of which were discovered by Tazaki [22]. The orthorhombic a-form consists of
sheets [23] of B3;0O5(OH); with approximately C, symmetry, held together by
hydrogen bonds [24]. The monoclinic f-form was shown to contain BO, tetrahedra
and planar B,O5 groups [25], and further refinement showed that it consists of
endless zigzag chains of [B3;04(OH)(OH,)] [26, 27]. In essence, the H3B30¢
molecules have condensed together and the water molecule produced has bonded to
one of the two boron condensation sites. The cubic y-form contains only tetrahedral
boron atoms [27, 28].

The crystal structures of some sodium and lithium borates are given in Table 2.
Anhydrous sodium borate (3:1:0) consists of discrete BO;>~ ions [29]. The
hydrated sodium borate (2:1:1) consists of discrete [BO,(OH)]*~ ions connecting
sheets of edge-shared NaO polyhedra [30]. There are several hydrates of sodium
metaborate (1:1:7), but only two of them consist of the tetrahedral [B(OH),]™ anion,
the octahydrate [31] and the tetrahydrate [32]. There are also two monomeric
lithium salts (n = 16,8) [33-36]. The crystal structure of polyborates will be dis-
cussed in a separate paper.
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Early work on the nuclear magnetic resonance (NMR) spectra of boron com-
pounds (“B—12.83 MHz) was done and showed a range of chemical shifts and
some 1-bond ''B-'H and ''B-*H coupling constants, using BF; - Et,0O as a ref-
erence [37]. Of interest in this study are the "B chemical shifts of NaBO,(aq)
(—=1.3 £ 0.5 ppm, due to [B(OH)4]"), NaBsOg(aq) (—1.3 and —14.4 + 1.0 ppm),
K,B407 (=7.5 + 1.0 ppm), Na,B4,0; (8.0 + 0.5 ppm), (NH4),B4,0; (—10.3 +
0.5 ppm), KBs5Og(aq) (—13.0 = 0.5 ppm), and B(OH)s(aq) (—18.8 + 1.0 ppm).
These were interpreted as being due to a dynamic equilibrium between B(OH),~
and B(OH);. A later study by Momii and Nachtrieb (sat. B(OH); (aq) reference,
'"B-14 MHz) reexamined these results and gave 0.090-0.900 M NaBO,(aq) at
17.4 £ 0.5 ppm and 0.090-0.900 M KBO, at 15.5 + 0.5 ppm [38]. These were
interpreted as due to [B(OH)4]”. For sodium pentaborate solutions, the peak at
15.0 ppm was assigned to [BsOg(OH),]”, and the peak at 1.1 ppm assigned to a
rapid equilibrium between B(OH);, B(OH),~ and B3;05;(OH), . For the tetrabo-
rates, a single peak is observed whose chemical shift increases with concentration
from 8 to 11 ppm, and this was assigned to a rapid equilibrium between B(OH)s,
B(OH), ™ and at least two other ions. How and coworkers showed that the chemical
shift of a 50 g/L solution at 33 °C varied from —2 to —20 ppm between pH 12-2
respectively (“B, 12.83 MHz, BF5; - Me,O ref.) [39]. Smith and Wiersema
(*'B-80 MHz) noted that one NMR peak in all borate solutions was linearly related
to the sodium to boron ratio and could this be interpreted as the peak of rapidly
exchanging B(OH); and [B(OH),]™ [40]. For tetraborate solutions, three peaks
could be observed, with the 5.0 ppm peak assigned to [B3O3(OH),] . Pentaborate
solutions also showed three peaks, with the 5 ppm peak assigned to [B303(OH)4] ",
and the peak at 18 ppm assigned to [BsOg(OH)4]”. Covington and Newman
examined the ''B spectra (28.87 MHz, rel. to infinite dilution [B(OH)4]™) of
sodium and potassium borate in water and in ~0.1 mol/L added [OH ] in an effort
to determine the pKy of borate [41]. Henderson et al., in their study of the com-
plexation of borate with diols, showed the "B NMR (12.83 MHz) of borax, boric
acid, and sodium metaborate from pH 2-12, along with the line width at half height
[42]. Janda and Heller examined the g spectra (60 MHz) of sodium, potassium,
and ammonium polyborates as a function of concentration and pH (0.5-13.8) and
either one or two lines were observed [43]. Epperlein et al. examined the '°B
spectra (1.807T, 8.267 MHz) of some boron species and found B(OH);3 at O ppm
(reference), BsOg(OH),~ at 17 ppm, B405(OH)42_ between 70-85 ppm, and B
(OH),~ at around 140 ppm [44]. Salentine confirmed earlier results (”B, 127 and
160 MHz, external reference BF; - Et,O) on the pentaborate (18, 13, 1 ppm) and
tetraborate (12, 8, 1 ppm) [45]. It was proposed that the resonance at 13 ppm, due
to triborate ion, and at 1 ppm, due to pentaborate ion, are due to the tetrahedral
boron atoms, and the trigonal boron atoms are not observed because of quadrupolar
relaxation.

We have reviewed the crystallography of boric acid and monomeric borates, and
the boron NMR of boric-acid/borate containing solutions. Our remaining goals are
to compare the ab initio energy, structure, and vibrational spectra to experiment
(where known) of orthoboric acid, metaboric acid, and tetrahydroxoborate, and to
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determine the effect of hydration where appropriate. We also examine the mecha-
nism of interconversion of orthoboric acid and tetrahydroxoborate, which leads to a
discussion of the crystallography unobserved oxodihydroxoborate anion. We then
discuss the related crystallographically observed trioxoborate and dioxohydroxob-
orate anions.

2 Methods

Calculations were performed using Gaussian 03 [46]. The MP2 calculations utilize
the frozen core approximation, which is valid in nearly all cases except where
excessive core/valence mixing occurs (denoted c/v). The geometries were opti-
mized using a stepping stone approach, in which the geometries at the levels HF/
6-31G*, HF/6-31+G*, HF/6-311+G*, B3LYP/6-31G*, B3LYP/6-31+G*, B3LYP/
6-311+G*, MP2/6-31G*, MP2/6-31+G*and MP2/6-311+G* were sequentially
optimized, with the geometry and molecular orbital reused for the subsequent level.
Default optimization specifications were normally used. After each level, where
possible, a frequency calculation was performed at the same level and the resulting
Hessian was used in the following optimization. Z-matrix coordinates constrained
to the appropriate symmetry were used as required to speed up the optimizations.
Because frequency calculations are done at each level, any problems with the
Z-matrix coordinates would manifest themselves by giving imaginary frequencies
corresponding to modes orthogonal to the spanned Z-matrix space. The Hessian
was evaluated at the first geometry (Opt = CalcFC) for the first level in a series in
order to aid geometry convergence. To facilitate comparison with results from
gas-phase, solution, and solid phase measurements, no solvent corrections were
applied except via the supermolecule approach (explicit water molecules).

3 Results and Discussion

3.1 Orthoboric Acid, H;BO;

Six forms of (ortho)boric acid were investigated (Fig. 1). Two of these (C3;, and C, #2)
were minima, with the Cjz, structure being lower in energy by 22-26 kJ/mol
(Table 3). The Cj, structure, a third-order saddle point, was much higher in energy
(139-152 kJ/mol). The other three structures were transition states linking the minima.
Both the C; #1 and C; #3 linked the C, #2 structure to itself, whereas the C; structure
linked the C3, and C #2 structures. The C; structure was 38-43 kJ/mol higher than
the Cj, structure, whereas the C, #1 and C, #3 structures were 34-38 and
20-22 kJ/mol, respectively, higher than the C, #2.
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C, #2 Cs #3 C/#1

Fig. 1 Structure of boric acid, [B(OH);]. A bold symmetry label indicates a minimum energy
structure

Table 3 Relative Energies of B(OH); (kJ/mol)

Cs C,# C, #1 C, #3 C, #1 Cs
HF/6-31G* 0.0 245 60.3 46.2 413 146.4
HF/6-31+G* 0.0 24.6 60.3 46.1 41.3 142.1
HF/6-311+G* 0.0 26.3 62.7 47.8 4.5 145.7
B3LYP/6-31G* 0.0 22.1 56.8 42.7 38.8 145.2
B3LYP/6-31+G* 0.0 228 57.6 434 39.4 139.6
B3LYP/6-311+G* 0.0 24.3 59.4 44.7 40.2 1414
MP2/6-31G* 0.0 23.8 61.1 45.8 416 155.7
MP2/6-31+G* 0.0 243 61.5 46.0 41.8 149.4
MP2/6-311+G* 0.0 25.6 63.5 475 429 152.6

Of these structures, the Cj3, structure is observed in the crystal structure of both
polymorphs of boric acid (Table 1). Our calculated B-O bond lengths range from
1.3553 to 1.3780 A, with HF < B3LYP < MP2 (Table 4). These are in good
agreement with the experimentally determined (X-ray) average bond length of
1.36 A and with previous literature values (Tables 1 and 4).

The vibrational spectra (unscaled) of the lowest-energy form of boric acid, as
well as some experimental vibrational frequencies from the literature, is given in
Table 5. Undistorted boric acid, of C3, symmetry, has 15 modes of internal
vibration and spans the vibrational representation

[yip =3A(R,p) +2A (IR, R, dp) + 4E (IR) + E (R, dp).

There is little difference in vibrational frequency between the A’ and E’ modes of
the OH stretch and HOB deformation. The computations are in reasonable
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Table 4 Geometrical Parameters of the C3, form of B(OH);. n/r = not reported

Level B-O (A) O-H (A) B-O-H angle (deg.)
HF/6-31G* 1.3581 0.9466 112.56
HF/6-31+G* 1.3584 0.9471 113.69
HF/6-311+G* 13553 0.9401 113.99
B3LYP/6-31G* 13721 0.9675 110.90
B3LYP/6-31+G* 1.3729 0.9683 112.46
B3LYP/6-311+G* 1.3691 0.9630 113.01
MP2/6-31G* 13762 0.9700 110.38
MP2/6-314+G* 1.3780 0.9722 111.77
MP2/6-311+G* 1.3709 0.9614 112.25
Literature

HF/STO-3G [2, 47] 1.389 n/r 114 (fixed)
HF/STO-3G [48] 1.364 0.98 110
HF/4-31G [48] 1.364 0.95 121
HF/3-21G* [49] 1.377 0.962 n/r
HF/6-31G [49] 1370 0.947 n/r
HF/6-31G* [49] 1.358 0.947 n/r
HF/6-31G* [2, 49] 1.358 0.947 112.6
MP2/6-31G** [50] 1.357 0.942 113.0
B3LYP/6-3114++G** [51] 1.380 0.971 112.6
B3LYP/6-311++G** [52] 1.370 0.962 112.8
MP2/6-311++G** [52] 1.373 0.961 110.7
B3LYP/aug-cc-pVQZ [53] 1.369 0.960 113.1
MP2/aug-cc-pVTZ [53] 1374 0.962 111.5
MP2/aug-cc-pVQZ [53] 1.370 0.959 111.8
QCISD/6-311++G** [53] 1371 0.959 111.1
B3LYP/aug-cc-pVDZ [54] 1376 n/r n/r

agreement with the IR spectra measured in an argon matrix, and with most modes
of solid and aqueous boric acid. However, the in-plane BO5; deformation, HOB
deformation, and OH stretching frequencies differ, which would be expected,
because in solid boric acid, the molecules are held together by a network of
hydrogen bonds. It might be expected that aqueous solutions may exhibit similar
behavior to the solid. The vibrational spectra of the higher-energy C, #2 confor-
mation is also given in Table 6. The E modes correlate with 2A modes of the same
reflection symmetry. The main differences in the vibrational frequencies of the C;
#2 conformer are that the BOH torsion is much lower, the in plane BO; deformation
is somewhat higher in frequency, the out of plane BO; deformation is slightly
lower, the symmetric BO stretch is slightly higher, one component of the HOB
deformation and asymmetric B-O stretch is somewhat lower, and the OH fre-
quencies slightly higher.
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Table 6 Theoretical vibrational frequencies (em™) of the C, form of boric acid, B(OH);

BO; |BOH |BOH |[BO; |BO |HOB |HOB |BO OH OH
def tors tors oop | str def def str str str
def
A A" A" A" A A A A A A
HF/6-31G* 471 306 508 729 1930 | 1006 | 1131 |1517 |4141 |4168
488 549 1116 1576 | 4156
HF/6-31+G* 468 | 324 514 733 928 979 | 1099 | 1495 |4136 |4166
483 558 1093 1554 | 4154
HF/6-311+G* 471 313 506 735 1923 992 | 1111 | 1488 |4195 |4221
486 560 1107 1543 | 4211
B3LYP/6-31G* 441 | 260 476 661 877 947 | 1058 | 1430 | 3808 |3830
458 527 1042 1494 | 3814
B3LYP/6-31+G* 436 |295 482 665 | 873 912 [1022 | 1400 |3806 |3833
450 539 1012 1463 | 3816
B3LYP/6-311+G* |438 |274 466 668 | 871 926 [1031 | 1392 |3838 |3862
452 536 1019 1454 | 3847
MP2/6-31G* 439 | 274 491 670 | 879 963 | 1074 | 1446 | 3825 | 3853
457 542 1057 1510 | 3842
MP2/6-31+G* 435 | 289 487 672 | 872 928 | 1036 | 1410 |3797 |3830
451 546 1024 1473 | 3819
MP2/6-3114+G* 443|262 467 673 | 874 942 | 1047 | 1411 |3875 |3904
459 540 1037 1472 | 3894

3.2 Metaboric Acid, B;03(OH);

The structures of a-metaboric acid are analogous in symmetry to orthoboric acid
(Fig. 2). The barriers are quite similar to that of orthoboric acid (Table 7), but the
C, #2 form is much more stable (only 3—4 kJ/mol above the minimum energy C3,
structure). If metaboric acid is ever observed in the gas phase, it should exist as a
mixture of an appreciable amount of both conformers (assuming it does not
decompose to form the monomer HBO,). It might even be possible to observe the
microwave spectrum of the C,; conformation of the molecule. It is the C form that is
observed in the crystal structure (Table 1), so one strategy for gas-phase observa-
tion might be laser ablation.

3.3 Hydrated Orthoboric Acid, H;BO3; - nH,0

Four C, forms of hydrated boric acid with a water molecule directly bound to the
boron atom were attempted. Alternatively, this may be viewed as protonated
monoborate anion. In all cases, the water molecule dissociated. In the first two
cases, a solvated boric acid was obtained, neither of which was an energy minimum
(based on C; #1 and C, #3 naked boric acid, see Fig. 3). In the final two cases,
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Cs #2 Cs #3 C, #1

Fig. 2 Structure of metaboric acid, [B;03(OH)3]

Table 7 Relative Energies of B;03(OH); (kJ/mol). c/v = excessive core-valence mixing

Can C,#2 C, #1 C,#3 C, #1 Cs,
HF/6-31G* 0.0 4.0 40.0 38.7 414 1239
HF/6-31+G* 0.0 3.9 39.0 37.7 40.3 120.8
HF/6-311+G* 0.0 4.0 39.7 383 41.0 122.9
B3LYP/6-31G* 0.0 3.7 40.9 39.5 42.1 126.7
B3LYP/6-31+G* 0.0 3.4 39.8 38.4 40.8 122.8
B3LYP/6-311+G* 0.0 3.6 40.0 38.6 41.1 1223
MP2/6-31G* 0.0 4.0 434 41.9 44.7 134.4
MP2/6-31+G* 0.0 3.8 4.3 40.8 434 v
MP2/6-311+G* 0.0 3.9 432 41.7 44.4

z-matrix errors occurred as the water molecule rotated. It can be said therefore that
direct protonation of B(OH), ™ results in water elimination.

Four forms of hydrated boric acid with a water molecule hydrogen-bonded to the
boric acid were attempted (Fig. 3). To the naked Cj3;, structure, a water molecule
may only hydrogen bond in a donor-acceptor (DA) fashion (C; #2), whereas to the
naked C, #2 structure, a water molecule may hydrogen bond in either a double
donor (DD, C, #1 or C; #3), donor acceptor (DA, C; #1), or double acceptor (AA,
C, #2). All were energy minima, with the exception of C, #1 at the B3LYP/6-31G*
and all MP2 levels. These desymmetrized to C; #3, where the water is removed
from the BOs; plane by varying amounts (significantly at the B3LYP and
MP2/6-31G* levels).

For the dihydrate, a C, and five C; forms were tried. The C; #4 and C; #5 forms
are derived from the naked Cj, structure and differ in the orientation of the free
hydrogen of the water molecules, either up,up (uu) or up,down (ud). The other
forms are derived from the naked C, #2 structure: namely, the C,,; #1 (DD,AA), the
C; #2 (DD,DA), and the C; #3 (DA,AA). The C; form was stable at the HF,
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Fig. 3 Structure of hydrated boric acid, [B(OH);] - nH,O

B3LYP/6-31+G*, B3LYP/6-3114+G*, and MP2/6-31+G* levels but reverted to a
C; #1 form at the other levels. For MP2/6-311+G%*, the double-donor water moved
slightly out of the plane, whereas for the other levels it accepted a hydrogen bond
from the other water molecule (C; #la). The C; #2 form is stable at the HF,
B3LYP/6-31+G*, B3LYP/6-311+G*, MP2/6-31+G*, and MP2/6-311+G* levels.
At the B3LYP/6-31G* and MP2/6-31G* levels, the DD water accepts a hydrogen
bond from the free DA water to give a DDwWA, DAw C; #2a structure (w indicates
hydrogen bonding between water molecules) which flatten out at all levels except
B3LYP/6-31G* and MP2/6-31G*(C; #2b). The C; #3, 4, and 5 forms were stable
at all levels.

For the trihydrate, a C; and two C; forms were tried. The C; #1 (uuu) and C; #2
(uud) forms are derived from the naked Cj, structure and are stable at all levels,
whereas the C; #1 is derived from the naked C, #2 structure. The C; #1 structure is
stable at the HF, B3LYP/6-31+G*, B3LYP/6-3114+G*, MP2/6-31+G*, and
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BO MP2/6-311+G" Distances
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Fig. 4 Variation of B-O distance of B(OH); as a function of hydration and structure

MP2/6-3114+G* levels, but reverts to C; #1a by forming a hydrogen bond between
the DD and AA water molecules. This structure also exists at the other levels.

The B-O distances as a function of hydration structure are plotted in Fig. 4. The
average B-O distance slightly increases (<0.005 A) upon hydration, which
demonstrates how weakly boric acid is hydrated, but the variation in less-symmetric
structures is up to +0.025 A.

The vibrational frequencies (MP2/6-3114+G*) of hydrated boric acid are plotted
in Figs. 5 and 6. In the OH stretching region (3500—4000 cm™", Fig. 6), it is clear
that if boric acid, with a OH stretch in the range 3860-3910 cm_l, donates a
hydrogen bond to a DA water, then an OH stretching frequency drops to between
3600-3700 cm™', whereas if it donates to a AA water, an OH stretching frequency
drops to only 37803830 cm™". If boric acid accepts a hydrogen bond, then the OH
stretching frequency corresponding to the oxygen accepting the hydrogen bond
essentially remains unchanged. In the lower-frequency region (Fig. 5), the BOH
bending frequencies increase from 940-1050 to 1150-1250 cm™', and the BOH
torsion increases from 260-550 to 800-830 cm™', upon accepting a hydrogen
bond. The B-O symmetric (~870 cm™') and asymmetric stretching (~1410—
1470 cm™") frequencies increase slightly upon hydration. The BO; in plane
deformation increases from ~425 cm™ to nearly 500 cm™' upon hydration,
whereas the out of plane deformation at ~680 cm™" is hardly affected.
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Fig. 5 Variation of vibrational frequencies of B(OH); (0—1600 cm™!) as a function of hydration
and structure

Our approach to hydration of boric acid is to solvate the boric acid molecule as
completely as possible with a small number of water molecules in order to effi-
ciently model the vibrational spectra. Of course, water molecules might prefer to
hydrogen-bond to other water molecules instead of to boric acid. This work is
therefore somewhat complementary to that of Tachikawa [52], who studied similar
clusters with up to five water molecules and found several in which water molecules
were hydrogen bonded to each other.

3.4 Borate, B(OH),

Five forms of monoborate were investigated (Fig. 7). Two of these (D, #2 or S, #3,
and S, #1) were minima, with the S,#1 structure being lower in energy by 7-10 kJ/mol
atthe Hartree-Fock levels (Table 8). The D,,#2 is only aminimum at the Hartree-Fock
levels. We confirm the presence of a second shallow minimum (S, #3) at the correlated
levels, as first found by Stefani et al. [53] The S, #2 structure is a transition state that
connects the D,, #2/S,#3 and S, #1 structures. It is 2-3 kJ/mol higher in energy than
D, #2. A D, structure, derived from D, #1, ascended in symmetry to give the D, #2
structure at all levels.
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Fig. 6 Variation of vibrational frequencies of B(OH); (35004000 CI‘l’l_l) as a function of
hydration and structure
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Fig. 7 Structure of borate, B(OH),~

The tetrahedral borate structure is observed in the crystal structure of sodium
1:1:8 and 1:1:4, and lithium 1:1:16 and 1:1:4 (Table 2). Our calculated B-O bond
lengths range from 1.4702-1.4904 A, with HF < B3LYP < MP2 (Table 9). These
are slightly longer than the experimentally determined (X-ray) bond lengths of
1.463-1.483 A and compare favorably with previous calculations.

The vibrational spectra (unscaled) of borate, as well as some experimental
vibrational frequencies from the literature, is given in Table 10. Undistorted borate,
of S, symmetry, has 21 modes of internal vibration and spans the vibrational
representation
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Table 8 Relative energies of B(OH),~ (kJ/mol)
D, #1 Dy, #2 S, #1 S, #2 S, #3

HF/6-31G* 67.6 74 0.0 9.7 n/a
HF/6-31+G* 68.9 8.7 0.0 10.5 n/a
HF/6-311+G* 74.6 9.6 0.0 12.4 n/a
B3LYP/6-31G* 63.3 7.4 0.0 5.6 5.6
B3LYP/6-31+G* 66.0 8.2 0.0 8.0 7.8
B3LYP/6-311+G* 70.9 9.0 0.0 9.0 8.7
MP2/6-31G* 71.3 7.0 0.0 8.1 6.7
MP2/6-31+G* 72.3 8.1 0.0 9.1 8.0
MP2/6-3114+G* 77.8 8.8 0.0 11.1 8.7

Table 9 Geometrical parameters of the S, #1 form of B(OH),~

Level B-O (A) 0-H (A) B-O-H angle (deg.)
HF/6-31G* 14722 0.9454 105.63
HF/6-31+G* 1.4717 0.9451 107.63
HF/6-311+G* 1.4702 0.9390 107.81
B3LYP/6-31G* 1.4876 0.9674 103.05
B3LYP/6-31+G* 1.4873 0.9673 106.20
B3LYP/6-311+G* 1.4854 0.9626 106.52
MP2/6-31G* 1.4897 0.9689 102.67
MP2/6-31+G* 1.4904 0.9710 105.63
MP2/6-311+G* 1.4829 0.9610 106.00
Literature

HF/STO-3G [69] (D) 1.48 114 (fixed)
HF/STO-3G [47] (D»y) 1.492 114 (fixed)
HF/6-31G* [51] (D) 1.474 0.946 104
HF/6-31G* [70] 1.472 0.945 105.6
HF/6-31G* [2] 1.472 0.954 105.4
B3LYP/aug-cc-pVDZ [54] 1.486 nir nir
B3LYP/6-311++G** 1.489 0.960 nir
MP2/6-311++G** 1.486 0.960 n/r

I =5A(R.p) +6B(IR; R,dp) + SE(IR; R, dp).

The BOH deformations appear from 1000 to 1300 cm™', the B-O stretching
motions from 720 to 1100 cm_l, the BO, deformations from 230 to 570 cm_l, and
the BOH torsions from 180 to 440 cm ™.
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Fig. 8 Structure of hydrated borate, B(OH),~ -
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Hydrated Borate, B(OH),~ - nH,0

The monoborate anion may be hydrated. The monohydrate has C; symmetry; the
dihydrate, either C; or Cy; the trihydrate, C;; and the tetrahydrate, S, (see Fig. 8).
Upon hydration, the average B-O distance slightly decreases (0.002 10\) but the
deviation from the mean can be as much as 0.025 A (Fig. 9).

The vibrational frequencies (MP2/6-3114+G*) of hydrated monoborate are
plotted in Fig. 10. The OH stretching frequencies (not shown) decrease by about
50 cm™" upon going from the anhydrate to the tetrahydrate. The restricted trans-
lations of the water molecules appear below 250 cm™', whereas the restricted
rotations appear at approximately 300-440 cm™" (rock), 580-730 cm™" (twist), and

BO MP2/6-311+G* Distances

1 1 1 1

- B(OH),

- B(OH),

B(OH),

-1 B(OH),

| B(OH),

1

1.455 1.46 1.465 1.47 1.475 1.48 1.485 1.49 1495 1.5 1.505 1.51

BO Distances (Angst.)

- B(OH),

“(Sy)

"+ 1H,0 (Cq)

+2H,0 (Cy)

"+ 2H,0 (Cy)

"+ 3 Hy0 (Cy)

"+ 4H,0 (Sy)

Fig. 9 Variation of B-O distance of B(OH),™ as a function of hydration and structure
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Fig. 10 Variation of vibrational frequencies of B(OH), ™ as a function of hydration and structure

770-820 cm™" (wag). The BOH deformation frequencies are in the range from
1000-1220 cm™" and tend to increase with hydration as the mode becomes stiffer
upon forming a hydrogen bond to water. The B-O totally symmetric stretch only
increases by a few wavenumbers, whereas the asymmetric stretch increases much
more. The deformation modes tend to increase a bit, but the BOH torsional modes
increase a lot because of the restrictions imposed by hydrogen bonding. There is
significant mixing both between these two types of modes and with the water
rocking modes.

3.6 The Reaction of Borate, B(OH), with Hydronium,
H;0"

Attempts to hydrate boric acid by attaching water directly to the boron (see above,
equivalent to direct protonation of monoborate) resulted in the dissociation of the
water molecule. It was thought that the more realistic hydronium ion might interact
with the borate ion by forming an ion pair before losing a water molecule. A scan of
the O...H distance from 2.0 t0 0.9 A in 0.1 A steps was carried out in an attempt to
carefully protonate the borate at HF/6-31G*; however, a different proton from the
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hydronium protonated a different oxygen, resulting in fragmentation of the borate
molecule to form an interacting boric acid and a water dimer. Attempts to optimize
an ion pair structure at the nine levels investigated invariably led to boric acid
interacting with a water dimer. A typical pattern observed is that of protonation,
followed by detachment, and in some cases rotation of the OH group from a C; #2
boric acid to form C3;, boric acid. If such an ion pair exists, more water molecules
would be needed to stabilize it. There can be no enthalpic barrier in the absence of
additional water molecules.

3.7 The Dissociation of Borate, B(OH),

The dissociation of one of the B-O bonds of borate to form boric acid and
hydroxide is a simple possibility for their interconversion. Scans were done at each
level, with the zero of energy set to the optimized borate structure and are shown in
Fig. 11. Typically the scans suggest that as the B-O distance increases, two of the
three remaining borate hydroxyls rotate to form stabilizing hydrogen bonds with
the departing hydroxide, which then swings into the plane of a C, #2 boric acid as

Energy relative to B(OH)," as function of B-O distance

140.00
120.00 +
100.00
80.00 1 —+—HF/6-31G*
- —B—HF/6-314G*
g s e HF/6-3114G*
“2"- ——B3LYP/6-31G*
“:’6 ——B3LYP/6-314G*
5 40.00 | ~8—B3LYP/6-311+G*
= ——MP2/6-31G*
sl ——MP2/6-314G*
MP2/6-3114G*
oL
=y
0.00
14
20.00 1
-40.00

B-O distance (A)

Fig. 11 Scans of the B-O distance of borate, B(OH),~
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the transition state is passed. However, for the B3LYP/6-31G* and MP2/6-31G*
scans, which proceeded farther than the others, the hydroxide abstracted a proton
from boric acid to give BO(OH),™ + H,O. This suggested the need to explore the
relative energies of hydrated BO(OH),™ and of the boric acid-hydroxide complex.

3.8 Oxodihydroxoborate and Its Hydrates,
BO(OH),” - nH,0

The oxodihydroxoborate anion, BO(OH),™, can potentially exist as one of three
planar conformers, C,, #1 and #2, and C;. The C,, #2 form is unstable and reverts
to the C; form (Fig. 12). The order of stability is C,, #1 (most stable) < C;#1 < C,
(Table 11). Only the C, from can be derived from the parent C3, boric acid, but all
can be derived from C; #2 boric acid. To the best of our knowledge, the oxodi-
hydroxoborate structure has not been observed crystallographically, but the related
dioxomonohydroxoborate and trioxoborate have been observed as the sodium salts
(Table 2). The B-O distances (1.28-1.31 A and 1.42-1.45 A, Table 12) are much
shorter than those of tetraborate and bracket those of the more negatively charged
deprotonated versions. These results confirm the findings of Stefani et al. [53]. This
ion has been observed in the gas-phase [76].

If the oxodihydroxoborate anion can exist as a transient species in the formation
of tetrahydroxoborate upon basification of boric acid, it might be possible to

Q;
g
C,, #1 Cy, #2 G &

Fig. 12 Structure of oxodihydroxoborate, BO(OH),™

Tobl 4] Rlaive s G Jaw ]G |6
HF/6-31G* 0.0 49.9 9.8 49.2
HF/6-31+G* 0.0 51.5 9.8 514
HF/6-311+G* 0.0 524 8.9 52.1
B3LYP/6-31G* 0.0 44.1 8.8 42.6
B3LYP/6-31+G* 0.0 46.6 8.6 46.6
B3LYP/6-311+G* 0.0 47.3 7.7 46.7
MP2/6-31G* 0.0 49.0 9.5 46.8
MP2/6-314+G* 0.0 50.5 9.0 50.2
MP2/6-311+G* 0.0 51.3 8.4 50.1
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Fig. 13 Structure of hydrated oxodihydroxoborate, BO(OH),” - nH,O

observe it spectroscopically. The vibrational frequencies of the most stable form are
given in Table 12. In the isotropic Raman spectra, one would predict the obser-
vation of the BO; deformation mode at around 415 cm™!, the BO(H) stretching
mode at around 800 cm_l, the BOH deformation mode at around 1100 cm_l, and
the BO stretching mode at about 1530 cm™'. There is a fair amount of coupling
between the BO stretching and BOH deformation modes.

A monohydrate can be based on any of the three stable anhydrous forms. From
the most stable anhydrous C,, #1 form, both the C;, #1 and the more stable C; #1
forms can be derived (Fig. 13). The C,, #1 is only stable at the HF levels, and at
B3LYP/6-31G*, converting to the C, #1 form at the other levels. From the next
most stable anhydrous C, form, the C; #2, C; #2 and C; #3 forms can be derived.
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The C; #2 form is higher in energy than the nearly isoenergetic C; #2 and C; #3
forms. At MP2/6-3114+G*, C, #2 converts to C; #4. From the high-energy anhy-
drous C,, #2 form, the unstable C,, #2 and C; #3 forms arise. The lower-energy C;
#3 form converts to C; #5. The C,, #2 form could convert to a C, form (unstable)
or one of two C, forms. In all of these, the water molecule moves (C) or would
move (C;) to a structure close to C; #5. In all cases, conformers possessing a
hydrogen bond to the oxo group are the most stable within each grouping based on
the naked anion.

For the dihydrate, we can construct several structures based on the three
anhydrous forms. From C,, #1, the C, #1, C; #1, and C; #1 forms may be con-
structed. The C, #1 form is unstable at HF/6-3114+G* and MP2/6-3114+G*, giving
C; #2a and C; #2 forms, respectively. From C; #1, the stable C; #3—6 forms can be
constructed. From C,, #2, the C,, #1 form can be constructed (only stable at HF/
6-314+G*), as well as C, #2 (stable at MP2/6-311+G*). The C,, #1 form converts to
the stable C, #2 form (C; #8 at MP2/6-311+G*), whereas most attempts to obtain
C, #2 result in migration of the double acceptor water molecule towards the double
donor water molecule.

For the trihydrate, two structures exist for each of the three anhydrous forms.
Both a C; and a C, #1 exist for the C,, #1 anhydrous form, although at B3LYP/
6-31G* and the MP2 levels, the C, structure desymmetrizes to C; #1. Both C; #2
and C; #3 can exist for the C; #1 anhydrous form. The C,, form could exist for the
C,, #2 anhydrous form, but it has imaginary frequencies. Nearly all attempts to
desymmetrize (C, #2,3) result in the double acceptor water molecule moving
toward the other double donor water molecules, and at the only level where such a
structure exists (C; #3, MP2/6-314+G*), an imaginary frequency would desym-
metrize by moving the double acceptor water molecule towards the double donor
water molecules.

In the presence of additional water molecules, the BOH twisting vibrations can
increase to 600-800 cm™' (if hydrogen bonded), the in-plane BO; deformations
increase to 480-600 cm™!, the out-of-plane BO3 deformation is hardly affected, the
B-O(H) and B-O symmetric stretching frequency increases slightly, and the coupled
antisymmetric B-OH stretch and BOH deformations all increase in frequency to
about 11001300 cm™" (Fig. 14). For water molecules that are hydrogen-bonded to
the lone oxygen of this strong base, the OH frequency is lowered to around
3000 cm™".

3.9 Boric Acid-Hydroxide Complex and Its Hydrates,
B(OH); - OH - nH,0

The boric acid-boric acid complex was investigated next (Fig. 15). All attempts to
locate the complex between hydroxide and the Cj3, form of boric acid resulted in
deprotonation to form the oxodihydroxoborate anion-water complex. The Cg
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Fig. 15 Structure of boric acid-hydroxide complex, B(OH);+OH™+nH,0

complex between the C; #2 form of boric acid acting as a double hydrogen bond
donor to hydroxide was not stable at B3ALYP/6-31G* and MP2/6-31G*, reverting
instead to a oxodihydroxoborate-water complex via proton transfer. At the other
levels, an imaginary frequency gave rise to the stable C; structure, which was 10—
25 kJ/mol less stable than the corresponding oxodihydroxoborate form. Upon
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hydration to give one of three possible C; structures, the B3LYP/6-31G*,
B3LYP/6-314+G*, and MP2/6-31G* converge to the oxodihydroxo form, and with
the exception of C; #1, this also happens at the HF/6-31G* and B3LYP/6-3114+-G*
levels. The forms that actually exist are 15-45 kJ/mol less stable than the corre-
sponding oxodihydroxoborate dihydrate. Addition of the second water molecule
only gives stable structures at HF/6-314+G* and HF/6-3114+G* levels, reverting to
the oxodihydroxoborate at the other levels. When both can exist, the oxodihy-
droxoborate is 45-50 kJ/mol more stable. Hydrating the boric acid part of the
complex stabilizes the corresponding anion form.

3.10 Transition State Connecting Tetrahydroxoborate
and Oxodihydroxoborate-Water Complex

The transition states connecting hydrated tetrahydroxoborate and the hydrated
oxodihydroxoborate anions are shown in Fig. 16. The transition state essentially
looks like a Cy boric acid interacting with a hydroxyl anion. It is stabilized
somewhat by the interaction between the empty p-orbital of the boron and
the hydroxyl non-bonding electron pairs, and also hydrogen bonding between the
hydroxyl oxygen and the syn-hydrogens of boric acid, which tilt towards the
hydroxyl. The electronic barrier (from tetrahydroxoborate) is between 84 and
114 kJ/mol, depending on level. The transition state could conceivably connect to
either the van der Waals complex between boric acid and hydroxide, or to either the
C; #1 or #3 forms of the monohydrated oxodihydroxoborate anion.

A water molecule can stabilize the transition state in one of two ways. It can
stabilize the boric acid portion of the transition state (C; #1, #3, and #5) in one of
the three possible sites (as a hydrogen bond donor-acceptor and two donor-donor
types, respectively). Alternatively, it can stabilize the hydroxyl portion of the
molecule (C; #2 and #4) where the free boric acid hydrogen is pointing either
toward or away from the water molecule, respectively. The stabilization of the
hydroxide lowers the energy more. When compared with the unhydrated transition
state, addition of the water to the boric acid part of the molecule actually increases
the barrier by between 10 and 25 kJ/mol, whereas stabilization of the hydroxide
part of the molecule lowers the barrier by between 5 and 15 kJ/mol.

Waton and coworkers used the temperature-jump method to study the equilib-
rium between boric acid and borate [77]. The kinetics did not fit a simple equi-
librium, but was analyzed by postulating an intermediate which they called [B
(OH)3,0H7]. Our analysis of their published rate constants (k,3) at 4 and 20 °C
suggests an activation barrier of 42 kJ/mol, giving an enthalpy of activation of
39 kJ/mol. We hypothesize that this intermediate is actually [BO(OH),]™ - H,O.
Our calculated electronic barriers are much too high (101-117 kJ/mol), but these
are lowered upon addition of an extra one (90-103 kJ/mol) or two (69—86 kJ/mol)
water molecules. This leads one to think that additional water molecules might
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Fig. 16 Structure of boric acid-hydroxide transition structure + nH,O

stabilize the transition state even more to bring the results into even better agree-
ment with experiment, assuming that the postulated intermediate is correct.

3.11 Trioxoborate, BO;’~, and Dioxohydroxoborate

BO,(OH)*~

While trioxoborate and dioxohydroxoborate are not expected to exist in aqueous
solution owing to their strong basicity, these ions do exist as molecular entities in
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Table 13 Geometrical parameters of BO;*~ and BO,(OH)*~

Level B-O distances (A)
B0~ BO,(OH)*~ s-BO,(OH)*~ a-BO,(OH)*~

HF/6-31G* 1.4186 1.5941 1.3347 1.3188
HF/6-31+G* 1.4135 1.5556 1.3440 1.3251
HF/6-311+G* 1.4127 1.5613 1.3405 1.3209
B3LYP/6-31G* 1.4411 1.6307 1.3551 1.3332
B3LYP/6-31+G* 1.4234 1.5731 1.3637 1.3413
B3LYP/6-311+G* 1.4211 1.5812 1.3587 1.3359
MP2/6-31G* 1.4461 1.6296 1.3616 1.3401
MP2/6-31+G* 1.4363 1.5781 1.3755 1.3513
MP2/6-311+G* 1.4299 1.5741 1.3679 1.3437

Table 14 Vibrational frequencies (cm™) of the D3, form of BO33 -

Level BOj i.p def E’ BO str. A’ BOj3 0.0.p. def A,” BO str. E’
HF/6-31G* 581 848 876 1216
HF/6-31+G* 536 829 851 1085
HF/6-3114+G* 535 826 844 1062
B3LYP/6-31G* 530 764 773 1107
B3LYP/6-31+G* 271 791 679 897
B3LYP/6-311+G* 227 785 680 867
MP2/6-31G* 533 769 788 1124
MP2/6-31+G* 358 767 659 843
MP2/6-311+G* 344 768 654 824

their sodium salts (Table 1). The calculated B-O bond distance of BO5>~ (Table 13)
is slightly longer than what is observed experimentally in the sodium salt, and this
is partly due to the neglect of the sodium counterion and crystal packing. For
BO,(OH)*~, the B-O distances for the unprotonated oxygens are in reasonable
agreement with experiment, whereas the B-O(H) distance is quite long. It is
expected that hydrogen bonding present in the crystal structure would shorten the
corresponding B-O(H) distance considerably.

The calculated vibrational frequencies of BO5>~ are shown in Table 14. There is
a quite surprising dependence of the level of theory and basis set. The stretching
frequencies decrease when going from Hartree-Fock to the correlated levels, as
expected, as well as when going from nondiffuse to diffuse basis sets. It is more
surprising that the deformation modes are affected even more when going from
nondiffuse to diffuse basis sets at the correlated levels. This may be an artifact of
using a correlated level on a system, which, in the gas-phase, is likely unbound with
respect to electron detachment.

The calculated vibrational frequencies of BO,(OH)*~ are shown in Table 15.
The dependence of the frequency on the level of theory and basis set is not as
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Table 15 Vibrational frequencies (cm™") of the C, #1 form of BOZ(OH)z_

Level BO; i.p |BO OHtors |BO; i.p |BO; 0.0. |OH BO |BO
def (H) str def p def def str str
A’ A A" A A" A’ A’ A
HF/6-31G* 453 491 547 723 812 1052 | 1134 | 1661
HF/6-31+G* 471 523 572 719 812 1080 | 1104 | 1557
HF/6-311+G* 472 515 560 704 811 1086 | 1093 | 1551
B3LYP/6-31G* 391 426 523 656 724 958 | 1047 | 1563
B3LYP/6-31+G* | 416 476 543 635 712 986 | 1014 | 1426
B3LYP/6-311+G* |417 467 528 615 710 990 | 1007 | 1424
MP2/6-31G* 397 445 537 668 737 973 1050 |1572
MP2/6-31+G* 418 478 547 643 708 991 |1001 | 1406
MP2/6-3114+G* 425 480 518 639 703 995 |1001 |1408

pronounced as for trioxoborate. The B-O and B-OH stretching frequencies decrease
when going from Hartree-Fock to the correlated levels, as expected. When going
from nondiffuse to diffuse basis sets, the B-O stretching frequencies decrease, but
the B-OH frequency increases. The other frequencies do not show any surprising
trends.

4 Conclusions

The calculated bond lengths and vibrational frequencies of boric acid and borate
agree fairly well with that observed experimentally and with previous calculations,
where available, when the comparison is appropriate. The oxodihydroxoborate ion
is much more stable than the boric acid-hydroxide complex, when the latter exists.
The oxodihydroxoborate ion, if it can be observed, should have a strong vibrational
band at approximately 1400-1600 cm™'. A transition state that links the tetrahy-
droxoborate to the hydrated oxodihydroxoborate ion has been found. The addition
of water molecules lowers the barrier significantly, bringing the activation energy to
closer agreement with experiment (assuming an oxodihydroxoborate intermediate).
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Construction of a Potential Energy Surface
Based on a Diabatic Model for
Proton Transfer in Molecular Pairs

Yuta Hori, Tomonori Ida and Motohiro Mizuno

Abstract We propose a simple construction method of the potential energy surface
based on diabatic model for proton transfer in molecular pairs. Assuming two-state
valence bond electronic wave functions as a diabatic basis, the diagonal and
non-diagonal matrix elements in diabatic potential of water, ammonia, and imida-
zole pairs were obtained. The validity of the construction procedure was confirmed
by comparing two adiabatic potentials: one was transformed from the obtained
diabatic potential and another was calculated by DFT calculation. Diabatic poten-
tials were also obtained using fewer reference points than conventional methods at
various intermolecular distances. Finally, we discuss the resulting diabatic potential
and non-diagonal elements in detail.

Keywords Potential energy surface + Proton transfer . Diabatic

1 Introduction

One of the important steps in the theoretical treatment of chemical reactions is
representation of the potential energy surface (PES) [1, 2]. Most approaches to
chemical reactions analyze the PES by quantum chemical calculations derived
under the Born-Oppenheimer approximation, also known as the adiabatic PES.
Once the adiabatic potential is obtained, the scattering cross section, reaction
constant, and reaction path, which are important for understanding chemical reac-
tions, can be obtained from the potential [3]. Though ab initio quantum chemical
calculations are becoming possible for large molecular systems, however, accurate
PES calculations for understanding chemical reaction tend to be unfeasible. In
addition, though analytical function for PES requires to analyze the reaction, the
global function has not been known.
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Rather than examine the adiabatic PES, another approach to chemical reactions is
to analyze the diabatic PES. In contrast to the adiabatic potential, the diabatic
potential presents electronic states that change constantly to confine the eigenstates
of the electronic Hamiltonian. The approaches using diabatic picture have been
utilized various area in chemistry and physics where the coupling between nuclei
and electrons such as vibronic coupling [4-6]. There are some approaches to
describing the diabatic potential [7], constructing using some valence bond
(VB) electronic wave functions [8-11]. Especially, empirical valence bond
(EVB) [12] or multistate empirical valence bond (MS-EVB) [13] approach extended
EVB is used the molecular mechanical functions to construct the PES and applied to
the molecular dynamics (MD) simulations for many proton transfer systems [12, 14—
29]. Furthermore, quantum dynamical approach using molecular mechanical func-
tions (double Morse potential) for proton transfer was also performed [30]. How-
ever, to construct PES using diabatic potentials corresponding to reactant and
product states, which is based on VB picture, is important for understanding
chemical reactions in terms on chemical bond character. Although VB structures are
usually not orthogonal, in this study we consider orthonormal VB structures. To
basic idea, consider a two-state VB electronic wave function as the diabatic basis:

) =cilgpr) +caldha), (1)

where |¢,) and |¢,) are VB wave functions that describes the electronic structure of
the reactant and product states, respectively. The lowest adiabatic potential energy
V# is then given by the lower root of the 2 x 2 secular equation; specifically:

vad = % 3 \/(Vﬁ ;V§5>2 vz, @)
where
Vit = (¢1|H¢y), (3)
Vég ={¢,|H|p,). 4)
Vis = (¢1[H]|¢p2)- (5)

Vi and Vi are the potential energies for the two VB structures of the reactant
and product states, respectively. In this approach Vi, V&l and V& function forms
including parameters can be obtained to fit in experimental or ab initio data. In these
works, V&l and Vi are related to use of molecular mechanics potential functions,
especially, which are taken as the harmonic normal-mode potential or Morse
potential etc. [14, 15, 17, 18, 25, 26]. On the other hand, although the selection of
V& is less obvious, Gaussian function as V{i proposed by Chang and Millar [14]
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has been widely used. However, they has not been confirmed whether the obtained
diabatic potentials produce the reliable adiabatic potentials or not, although these
functions are obtained to fit in some data. Additionally, to obtain these analytical
functions with parameters uniquely or using fewer data is important to construct the
PES for various chemical reactions. Therefore, a proposal of simple method for
light or more uniquely construction of the diabatic potentials (Vi and V) and
non-diagonal matrix element (V) using the analytical functions is important to
analyze the chemical reaction and it can be widely applied to describing the large
molecular systems such as proteins.

In this study, we focus on one-dimensional proton transfer models and suggest a
simple construction method of global PES for intermolecular proton transfer by use
of Morse potential as V& and V§i and Gaussian function as V& in the diabatic
potential matrix and confirm the validity to use these potential functions. In addi-
tion, we investigate whether it is possible to apply to the proton transfer for various
intermolecular distance. Here, we focused on the proton-bonded four bimolecular
models for ammonia (AmH*-Am) and imidazole (ImH*-Im) pairs as symmetrical
homo-molecular proton transfer systems and for imidazole-ammonia (ImH"-Am)
and ammonia-water (AmH"-Wat) pairs as asymmetrical hetero-molecular systems,
the four model structures of which were shown in Fig. 1. We investigate the
portability to use the Morse potential and Gaussian function as the diabatic potential
matrix elements by comparison the transformed adiabatic potential from the dia-
batic one with the calculated by DFT calculation in these systems. Finally, we
discuss the proton transfer characters using obtained diabatic potential (V& and Vi

and non-diagonal elements (V) for homo- and hetero-molecular pairs.

(a) AmH'-Am (b) ImH"-Im

?—J“é :{ ;; ’(::“::

(c) ImH-Am (d) AmH"-Wat

ifﬁ" JJ 33 d:

Fig. 1 Four model structures of the proton-bonded a AmH*-Am, b ImH*-Im, ¢ AmH™"-Wat, and
d ImH*-Am pairs
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2 Theoretical and Calculation Methods

2.1 Calculation Models

In the construction of PES for proton transfer, we focused on the four proton transfer
models: (a) AmH"-Am, (b) InH"-Im as homo-molecular pairs, and (c) ImH"-Am,
(d) AmH*-Wat as hetero-molecular pairs (Fig. 1). Figure 2 shows also these models
and potential energy coordinates. For homo-molecular pairs, coordinate R denotes
the intermolecular distance and x is the translating proton position that defines as a
displacement from the center of the intermolecular distance. For hetero-molecular
pairs, r is used as the displacement between a proton-bonded atom and the proton.

2.2 Diabatic Potential Functions (V%, V& and V4

In this study, we constructed a PES for proton transfer by using diabatic picture.
Diabatic potentials can be constructed using a variety of valence bond (VB) con-
figurations [7-11]. Here, we considered a two-state VB electronic wave function as
the diabatic basis corresponding to the reactant and product states, i.e., Equa-
tion (1). In particular, the EVB approach can be related to use of molecular
mechanical potential functions describing the molecular vibration, which is rational
for understanding chemical reaction. In most cases, the diagonal matrix elements
(V1 and V ») are taken as the harmonic normal-mode or Morse potentials [14, 15,
17, 18, 25, 26]. On the other hand, Chang and Millar [14] suggested the use of a
generalized Gaussian function as the non-diagonal matrix element (V).

Therefore, we selected the Morse function as the V11 and V22, and Gaussian
function as the Vi to construct PES for proton transfer. For homo-molecular pairs,
Vi Vil and V& are explicitly defined as

Fig. 2 Proton transfer model (2) AmH*-Am (b) ImH -Im
and potential energy
coordinates for a AmH*-Am, H x H
b ImH*-Im, ¢ AmH*-Wat, N SN\ = N/H
and d ImH™-Am H’ ~_ i . ‘\/ T

H R H

(¢) ImH"-Am (d) AmH -Wat

P " H r H
N A A
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‘ 2
Vﬂ(x;R):D(l—e_k("”“)) +c, (6)

: 2
vg;(x;R)=D(1—ek<x—xo>) +e (7)
Vi (x;R) =Aexp(—bx?). (8)

For hetero-molecular pairs, V&, V& and V& are defined as

. 2
Vldi(r;R)=D1(l—e"“("”’)) +e, (9)

i k(R %
Vgg(r;R):Dz(l—e— o —’—ro)) +c+Ds, (10)
Vf;(r;R)=Aexp(—b(r—rc)2). (11)

We constructed the PES by optimization of the potential parameters in these
functions (V, V& and V). For V% and Vi, parameters D, Dy, and D, are binding
energies; Xxo, 7o, ré) are the equilibrium bond lengths; k, k;, and k, are the decay
constants. For Vfﬁ parameter A is the amplitude of the Gaussian function;
parameter b corresponds to the spread of the function; r. is the point of the max-
imum value of the function.

2.3 Optimization of Potential Parameters

Optimization of the potential parameters was conducted according to the following
procedures.

First, we estimated the parameters of Vi and V. Parameters D, Dy, and D
were estimated by dissociation energy of the proton corresponding to one side of
the molecular pairs, i.e., ammonium, imidazolium, and oxonium ions. xg, 79, r(')
were used the equilibrium bond lengths of these molecules. The estimated values of
these parameters are shown in Table 1. For hetero-molecular pairs, parameter D;
was obtained from the difference between V*(r; R) and V¥ (r; R):

D3 =V*(ry;R) = V*(ro; R). (12)

The remaining parameters , ki, and k, included in V{i and Vi are considered to
be dependent on the R coordinate. These parameters were estimated by comparison
with the adiabatic potential obtained from DFT calculations according to Eq. (2).
V& and V§i describes molecular vibration for the reactant and product states,
respectively. Therefore, we assumed that V{i and VS reproduced the adiabatic
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Table 1 Diabatic potential energy parameters for (a) AmH*-Am, (b) ImH*-Im, (c) ImH*-Am,

and (d) AmH*-Wat

(a) AmH*-Am (b) ImH"-Im

D(kJ mol™) ro(A) D(kJ mol™) ro(A)
664.758 1.027 668.81 1.0148
(c) ImH*-Am

Dy (kJ mol™") Ds(kJ mol™") ro(A) ro(A)
668.81 664.758 1.015 1.027
(d) AmH"-Wat

Dy (kJ mol™") D>(kJ mol™!) ro(A) ro(A)
725.69 593.731 1.027 0.977

potential, when the proton position was closer to a binding atom than a stable point
(r <rp). Here, we estimated the parameter k by comparing them with the VS; and
adiabatic potential at x = 2x, for homo-molecular pairs for fixed R. In the same way,
for hetero-molecular pairs, k; and k, were determined by comparing with the
adiabatic potential at r=2ry—R/2=r, and r=3R/2 — 2r£) =ry,, respectively, for
fixed R. These relations are explicitly defined as

Va5 (2x0) = V¥(2x0), (13)
Vi () = V¥ (r,), (14)
Vgé(rkz)=vad<rk2)' (15)

for homo- and hetero-molecular pairs, respectively. Parameters k, k;, and k, are
then denoted as

1 Vad(2xg) — ¢
k=—In[1 |, 16
- ( oy (16

Vad(r,)—c
ki = In{1+4/——1, 17
! ro — Ik, D] ( )
1 W(p,)—c—D

kh=—— In|1+ V() —c=Ds (18)

Tp, +1 —R D2

Subsequently, parameters A and b of V{g depending on the coordinate R were
estimated. These parameters were also estimated by comparison with the adiabatic
potential obtained from DFT calculations and using obtained diabatic potentials
(Vi and V&i). Determination of these parameters was conducted according to the
following steps for each pairs.
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First, parameter A was estimated. Because this parameter represents the ampli-
tude of the Gaussian type function, parameter b vanishes at x=0 for
homo-molecular pairs. Thus, the relationship between the adiabatic and diabatic
potentials at x=0 and fixed R is given by

%@+%@_¢CWQAQ@Y+m%hW%> (19)

2 2

Parameter A was then estimated by using obtained V{i} and Vgé, which was
expressed as

A=V{i(0)~V¥(0). (20)

for homo-molecular pairs. For hetero-molecular pair, parameter A was estimated at
the cross point (r=r.) of Vi and V§ substituted D3 =0. Parameter A was then
expressed as

AZVﬁ(rC)—Vad(rc), (21)

for hetero-molecular pairs.

Next, the remaining parameter b of V& was estimated. This parameter corre-
sponds to the spread of the Gaussian type function. For homo-molecular pair, the
midpoint between the local minimum (x;) and local maximum (x =0) is assumed to
define the spread of V{i. Therefore, the relationship between the adiabatic and
diabatic potentials at x=x/2 and fixed R is also given by

2 2 2 2

According to this relation, parameter b is expressly defined by
i i 2 i i (30 2
b2 st o (VLELEVEE) ) (V) VD))
== —In{ [ —=—=—=2 — — - | == .
X5 2 2 2
(23)

In the same way, for hetero-molecular pairs, b was determined by comparing
with the adiabatic potential at r = (r. +r9) /2 =} for fixed R, which was defined by

b= a2 L { (v?: (rp) + V8i(n) Vad(,b))z B <V?% (1) — vs;m))zH .

(r _rc)z 2 2

(24)
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2.4 Adiabatic Potential Energy Calculation

To obtain the adiabatic PES V#(x, R) or V3(r, R) for the proton transfer reaction,
quantum chemical calculations were performed with stepwise movement of the
proton and intermolecular distances by 0.02 and 0.05 A, respectively. The
geometries of the molecules were then kept in the minimum energy structures,
except for the proton position (x or r) and the intermolecular distance (R). Minimum
energy structures, as shown in Fig. 1, were determined by geometrical optimiza-
tion. Finally, the adiabatic potential energies were fitted using a polynomial series
function of the fourth order with respect to x or r and of the third order with respect
to R [31, 32]. In previous work [33, 34], the proton transfer of ImH"-Im systems
was discussed with the B3LYP approach. Therefore, all DFT calculations were
performed at the B3LYP/aug-cc-pVDZ level using the Gaussian-09 package [35].

3 Results and Discussion

We first estimated the potential parameters k, kj, kp, and D3 of V& and V3§ using
Egs. (12) and (16)—(18) and obtained parameters (Table 1) for (a) AmH'-Am,
(b) ImH*-Im, (c) ImH"-Am, and (d) AmH*-Wat. The parameters A and b were then
estimated using Egs. (20), (21), (23), and (24). Figure 3 shows the computed Vldi,
Vi, and Vi values using obtained the potential parameters at some intermolecular
distance for (a) AmH*-Am, (b) ImH"-Im, (c) ImH*-Am and (d) AmH"-Wat,
respectively. To compare with the adiabatic potential by DFT calculation, Figs. 4
and 5 show the transformed adiabatic potential derived from the diabatic potential
matrix elements (V{i, Vi, and V&) using Eq. (2) and one obtained from DFT.
Although the potentials using diabatic model not reproduce the ones using DFT
around the local minimum of the potentials, however, the figures show that the
transformed adiabatic potentials are qualitatively in good agreement with those
calculated by DFT calculations for all proton transfer systems at various inter-
molecular distance R. Furthermore, to compare with the present work and DFT data
Table 2 shows the coefficient of determination (R-squared). Because the values of
R-squared for all models were close to unity, we confirmed the validity of our
approach. Thus, it is indicates that PES for various proton transfer systems can
qualitatively reproduce by using Vi and V{} with Morse potential described the
vibrational motion and V¢ with the Gaussian function by assumption of two-state
VB wave functions as a diabatic basis.

In our approach, parameters k, A, and b can be uniquely determined not nec-
essary to fit the potential energy. Especially, the construction procedures of the
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Fig. 3 Diagonal matrix elements, V& (blue line) and Vi (red line), and non-diagonal matrix
element V{i (yellow line) in diabatic potential matrix computed using obtained potential
parameters at some intermolecular distance R for a AmH*-Am, b ImH*-Im, ¢ ImH"-Am, and
d AmH*-Wat
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Fig. 4 Transformed adiabatic potential derived from the diabatic potentials using Eq. (2) (red
line) and from DFT (blue dots) at some intermolecular distance R for a AmH*-Am and b ImH*-Im

diabatic potential employed four reference points (x =xg, 2xg, 0 and x(/2) at fixed
R for homo-molecular pairs, while five reference points (r =ry, rx,, 7v,, . and rp)
for hetero-molecular pairs. Thus, the whole potentials of proton transfer are
described by using energies of 40 or 50 reference points, while the number of DFT
data points to describe the whole adiabatic potential required approximately 500
points. Therefore, the PES describing the entire proton transfer system for diabatic
picture can be obtained using less than one-tenth of the reference points required for
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Fig. 5 Transformed adiabatic potential derived from the diabatic potentials using Eq. (2) (red
line) and from DFT (blue dots) at some intermolecular distance R for ¢ InH"-Am and d AmH"-

Wat

Table 2 Coefficient of determination (R-squared) between adiabatic potential derived from the

diabatic potentials and from DFT

(a) AmH*-Am

(b) ImH*-Im

(c) ImH*-Am

(d) AmH*-Wat

0.966

R-squared

0.974

0.932

0.965
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Fig. 6 Intermolecular 132
dependence of potential ® (a) AmH-Am
di 11.2
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the adiabatic picture. Furthermore, our method can be applied to proton transfer
system even when the transition state (TS) cannot be calculated, although the
information of TS requires the construction of potential in the previous work.
Therefore, it is concluded that our procedures are useful for PES construction by
using the diabatic picture for proton transfer systems and can be applied to large
molecular systems such as proteins.

Finally, we discuss the obtained potential parameters. Figure 6 shows that
intermolecular dependence of potential parameter b of V& for (a) AmH"-Am,
(b) ImH"-Im, (¢) ImH*-Am, and (d) AmH*-Wat. The values of parameter b, which
describe the spread of the Gaussian function, decreased as R increased. This result
indicates that the non-diagonal matrix element (V%) is broadly distributed along the
proton transfer coordinate and the bond mixture between the reactant and the
product states occurs over a wide range, not only at the TS. In addition, because V;‘;
is broadly distributed along the intermolecular distance, the proton can be formed
mixture between reactant and product states and transferred at the location formed
hydrogen bond. To clarify the effect of non-diagonal matrix element Vi, the ratio
of amplitude for the Vfg (parameter A) divided by the crossing point energy of the
V& and VS was estimated, the results of which were shown in Fig. 7. According to

Fig. 7 Ratio of amplitude for 1 % ° o
non-diagonal matrix element % o °
divided by the crossing point 0.8 .
energy of the diabatic = ®(2) AmH-Am ® e
potential at x=0 for 5 06 (b) ImH-Im
homo-molecular pairs or = () ImH-Am
r=re .for hetero-molecular Z: 0.4 (d) AmH-Wat
pairs, i.e., <
A/NVfi(x=00rr=r.) 0.2 o0 o0 o0 00 00 00 05 & o o
0
2.5 2.6 2.7 2.8 2.9 3 3.1 3.2
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Eq. (2), Vldé contributes to the stability of the adiabatic potential V3 and the
A/VE(x=0or r=r.) is assumed to be determined the rate of contribution to the
possibility of proton transfer. For both homo-molecular pairs, the value of A/ Vf}
decreased as R increased and was approximately 50 to 80% at various inter-
molecular distance. Thus, the proton can easily transfer at the location formed
hydrogen bond for homo-molecular pairs. On the other hand, for both
hetero-molecular pairs, the value of A/V{ was constantly about 20% over wide
range intermolecular distance, which was lower than homo-molecular pairs for all
intermolecular distance. It indicates that the proton for homo-molecular pairs can
easily transfer than for hetero-molecular pairs. From the above discussion, we find
that the obtained potentials give the qualitative information about proton transfer
even if a simple two-state diabatic model is used.

4 Conclusion

Potential energy surface (PES) is an important theoretical approach for under-
standing chemical reactions. Diabatic potentials are used to understand proton
transfer reactions. Especially, EVB approach based on the diabatic picture is used to
the molecular mechanical function to construct PES and applied to many appli-
cations including molecular dynamics simulation. In this paper, we constructed the
PES based on diabatic model for proton transfer models: (a) AmH*-Am, (b) ImH"-
Im, (c) ImH*-Am and (d) AmH"-Wat. We confirmed that Morse potentials as the
diagonal matrix element (V& and V{i) and Gaussian function as the non-diagonal
matrix element (V{%), which are important to apply widely to understanding the
chemical reaction including the classical or quantum dynamics simulations,
described the proper PES for proton transfer. In addition, we proposed a simple
method to uniquely construct the diabatic potentials using these analytical func-
tions. The diabatic potentials at various intermolecular distance were obtained using
fewer reference points than the adiabatic potentials to describe an entire proton
transfer system. Therefore, our construction method is useful and can be applied to
the large molecular systems such as proteins.

From the values of estimated the potential parameters, Vl‘g was broadly dis-
tributed and the proton-bonded mixture between the reactant and product states
occurred over a wide range of reaction coordinates, and not only at the TS. Fur-
thermore according to the relation between diagonal and non-diagonal matrix ele-
ments, it is found that the proton for homo-molecular pairs can transfer easily than
for hetero-molecular pairs.
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Ab Initio Investigations of Stable
Geometries of the Atmospheric Negative
Ion NO3; (HNO3), and Its Monohydrate

Atsuko Ueda, Yukiumi Kita, Kanako Sekimoto
and Masanori Tachikawa

Abstract The possible stable geometries of the atmospheric negative core ion
NO; (HNOs), and its monohydrate were theoretically investigated with the second
order Mgller-Plesset perturbation theory (MP2) in consideration of the effect of
electron correlation. For both ionic clusters, we obtained the different stable
geometries from the previous study by Drenck and coworkers (Int J Mass Spectrom
273:126-131, 2008) [1] with the density functional theory of Becke 3-parameters
hybrid functional (B3LYP). The non-planar geometry with two hydrogen-bondings
between one oxygen atom on NO; and each hydrogen atom of two HNOjs frag-
ments is found as the most stable structure of the core ion at 0 K. For the mono-
hydrate, the most stable geometry at O K is found as the H,O-embedded form in
which one water molecule is located at the center of the cluster with
hydrogen-bondings to NO; and HNO; fragments. Our results show that the
hydrogen bond network of the core ion can be strongly perturbed by a single water
molecule. We also discussed the relative abundance of conformers of these ionic
clusters under a finite temperature.

1 Introduction

Atmospheric ions are led by multistage reactions, e.g. a charge-transfer reaction, an
ion induced nucleation, etc. [2]. Atmospheric ions affect an atmospheric environ-
ment by generating atmospheric aerosols [3, 4]. Atmospheric ion clusters consisting
of organic compounds, water molecule, etc. have a crucial role in physical and
chemical processes in the atmosphere. Negative ion clusters in the atmosphere lead
to acid rain which has been known to affect the environment, e.g. forest trees,
plants, animals, and buildings [5]. Especially H,SO, and HNOj have the dominant
contribution to acid rain, because strong acids release H* when water vapor exists
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[6]. Experimental results observed in situ mass spectrometry show the existence of
atmospheric negative ion NO; (HNOs3), in the upper troposphere (altitude between
9 and 12 km) [7, 8]. This negative ion is also known as a dominant negative ion at
the upper troposphere region [7].

Recently, Sekimoto and Takayama established the atmospheric pressure corona
discharge ionization (APCDI) technique, which enables us to reproducibly generate
negative ions [9]. They reported the existence of stable negative ion water clusters,
NO; (HNOs),(H,0),, and the specific stability referred to as a magic number for
n = 8 [10]. Geometric structures of these water clusters are, however, still unclear
even for the core ion and its monohydrate (n = 1).

From theoretical points of view, Drenck and coworkers reported stable structures
of NO; (HNOs),(H,0), (n =0-4) obtained at B3LYP/6-31++G** level of
density functional theory (DFT) calculations [1]. They also reported the stable
structures of NO; (HNO3),,(H,0),, up to n + m = 6, and assessed the validity of
theoretical calculations by comparing theoretical dissociation energies of the
NO; (HNOs),,(H,0), cluster into NO; , mHNO;, and nH,O fragments to the
experimental results with mass-analyzed ion kinetic energy (MIKE) spectra mea-
surement [11]. Their theoretical results agree with the experiments reasonably, but
assumed only one kind of geometry for each NO; (HNO3),, (H,0), clusters despite
that a water cluster should generally have various kinds of conformers. In order to
elucidate the stable geometries of NO; (HNOs), and its hydrates, a more com-
prehensive geometry searching with first-principles calculations must be
indispensable.

In this study, to elucidate stable geometries of these ionic clusters in details, we
theoretically analyzed stable geometries of the negative core ion NO; (HNOs), and
its monohydrate in consideration of a lot of possible conformers with the post
Hartree-Fock ab initio method. We also discussed the relative abundance of con-
formers of these ionic clusters under a finite temperature.

2 Computational Details

We employed the second order Mgller-Plesset perturbation theory (MP2) with 6-31
++G** Gaussian type basis 