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Series Preface

This series is directed to healthcare professionals who are leading the trans-
formation of health care by using information and knowledge. Launched in
1988 as Computers in Health Care, the series offers a broad range of titles:
some addressed to specific professions such as nursing, medicine, and health
administration; others to special areas of practice such as trauma and radi-
ology. Still other books in the series focus on interdisciplinary issues, such
as the computer-based patient record, electronic health records, and net-
worked healthcare systems.

Renamed Health Informatics in 1998, to reflect the rapid evolution in the
discipline now known as health informatics, the series will continue to add
titles that contribute to the evolution of the field. In the series, eminent
experts, serving as editors or authors, offer their accounts of innovations in
health informatics. Increasingly these accounts go beyond hardware and
software to address the role of information in influencing the transforma-
tion of healthcare delivery systems around the world. The series also will
increasingly focus on “peopleware” and organizational, behavioral, and
societal changes that accompany the diffusion of information technology in
health services environments.

These changes will shape health services in the new millennium. By
making full and creative use of the technology to tame data and to trans-
form information, health informatics will foster the development of the
knowledge age in health care. As coeditors, we pledge to support our pro-
fessional colleagues and the series readers as they share advances in the
emerging and exciting field of health informatics.

Kathryn J. Hannah, PhD, RN
Marion J. Ball, EdD



Preface

When the first edition of Clinical Decision Support Systems was published
in 1999, I began the preface with the statement, “We are at the beginning
of a new era in the application of computer-based decision support for med-
icine.” Usually such statements in hindsight seem unduly optimistic, but if
we look at the landscape of healthcare information technology today, that
assessment appears to be surprisingly accurate. Shortly after the book was
published, the first of several landmark reports from the Institute of Med-
icine on the quality of health care led to greater awareness of the role these
systems can play in improving patient safety and healthcare quality. This
second edition is being published at a time when there is increased gov-
ernmental, research and commercial interest in clinical decision support
systems (CDSS). The purpose of this book is to provide an overview of the
background and state-of-the-art of CDSS. A persistent theme is that CDSS
have enormous potential to transform health care, but developers, evalua-
tors, and users of these tools need to be aware of the design and imple-
mentation issues that must be addressed for that potential to be realized as
these systems continue to evolve.

This book is designed to be (1) a resource on clinical decision support
systems for informatics specialists; (2) a textbook for teachers or students
in health or medical informatics training programs; and (3) a comprehen-
sive introduction for clinicians, with or without expertise in the applications
of computers in medicine, who are interested in learning about current
developments in computer-based clinical decision support systems.

The book includes chapters by nationally recognized experts on the
design, evaluation and application of these systems. This edition includes
updates of chapters in the first edition, as well as several entirely new
chapters. Section I provides background on CDSS development and eval-
uation. The first chapter introduces the topics that are explored in depth in
later chapters. Chapters 2 through 4 describe the design foundations behind
the decision support tools used today. While there is some overlap in the
concepts addressed in each of these chapters, they each have unique foci.
Chapter 2 focuses primarily on the mathematical foundations of the

Vii



viil Preface

knowledge-based systems, Chapter 3 focuses on pattern recognition
systems, and Chapter 4 includes a detailed discussion of issues in clinical
vocabularies and other important issues in the development and use of
CDSS. Chapter 5 addresses diagnostic decision support systems and sets
this development in the context of the process of physician, not just com-
puter, diagnosis. Chapters 6 and 7 address concerns in the deployment and
evaluation of any computer application in health care. These issues include
examining the legal, ethical, and evaluation issues that must be addressed
when these systems are actively used in health care.

Section II focuses on the applications of these systems in clinical prac-
tice. This section includes three chapters from institutions that not only have
a strong history of deployment of these systems, but also have performed
the research and evaluation studies that provide perspective for others who
are considering the use of these tools. The final chapter in this section pro-
vides guidance on the use of decision support tools for patients.

This book represents an effort, not just by the editor or the individual
chapter authors, but by many others who have provided assistance to them.
We are grateful for the support and encouragement of our editors at
Springer and the assistance of Joy Ptacek and Muzna Mirza in the prepa-
ration of this manuscript. The National Library of Medicine and the Agency
for Healthcare Research and Quality have provided much appreciated
support for my own and many of the chapter authors’ research on CDSS.
Finally, I want to express my gratitude to my friend and colleague, C.
Michael Brooks, Ed.D., who provided the initial and ongoing encourage-
ment for my research activities in clinical decision support systems over the
past twenty years.

Eta S. Berner, EAD, FACMI, FHIMSS



Contents

Series Preface v

Preface il

Contributors

Section 1

Xi

Development and Evaluation of Clinical Decision

Support Systems

CHAPTER 1

CHAPTER 2

CHAPTER 3

CHAPTER 4

CHAPTER 5

CHAPTER 6

CHAPTER 7

Overview of Clinical Decision Support Systems 3
Eta S. Berner and Tonya J. La Lande

Mathematical Foundations of Decision Support
Systems 23
S. Andrew Spooner

Data Mining and Clinical Decision Support Systems
J. Michael Hardin and David C. Chhieng

Design and Implementation Issues 64
Jerome H. Carter

Diagnostic Decision Support Systems 99
Randolph A. Miller and Antoine Geissbuhler

Ethical and Legal Issues in Decision Support 126
Kenneth W. Goodman

Clinical Trials of Information Interventions 140
E. Andrew Balas and Suzanne Austin Boren

44

ix



X Contents

Section 2

Applications of Clinical Decision Support
Systems in Clinical Practice

CHAPTER 8

CHAPTER 9

CHAPTER 10

CHAPTER 11

Index 263

Clinical Decision Support at Intermountain
Healthcare 159
Peter J. Haug, Reed M. Gardner, R. Scott Evans,
Beatriz H. Rocha, and Roberto A. Rocha

Clinical Decision Support Within the Regenstrief Medical
Record System 190
Burke W. Mamlin, J. Marc Overhage, William Tierney,
Paul Dexter, and Clement J. McDonald

Decision Support During Inpatient Care Provider Order
Entry: The Vanderbilt Experience 215
Randolph A. Miller, L. Russell Waitman, Sutin Chen, and
S. Trent Rosenbloom

Decision Support for Patients 249
Holly B. Jimison, Paul P. Sher, Jennifer J.B. Jimison



Contributors

E. Andrew Balas, MD, PhD, FACMI
Dean and Professor, College of Health Sciences, Old Dominion University,
Norfolk, VA 23529, USA

Eta S. Berner, EAD, FACMI, FHIMSS

Professor, Health Informatics Program, Department of Health Services
Administration, School of Health Professions, University of Alabama at
Birmingham, Birmingham, AL 35294, USA

Suzanne Austin Boren, PhD MHA
Assistant Professor, Department of Health Management and Informatics,
School of Medicine, University of Missouri, Columbia, MO 65211, USA

Jerome H. Carter, MD

Chief Executive Officer, NT&M Informatics, Clinical Associate Professor
of Medical Education, Department of Medical Education, Morehouse
School of Medicine, Atlanta, GA 30324, USA

Sutin Chen, BS
Medical Student, Vanderbilt University, Nashville, TN 37231, USA

David C. Chhieng, MD, MBA, MSHI
Associate Professor, Department of Pathology, School of Medicine,
University of Alabama at Birmingham, Birmingham, AL 35294, USA

Paul Dexter, MD

Associate Professor, Clinical Medicine, Regenstrief Institute, and the
Department of Medicine, School of Medicine, Indiana University
Indianapolis, IN 46202, USA

X1



xii Contributors

R. Scott Evans, MS, PhD, FACMI
Senior Medical Informaticist, Professor Biomedical Informatics, LDS
Hospital/Intermountain Healthcare, Salt Lake City, UT 84132, USA

Reed M. Gardner, PhD, FACMI
Professor, Department of Medical Informatics, Intermountain Healthcare,

Department of Biomedical Informatices University of Utah, Salt Lake City,
UT 84132, USA

Antoine Geissbuhler, MD, FACMI
Professor and Chairman, Division of Medical Informatics, Geneva
University Hospitals, Geneva, Switzerland

Kenneth W. Goodman, PhD
Associate Professor of Medicine and Philosophy and Director, Bioethics
Program, University of Miami, Miami, FL 33136, USA

J. Michael Hardin, PhD
Professor of Statistics and Associate Dean for Research, Culverhouse
College of Commerce, University of Alabama, Tuscaloosa, AL 36497, USA

Peter J. Haug, MD, FACM1

Professor, Department of Biomedical Informatics, University of Utah,
Senior Informaticist, Intermountain Healthcare, Salt Lake City, UT 84132,
USA

Holly B. Jimison, PhD, FACMI

Associate Professor, Department of Medical Informatics and Clinical Epi-
demiology, Oregon Health and Science University, Portland, OR 97239,
USA

Jennifer J.B. Jimison, MPA

Research Assistant, Department of Medical Informatics and Clinical Epi-
demiology, Oregon Health and Science University, Portland, OR 97239,
USA

Tonya J. La Lande, MSHI
Systems Analyst, Bon Secours Richmond Health System, Richmond VA
23227, USA



Contributors Xiil

Burke W. Mamlin, MD

Assistant Professor, Department of Clinical Medicine, Regenstrief Institute
and Division of General Internal Medicine and Geriatrics, School of
Medicine, Indiana University Indianapolis, IN 46202, USA

Clement J. McDonald, MD, FACP, FACMI

Director, Regenstrief Institute, Regenstrief Professor of Medical Infor-
matics; Distinguished Professor, Department of Medicine, Indiana Univer-
sity School of Medicine, Indianapolis, IN 46202, USA

Randolph A. Miller, MD, FACP, FACMI

Donald A.B. and Mary M. Lindberg University Professor, Department of
Biomedical Informatics, Vanderbilt University Medical Center, Vanderbilt
University, Nashville, TN 37232, USA

J. Marc Overhage, MD, PhD, FACMI
Professor, Department of Medicine, School of Medicine, Indiana Univer-
sity and Regenstrief Institute, Indianapolis, IN 46202, USA

Beatriz H. Rocha, MD, PhD
Senior Medical Informaticist, Department of Medical Informatics, Inter-
mountain Healthcare, Salt Lake City, UT 84132, USA

Roberto A. Rocha, MD, PhD
Assistant Professor, Department of Biomedical Informatics, University of
Utah, School of Medicine, Salt Lake City, UT 84132, USA

S. Trent Rosenbloom, MD, MPH

Assistant Professor, Department of Biomedical Informatics, Assistant
Professor, School of Nursing, Vanderbilt University Medical Center,
Vanderbilt University, Nashville, TN 37232, USA

Paul P. Sher, MD
Consultant, Department of Medical Informatics and Clinical Epidemiology,
Oregon Health and Science University, Portland, OR 97239, USA

S. Andrew Spooner, MD, FAAP

John Dustin Buckman Professor and Associate Professor of Pediatrics,
Director, Division of General Pediatrics, Department of Pediatrics,
University of Tennessee Health Science Center College of Medicine,
Memphis, TN 38163; Director, Telehealth and Informatics, Le Bonheur
Children’s Medical Center, Memphis, TN 38103, USA



Xiv Contributors

William Tierney, MD, FACMI

Research Scientist, Regenstrief Institute, Indianapolis, IN 46202,
Chancellor’s Professor, Department of Medicine and Chief, Division of
General Internal Medicine and Geriatrics, Indiana University School of
Medicine, Indianapolis, IN 46202, USA

L. Russell Waitman, PhD

Assistant Professor, Department of Biomedical Informatics, Vanderbilt
University Medical Center, Vanderbilt University, Nashville, TN 37232,
USA



Section 1

Development and Evaluation
of Clinical Decision

Support Systems




1

Overview of Clinical Decision
Support Systems*

ET1A S. BERNER and Tonya J. LA LANDE

Introduction

Clinical decision support systems (CDSS) are computer systems designed
to impact clinician decision making about individual patients at the point
in time that these decisions are made. With the increased focus on the pre-
vention of medical errors that has occurred since the publication of the
landmark Institute of Medicine report, To Err Is Human, computer-based
physician order entry (CPOE) systems, coupled with CDSS, have been pro-
posed as a key element of systems’ approaches to improving patient
safety.'™ If used properly, CDSS have the potential to change the way med-
icine has been taught and practiced. This chapter will provide an overview
of clinical decision support systems, summarize current data on the use and
impact of clinical decision support systems in practice, and will provide
guidelines for users to consider as these systems begin to be incorporated
in commercial systems, and implemented outside the research and devel-
opment settings. The other chapters in this book will explore these issues
in more depth.

Types of Clinical Decision Support Systems

There are a variety of systems that can potentially support clinical decisions.
Even Medline and similar healthcare literature databases can support clin-
ical decisions. Decision support systems have been incorporated in health-
care information systems for a long time, but these systems usually have
supported retrospective analyses of financial and administrative data.’
Recently, sophisticated data mining approaches have been proposed for
similar retrospective analyses of both administrative and clinical data® (see

* This chapter is an updated version of Chapter 36 in Ball MJ, Weaver C, Kiel J
(eds). Healthcare Information Management Systems, Third Edition, New York:
Springer-Verlag, 463-477, used with permission.
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Chapter 3 for more details on data mining techniques). Although these ret-
rospective approaches can be used to develop guidelines, critical pathways,
or protocols to guide decision making at the point of care, such retrospec-
tive analyses are not usually considered to be CDSS. These distinctions are
important because vendors often will advertise that their product includes
decision support capabilities, but that may refer to the retrospective type
of systems, not those designed to assist clinicians at the point of care.
However, as the interest has increased in CDSS, more vendors have begun
to incorporate these types of systems. Metzger and her colleagues’™ have
described CDSS using several dimensions. According to their framework,
CDSS differ among themselves in the timing at which they provide support
(before, during, or after the clinical decision is made) and how active or
passive the support is, that is, whether the CDSS actively provides alerts or
passively responds to physician input or patient-specific information.
Finally, CDSS vary in how easy they are for busy clinicians to access.’
Although CDSS have been developed over the last thirty years, many of
them have been stand-alone systems or part of noncommercial computer-
based patient record systems. CDSS also differ in whether the information
provided is general or specialty-based. In recent years, some of the origi-
nally noncommercial systems are now being more widely marketed, and
other vendors are beginning to incorporate CDSS into their computer-
based patient records and physician order entry systems.

Another categorization scheme for CDSS is whether they are knowl-
edge-based systems, or nonknowledge-based systems that employ machine
learning and other statistical pattern recognition approaches. Chapter 2 dis-
cusses the mathematical foundations of the knowledge-based systems, and
Chapter 3 addresses the foundations of the statistical pattern recognition
CDSS. In this overview, we will focus on the knowledge-based systems, and
discuss some examples of other approaches, as well.

Knowledge-Based Clinical Decision Support Systems

Many of today’s knowledge-based CDSS arose out of earlier expert systems
research, where the aim was to build a computer program that could sim-
ulate human thinking.”! Medicine was considered a good domain in which
these concepts could be applied. In the last twenty years, the developers of
these systems have begun to adapt them so that they could be used more
easily to support real-life patient care processes." Many of the earliest
systems were diagnostic decision support systems, which Miller and
Geissbuhler discuss in Chapter 5. The intent of these CDSS was no longer
to simulate an expert’s decision making, but to assist the clinician in his or
her own decision making. The system was expected to provide information
for the user, rather than to come up with “the answer,” as was the goal of
earlier expert systems.'” The user was expected to filter that information
and to discard erroneous or useless information. The user was expected to
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be active and to interact with the system, rather than just be a passive recip-
ient of the output. This focus on the interaction of the user with the system
is important in setting appropriate expectations for the way the system will
be used.

There are three parts to most CDSS. These parts are the knowledge base,
the inference or reasoning engine, and a mechanism to communicate with
the user.”” As Spooner explains in Chapter 2, the knowledge base consists
of compiled information that is often, but not always, in the form of if-then
rules. An example of an if-then rule might be, for instance, IF a new order
is placed for a particular blood test that tends to change very slowly, AND
IF that blood test was ordered within the previous 48 hours, THEN alert
the physician. In this case, the rule is designed to prevent duplicate test
ordering. Other types of knowledge bases might include probabilistic asso-
ciations of signs and symptoms with diagnoses, or known drug-drug or
drug—food interactions.

The second part of the CDSS is called the inference engine or reasoning
mechanism, which contains the formulas for combining the rules or associ-
ations in the knowledge base with actual patient data.

Finally, there has to be a communication mechanism, a way of getting the
patient data into the system and getting the output of the system to the user
who will make the actual decision. In some stand-alone systems, the patient
data need to be entered directly by the user. In most of the CDSS incor-
porated into electronic medical records (EMR) systems, the data are
already in electronic form and come from the computer-based patient
record, where they were originally entered by the clinician, or may have
come from laboratory, pharmacy, or other systems. Output to the clinician
may come in the form of a recommendation or alert at the time of order
entry, or, if the alert was triggered after the initial order was entered,
systems of email and wireless notification have been employed."*"

CDSS have been developed to assist with a variety of decisions. The
example above describes a system designed to provide support for labora-
tory test ordering. Diagnostic decision support systems have been devel-
oped to provide a suggested list of potential diagnoses to the users. The
system might start with the patient’s signs and symptoms, entered either by
the clinician directly or imported from the EMR. The decision support
system’s knowledge base contains information about diseases and their
signs and symptoms. The inference engine maps the patient signs and symp-
toms to those diseases and might suggest some diagnoses for the clinicians
to consider. These systems generally do not generate only a single diagno-
sis, but usually generate a set of diagnoses based on the available informa-
tion. Because the clinician often knows more about the patient than can be
put into the computer, the clinician will be able to eliminate some of the
choices. Most of the diagnostic systems have been stand-alone systems, but
the Wizorder system, developed at Vanderbilt University, has a diagnostic
system that runs in the background, taking its information from the data
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already in the EMR.' This system has been incorporated into the
McKesson Horizon Clinicals™ system. The use of CDSS at Vanderbilt is
described in detail by Miller and his colleagues in Chapter 10.

Other systems can provide support for medication orders, a major cause
of medical errors."”” The input for the system might be the patient’s
laboratory test results for the blood level of a prescribed medication. The
knowledge base might contain values for therapeutic and toxic blood con-
centrations of the medication and rules on what to do when a toxic level of
the medication is reached. If the medication level was too high, the output
might be an alert to the physician.'” There are CDSS that are part of com-
puterized physician order entry (CPOE) systems that take a new medication
order and the patient’s current medications as input, the knowledge base
might include a drug database and the output would be an alert about drug
interactions so that the physician could change the order. Similarly, input
might be a physician’s therapy plan, where the knowledge base would
contain local protocols or nationally accepted treatment guidelines, and the
output might be a critique of the plan compared to the guidelines."® Some
hospitals that have implemented these systems allow the user to override the
critique or suggestions, but often the users are required to justify why they
are overriding it. The structure of the CDSS knowledge base will differ
depending on the source of the data and the uses to which they are put. The
design considerations, especially vocabulary issues, are not trivial. The chal-
lenges of CDSS design are discussed in more detail in Chapter 4.

Nonknowledge-Based Clinical Decision Support Systems

Unlike knowledge-based decision support systems, some of the nonknowl-
edge-based CDSS use a form of artificial intelligence called machine learn-
ing, which allows the computer to learn from past experiences and/or to
recognize patterns in the clinical data.'” Artificial neural networks and
genetic algorithms are two types of nonknowledge-based systems."

Artificial Neural Networks

Research in neural networks has been going on since the 1940s.° Artificial
neural networks (ANN) simulate human thinking and learn from exam-
ples.” An ANN consists of nodes called neurodes (which correspond to
neurons) and weighted connections (which correspond to nerve synapses)
that transmit signals between the neurodes in a unidirectional manner."?'
An ANN contains 3 layers, which include the input layer, output layer, and
hidden layer."” The input layer is the data receiver and the output layer com-
municates the results, while the hidden layer processes the incoming data
and determines the results."”

This structure bears some similarities to the knowledge-based decision
support systems, but rather than having a knowledge base derived from the
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medical literature or from an expert clinician’s knowledge, the ANN ana-
lyzes the patterns in the patient data, to derive the associations between the
patient’s signs and symptoms and a diagnosis. Many of the knowledge-
based CDSS cover a wide range of diseases. For instance, the input may be
the signs and symptoms exhibited by a patient and the output may be the
possible diseases the patient may have. Neural networks often focus on a
more narrow range of signs and symptoms, for instance, those associated
with a single disease, such as myocardial infarction.”

These systems can learn from examples when supplied with known
results for a large amount of data.”! The system will study this information,
make guesses for the correct output, compare the guesses to the given
results, find patterns that match the input to the correct output, and adjust
the weights of the connections between the neurodes accordingly, in order,
to produce the correct results.?! This iterative process is known as training
the artificial network.”> In the example with myocardial infarction, for
instance, the data including a variety of signs and symptoms from large
numbers of patients who are known to either have or not have a myocar-
dial infarction can be used to train the neural network. Once the network
is trained, i.e., once the weighted associations of signs and symptoms with
the diagnosis are determined, the system can be used on new cases to deter-
mine if the patient has a myocardial infarction.

There are many advantages and disadvantages to using artificial neural
networks. Advantages include eliminating the need to program IF-THEN
rules and eliminating the need for direct input from experts.'” ANNs can
also process incomplete data by inferring what the data should be and can
improve every time they are used because of their dynamic nature.” ANNs
also do not require a large database to make predictions about outcomes,
but the more comprehensive the training data set is, the more accurate the
ANN is likely to be.?! Even though all of these advantages exist, there are
some disadvantages. The training process involved can be time consuming."
ANNS follow a statistical pattern recognition approach to derive their for-
mulas for weighting and combining data. The resulting formulas and
weights are often not easily interpretable, and the system cannot explain or
justify why it uses certain data the way it does, which can make the relia-
bility and accountability of these systems a concern."

Despite the above concerns, artificial neural networks have many appli-
cations in the medical field. In a review article on the use of neural networks
in health care, Baxt provides a chart that shows various applications of
ANNSs, which include the diagnosis of appendicitis, back pain, dementia,
myocardial infarction, psychiatric emergencies, sexually transmitted dis-
eases, skin disorders, and temporal arteritis.” Study results have shown that
ANNS’ diagnostic predictions for pulmonary embolisms were as good as, or
better than, physicians’ predictions.” Another study also showed that neural
networks did a better job than two experienced cardiologists in detecting
acute myocardial infarction in electrocardiograms with concomitant left



8 E.S. Berner and T.J. La Lande

bundle branch block.” Studies have also shown that ANNs can predict
which patients are at high risk for cancers such as oral cancer.” The studies
described in Baxt’s chart illustrate other applications of ANNs, including
predicting outcomes for things such as surgery recovery, liver transplants,
cardiopulmonary resuscitation, and heart valve surgery, as well as the analy-
sis of waveforms of electrocardiograms (ECGs) and electroencephalograms
(EEGs).”

Genetic Algorithms

Another nonknowledge-based method used to create CDSS is a genetic
algorithm (GA). GAs were developed in the 1940s by John Holland at the
Massachusetts Institute of Technology, and are based on the evolutionary
theories by Darwin that dealt with natural selection and survival of the
fittest."” Just as species change to adapt to their environment, “GAs ‘repro-
duce’ themselves in various recombinations in an effort to find a new
recombinant that is better adapted than its predecessors. (page 239).”"
In other words, without any domain-specific knowledge, components of
random sets of solutions to a problem are evaluated, the best ones are kept
and are then recombined and mutated to form the next set of possible solu-
tions to be evaluated, and this continues until the proper solution is dis-
covered.”” The fitness function is used to determine which solutions are
good and which ones should be eliminated.'” GAs are similar to neural net-
works in that they derive their knowledge from patient data.

Genetic algorithms have also been applied in health care, but there are
fewer examples of this type of CDSS than those based on neural networks.
However, GAs have proved to be a helpful aid in the diagnosis of female
urinary incontinence.”

Although, as Hardin and Chhieng describe in Chapter 3, research has
shown that CDSS based on pattern recognition and machine learning
approaches may be more accurate than the average clinician in diagnosing
the targeted diseases, many physicians are hesitant to use these CDSS in
their practice because the reasoning behind them is not transparent.” Most
of the systems that are available today involve knowledge-based systems
with rules, guidelines, or other compiled knowledge derived from the
medical literature. The research on the effectiveness of CDSS has come
largely from a few institutions where these systems were developed.

Effectiveness of Clinical Decision Support Systems

Clinical decision support systems have been shown to improve both patient
outcomes, as well as the cost of care. Because many of the published studies
have come out of a limited number of institutions including LDS Hospital,
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Regenstrief Medical Institute and, more recently, Vanderbilt University.
Chapter 8 describes the CDSS deployed in the HELP system at LDS Hos-
pital, Chapter 9 describes the system at the Regenstrief Institute, and
Chapter 10 describes Vanderbilt’s system. In addition, there are an increas-
ing number of studies from other places, that have shown positive
impact.'”*** The systems can minimize errors by alerting the physician to
potentially dangerous drug interactions, and the diagnostic programs have
also been shown to improve physician diagnoses.”**® The reminder and
alerting programs can potentially minimize problem severity and prevent
complications. They can warn of early adverse drug events that have an
impact on both cost and quality of care.***’*** These data have prompted
the Leapfrog Group and others to advocate their use in promoting patient
safety.” As described in the chapters in Section 2 of this book, most of the
studies that have shown the strongest impact on reducing medication errors
have been done at institutions with very sophisticated, internally developed
systems, and where use of an EMR, CPOE, and CDSS are a routine and
accepted part of the work environment. As more places that do not have
that cultural milieu, or a good understanding of the strengths and limita-
tions of the systems, begin to adopt CDSS, integration of these systems may
prove more difficult.”

Several published reviews of CDSS have emphasized the dearth of evi-
dence of similar effectiveness on a broader scale and have called for more
research, especially qualitative research, that elucidates the factors which
lead to success outside the development environment.*** Studies of the
Leeds University abdominal pain system, an early CDSS for diagnosis of
the acute abdomen, showed success in the original environment and much
more limited success when the system was implemented more broadly.**
As Chapter 7 shows, while the evidence is increasing, there are still limited
systematic, broad-scale studies of the effectiveness of CDSS. Not only is
there a lack of studies on the impact of the diffusion of successful systems,
but also there are still few places utilizing the systems themselves.*“ The
KLAS research and consulting firm conducted an extensive survey of the
sites that had implemented CPOE systems.*® As KLAS defines these
systems, CPOE systems usually include CDSS that were defined as, “. ..
alerting, decision logic and knowledge tools to help eliminate errors during
the ordering process.”*® Although most of the CPOE systems provide for
complex decision support, the results of the KLAS survey showed that most
sites did not use more than 10 alerts and that many sites did not use any of
the alerting mechanisms at order entry. These data on system use outside
the research and development sites underscore the fact that despite evi-
dence that CDSS have many benefits, as the KLAS report states, “The use
of active complex alerts is in its infancy.”*®

Metzger and McDonald report anecdotal case studies of successful
implementation of CDSS in ambulatory practices.® While such descrip-
tions can motivate others to adopt CDSS, they are not a substitute for
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systematic evaluation of implementation in a wide range of settings. Unfor-
tunately, when such evaluations are done, the results have sometimes been
disappointing. A study incorporating guideline-based decision support
systems in 31 general practice settings in England found that, although care
was not optimal before implementing the computer-based guidelines, there
was little change in health outcomes after the system was implemented.
Further examination showed that, although the guideline was triggered
appropriately, clinicians did not go past the first page and essentially did
not use it.'" Another study found that clinicians did not follow the guide-
line advice because they did not agree with it.*’

There is a body of research that has shown that physicians have many
unanswered questions during the typical clinical encounter.** This should
provide an optimal opportunity for the use of CDSS, yet a study tracking
the use of a diagnostic system by medical residents indicated very little
use.” This is unusual given that this group of physicians in training should
have even more “unanswered questions” than more experienced practi-
tioners, but this may be partially explained by the fact that the system was
a stand-alone system not directly integrated into the workflow. Also, Teich
et al. suggest that reminder systems and alerts usually work, but systems
that challenge the physicians’ judgment, or require them to change their
care plans, are much more difficult to implement.” A case study of a CDSS
for notification of adverse drug events supports this contention. The study
showed that despite warnings of a dangerous drug level, the clinician in
charge repeatedly ignored the advice. The article describes a mechanism of
alerting a variety of clinicians, not just the patient’s primary physician, to
assure that the alerts receive proper attention.”” Bria made analogies to
making some alerts impossible to ignore. He used the example of the
shaking stick in an airplane to alert the pilots to really serious problems.*
In addition to the individual studies, Kawamoto et al.>® examined factors
associated with CDSS success across a variety of studies. They found that
four factors were the main correlates of successful CDSS implementation.
The factors were:

1. providing alerts/reminders automatically as part of the workflow;

2. providing the suggestions at a time and location where the decisions
were being made;

providing actionable recommendations; and

4. computerizing the entire process.

w

Thus, although these systems can potentially influence the process of care,
if they are not used, they obviously cannot have an impact. Integration into
both the culture and the process of care is going to be necessary for these
systems to be optimally used. Institutions that have developed such a
culture provide a glimpse of what is potentially possible (see Chapters
8-10). However, Wong et al., in an article published in 2000, suggest that
the incentives for use are not yet aligned to promote wide-scale adoption
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of CDSS.* Those incentives may be changing, but these systems are not
equally attractive to all stakeholders. As Doolan and Bates® illustrate, hos-
pital administrators are beginning to see advantages to adoption of CDSS
and other clinical computing applications, but at this point in time the per-
ceived disadvantages for physicians may loom larger than the advantages.
There are several reasons why implementation of CDSS is challenging.

Some of the problems include issues of how the data are entered. Other
issues include the development and maintenance of the knowledge base
and issues around the vocabulary and user interface. Finally, since these
systems may represent a change in the usual way patient care is conducted,
there is a question of what will motivate their use, which also relates to how
the systems are evaluated.

Implementation Challenges

The first issue concerns data entry, or how the data will actually get into
the system. Some systems require the user to query the systems and/or
enter patient data manually. Not only is this “double data entry” disruptive
to the patient care process, it is also time consuming, and, especially in the
ambulatory setting, time is scarce. It is even more time consuming if the
system is not mobile and/or requires a lengthy logon. Much of this disrup-
tion can be mitigated by integrating the CDSS with the hospital informa-
tion system and EMR. As mentioned above, several commercial products
have integrated decision support capabilities. What that means is if the data
are already entered into the medical record, the data are there for the deci-
sion support system to act upon, and, in fact, many systems are potentially
capable of drawing from multiple ancillary systems as well. This is a
strength, but not all clinical decision support systems are integrated, and
without technical standards assuring integration of ancillary systems, such
linkages may be difficult. There are also a number of stand-alone systems,
some of the diagnostic systems and some drug interaction systems, for
example. This means that patient data have to be entered twice—once into
the medical record system, and again, into the decision support system. For
many physicians, this double data entry can limit the usefulness of such
systems.

A related question is who should enter the data in a stand-alone system
or even in the integrated hospital systems. Physicians are usually the key
decision makers, but they are not always the person who interacts with the
hospital systems. One of the reasons for linking CDSS with physician order
entry is that it is much more efficient for the physician to receive the alerts
and reminders from decision support systems. The issue concerns not just
order entry, but also mechanisms of notification. The case study mentioned
earlier described a situation where the physician who received the alert
ignored it."” These systems can be useful, but their full benefits cannot be
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gained without collaboration between the information technology profes-
sionals and the clinicians.

Although it might not seem that vocabularies should be such a difficult
issue, it is often only when clinicians actually try to use a system, either a
decision support system or computer-based patient record or some other
system with a controlled vocabulary, that they realize either the system
cannot understand what they are trying to say or, worse yet, that it uses the
same words for totally different concepts or different words for the same
concept. The problem is there are no standards that are universally agreed
upon for clinical vocabulary and, since most of the decision support systems
have a controlled vocabulary, errors can have a major impact (see Chapter
4 for more discussion on vocabulary and other design issues).

Future Uses of Clinical Decision Support Systems

Despite the challenges in integrating CDSS, when properly used they have
the potential to make significant improvements in the quality of patient
care. While more research still needs to be done evaluating the impact of
CDSS outside the development settings and the factors that promote or
impede integration, it is likely that increased commercialization will con-
tinue. CDSS for non-clinican users such as patients are likely to grow as
well (see Chapter 11). There is increasing interest in clinical computing and,
as handheld and mobile computing become more widely adopted, better
integration into the process of care may be easier™ In addition, the con-
cerns over medical errors and patient safety are prompting a variety of ini-
tiatives that will lead to increased incorporation of CDSS. Physicians are
legally obligated to practice in accordance with the standard of care, which
at this time does not mandate the use of CDSS. However, that may be
changing. The issue of the use of information technology in general, and
clinical decision support systems in particular, to improve patient safety, has
received a great deal of attention recently.** Healthcare administrators,
payers, and patients, are concerned, now more than ever before, that clini-
cians use the available technology to reduce medical errors. The Leapfrog
Group® has advocated physician order entry (with an implicit coupling of
CDSS to provide alerts to reduce medication errors) as one of their main
quality criteria.

Even if the standard of care does not yet require the use of such systems,
there are some legal and ethical issues that have not yet been well addressed
(see Chapter 6 for a fuller discussion of these issues). One interesting legal
case that has been mentioned in relation to the use of technology in health
care is the Hooper decision. This case involved two tugboats (the T.J.
Hooper and its sister ship) that were pulling barges in the 1930s when radios
(receiving sets) were available, but not widely used on tugboats. Because
the boats did not have a radio, they missed storm warnings and their cargo
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sank. The barge owners sued the tugboat company, even though the tugboat
captains were highly skilled and did the best they could under the circum-
stances to salvage their cargo. They were found liable for not having the
radio, even though it was still not routinely used in boats. Parts of the fol-
lowing excerpt from the Hooper decision have been cited in other discus-
sions of CDSS™

... whole calling may have unduly lagged in the adoption of new and available
devices. It never may set its own tests, however persuasive be its usages. Courts must
in the end say what is required; there are precautions so imperative that even their
universal disregard will not excuse their omission. But here there was no custom at
all as to receiving sets; some had them, some did not; the most that can be urged is
that they had not yet become general. Certainly in such a case we need not pause;
when some have thought a device necessary, at least we may say that they were
right, and the others too slack.”

It has been suggested that as CDSS and other advanced computer
systems become more available, the Hooper case may not only provide
legal precedent for liability for failure to use available technology, but the
legal standard of care may also change to include using available CDSS.*®
Since this area is still new, it is not clear what type of legal precedents will
be invoked for hospitals that choose to adopt, or avoid adopting, CDSS.
One legal scholar suggests that while the use of CDSS may lower a hospi-
tal’s risk of medical errors, healthcare systems may incur new risks if the
systems either cause harm or are not implemented properly.” In any case,
there are some guidelines that users can follow that may help ensure more
appropriate use of CDSS.

Guidelines for Selecting and Implementing Clinical
Decision Support SystemsT

Osheroff et al. offer practical suggestions for steps to be taken in the imple-
mentation of CDSS.®’ The guidelines below address other issues such as
those involved in selecting CDSS, interacting with vendors, and assuring
that user expectations for CDSS are appropriate. They also include legal
and ethical issues that are discussed in more detail in Chapter 6.

Assuring That Users Understand the Limitations

In 1986, Brannigan and Dayhoff highlighted the often different philoso-
phies of physicians and software developers.”’ Brannigan and Dayhoff
mention that physicians and software developers differ in regard to how

1 Significant parts of this section and smaller parts of other sections were reprinted
with permission from Berner ES. Ethical and Legal Issues in the Use of Clinical Deci-
sion Support Systems. J. Healthcare Information Management, 2002;16(4):34-37.
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“perfect” they expect their “product” to be when it is released to the
public." Physicians expect perfection from themselves and those around
them. Physicians undergo rigorous training, have to pass multiple licensing
examinations, and are held in high esteem by society for their knowledge
and skills. In contrast, software developers often assume that initial prod-
ucts will be “buggy” and that eventually most errors will be fixed, often as
a result of user feedback and error reports. There is usually a version 1.01
of almost any system almost as soon as version 1.0 has reached most users.
Because a CDSS is software that in some ways functions like a clinician
consultant, these differing expectations can present problems, especially
when the knowledge base and/or reasoning mechanism of the CDSS is not
transparent to the user. The vendors of these systems have an obligation to
learn from the developers, and to inform the clinicians using the CDSS of
its strengths and limitations.

Assuring That the Knowledge Is From
Reputable Sources

Users of CDSS need to know the source of the knowledge if they purchase
a knowledge-based system. What rules are actually included in the system
and what is the evidence behind the rules? How was the system tested
before implementation? This validation process should extend not just to
testing whether the rules fire appropriately in the face of specific patient
data (a programming issue), but also to whether the rules themselves are
appropriate (a knowledge-engineering issue). Sim et al. advocate the use of
CDSS to promote evidence-based medical practice, but this can only occur
if the knowledge base contains high quality information.®

Assuring That the System Is Appropriate for the
Local Site

Vendors need to alert the client about idiosyncrasies that are either built
into the system or need to be added by the user. Does the clinical vocabu-
lary in the system match that in the EMR? What are the normal values
assumed by a system alerting to abnormal laboratory tests, and do they
match those at the client site? In fact, does the client have to define the
normal values as well as the thresholds for the alerts?

The answers to the questions about what exactly the user is getting are
not always easy to obtain. A few years ago, the chapter authors conducted
a survey of the nine vendors listed in the top 100 companies of the annual
vendor revenue survey of Healthcare Informatics. These companies also
indicated that their EMR systems contained decision support functional-
ity.** We began by reviewing the vendor Web sites to see how much infor-
mation about the CDSS they contained. If we could not find answers to our
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questions on the Web site, we telephoned the vendors to find an appropri-
ate person to answer our questions.

The survey asked vendors whether they provided a knowledge
base/medical logic model to their customers. If they answered yes, they were
asked what the knowledge source was, if the knowledge base was updated,
how often the knowledge base was updated, and if there was an additional
charge for the updates. If they answered no to providing a knowledge base,
they were asked if they provided templates for the user to develop rules, if
there was an additional charge for these templates, how much effort was
involved for the customer to build these rules, and whether they provided
mechanisms to obtain/buy rules from somewhere else, and if there was a
charge.

None of the vendor Web sites contained answers to all of the questions
on the survey. The knowledge source was given on one of the nine vendor
Web sites, and two of the nine vendor Web sites indicated that they pro-
vided templates to develop the rules. All nine of the vendors needed to be
contacted to obtain additional information. Obtaining this information
turned out to be a more challenging task than expected.

Three of the vendor representatives with whom we spoke were very
helpful and open to answering the questions. The other six did not know
the answers to some or all of the questions and said they would refer our
questions to someone else who would call us back. After waiting a month
with no response from the vendors, we utilized our personal contacts with
users of five of the remaining systems to request either answers or a refer-
ral to another vendor contact. Two of those contacts returned answers to
most of our questions, leaving us with four companies for whom we could
not obtain answers to most of our questions.

The results of our survey are based on the full answers to the question-
naire from four of the nine clinical decision support vendors, as well as the
information that was obtained from the Web sites and the partial answers
from one of the five remaining vendors. The results show that five of the
nine vendors provide a knowledge base/medical logic model. Two of the
five vendors said their knowledge base comes from rules they developed
based on experience with their customer base in the past. One uses a physi-
cian order entry system and knowledge source that was developed and is
currently used by a well-known academic medical center, and one of the
five vendors did not know the source of their knowledge base. Three of the
five vendors said they update their knowledge base, one does not perform
updates, and two vendor representatives did not know if their knowledge
base was regularly updated. Two of the vendors who said they provided
updates were not sure how often they occurred.

The results also show that seven of the nine vendors provide templates
to develop the rules. Three of these seven vendors did not have an answer
to the question about the amount of effort that is involved for the customer
in building these rules. Four of the seven vendors said it did not take much
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effort to build the rules with the templates. In fact, one vendor pointed
out that the time consuming part was researching, validating, and approv-
ing new rules. Also, one vendor said they provide a community Web site
for their customers to post and share rules. Four vendors said they did
not provide mechanisms to obtain/buy rules from somewhere else, one
vendor said clients could obtain rules from professional committees
and organizations, and four vendors did not have an answer to this
question.

When users ask questions like those in our survey, they may find, as
we did, that the decision support system provided is really just an expert
system shell and that local clinicians need to provide the “knowledge” that
determines the rules. For some systems, an effort has been made to use stan-
dards that can be shared among different sites, for example, the Arden
syntax for medical logic modules,” but local clinicians must still review the
logic in shared rules to assure that they are appropriate for the local situa-
tion. Using in-house clinicians to determine the rules in the CDSS can
assure its applicability to the local environment, but that means extensive
development and testing must be done locally to assure the CDSS operates
appropriately. Often a considerable amount of physician time is needed.
Without adequate involvement by clinicians, there is a risk that the CDSS
may include rules that are inappropriate for the local situation, or, if there
are no built-in rules, that the CDSS may have only limited functionality. On
the other hand, local development of the logic behind the rules may also
mean that caution should be exercised if the rules are used at different sites.
The important thing is for the user to learn at the outset what roles the
vendor and the client will have to play in the development and maintenance
of the systems. Based on our experience, and despite the fact that many of
the vendors did make an effort to provide the answers for us, there were
still many important questions for which we could not easily obtain the
information. These results can help to explain the findings from the KLAS
survey of CPOE users, which involved users of systems of many of the
same vendors we surveyed. Although these systems have decision support
capabilities, the effort involved in customizing the CDSS for the local site
may be considerable, and the result may be that CDSS capabilities are
underutilized.*®

Assuring That Users Are Properly Trained

Just as the vendor should inform the client how much work is needed to
get the CDSS operational, the vendor should also inform the client how
much technical support and/or clinician training is needed for physicians to
use the system appropriately and/or understand the systems’ recommen-
dations. It is not known whether the users of some CDSS need special clin-
ical expertise to be able to use it properly, in addition to the mechanics
of training on the use of the CDSS. For instance, systems that base their
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recommendations on what the user enters directly or on what was entered
into the medical record by clinicians have been shown to reach faulty con-
clusions or make inappropriate recommendations if the data on which the
CDSS bases its recommendations are incomplete or inaccurate.®® Also, part
of the reason for integrating CDSS with physician order entry is that it is
assumed the physician has the expertise to understand, react to, and deter-
mine whether to override the CDSS recommendation. Diagnostic systems,
for instance, may make an appropriate diagnostic suggestion that the user
fails to recognize.***® Thus, vendors of CDSS need to be clear about what
expertise is assumed in using the system, and those who implement the
systems need to assure that only the appropriate users are allowed to
respond to the CDSS advice.

As these systems mature and are more regularly integrated into the
healthcare environment, another possible concern about user expertise
arises. Will users lose their ability to determine when it is appropriate to
override the CDSS? This “de-skilling” concern is similar to that reported
when calculators became commonplace in elementary and secondary edu-
cation, and children who made errors in using the calculator could not tell
that the answers were obviously wrong. The solution to the problem is not
to remove the technology, but to remain alert to both the positive and neg-
ative potential impact on clinician decision making.

Monitoring Proper Utilization of the Installed Clinical
Decision Support Systems

Simply having a CDSS installed and working does not guarantee that it will
be used. Systems that are available for users if they need them, such as
online guidelines or protocols, may not be used if the user has to choose to
consult the system, and especially if the user has to enter additional data
into the system. Automated alerting or reminder systems that prompt the
user can address the issue of the user not recognizing the need for the
system, but another set of problems arises with the more automated
systems. They must be calibrated to alert the user often enough to prevent
serious errors, but not so frequently that they will be ignored eventually. As
mentioned earlier, there have been reports of CDSS triggering an alert that
the patient’s physician ignored.”” What this means is that testing the system
with the users, and monitoring its use, is essential for the CDSS to operate
effectively in practice as well as in theory.

Assuring the Knowledge Base Is Monitored
and Maintained
Once the CDSS is operational at the client site, a very important issue

involves the responsibility for updating the knowledge base in a timely
manner. New diseases are discovered, new medications come on the
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market, and issues like the threat of bioterrorist actions prompt a need
for new information to be added to the CDSS. Does the vendor have an
obligation to provide regular knowledge updates? Such maintenance can
be an expensive proposition given both rapidly changing knowledge and
systems with complex rule sets. Who is at fault if the end user makes a deci-
sion based on outdated knowledge, or, conversely, if updating one set of
rules inadvertently affects others, causing them to function improperly?
Such questions were raised over 20 years ago,” but because CDSS are still
not in widespread use, the legal issues have not really been tested or
clarified.

The Food and Drug Administration (FDA) is charged with device regu-
lation and has recently begun to reevaluate its previous policy on software
regulation. Up to now, many stand-alone CDSS have been exempt from
FDA device regulation because they required “competent human inter-
vention” between the CDSS’ advice and anything being done to the
patient.”” Even if the rules change and CDSS are required to pass a pre-
market approval process, monitoring would need to be ongoing to ensure
the knowledge does not get out of date, and that what functioned well in
the development process still functions properly at the client site. For this
reason, local software review committees, which would have the responsi-
bility to monitor local software installations for problems, obsolete knowl-
edge, and harm as a result of use, have been advocated.”

Conclusion

There is now growing interest in the use of CDSS.”” More vendors of infor-
mation systems are incorporating them. As skepticism about the usefulness
of computers for clinical practice decreases, the wariness about accepting
the CDSS’ advice, that many clinicians currently exhibit, is likely to
decrease. As research has shown, if CDSS are available and convenient, and
if they provide what appears to be good information, they are likely to be
heeded by clinicians. The remaining chapters in this book explore the issues
raised here in more depth. Underlying all of them is the perspective that,
as CDSS become widespread, we must continue to remember that the role
of the computer should be to enhance and support the human who is ulti-
mately responsible for the clinical decisions.
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Mathematical Foundations of
Decision Support Systems

S. ANDREW SPOONER

Many computer applications may be considered to be clinical decision
support systems. Programs that perform Medline searches or check drug
interactions do support decisions, but they are not “clinical decision support
systems” in the usual sense. What we usually mean by a clinical decision
support system (CDSS) is a program that supports a reasoning task carried
out behind the scenes and based on clinical data. For example, a program
that accepts thyroid panel results and generates a list of possible diagnoses
is what we usually recognize as a diagnostic decision support system, a par-
ticular type of CDSS. General purpose programs that accept clinical find-
ings and generate diagnoses are typical diagnostic decision support systems.
These programs employ numerical and logical techniques to convert clini-
cal input into the kind of information that a physician might use in per-
forming a diagnostic reasoning task. How these numerical techniques work
is the subject of this chapter.

Essential to the understanding of CDSS is familiarity with the basic prin-
ciples of logic and probability. A brief review of these areas is offered first,
followed by a description of a general model of CDSS, which will help in
understanding how some CDSS perform reasoning tasks. Exceptions to the
model will round out this discussion of the mathematical foundations of
CDSS.

Review of Logic and Probability
Set Theory

A brief review of basic concepts in set theory is helpful in understanding
logic, probability, and many other branches of mathematics. A set is a
collection of unique objects. For example, the major Jones criteria' for
rheumatic fever is a set:

JONES-CRITERIA-MAJOR = {carditis, migratory polyarthritis, erythema
marginatum, chorea, subcutaneous nodules}
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Likewise, the minor criteria make a set:

JONES-CRITERIA-MINOR = {fever, arthralgia, elevated acute phase
reactants, prolonged P-R interval on electrocardiogram}

To complete our description of the Jones criteria, we need a third set:

GROUP-A-STREP-EVIDENCE = {positive culture, positive rapid
antigen, antibody rise or elevation}

To apply the Jones criteria, one compares the patient’s findings with the
items in the various sets above. A patient is highly likely to have rheumatic
fever if there is evidence of group A streptococcal infection and the patient
has two major criteria or one major and two minor criteria.

Each element or member of the set is distinguishable from the others.
A subset is any collection of elements of a known set. Using the first of
the criteria above, a patient must have a subset of clinical findings con-
taining at least two of the elements of JONES-CRITERIA-MAJOR to
meet the Jones criteria for rheumatic fever. If a patient has the clinical
findings:

FINDINGS = {migratory polyarthritis, chorea, subcutaneous nodules}

then we say that FINDINGS is a subset of JONES-CRITERIA-MAJOR,
or, in set terminology:

FINDINGS c JONES-CRITERIA-MAJOR

The cardinality or size of a set is simply the number of elements in the
set. For our two examples, the cardinalities (written by placing a vertical
bar before and after the symbol for the set) are:

[FINDINGSI =3
IJONES-CRITERIA-MAJORI =5

The basic set operations are intersection and union. The intersection of
two sets is the set of elements the two sets have in common. For example,
if there is a patient with the following set of clinical findings:

CLINICAL-FINDINGS = {heart murmur, migratory polyarthritis, chorea,
subcutaneous nodules, cough}

then the intersection of this set and JONES-CRITERIA-MAJOR is
written:

CLINICAL-FINDINGS n JONES-CRITERIA-MAJOR

It is easy to see that the intersection of these two sets is simply the set
FINDINGS. The union of two sets is the set of all elements that belong to
either set. Since, by definition, a set’s elements must be distinguishable from
one another, the set resulting from the union of our patient’s findings and
the Jones major criteria is written:
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CLINICAL-FINDINGS u JONES-CRITERIA-MAJOR = f{heart
murmur, migratory polyarthritis, chorea, subcutaneous nodules, cough,
carditis, erythema marginatum, chorea}

Anyone who has done a Medline search in which two sets of literature
citations are combined has performed these set operations; the AND
function in Medline is like set intersection, and the OR function is like set
union.

Diagnostic criteria like the Jones criteria are good examples of how sets
can be used to represent diagnostic rules. The full Jones criteria, represented
in set theoretical terminology, might read like this (assuming we have sets
JONES-CRITERIA-MINOR and GROUP-A-STREP-EVIDENCE as
described at the beginning of this section):

If CLINICAL-FINDINGS is the set of a given patient’s symptoms, signs,
and laboratory test results, then the patient is highly likely to have
rheumatic fever if either of two conditions are met:

1. ICLINICAL-FINDINGS n JONES-CRITERIA-MAJORI =2
Ia(IIlI(jINICAL-FINDINGS N GROUP-A-STREP-EVIDENCEI = 1

2. |ICLINICAL-FINDINGS n JONES-CRITERIA-MAJORI =1
Ia(IIlI(jINICAL-FINDINGS N JONES-CRITERIA-MINORI = 2
Ia(IIlI(jINICAL-FINDINGS N GROUP-A-STREP-EVIDENCEI| =2 1

There are other set operations besides union and intersection. For example,
the phenomenon of set covering has applications in decision making. A
cover of a set is a set of subsets in which each element of the covered set
appears at least once as a member of one of the sets in the cover set. An
example makes this definition clearer. Suppose you were asked to recom-
mend a list of antibiotics for your hospital’s emergency department. Your
objective is to stock the minimum number of antibiotics that will be effec-
tive for 95% of the pathogenic organisms you’ve found in cultures at your
hospital. For the sake of simplicity, suppose that there are six pathogens,
each designated by a letter, which account for 95% of the infections seen
in your hospital. You might represent this set of pathogens as:

PATHOGENS = {A, B, C, D, E, F}
You have the following set of antibiotics from which to choose:
ANTIBIOTICS = {A-Cillin, B-Cillin, C-Cillin, D-Cillin, E-Cillin, F-Cillin}

Each antibiotic is described by the set of pathogens for which that anti-
biotic is effective. Here is a list of your antibiotics, with their covered
pathogen sets (each of which is a subset of PATHOGENS):
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A-Cillin = {A, C}
B-Cillin = {A, B, E}
C-Cillin = {C, D, E}
D-Cillin = {F}
E-Cillin = {B, D, F}
F-Cillin = {E}

What you seek is a set cover of the set PATHOGENS; in other words, you
want to pick a set of antibiotics which contains at least one antibiotic that
is effective for each pathogen. It’s clear that all six antibiotics taken together
make a set cover, but your job is to find the minimum number of anti-
biotics that will get the job done. Casual inspection shows that the set {A-
Cillin, E-Cillin, F-Cillin} does the job as a set cover, in that at least one
antibiotic in that set is effective for each one of the pathogens in
PATHOGENS.

There are many other set operations which can be applied to real-world
decision problems, but the brief introduction presented here should suffice
to illuminate the concepts presented in this book. Generally speaking, sets
are used to formalize logical operations in a way that a machine—usually
a computer—can understand.

Before we leave the topic of sets, fuzzy sets are worth a brief mention.
Under conventional principles of set theory, an element is either a member
of a set or it isn’t. Heart murmur, for example, is definitely not a
member of the set JONES-CRITERIA-MAJOR. Under fuzzy set theory,
membership in a set is not an all or nothing phenomenon. In a fuzzy set, an
element is a member of the set with a certain probability; e.g., cough is a
member of the set COLD-SYMPTOMS with a probability of 80% (a 4 out
of 5 chance). Fuzzy set theory has created new ways of looking at sets and
new methods for applying set theory to solve decision-making problems:
fuzzy logic.>* Fuzzy logic has been used to tackle decision-making problems
in which uncertainty plays a role.

Boolean Logic

Anyone who has performed a search of the medical literature using the
Medline system has used logic. When referring to common logical opera-
tions like combining two sets of literature citations using AND or OR,
we often refer to these operations as “Boolean” logic, in honor of George
Boole (1815-1864), a British mathematics professsor who published
seminal works on formal logic. Indeed, Medline is not a bad way to learn
about Boolean algebra, since its connection to set theory is made so clear
by the sets of literature citations that we manipulate in that system.
Suppose we have performed two literature searches. The result of one
search, set A, represents all the literature citations in the Medline database
that relate to rheumatoid arthritis. Set B consists of all the literature
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citations on immune globulin. By asking the Medline program to give us a
new set that is the result of combining A and B using the AND operator,
we have a new set, C, that contains literature citations on the use of immune
globulin in rheumatoid arthritis. When we combine two sets of citations
using the AND function of our Medline program, we are asking the com-
puter to give us all citations that appear in both sets. This corresponds
roughly to the English use of the word and.

The word OR in Boolean logic has a slightly different meaning than in
English. In everyday usage, or usually has an exclusive meaning; the state-
ment, “You may opt for chemotherapy or radiation therapy,” usually means
that one may have one or the other therapy, but not both. The Boolean OR
is different. If one were to perform another pair of Medline searches, this
time for all articles that have asthma as a keyword (set A) and those that
mention “reactive airway disease” in the text of the abstract (set B), one
could combine sets A and B with the OR function to get a comprehensive
set of citations on asthma. Because the OR function takes all citations
that appear in one or both of sets A and B, the OR function is said to be
inclusive.

There are other Boolean operators, like XOR (exclusive OR: “either A
or B but not both”) and NAND (“A and not B”), but AND and OR are
the basic operators with which we are familiar.

How is Boolean logic used in CDSS? The mathematical subjects of state-
ment logic and predicate logic give us formal definitions of how statements
can be combined to produce new conclusions. For example, consider the
following statements:

1. Urine cultures with colony counts of 10,000 or more are considered pos-
itive if they are obtained by bladder catheterization.

2. This patient’s urine culture shows more than 10,000 colonies of E. coli.

3. All patients with positive urine cultures should be treated for urinary
tract infections.

The statements can be combined intuitively, without the use of formal math-
ematics, into the conclusion:

This patient needs to be treated for a UTI.

The logic that gave us the conclusion so easily,comes from our medical intu-
ition, but computers have no intuition. They must be programmed to gen-
erate even the most obvious conclusions. To understand logic as it is
implemented on a computer, one must understand the basics of predicate
logic and deductive reasoning.

The above example about UTIs is a sloppy instance of a syllogism. A syl-
logism is a form of deductive reasoning consisting of a major premise, a
minor premise, and a conclusion. The premises are combined, using rules
of predicate logic, into a conclusion. For example, a syllogism in a ventila-
tor management decision support system might be:



28 S.A. Spooner

Major Premise: All blood gas determinations that show carbon dioxide to
be abnormally low indicate an over-ventilated patient.

Minor Premise: The current patient’s carbon dioxide is abnormally low.

Conclusion: Therefore, the current patient is over-ventilated.

Again, this conclusion is obvious, but by representing the above syllogism
using symbols, where the symbol Low-CO, represents the state of abnor-
mally low carbon dioxide and the symbol OVERVENTILATED represents
the state of an over-ventilated patient, the syllogism looks more computer-
friendly:

Major Premise: Low-CO, = OVERVENTILATED
Minor Premise: Low-CO,
Conclusion: OVERVENTILATED

Extending this example, suppose we have another statement in our CDSS
that over-ventilation should cause a high rate alarm to sound (we can rep-
resent this by the symbol HIGH-RATE-ALARM), then we can construct
the syllogism:

Major Premise: Low-CO, = OVERVENTILATED
Minor Premise: Over-ventilated = HIGH-RATE-ALARM
Conclusion: Low-CO, = HIGH-RATE-ALARM

Thus, we have generated a new rule for the system, where the intermediate
state of over-ventilation is bypassed. This simplification of two rules into a
new one may or may not help our understanding of the system, but the
results the system gives are the same: a low carbon dioxide value sets off
the high rate alarm. One can imagine how large sets of rules can be com-
bined with each other to reduce complex reasoning tasks to simple ones.

The syllogism above is an example of rule chaining, where two rules are
chained together to form a new conclusion. Specifically, the simple system
outlined above is a forward-chaining deduction system, because the system
starts with if statements and moves to a then statement. In real life, though,
we often start with the “then” portion of a logical rule. For instance, con-
sider the clinical rule:

If your patient has asthma, then give an influenza immunization each fall.

There are many other rules in real clinical practice with the same “then”
portion (“give a flu vaccine”). The question a clinician might ask is not
“Does this patient have asthma? If so, I should give a flu shot,” but
more likely the question would be simply “Does this patient need a flu
shot?” We start with the “then” portion of this set of flu shot rules. A back-
ward-chaining deduction system does this—it starts with the “then” end of
a set of rules and works backwards to answer questions based on its rule
set. In the flu shot example, a backward-chaining system would start with
the “Does this patient need a flu shot” question and immediately learn that
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the diagnosis of asthma would cause this rule to be satisfied. The system
might then ask the user or query a clinical database about the presence of
this diagnosis.

An example of a backward-chaining deduction system in medicine is the
MYCIN system developed at Stanford.* MYCIN’s domain was the selec-
tion of antibiotics for the treatment of bacterial infections based on clini-
cal and microbiological information. An example of a forward-chaining
system in medicine is Germwatcher, developed at Barnes Hospital in St.
Louis.” Germwatcher uses as its rules the Centers for Disease Control and
Prevention’s National Nosocomial Infections Surveillance System.® Using
a computer program which helps implement a forward-chaining reasoning
system called CLIPS (C Language Integrated Production System, Software
Technology Branch, National Aeronautics and Space Administration,
Johnson Space Center, Houston, TX), expert system shell Germwatcher
works in a large hospital microbiology laboratory to identify nosocomial
infections early from culture data.

CDSS that use logic like the simple ventilator-management system above
have limited application, since the range of truth encompassed by this
logical system includes only true (e.g., the High Rate alarm needs to be
sounded) or false (e.g., the High Rate alarm does not need to be sounded).
Not many applications in medicine can be reduced to such simple truths.
There may be situations where the High Rate alarm might not always have
to be sounded for a low carbon dioxide reading (e.g., for a head injury
patient who needs low carbon dioxide to preserve cerebral blood flow). To
accommodate these situations, it would be helpful if the response from the
system were something like “the high rate alarm should probably be
sounded.” Such a system would then need to be able to handle probabili-
ties, as well as certainties, which most CDSS do. MYCIN, for example,
reports its conclusions in terms of their likelihood. The next section covers
basic concepts of probability.

Probability

Everyday medical practice contains many examples of probability. We often
use words such as probably, unlikely, certainly, or almost certainly in all con-
versations with patients. We only rarely attach numbers to these terms, but
computerized systems must use some numerical representation of likeli-
hood in order to combine statements into conclusions.

Probability is represented numerically by a number between 0 and 1.
Statements with a probability of 0 are false. Statements with a probability
of 1 are true. Most statements from real life fall somewhere in the middle.
A probability of 0.5 or 50% are just as likely to be true as false. A round,
opacified area seen in the lungs on a chest radiograph is probably pneu-
monia; one might assign a probability of 0.8, or 80%, (a 4 in 5 chance) to
this statement. Based on the high probability of pneumonia, one might elect
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to treat this condition without performing further testing—a lung biopsy,
perhaps—that would increase the probability of pneumonia to greater than
80%. We are accustomed to accepting the fact that our diagnoses have a
certain probability of being wrong, so we counsel patients about what to do
in the event (we might use the term “unlikely event”) that things don’t work
out in the expected way.

Probabilities can be combined to yield new probabilities. For example,
the two statements:

Pr(diabetes) = 0.6
Pr(hypertension) = 0.3

mean that the probability of diabetes is 0.6, or 60%, (3 in 5 chance), and
the probability of hypertension is 0.3, or 30%, (3 in 10 chance). We have
not specified the clinical context of these statements, but suppose these
probabilities applied to a particular population. Suppose further that the
two conditions are independent; that is, the likelihood of patients having
one disease is unaffected by whether they have the other (not always a safe
assumption!). If we then want to know what the probability is, of finding a
patient in our specified population with both diseases, we simply multiply
the two probabilities (0.6 and 0.3) to get 0.18, or 18%. If the two clinical
conditions are not independent, (e.g., pulmonary emphysema and lung
cancer) then we cannot combine the probabilities in such a simple, multi-
plicative manner. This is much like the AND function in Medline or the
intersection function as applied to sets.

The familiar “OR” function from our Medline program also has a math-
ematical meaning in combining probabilities. If we wanted to know how
many patients in the above example had diabetes or hypertension (remem-
ber: this would also include those with both diseases in the usual mathe-
matical sense of or), we would compute:

Pr(diabetes OR hypertension) = Pr(diabetes) + Pr(hypertension) —
Pr(diabetes AND hypertension).

The last term in the above equation we already know to be 0.6 X 0.3 =0.18,
so:

Pr(diabetes OR hypertension) = 0.6 + 0.3 — 0.18 = 0.72.

Conditional probability is another type of probability often used in med-
icine. A conditional probability is the probability of an event (or the prob-
ability of the truth of a statement) given the occurrence of another event (or
the truth of another statement). The most familiar case of conditional prob-
ability in medicine arises in the interpretation of diagnostic tests. For
example, the probability of pneumonia given a round density on a chest
radiograph is what we need to know in interpreting that diagnostic test if
it is positive. In mathematical notation, this conditional probability is
written this way:
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Pr(Pneumonia | Round Density on CXR).

One reads this notation, “The probability of pneumonia given a round
density on chest radiograph.” This notation is convenient in the explana-
tion of Bayes’ rule, which is the cornerstone of the logic in many decision
support systems.

Bayes’ Rule

If we have a patient with jaundice, how likely is it that he has hepatitis?
Written another way, we seek to learn:

Pr(hepatitis | jaundice),

which is read as “the probability of hepatitis given the presence of jaun-
dice.” We may not have this probability at our fingertips, but we might be
able to find a slightly different probability more easily:

Pr(jaundice | hepatitis),

which is, simply, the probability of jaundice given the presence of hepatitis.
The latter probability could be found by studying a series of patients with
proven hepatitis (it would be easy to get this data by looking up diagnosis
codes in the medical records department) and computing the percentage of
these patients who present with jaundice. However, this does not directly
answer our original question. Bayes’ rule allows us to compute the proba-
bility we really want—Pr(hepatitis | jaundice)—with the help of the more
readily available number Pr(jaundice | hepatitis). Bayes’ rule’ is simply
this:

Pr(hepatitis) x Pr(jaundice | hepatitis)
Pr(jaundice)

Pr(hepatitis | jaundice) =

Notice that to solve this equation, we need not only Pr(jaundice | hepati-
tis), but Pr(hepatitis)—the probability of hepatitis independent of any given
symptom—and Pr(jaundice)—the probability of jaundice independent of
any particular disease. These two independent probabilities are called prior
probabilities, since they are the probabilities prior to the consideration of
other factors.

The derivation of Bayes’ rule is very simple. We already know that the
probability of any two events occurring simultaneously is simply the
product of their individual probabilities. For example, the joint probability
we already computed of diabetes and hypertension in a hypothetical pop-
ulation was:

Pr(diabetes AND hypertension) = Pr(diabetes) x Pr(hypertension)
=0.6 x 0.3 =0.18.
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We were free to multiply these together, because in our hypothetical pop-
ulation, the likelihood of one disease occurring in an individual was inde-
pendent of the other. In other words:

Pr(hypertension) = Pr(hypertension | diabetes)
and
Pr(diabetes) = Pr(diabetes | hypertension).

In this population, one’s chance of having one disease is unaffected by the
presence of the other disease.

In medicine, we are often faced with the question of the likelihood of
two interrelated events occurring simultaneously in a patient. The case of
a diagnostic test and the disease it is supposed to test for is a good example:
what is the probability of an abnormal chest radiograph and pneumonia
occurring in the same patient simultaneously? The question asks for this
probability:

Pr(pneumonia AND abnormal CXR).

Can’t we simply find out what the incidence of pneumonia in the popula-
tion is, and multiply it by the incidence of abnormal chest radiographs in
the population? A moment’s reflection should show that this simple calcu-
lation is not sufficient. For example, if the incidence of pneumonia is 1 in
1000, and the incidence of abnormal chest radiograph is 1 in 100, then the
erroneous probability would be computed:

1 1

—_— X —_—
1000 100
=0.00001 = 0.001 %

WRONG: Pr(pneumonia AND abnormal CXR) =

This does not fit with our clinical intuition very well, since we know that
people with pneumonia tend to have abnormal chest films. Our intuition
says that the probability of the two events occurring together should be
pretty close to the probability of having pneumonia alone, since a majority
of those patients will have abnormal chest films. What we really need to
compute is this:

Pr(pneumonia AND abnormal CXR) = Pr(pneumonia) x Pr(abnormal
CXR | pneumonia).

This is the probability of pneumonia multiplied by the probability of an
abnormal chest radiograph given that pneumonia exists. If we take
Pr(abnormal CXR | pneumonia) to be 90%, then the computation matches
our intuition much better.

In general, for any two events A and B:

Pr(A AND B) = Pr(A) x Pr(B | A)
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and
Pr(B AND A) = Pr(B) x Pr(A | B).

But since Pr(A AND B) must surely equal Pr(B AND A), we can say that
the right-hand sides of the equations above are equal to each other:

Pr(A) x Pr(B | A) = Pr(B) x Pr(A | B)
Rearranging this equation, we have Bayes’ rule:

Pr(A)xPr(B|A)
Pr(B)

Pr(A |B)=

At an intuitive level, we use Bayes’ rule when making seat-of-the-pants esti-
mates of disease probability in patients. For example, if we designate hepati-
tis by A and jaundice by B, and there were an on-going epidemic
of hepatitis (i.e., Pr(A) was high), then our index of suspicion for hepatitis
in a jaundiced person would be increased. Likewise, if the likelihood of
jaundice due to other causes was high (i.e., Pr(B) was high), then our esti-
mation of the probability of hepatitis as a specific diagnosis would be
lowered. Similarly, if jaundice were pathognomonic of hepatitis (i.e.,
Pr(A | B) was 1 or near to it), then our hepatitis diagnosis would be greatly
increased. By using numerical estimates of the probability of diseases,
findings, and conditional probabilities, Bayes’ rule can help make medical
decisions.

One might imagine a simple CDSS in which one enters a single symptom
and receives the probability of the presence of a disease given that
symptom. A problem arises when one wishes to get disease probabilities
given multiple symptoms. The number of data points needed to do Bayesian
calculations on multiple simultaneous symptoms is huge. For example, in a
system which handles only single symptoms, if one had a database of 1000
symptoms and 200 diseases, one would need to create 1000 x 200 = 200,000
conditional probabilities, 1000 symptom probabilities, and 200 disease prob-
abilities, for a total of about 200,000 numbers. Since most of these numbers
are 0 (many symptoms are unrelated to many diseases), this may be a rea-
sonable amount of numbers to collect into a knowledge base. When one
starts considering the probabilities needed to do computations on two
simultaneous symptoms, this number climbs from 200,000 to about
200,000,000! If one wanted to design a system that could handle the very
realistic situation of 5 or 6 simultaneous symptoms, estimating the number
of numbers needed to support the calculation would be intractable. Modi-
fying the system to handle multiple simultaneous “diseases” adds even more
to the complexity. Only after making the simplifying assumption that most
disease findings are independent of one another® do many CDSS use
Bayesian approaches. One such system, Iliad,” profitably employed this
assumption.
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Informal Logic

Even if we create a reasoning system that follows all the rules of logic and
probability, it would be difficult to come up with all the numbers that must
be assigned to each event in even a small clinical database. Many success-
ful CDSS have circumvented this difficulty by employing informal rules of
logic to accomplish the reasoning task, without creating an intractable data-
gathering task. In the early development of one of the most famous CDSS,
MYCIN,*" the creators of the system developed their own logic system
(heuristic) that made intuitive sense. This system employed “certainty
factors” which ranged from —1 (false) to +1 (true). A certainty factor of 0
indicated no belief in either direction in the statement’s veracity. In com-
bining several statements with the AND function into a single combined
statement in M'YCIN, one simply takes the minimum certainty factor of all
the statements as the certainty factor of the combined statement. This
makes a certain intuitive sense: we cannot be any more certain of an AND
statement than we are of the least certain part. Later development of the
MYCIN project showed a sound probabilistic basis for the certainty factor
rules, but the point here is that sometimes cutting mathematical corners can
still yield a useful system. In both the QMR and DXplain'? CDSS, there
is a database of diseases and findings (a finding is an item from the history,
physical examination, laboratory data, or radiographic data). Each disease
is defined by a particular set of findings. Each disease-finding relationship
is assigned a frequency (of the finding among people with the disease) and
an evoking strength (of how strongly a finding would evoke the possibility
of a disease) on an ordinal scale (1-5 for frequency; 0-5 for evoking
strength). These two factors make intuitive sense, and the system works, but
the manipulation of these factors within these systems is very different from
the formal algebra of logic and probability.

The General Model of Knowledge-Based Decision
Support Systems

There are similarities between physician and CDSS reasoning, although a
CDSS might arrive at a similar conclusion to a physician without employ-
ing the same model of reasoning. Physicians do use some probabilistic infor-
mation when they make decisions. For instance, a physician might make a
diagnosis of influenza more often during the winter when influenza is more
prevalent (probable) than in the summer. However, physicians use this
information in informal ways; in other words, they do not actually use
numbers in formulas to make diagnostic decisions.”** Another feature of
real-life clinical decision making is that physicians do not require complete
information to make a decision. Most doctors are comfortable making
decisions based on incomplete or contradictory information.'® In contrast,



2. Mathematical Foundations of Decision Support Systems 35

Input Output

FIiGure 2.1. A general model of a clinical diagnostic decision support system.

CDSS rely on well defined numerical techniques to do their reasoning, and
they do require sufficient information to complete their formulae. While
physicians can fall back on their knowledge of pathophysiology, CDSS are
not well suited to situations in which hard data are unknown. To understand
how these systems operate, and under what conditions they are best used,
it is important to appreciate a general model of CDSS.

Figure 2.1 shows a general model of CDSS. There is input to the system
and output from it. The CDSS has a reasoning (inference) engine and a
knowledge base. Understanding these basic components provides a useful
framework for understanding most CDSS and their limitations. There are
systems which do not follow this model which will be discussed briefly later
in this chapter and in Chapter 3 in more detail.

The user supplies input appropriate to the system (i.e., terms from the
system’s controlled vocabulary to represent clinical data), and the system
supplies output (e.g., a differential diagnosis). The reasoning engine applies
formal or informal rules of logic to the input and often relies on additional
facts encoded in the system’s knowledge base. The knowledge base is the
compilation of the relationships between all of the diseases in the system
and their associated manifestations (e.g., signs, symptoms, laboratory and
radiographic tests). Maintaining the knowledge base in such systems is the
most significant bottleneck in the maintenance of such systems, since the
knowledge base needs to be expanded and updated as medical knowledge
Srows.

Input

The manner in which clinical information is entered into the CDSS (user
interface) varies from system to system, but most diagnostic systems
require the user to select terms from its specialized, controlled vocabulary.
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Comprehension of natural language has been an elusive goal in the devel-
opment of CDSS. While it would be highly desirable to be able to speak or
type the query “What are the diagnostic possibilities for a four-year-old
child with joint swelling and fever for a month,” most who have used such
systems are accustomed to the task of reformatting this question in terms
the particular CDSS can understand. We might, for example, break the
above query into components:

e Age: 4 years

¢ Gender: unspecified

e Symptom: joint swelling
e Duration: 1 month

e Time course: unknown

This breakdown of the original query might work on one system, but
another system might demand that we break it down another way:

e Age: less than 12 years
¢ Finding: arthritis

Notice that the second description describes the age in vague terms, and it
forces us to eschew joint swelling for the more specific term arthritis (usually
defined as joint pain, redness, warmth, and swelling). In the vocabulary of the
program, the age of four years (as opposed to 10 years) is unimportant, and
joint swelling, without other signs of inflammation, is undefined.

Any physician who has assigned diagnostic and procedural codes in
billing systems understands the limitations of controlled vocabularies. In a
CDSS, it is common for the user’s input to be restricted to a finite set of
terms and modifiers. How well the system works in a given clinical situa-
tion may depend on how well the system’s vocabulary matches the terms
the clinician uses. CDSS take a variety of terms, called findings, which
encompass items from the medical history, physical examination, laboratory
results, and other pieces of clinical information. What constitutes a valid
finding in a given program is entirely up to the program; there is no “stan-
dard” set of findings for all CDSS. For general purpose CDSS, items from
the history and physical examination are going to be the findings. In spe-
cialized domains, e.g., an arterial-blood—gas expert system, the input vocab-
ulary will be entirely different and much more restrictive.

Entering “chest pain” as a finding in a CDSS may be insufficient to
capture the essence of the symptom. “Chest pain radiating to the left arm”
may be sufficient, but usually there are pertinent temporal factors related
to symptoms that are difficult to express in a controlled vocabulary. For
example, “sudden onset, 20 minutes ago, of chest pain radiating to the left
arm” has a very different meaning from “five-year history of continuous
chest pain radiating to the left arm.” While CDSS often include a vocabu-
lary of severity and location modifiers, temporal modifiers are more diffi-
cult to build into a system, since minute changes in the timing of onset and
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duration can make a big difference in the conclusion the system reaches.
Some CDSS make simplifying assumptions about broad categories of
timing (acute, subacute, chronic) to aid in the temporal description of find-
ings. Although users may experience frustration in being unable to enter
temporal information, the research is equivocal in its impact.

One solution to the problem of temporal modeling in CDSS is to use an
explicit model of time, in which the user is asked to specify intervals and
points in time, along with temporal relationships between events (e.g., event
A occurred before event B), in order to drive a temporal reasoning process
within the CDSS. Clearly, this complicates the matter of entering data (to
say nothing of programming the system). A simpler approach is to model
time implicitly. In implicit time,"” temporal information is built into the data
input elements of the CDSS; no special temporal reasoning procedures are
required. For example, one input item could be “history of recent exposure
to strep.” By joining the concept “history of” with the concept of a partic-
ular bacterial pathogen, one successfully abstracts the temporal nature of
this finding, which would be pertinent in the diagnosis of rheumatic fever
or post-streptococcal glomerulonephritis. Note that no explicit definition of
“recent” is part of this representation; if for some reason one needed to dis-
tinguish infection 2 weeks ago from infection 3 months ago, this abstraction
would not suffice. Thus, there is a disadvantage to this simplification.
Nonetheless, CDSS which use implicit temporal abstractions seem to
perform well for time-sensitive clinical cases.

Inference Engine

There are many ways of programming an inference engine. The inference
engine is the portion of the CDSS that combines the input and other data
according to some logical scheme for output. Users of the system do not
usually know—or need to know—how the engine works to achieve the
results.

One such scheme for an inference engine is the Bayesian network. Recall
that Bayes’ rule helps us express conditional probabilities—the likelihood
of one event given that another has occurred. A Bayesian network is a way
to put Bayes’ rule to work by laying out graphically which events influence
the likelihood of occurrence of other events. Figure 2.2 shows a Bayesian
network for the diagnosis of pneumonia.

The arrows in the diagram indicate all of the conditional relationships
between findings and diagnoses. Note that the symptoms listed are not nec-
essarily independent; since febrile patients are often tachypneic, even in the
absence of lung disease, one cannot say the two are as independent as
Bayesian reasoning requires. Conceptually, this network simply states that
the diagnosis of pneumonia is supported by the presence of three symp-
toms. The strength of association—that is, how strongly pneumonia is sug-
gested by each of the three symptoms—varies with each symptom-disease
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Ficure 2.2. A Bayesian network for the diagnosis of pneumonia.

pairing. By “activating” all three nodes (cough, fever, and tachypnea) the
probability of pneumonia is maximized. Of course, each of these three
nodes might be tied to other disease states in the knowledge base (like lung
cancer or upper respiratory infection).

Bayesian networks can be complex, but their usefulness comes from their
ability to represent knowledge in an intuitively appealing way. Inference
engines that operate on the basis of a network simply adjust probabil-
ities based on simple mathematical relationships between nodes in the
network. Iliad,” a general CDSS, is one such program that is built on
Bayesian reasoning, and whose reasoning engine can be described as
a Bayesian network. Mammonet' is a mammography CDSS built on a
Bayesian network whose nodes include quality of the breast mass, age at
menarche, age of the patient, type of calcification of the mass, and other
findings apt to be present in the evaluation of a mammogram.

Production rule systems are another method of programming an infer-
ence engine. The rules of predicate logic dictate the functioning of such an
engine as it combines statements to form new conclusions. MYCIN,
described earlier, uses a production rule system. Production rules are an
intuitively attractive way to start thinking about CDSS, since so much
of the care physicians give in daily practice follows certain well known
rules (e.g., giving patients with asthma an influenza vaccine each year).
Other CDSS using production rules include IMM/Serve,” a rule-based
immunization decision-making program developed at Yale University and
Hepaxpert (MED-EXPERT Data Systems Ltd., Vienna, Austria), a rule-
based hepatitis serology expert system. Production rule systems can get
quite complicated beyond narrow domains.

An appealing solution to the problem of constructing inference engines
in a clinical setting is to develop a cognitive model of actual clinical rea-
soning. In other words, one could study the reasoning that a physician uses
and attempt to create a computerized version of that cognitive task.
Workers in the field of artificial intelligence, in modeling human cognition,
have developed the notion of “frames” or schemes, as a reasonable
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cognitive model. A frame consists of a set of “slots” into which fit details of
a particular kind of information. For example, a disease frame may have a
slot for etiologic agent and time course. Frames can be used to construct a
semantic network model of the world, which may then be searched for
answers to questions based on a particular situation. One such application
of frames in medicine is the criterion-table method of diagnosing diseases
like rheumatoid arthritis or Kawasaki disease. By applying a list of criteria,
physicians can classify patients by diagnosis. The AI/Rheum system®
employs this familiar device in an inference engine that can be used outside
its original domain of rheumatologic diseases.

One important aspect of inference engines is their independence from
their knowledge base. Since CDSS take a great deal of time to develop,
reusability has been a focus of research.” Theoretically, one should be able
to take any inference engine and apply it in any domain. In reality, a given
inference engine is developed with a particular domain in mind, and its use
does not move from that domain.

Knowledge Base

For CDSS to work, they must possess some form of medical knowledge.
Obviously, the method of encoding this knowledge must match the infer-
ence engine design. For example, a CDSS based on a Bayesian network
must contain probabilities—prior, conditional, and posterior—of diseases
and findings. A big obstacle to building such a knowledge base is that many
relevant probabilities are not known. While the medical literature can
surely help with this task, and CDSS developers use the literature to varying
degrees in building their knowledge bases, knowledge base developers must
resort to estimates of probabilities, based on the clinical judgment of
experts, to fill in the needed numbers. Unfortunately, physicians can exhibit
markedly variable behavior in supplying such numbers,> and probabilities
can vary from situation to situation, even with the same disease entities
(e.g., variations in disease prevalence with different populations).

Once one creates a knowledge base and populates it with some amount
of data, the next task is to create a way to maintain it. Since many CDSS
begin as funded academic research projects, it is no wonder that develop-
ment of their knowledge bases often halts after the grant funds cease. Since
knowledge base maintenance takes a tremendous amount of time, and since
the market for some CDSS is rather small, many CDSS become too expen-
sive to maintain. The knowledge-acquisition bottleneck® has been recog-
nized as a problem in CDSS research.

Output

The output of CDSS is usually in the form of a list of possibilities,
ranked in some order of probability. Sometimes probability is not the only
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criterion on which results are evaluated; for example, in the DXplain
output, diseases which are not necessarily very likely, but whose misdiag-
nosis would be catastrophic, are flagged with a special disease-importance
tag to call attention to the possibility.'> Very often, physicians are not inter-
ested in the most likely diagnosis from a CDSS; for experienced physicians,
the most likely diagnosis is obvious. It is the less likely diagnosis that one
might fail to consider that interests physicians in CDSS, yet clearly it is dif-
ficult to draw the line between the rare and the ultra-rare.

Nonknowledge-Based Systems

The systems discussed so far have been knowledge-based in the sense that
an expert must expressly encode medical knowledge into numerical form
for the systems to work. The knowledge-based systems cannot simply
“learn” how to do the reasoning task from modeling human experts; the
human expert must put the knowledge into the system explicitly and
directly.

Neural Networks

There are systems that can learn from examples. Neural networks are the
most widely recognized of these types of systems, and there are regular
reports in the medical literature on their use in diverse fields.***
Artificial neural networks are constructed in a fashion similar to biolog-
ical neural networks. Neuron bodies (“nodes”) are connected to one
another by axons and dendrites (“links™). Nodes may be turned on or off,
just as a biological neuron can be in an activated or inactivated state. Acti-
vation of a node causes activation of a signal on a link. The effect of that
signal depends on the weight assigned to that link. In most learning neural
networks, some nodes are input nodes and some are output nodes. In the
CDSS context, the input nodes would be findings and the output nodes
would be possible diseases. To understand how a neural network might
work, consider the problem of determining whether a person with a sore
throat has streptococcal infection (as opposed to a harmless viral infection).
There are many input nodes to this decision, and perhaps two output nodes,
strep infection and viral infection. By presenting to a neural network many
thousands of cases of sore throat (where the outcome is known), the neural
network would “learn,” for example, that the presence of cough decreases
the likelihood of strep, and the height of fever increases this likelihood.
The appealing feature of neural networks—and what separates this tech-
nique from other methods of discovering relationships among data, like
logistic regression—is the ability of the system to learn over time. A neural
network changes its behavior based on previous patterns. In a domain
where the relationship between findings and diseases might change, like
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infectious disease surveillance, this changing behavior can be desirable.
Another desirable feature of neural networks is the lack of necessity to
understand complex relationships between input variables; the network
learns these relationships as it changes the links between its nodes. This is
the principal difference between neural networks and Bayesian networks.
In the latter, one explicitly constructs the network based on one’s knowl-
edge of pathophysiology and known probabilities. With neural networks,
the links are established as the network is developed, often on the basis of
a learning process, without regard to pathophysiologic facts. A disadvan-
tage of neural networks, however, is that unlike the other systems discussed,
the “rules” that the network uses do not follow a particular logic and are
not explicitly understandable.

Genetic Algorithms

Genetic algorithms represent another nonknowledge-based method for
constructing CDSS.*% Genetic algorithms take their name from an
analogy to the molecular rearrangements that take place in chromosomes.
Genes rearrange themselves randomly; such rearrangements give rise to
variations in an individual, which can affect the individual’s ability to pass
on genetic material. Over time, the species as a whole incorporates the most
adaptive features of the “fittest” individuals. Genetic algorithms take a
similar approach. To use a genetic algorithm, the problem to be solved must
have many components (e.g., a complex cancer treatment protocol with
multiple drugs, radiation therapy, and so on). By selecting components ran-
domly, a population of possible solutions is created. The fittest of these solu-
tions (the one with the best outcome) is selected, and this subpopulation
undergoes rearrangement, producing another generation of solutions. By
iteratively extracting the best solutions, an optimal solution can be reached.
The main challenge in using genetic algorithms is in creating the criteria by
which fitness is defined. Since the computing power required to use both
genetic algorithms and neural networks is considerable, these techniques
have had only limited use in medicine.

Summary

Understanding clinical decision support systems requires a basic under-
standing of probability and logic. Set theory, familiar to most practitioners
who have manipulated collections of literature citations in Medline, pro-
vides the basis for understanding probability and other computational
methods for reasoning. Probability—in particular, conditional probability—
is the principle behind most modern CDSS, but nonprobabilistic heuristic
techniques have been used to good effect in the past. Understanding CDSS
can be facilitated by considering four basic components of the CDSS
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process: input, reasoning engine, knowledge base, and output. Input is often
constrained by controlled vocabularies or limitations in temporal expression
of clinical features. Reasoning engines take on different designs, but their
operation is usually transparent to the user of a CDSS. Knowledge bases
contain data from which the reasoning engine takes rules, probabilities, and
other constructs required to convert the input into output. Output can take
many forms, including a differential diagnosis list or simply a probability of
a particular diagnosis. Nonknowledge-based systems use techniques of
machine learning to generate methods of turning input into meaningful
output, regardless of an explicit representation of expert knowledge.
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Data Mining and Clinical Decision
Support Systems

J. MicHAEL HARDIN and Davip C. CHHIENG

Introduction

Data mining is a process of pattern and relationship discovery within large
sets of data. The context encompasses several fields, including pattern
recognition, statistics, computer science, and database management. Thus
the definition of data mining largely depends on the point of view of the
writer giving the definitions. For example, from the perspective of pattern
recognition, data mining is defined as the process of identifying valid, novel,
and easily understood patterns within the data set.!

In still broader terms, the main goal of data mining is to convert data into
meaningful information. More specifically, one major primary goal of data
mining is to discover new patterns for the users. The discovery of new
patterns can serve two purposes: description and prediction. The former
focuses on finding patterns and presenting them to users in an interpretable
and understandable form. Prediction involves identifying variables or fields
in the database and using them to predict future values or behavior of some
entities.

Data mining is well suited to provide decision support in the healthcare
setting. Healthcare organizations face increasing pressures to improve the
quality of care while reducing costs. Because of the large volume of data
generated in healthcare settings, it is not surprising that healthcare organi-
zations have been interested in data mining to enhance physician practices,
disease management, and resource utilization.

Example 3.1

One early application of data mining to health care was done in the early
1990s by United HealthCare Corporation. United HealthCare Corporation
was a managed-care company, and developed its first data mining system,
Quality Screening and Management (QSM), to analyze treatment records
from its members.> QSM examined 15 measures for studying patients with
chronic illness and compared the care received by its members to that rec-
ommended by national standards and guidelines. Results of the analyses
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were then used to identify appropriate quality management improvement
strategies, and to monitor the effectiveness of such actions. Although not
providing direct support for decision making at the point of care, these data
could be used to improve the way clinical guidelines are used.

Data Mining and Statistical Pattern Recognition

Pattern recognition is a field within the area of data mining. It is the science
that seeks analytical models with the ability to describe or classify
data/measurements. The objective is to infer from a collection of data/
measurements mechanisms to facilitate decision-making processes.>* With
time, pattern recognition methodologies have evolved into an interdiscipli-
nary field that covers multiple areas, including statistics, engineering, com-
puter science, and artificial intelligence. Because of cross-disciplinary
interest and participation, it is not surprising that pattern recognition is
comprised of a variety of approaches. One approach to pattern recognition
is called statistical pattern recognition.

Statistical pattern recognition implies the use of a statistical approach to
the modeling of measurements or data.’ Briefly, each pattern is represented
by a set of features or variables related to an object. The goal is to select
features that enable the objects to be classified into one or more groups or
classes.

Data Mining and Clinical Decision Support Systems

With the advent of computing power and medical technology, large data
sets as well as diverse and elaborate methods for data classification have
been developed and studied. As a result, data mining has attracted consid-
erable attention during the past several decades, and has found its way into
a large number of applications that have included both data mining and
clinical decision support systems. Decision support systems refer to a class
of computer-based systems that aids the process of decision making.® Table
3.1 lists some examples of decision support systems that utilize data mining
tools in healthcare settings.

A typical decision support system consists of five components: the data
management, the model management, the knowledge engine, the user inter-
face, and the user(s).” One of the major differences between decision
support systems employing data mining tools and those that employ rule-
based expert systems rests in the knowledge engine. In the decision support
systems that utilize rule-based expert systems, the inference engine must be
supplied with the facts and the rules associated with them that, as
described in Chapter 2, are often expressed in sets of “if-then” rules. In this
sense, the decision support system requires a vast amount of a priori
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TaBLE 3.1. Examples of clinical decision support systems and data mining tools that

utilize statistical pattern recognition.

System (reference)

Description

Medical imaging recognition and interpretation system

Computer-aided diagnosis of
melanoma®

Computer-aided diagnosis of
breast cancer?!

Monitoring tumor response to
chemotherapy®

Diagnosis of neuromuscular
disorder™

Discrimination of neoplastic and
non-neoplastic brain lesions”

Analysis of digitized images of skin lesions to diagnose
melanoma

Differentiation between benign and malignant breast
nodules, based on multiple ultrasonographic features

Computer-assisted texture analysis of ultrasound images
aids monitoring of tumor response to chemotherapy

Classification of electromyographic (EMG) signals,
based on the shapes and firing rates of motor unit
action potentials (MUAPs)

Predicting the presence of brain neoplasm with
magnetic resonance spectroscopy

Gene and protein expression analysis

Molecular profiling of breast
cancer”

Screening for prostate cancer™

Educational system
Mining biomedical literature®

Laboratory system
ISPAHAN*

Histologic diagnosis of
Alzheimer’s disease®

Diagnosis of inherited metabolic
diseases in newborns™®

Acute care system
Identification of hospitals with
potential quality problems™

Prediction of disposition for
children with bronchiolitis®

Estimating the outcome of
hospitalized cancer patients®

Miscellaneous
Flat foot functional evaluation®

Identification of breast cancer subtypes distinguished by
pervasive differences in their gene expression
patterns

Early detection of prostate cancer based on serum
protein patterns detected by surface enhanced laser
description ionization time-of-flight mass spectometry
(SELDI-TOF MS)

Automated system to mine MEDLINE for references
to genes and proteins and to assess the relevance of
each reference assignment

Classification of immature and mature white blood cells
(neutrophils series) using morphometrical parameters

Analysis of digital images of tissue sections to identify
and quantify senile plagues for diagnosing and
evaluating the severity of Alzheimer’s disease

Identification of novel patterns in high-dimensional
metabolic data for the construction of classification
system to aid the diagnosis of inherited metabolic
diseases

Using logistic regression models to compare hospital
profiles based on risk-adjusted death with 30 days of
noncardiac surgery

Neural network system to predict the disposition in
children presenting to the emergency room with
bronchiolitis

Predicting the risk of in-hospital mortality in cancer
patients with nonterminal disease

Gait analysis to diagnosis “flat foot” and to monitor
recovery after surgical treatment
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knowledge on the part of the decision maker in order to provide the right
answers to well formed questions. On the contrary, the decision support
systems employing data mining tools do not require a priori knowledge on
the part of the decision maker. Instead, the system is designed to find new
and unsuspected patterns and relationships in a given set of data; the system
then applies this newly discovered knowledge to a new set of data. This is
most useful when a priori knowledge is limited or nonexistent.

Many successful clinical decision support systems using rule-based expert
systems have been developed for very specialized areas in health care.®"
One early example of a rule-based expert system is MY CIN, which used its
rules to identify micro-organisms that caused bacteremia and meningitis."
However, such systems can be challenging to maintain due to the fact that
they often contain several thousand rules or more. In addition, these
“if-then” rule systems have difficulty dealing with uncertainty. Bayesian
systems (see Chapter 2) are one way of addressing uncertainty. Statistical
pattern recognition approaches are another.

Supervised Versus Unsupervised Learning

Data mining and predictive modeling can be understood as learning from
data. In this context, data mining comes in two categories: supervised learn-
ing and unsupervised learning.

Supervised Learning

Supervised learning, also called directed data mining, assumes that the user
knows ahead of time what the classes are and that there are examples of
each class available. (Figure 3.1A) This knowledge is transferred to the
system through a process called training. The data set used in this process
is called the training sample. The training sample is composed of dependent
or target variables, and independent variables or input. The system is
adjusted based on the training sample and the error signal (the difference
between the desired response and the actual response of the system). In
other words, a supervised learning system can be viewed as an operation
that attempts to reduce the discrepancy between the expected and observed
values as the training process progresses. With enough examples in the
training data, the discrepancy will be minimized and the pattern recogni-
tion will be more accurate.

The goal of this approach is to establish a relationship or predictive
model between the dependent and independent variables. Predictive mod-
eling falls into the category of supervised learning because one variable is
designated at the target that will be explained as a function of other vari-
ables. Predictive models are often built to predict the future values or
behavior of an object or entity. The nature of the target/dependent variable
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Ficure 3.1. A, Supervised learning. B, Unsupervised learning.

determines the type of model: a model is called a classification model if the
target variable is discrete; and a regression model if the target variable is
continuous.

Example 3.2

Goldman et al. described the construction of a clinical decision support
system to predict the presence of myocardial infraction in a cohort of 4,770
patients presenting with acute chest pain at two university hospitals and
four community hospitals.”” Based on the patient’s symptoms and signs, the
clinical decision support system had similar sensitivity (88.0% versus
87.8%) but a significantly higher specificity (74% versus 71%) in predict-
ing the absence of myocardial infarction when compared to physicians’
decisions if the patients were required to be admitted to the coronary care
unit. If the decision to admit was based solely on the decision support
system, the admission of patients without infarction to the coronary care
unit would have been reduced by 11.5% without adversely affecting patient
outcomes or quality of care.

A Priori Probability

In supervised learning, the frequency distribution, or a priori probability, of
the classes of a certain training set (or a sample taken from the general pop-
ulation) may be quite different from that of the general population to which
the classifier is intended to be applied. In other words, the training
set/sample may not represent the general population. For example, a par-



3. Data Mining and Clinical Decision Support Systems 49

ticular training set may consist of 50% of the subjects with disease and 50%
without the disease. In this case, a priori probabilities of the two classes in
the training set are 0.5 for each class. However, the actual a priori proba-
bility or the actual prevalence of disease may be very different (less than
or greater than 0.5) from that of the training set. In some instances, the
actual a priori probability of the general population may be unknown to
the researchers. This may have a negative effect on the performance of the
classifier when applied to a real world data set. Therefore, it is necessary to
adjust the output of a classifier with respect to the new condition to ensure
the optimal performance of the classifier.'®

Unsupervised Learning

In unsupervised or undirected learning, the system is presented with a set
of data but no information is available as to how to group the data into
more meaningful classes (Figure 3.1B). Based on perceived similarities that
the learning system detects within the data set, the system develops classes
or clusters until a set of definable patterns begins to emerge. There are no
target variables; all variables are treated the same way without the distinc-
tion between dependent and independent variables.

Example 3.3

Avanzolini et al. analyzed 13 commonly monitored physiological variables
in a group of 200 patients in the six-hour period immediately following
cardiac surgery in an attempt to identify patients who were at risk for devel-
oping postoperative complications.'” Using an unsupervised learning (clus-
tering) method, the investigators showed the existence of two well defined
categories of patients: those with low risk of developing postoperative com-
plications and those with high risk.

Classifiers for Supervised Learning

In supervised learning, classification refers to the mapping of data items
into one of the predefined classes. In the development of data mining tools
and clinical decision support systems that use statistical approaches like
those described here, one of the critical tasks is to create a classification
model, known as a classifier, which will predict the class of some entities or
patterns based on the values of the input attributes. Choosing the right clas-
sifier is a critical step in the pattern recognition process. A variety of tech-
niques have been used to obtain good classifiers. Some of the more widely
used and well known techniques that are used in data mining include
decision trees, logistic regression, neural networks, and nearest neighbor
approach.
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FiGUre 3.2. A simple decision tree with the tests on attributes A and B.

Decision Trees

The use of decision trees is perhaps the easiest to understand and the most
widely used method that falls into the category of supervised learning.
Figure 3.2 is the graphical representation of a simple decision tree using
two attributes. A typical decision tree system adopts a top-down strategy in
searching for a solution. It consists of nodes where predictor attributes are
tested. At each node, the algorithm examines all attributes and all values of
each attribute with respect to determining the attribute and a value of the
attribute that will “best” separate the data into more homogeneous sub-
groups with respect to the target variable. In other words, each node is a
classification question and the branches of the tree are partitions of the data
set into different classes. This process repeats itself in a recursive, iterative
manner until no further separation of the data is feasible or a single classi-
fication can be applied to each member of the derived subgroups. There-
fore, the terminal nodes at the end of the branches of the decision tree
represent the different classes.

Example 3.4

An example of a clinical decision support system using decision trees can
be found in a study by Gerald et al."® The authors developed a decision tree
that assisted health workers in predicting which contacts of tuberculosis
patients were most likely to have positive tuberculin skin tests. The model
was developed based on 292 consecutive cases and close to 3,000 contacts
and subsequently tested prospectively on 366 new cases and 3,162 contacts.
Testing showed that the decision tree model had a sensitivity of 94%, a
specificity of 28%, and a false negative rate of 7%. The authors concluded
that the use of decision trees would decrease the number of contacts inves-
tigated by 25% while maintaining a false negative rate that was close to
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that of the presumed background rate of latent tuberculosis infection in the
region.

Logistic Regression

Logistic regression is used to model data in which the target or dependent
variable is binary, i.e., the dependent variable can take the value 1 with a
probability of success p, or the value 0 with the probability of failure 1 — p.
The main objective is to develop a regression type model relating the binary
variable to the independent variables. As such it is a form of supervised
learning. It can also be used to examine the variation in the dependent vari-
able that can be explained by the independent variables, to rank the inde-
pendent variables based on their relative importance in predicting the
target variable, and to determine the interaction effects among independent
variables. Rather than predicting the values of the dependent variable,
logistic regression estimates the probability that a dependent variable will
have a given value. For example, instead of predicting whether a patient is
suffering from a certain disease, logistic regression tries to estimate the
probability of the patient having the disease. If the estimated probability is
greater than 0.5, then there is a higher probability of the patient having the
disease than not having the disease. The function relating the probabilities
to the independent variables is not a linear function and is represented by
the following equation:

p(y) =11 + e~}

where p(y) is the probability that y, the dependent variable, occurs based on
x, the value of an attribute/independent variable, a is the constant, and b is
the coefficient of the independent variable. Figure 3.3 shows a graphical rep-
resentation of the logistic regression model which fits the relationship
between the value of the independent variable, x and the probability of
dependent variable, y occurring with a special S-shaped curve that is math-
ematically constrained to remain within the range of 0.0 to 1.0 on the Y axis.
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Ficure 3.3. Logistic regression model.
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Example 3.5

The following is an example that applies logistic regression to decision
making. In the earliest stage of the epidemic of severe acute respiratory
syndrome (SARS) when reliable rapid confirmatory tests were lacking, a
group of researchers from Taiwan attempted to establish a scoring system
to improve the diagnostic accuracy of SARS.” The scoring system was
developed based on the clinical and laboratory findings of 175 suspected
cases using a multivariate, stepwise logistic regression model. The authors
then applied the scoring system to 232 patients and were able to achieve a
sensitivity and specificity of 100% and 93%, respectively, in diagnosing
SARS.

Example 3.6

In another study, the authors applied texture analysis to images of breast
tissue generated by magnetic resonance imaging (MRI) for differentiating
between benign and malignant lesions.”” Using logistic regression analysis,
a diagnostic accuracy of 0.8 +/— 0.07 was obtained with a model requiring
only three parameters.

Neural Networks

The original development of the neural network programs was inspired by
the way the brain recognizes patterns. A neural network is composed of a
large number of processors known as neurons (after the brain cells that
perform a similar function) that have a small amount of local memory and
are connected unidirectionally (Figure 3.4). Each neuron can have more
than one input and operates only on the inputs it receives via the connec-
tions. Like some of the data mining tools, neural networks can be super-
vised or unsupervised. In supervised neural networks, examples in the form
of the training data are provided to the network one at a time. For each
example, the network generates an output that is compared with the actual
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FiGure 3.4. Neural network.
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value as a form of feedback. Once the output of the neural network is the
same as the actual value, no further training is required. If the output differs
from the actual value, the network adjusts those parameters that con-
tributed to the incorrect output. Once adjustment is made, another example
is presented to the network and the whole process is repeated. The process
terminates when all parameters are stabilized. The size and representative-
ness of the training data is obviously very important, since a neural network
could work fine on the training set, but not generalize to a broader sample.

Example 3.7

One example of a neural network is the computer-aided diagnosis of solid
breast nodules. In one study, ultrasonographic features were extracted from
300 benign and 284 malignant biopsy-confirmed breast nodules.”’ The
neural network was trained with a randomly selected data set consisting of
half of the breast nodule ultrasonographic images. Using the trained neural
network, surgery could be avoided in over half of the patients with benign
nodules with a sensitivity of 99%.

Example 3.8

In another example, a neural network was used to detect the disposition in
children presenting to the emergency room with bronchiolitis (inflamma-
tion of small airways).” The neural network correctly predicted the dispo-
sition in 81% of test cases.

Nearest Neighbor Classifier

When a system uses the nearest neighbor (NN) classification, each attribute
is assigned a dimension to form a multidimensional space. A training set of
objects, whose classes are known, are analyzed for each attribute; each
object is then plotted within the multidimensional space based on the values
of all attributes. New objects, whose classes are yet to be determined, are
then classified according to a simple rule; each new object is analyzed for
the same set of attributes and is then plotted within the multidimensional
space based on the value of each attribute. The new object is assigned to
the same class of its closest neighbor based on appropriate metric/mea-
surements. In other words, the NN rule assumes that observations which
are the closest together (based on some form of measurement) belong to
the same category (Figure 3.5). The NN rule is often used in situations
where the user has no knowledge of the distribution of the categories.
One extension of this approach is the k-nearest neighbor approach (k-
NN). Instead of comparing to a single nearest prototype, one can take into
account k-neighboring points when classifying a data point, if the number
of preclassified points is large. For each new pattern, the class is assigned
by finding the most prominent class among the k-nearest data points in the
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FIGURE 3.5. Nearest neighbor (NN) classifier. There are two classes: A (triangles)
and B (diamonds). The circle represents the unknown sample, X. For the NN rule,
the nearest neighbor of X comes from class A, so it would be labeled class A. Using
the k-NN rule with k = 4, three of the nearest neighbors of sample X come from
class B, so it would be labeled as B.

training set. (Figure 3.5) This approach works very well in cases where a
class does not form a single coherent group but is a collection of more than
one separate group.

Example 3.9

By applying the k-NN classifier, Burroni et al. developed a decision support
system to assist clinicians with distinguishing early melanoma from benign
skin lesions, based on the analysis of digitized images obtained by epilumi-
nescence microscopy.” Digital images of 201 melanomas and 449 benign
nevi were included in the study and were separated into two groups, a learn-
ing set and a test set. A k-NN pattern recognition classifier was constructed
using all available image features and trained for a sensitivity of 98% with
the learning set. Using an independent test set of images, a mean specificity
of 79% was achieved with a sensitivity of 98%. The authors concluded that
this approach might improve early diagnosis of melanoma and reduce
unnecessary surgery.

Evaluation of Classifiers

ROC Graphs

In statistical pattern recognition, the goal is to map entities to classes. There-
fore, the ultimate question is: which classifiers are more accurate in per-
forming this classification task? Suppose one wanted to identify which
classifiers would be best to determine whether a patient has cancer or not,
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based on the results of certain laboratory tests. Given a classifier and an
instance, there are four possible outcomes. If the patient has cancer and is
diagnosed with cancer, based on the classifier, it is considered a true posi-
tive; if the patient is declared healthy by the classifier, but really has cancer,
it is considered a false negative. If the patient has no cancer and is declared
healthy, it is considered a true negative; if he is diagnosed as having cancer
when he is really healthy, it is considered a false positive.

We can plot the true positive rate on the Y axis and the false positive rate
on the X axis; a receiver operating characteristic (ROC) graph results
(Figure 3.6). The true positive rate (also known as sensitivity) is obtained
by dividing the number of true positives by the sum of true positives and
false negatives. The false positive rate is obtained by dividing the number
of false positives divided by the sum of true negatives and false positives;
the false positive rate can also be expressed as “1 minus specificity,” where
specificity is equal to true negatives divided by the sum of true negatives
and false positives. The ROC graph is a two-dimensional graph that depicts
the trade-offs between benefits (detecting cancer correctly, or true positive)
and costs (false alarm or false positive). Each classifier generates a pair of
true positive and false positive rates, which corresponds to a point on the
ROC graph. The point (0, 1) represents perfect classification, i.e., 100% true
positive rate and 0% false positive rate. One classifier is considered supe-
rior to another if it has a higher true positive rate and a lower false posi-
tive rate, corresponding to a more “northwest” location relative to the other
on the ROC graph. In general, the false alarm rates go up as one attempts
to increase the true positive rate. Classifiers with points on the southwest
corner of an ROC graph are more “conservative” since they make positive
predictions only with strong evidence; therefore there is a low true positive
rate, but also few false positive errors. On the other hand, classifiers on the

0.8 B i
2 +,
g -

s

v 06 - ,
7 c .
< 04 :
o o
3
= o

0.2 i

0-" .

0 0.2 0.4 0.6 0.8 1
False Postive Rate

FiGure 3.6. Receiver operating characteristic (ROC) curve. Point A represents
perfect performance. The performance of C is more conservative than B.
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northeast corner of an ROC graph are more “liberal” since they make pos-
itive prediction with weak evidence; therefore they have high true positive
rates, but also high false positive rates.

Some classifiers, such as neural networks, yield a numeric value which can
be in the form of a numeric score or probability that represents the likeli-
hood an object belongs to a certain class. These classifiers can be converted
into discrete, binary (yes versus no) classifiers by setting a threshold, i.e., if
the output score is above the threshold, the classifier produces a “Yes, else
a No”. By choosing a different threshold, a different point in the ROC graph
is produced. As a result, varying the thresholds will produce a curve in the
ROC graph for a particular classifier. Given an ROC curve, one can select
the threshold corresponding to a particular point on the ROC that produces
the desired binary classifier with the best true positive rate (correctly diag-
nosed cancer) within the constraints of an acceptable false positive rate
(false alarm). This is chosen based on the relative costs of the two types of
errors: missing a diagnosis of cancer (type I error) versus creating a false
alarm (type II error).

The area under the ROC curve (AUC) provides a single statistic (the C-
Statistic) for comparing classifiers. It measures the accuracy of the classi-
fiers. Consider the situation in which a classifier attempts to separate
patients into two groups; those with disease and those without. One can
randomly pick a patient from the disease group and one from the non-
disease group and apply the classifier on both. The area under the curve
represents the percentage of randomly drawn pairs where the classifier
correctly classifies the two patients in the random pair. The value of
AUC ranges from 0.5 to 1. A classifier with an AUC of 0.5 would be a
poor classifier, roughly equivalent to flipping a coin to decide the class mem-
bership. A classifier with an AUC close to 1 results in better classification
of entities to classes. For example, in Example 3.6, the resulting trained
neural network model yielded a normalized area under the ROC curve of
0.95.

Computing the AUC is complex and beyond the scope of this chapter.
Briefly, there are two commonly used methods. One method is based on the
construction of trapezoids under the curve as an approximation of the area.
The other method employs a maximum likelihood estimator to fit a smooth
curve to the data points. Both methods are available as computer programs
and give an estimate of area and standard error that can be used to compare
different classifiers.

Kolmogorov-Smirnov Test

While the AUC provides a way of distinguishing groups overall, there are
other statistical tests used to provide a more refined comparison of groups
or subgroups. The Kolmogorov-Smirnov test, or KS test, is used to deter-
mine whether the distributions of two samples differ from each other or
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whether the distribution of a sample differs from that of the general pop-
ulation. The KS test provides what is called the D-statistic for comparison
of classifiers.*

Unsupervised Learning

Cluster Analysis

Unsupervised classification refers to situations where the goal is to classify
a diverse collection of unlabeled data into different groups based on dif-
ferent features in a data set. Unsupervised classification, also known as
cluster analysis or clustering, is a general term to describe methodologies
that are designed to find natural groupings or clusters based on measured
or perceived similarities among the items in the clusters using a multidi-
mensional data set (Figure 3.7). There is no need to identify the groupings
desired or the features that should be used to classify the data set. In addi-
tion, clustering offers a generalized description of each cluster, resulting in
better understanding of the data set’s characteristics and providing a start-
ing point for exploring further relationships.

Clustering techniques are very useful in data mining because of the
speed, reliability, and consistency with which they can organize a large
amount of data into distinct groupings. Despite the availability of a vast col-
lection of clustering algorithms in the literature, they are based on two
popular approaches: hierarchical clustering and nonhierarchical clustering.
The former, which is the most frequently used technique, organizes data in
a nested sequence of groups that can be displayed in a tree-like structure,
or dendrogram.

There are several problems that are associated with clustering. One
problem is that data can be grouped into clusters with different shapes and
sizes. Another problem is the resolution or granularity, i.e., fine versus
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Ficure 3.7. Cluster analysis. Two clusters of data (left); three clusters (right) using
the same set of data.
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coarse, with which the data are viewed. This problem is most obvious when
one tries to delineate a region containing a high density of patterns com-
pared to the background. Therefore, some authors define a cluster as one
that consists of a relatively high density of points separated from other clus-
ters by a relatively low density of points, whereas some define clusters con-
taining samples that share more similarities to each other than to samples
of different clusters. As a result, the selection of an appropriate measure of
similarity to define clusters is a major challenge in cluster analysis.

Gene Expression Data Analysis

One of the applications of cluster analysis in medicine is the analysis of
gene expression. With the completion of the human genome project, which
identified more than 30,000 gene sequences, researchers are now able to
examine the expression of several thousand genes from blood, body fluids,
and tissue samples at the same time, in an attempt to identify gene subsets
that are associated with various disease statistics. Since information is
obtained from hundreds and thousands of gene sequences, an astronomi-
cal body of data is generated. Common research questions often fall under
the following categories: class discovery, class prediction, and gene identifi-
cation. Class prediction refers to the classification of samples based on
certain behaviors or properties such as response to therapy, whereas gene
identification involves the discovery of genes that are differentially
expressed among different disease groups.

Class discovery refers to the discovery of previously unknown cate-
gories or subtypes based on some similarity measure calculated from the
gene expression data. Cluster analysis is often the method of choice in
accomplishing this task, because samples are clustered into groups based
on the similarity of their gene expressions without utilizing any knowledge
of any predefined classification schemes such as known histological tumor
classification.

Example 3.10

In the future, it is likely that genomic data will be incorporated into clini-
cal decision support systems to refine both diagnosis and therapy. The
following is an example that used clustering to explore breast cancer
classification using genomic data. In this study, Perou et al. evaluated the
pattern of gene expression of 8,102 human genes in 65 breast cancers
obtained from 42 patients.”> Using hierarchical cluster analysis, the authors
were able to classify 65 breast cancer samples into three distinct subtypes.
One subtype was cancers that overexpressed the oncogene erbB-2. The
remaining two subtypes were unknown prior to this study; they were estro-
gen receptor-positive luminal-like cancers and basaloid cancers. Subsequent
survival analyses on a group of patients with locally advanced breast cancer
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showed significantly different outcomes for the patients belonging to dif-
ferent subtypes; patients with basaloid cancers had a poor survival rate.”®
In the same study by Perou et al, the samples contained 20 primary tumors
that were biopsied twice, before and after the completion of chemotherapy.
Using clustering, the authors demonstrated that gene expression patterns
were similar among samples from the same patients taken at different time
points but not between samples taken from different patients.

Other Techniques

The goal of any tool that is used for pattern recognition is to arrive at an
optimal solution within a given set of complex constraints. The development
of sophisticated computer-based computation techniques has enabled ana-
lysts to attain better solutions than previous techniques. As improved tech-
niques are developed to handle increasingly complex problems, there is a
corresponding need for more innovative methods for arriving at optimal
solutions. Genetic algorithms and biologic computing are two examples of
innovative techniques that have gained increasing acceptance and applica-
tion in the field of pattern recognition and data mining.

Genetic Algorithms

The fundamental concept of genetic algorithms has its roots in Darwin’s
evolutionary theories of natural selection and adaptation. According to
Darwin, organisms that come up with successful solutions to best support
them and protect themselves from harm survive, whereas those organisms
that fail to adapt to their environment become extinct. Based on the same
idea of “survival of the fittest,” a genetic algorithm initially tries to solve a
given problem with random solutions. These solutions are often referred
to as the genomes, or a collection of genes. The gene represents the
smallest unit of information for the construction of possible solutions.
The next step is to evaluate or quantify the fitness of all the available
genomes or solutions based on a fitness function. The latter returns a value
of goodness or fitness so that a particular genome or solution may be ranked
against all other genomes or solutions. Those solutions with better fit are
ranked higher among others and are allowed to “breed.” Once the initial
evaluation is completed, the genetic algorithms examine new solutions by
letting all the current solutions “evolve” through mutual exchange of
“genetic materials” among solutions to improve the genomes and/or muta-
tion (i.e., randomly changing the genetic materials) to “create” new solu-
tions. The new solutions are then evaluated using the same fitness functions
to determine which solutions are good and which are not and need to be
eliminated. Thus the process repeats itself until an “optimal” solution is
attained.
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There are many benefits of genetic algorithms. One major advantage is
that a genetic algorithm almost always guarantees finding some reasonable
solution to problems, particularly those that we have no idea how to solve.
Further, the final solution is often superior to the initial collection of pos-
sible solutions. Another benefit is that genetic algorithms tend to arrive
at a solution much faster than other optimization techniques. Also, the
strength of the genetic algorithm does not depend upon complex algorithms
but rather on relatively simple concepts. Despite the power of genetic algo-
rithms, however, some parameters, such as the size of the solution popula-
tion, the rate of mutation and crossover, and the selection methods and
criteria, can significantly affect their performance. For example, if the solu-
tion population size is too small, the genetic algorithm may have exhausted
all the available solutions before the process can identify an optimal solu-
tion. If the rate of genetic mutation is too high, the process may be chang-
ing too fast for the selection to ever bring about convergence, resulting in
the failure of generating an optimal solution.

Example 3.11

Genetic algorithms have been used to construct clinical decision support
systems. In a study by Zellner et al., the authors evaluated the performance
of a logistic regression model in diagnosing brain tumors with magnetic res-
onance spectroscopy using the genetic algorithms approach.”” The genetic
algorithm approach was superior to the conventional approach in 14 out of
18 trials, and the genetic algorithm had fewer false negatives and false pos-
itives. In addition, the authors also pointed out that the genetic algorithm
approach was less costly.

Example 3.12

Genetic algorithms have also been used as a data mining technique in
healthcare operations. One study investigated whether genetic algorithms
could be used to predict the risk of in-hospital mortality of cancer patients.*®
A total of 201 cancer patients, over a two-year period of time, was retro-
spectively evaluated. Compared to other methods, such as multivariate
logistic regression, neural networks, and recursive partitioning analysis,
genetic algorithms selected the least number of explanatory variables with
a comparable proportion of the cases explained (79%). The authors con-
cluded that genetic algorithms reliably predicted in-hospital mortality of
cancer patients and were as efficient as the other data mining techniques
examined.

Biological Computing

Biological computing is another new discipline that has found its way into
data mining applications. It cuts across two well established fields: computer
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science and biology. While the genetic algorithm approach uses the analogy
of natural selection to develop computer algorithms, the idea of biological
computing actually involves the use of living organisms or their compo-
nents, e.g., DNA strands, to perform computing operations. The benefits
include the ability to hold enormous amounts of information, the capabil-
ity of massive parallel processing, self-assembly, self-healing, self-
adaptation, and energy efficiency. As of now, a biological computer can only
perform rudimentary functions and it has no practical applications, but its
potential continues to emerge. For example, some scientists have been
working on the development of tiny DNA computers that circulate in a
person’s body to monitor his/her well-being and release the right drugs to
repair damaged tissue or fight off infections and cancers.”

Conclusions

Data mining refers to the process of pattern and relationship discovery
within large data sets. It holds promise in many areas of health care and
medical research, with applications ranging from medical diagnosis to
quality assurance. The power of data mining lies in its ability to allow users
to consider data from a variety of perspectives in order to discover apparent
or hidden patterns. There are two main divisions of classification: supervised
learning or training, and unsupervised learning. Supervised training requires
training samples to be labeled with a known category or outcome to be
applied to the classifier. There are many classifiers available and their per-
formance can be assessed using an ROC curve. Unsupervised learning, also
known as clustering, refers to methodologies that are designed to find
natural groupings or clusters without the benefit of a training set. The goal
is to discover hidden or new relationships within the data set. One applica-
tion of clustering is the analysis of gene expression data. Genetic algorithms
and biological computing are two newer disciplines that have found their
way into data mining applications and clinical decision support systems.
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Design and Implementation Issues

JEROME H. CARTER

The early 1970s were a time of great optimism for researchers in the field
of medical artificial intelligence. The initial successes of systems such as
MYCIN," CASNET, and the Leeds abdominal pain system® made it rea-
sonable to assume that it was only a matter of time until computers became
a standard part of physicians’ diagnostic armamentarium. Over the past few
years, the emphasis in clinical decision support has shifted from its initial
narrow focus on diagnostic expert systems to a much broader range of
applications. Increasingly, clinicians have access to alerts, reminders, and
patient-specific advice for such common tasks as prescription writing and
test ordering.*>%” Despite these gains, CDSS are not yet common in patient
care settings.® This chapter will examine the key design and implementa-
tion concerns that must be addressed if these systems are to realize their
full potential.

What accounts for this lack of use? The 30-year experience described by
Engle’ provides valuable insight into the problems encountered in the cre-
ation and deployment of CDSS. He provides a list of factors divided into
critical and noncritical that he feels account for the difficulties in building
a useful system and the rejection of diagnostic systems by clinicians. Accord-
ing to Engle, “Factors that play a role but are not critical include inadequate
computers and peripheral devices, difficulty some people have working with
computers, systems not user-friendly, physicians’ high regard for their own
capabilities, and fear of computer competition, as well as the limited nature
of the programs. In our estimation, the critical impediment to the develop-
ment of decision programs useful in medicine lies in the impossibility of
developing an adequate database and an effective set of decision rules.” The
findings of Berner et al.'"’ help us to understand some of the frustration
noted by Engle. In their test of four general diagnostic systems, Berner et
al. found that “...the proportion of correct diagnoses ranged from
0.52-0.71 and the mean proportion of relevant diagnoses ranged from
0.19-0.37. .. .7 This is hardly the type of performance which encourages use
by a busy clinician. While this level of performance may be problematic for
the broad-based systems like QMR," Iliad,"> and DXplain," programs with
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more limited domains such as Pathfinder'* and the Leeds abdominal pain
system® have been noted to perform very well. However, Shortliffe'® prop-
erly notes that systems dedicated to a single problem tend to discourage
wide usage because of their limited scope.

Another major design issue is the lack of integration into standard infor-
mation systems,”"” although this is beginning to change. In contrast to the
lack of acceptance of expert systems in the field of medicine, other disci-
plines have readily adopted them. DENDRAL," which suggests the struc-
ture of organic molecules, and R1," a system created by Digital Equipment
Corporation, Maynard, MA, which assists in the set up of computer
systems, have enjoyed broad support. The capability of DENDRAL, R1,
and limited-domain medical systems such as Pathfinder demonstrates that
decision support systems are feasible for routine usage in limited domains.
Thus, the question remains: what must be done in order to achieve success
in broader problem areas? An excellent introduction to the matter is pro-
vided by Russell and Norvig,®® who point out that the field of medicine,
unlike organic chemistry, lacks a general theoretical model. In particular,
medical diagnosis is fraught with uncertainty. Luger and Stubblefield* take
the analysis further and identify five “deficiencies” of expert systems tech-
nology in general that pose particular problems in judgment-related fields
such as medicine. They are summarized below:

1. Lack of “deep” (causal) knowledge of the domain (i.e., systems do not
understand physiology);

2. Lack of robustness and flexibility. Systems, when faced with a problem
not contained in their knowledge bases, cannot (1) solve the problem,
(2) recognize their inability to solve the problem, nor (3) develop a strat-
egy for doing so;

3. Inability to provide deep explanations;

4. Difficulties in verification;

5. Inability of systems to learn from experience.

The inability to reason with specialized data types (e.g., temporal, spatial),
is another obvious shortcoming of many CDSS. The design issues men-
tioned thus far, that need to be addressed in order for CDSS to become
more widely used, may be divided into two broad categories: (1) technical
design issues, especially knowledge representation, reasoning, and knowl-
edge acquisition and (2) human—computer interaction.

Technical Design Issues

Adding Structure to Medical Knowledge

In order to perform their desired tasks, CDSS require access to knowledge
about their domains. Facts, unadorned, relate little information about the
world. Meaning requires an understanding of relationships. Seeing the
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number 17,000 as an isolated value carries no message. However, once it is
related to a modifier, “white blood cell count,” it has clinical meaning. The
goal of knowledge representation is to provide intelligent systems with
information about a specific domain in a form that can be processed effi-
ciently. The representational scheme, along with domain facts, together, con-
stitute a knowledge base. Over the last 20 years, researchers have created
a number of representational schemes ranging from simple collections of
logic predicates to elaborate network structures. The expressive power of
the representational scheme chosen for an intelligent system has direct
bearing on the types of problems the system may be expected to solve, as
well as how it goes about solving them. For example, a system for detect-
ing and warning about potential drug interactions needs a way of repre-
senting drug classes, alternate names for medications, and the difference
between drugs that are topical and those that are introduced into the body.
If we were to decide later that predicting the ultimate effect of a drug on
a clinical state is the desired output, temporal and physiologic information
must be somehow represented in our knowledge base. Logic-based rea-
soning would work well for the first system; the second would require a
causal mechanism.

Knowledge Representation Formats

Most knowledge representation schemes fall into one of four categories:
logic, procedural, graph/network, or structured. Although not considered a
classic architecture for knowledge bases, database management systems will
undoubtedly play a significant role in this arena as more clinical informa-
tion systems use this format for data storage. The following discussion
reviews some of the concepts discussed in Chapter 2 and illustrates addi-
tional knowledge representation schemes.

Logic-Based Knowledge Representation

Propositional logic was the first representational format widely used for
artificial intelligence research. As previously discussed in Chapter 2, propo-
sitions are statements about the world that are either true or false. These
statements may be connected together to form sentences. Each statement
may then be represented by a letter such as “P.” To illustrate, consider the
two propositions “the mean corpuscular volume (MCV) is decreased in
iron-deficiency anemia” and “the MCV is increased in pernicious anemia.”
The first statement is represented as “P” and the second as “Q.” Proposi-
tional logic provides rules for manipulating statements. For instance, “P and
Q,”“P or Q,” “P and not (Q),” are legal sentences.

The statements which we have asserted concerning the relationship
between the MCV and anemia are useful; however, they must be used as
whole statements, i.e., we cannot take pernicious anemia from Q and use it
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to form new assertions. First-order logic (first-order predicate calculus)
does offer this option. Predicate calculus provides a means of representing
logic statements in a way that permits components of the assertion to be
used as variables. We are no longer stuck with just “P and Q.” Using pred-
icate calculus, the anemia propositions may be rewritten as:

MCYV (increased, pernicious anemia)
MCYV (decreased, iron deficiency).

Now MCYV appears as a “predicate” which provides information concern-
ing the relationship of the “objects” it acts on (increased and pernicious
anemia, as in the first example). In this form, questions can be asked of the
type of MCV (x, iron deficiency), which may be read as “what is the value
of the MCV in iron deficiency anemia?” This new flexibility, the ability to
add predicates to a knowledge base and then to use those predicates to
answer questions, provided a significant boost to the use of logic as a basis
for expert system design. The programming language PROLOG (PRO-
gramming in LOGic), which has been used to create a number of expert
systems, was designed specifically to allow researchers to experiment with
issues in the use of first-order predicate calculus as a knowledge represen-
tation format.

Procedural Knowledge Representations

Logic-based representations are declarative in nature in that they consist
of true or false statements, and all questions are resolved through standard
logic-inferencing mechanisms. In a logic-based system, the diagnosis
of anemia associated with “increased” MCV would be made by looking
through all the “MCV” logic predicates and finding those that have
“increased” as an object. All matching predicates would then be returned
(in this case, there is only one such predicate, pernicious anemia). Proce-
dural formats, on the other hand, provide more explicit information about
how the knowledge base is to be used to answer a question, it is not simply
a “look up” of known facts. A procedural recasting of the anemia facts
would yield:

IF MCV is increased

THEN conclude pernicious anemia

IF MCV is decreased

THEN conclude iron deficiency anemia.

Notice that procedural systems offer a “process” of sorts to aid in making
the diagnosis (i.e., they tell how to use the facts to draw a conclusion). These
process statements are provided in the form of rules. Rule-based systems
are prototypical procedural representations and have been the dominant
format for medical expert systems since the days of MYCIN.!
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Networks

Networks are specialized structures consisting of nodes (representing facts,
events, objects, processes, etc.) and arcs which link the nodes. As described
in Chapter 2, Bayesian belief networks have proven to be very capable rep-
resentation schemes for probabilistic reasoning systems, overcoming earlier
objections to simple Bayesian expert systems. The flexibility of the network
paradigm has greatly increased its popularity over the past 15 years. For
instance, nodes in a network might consist of frames as advocated by
Minsky,” or other structures. Even more significant is the capacity of net-
works to capture causal, temporal, and other hard-to-model knowledge
quite readily.

Decision trees” and artificial neural networks® are other types of
network representation schemes which have recently come into favor with
CDSS designers. They are discussed in Chapter 3.

Data Representation

Structural representations emphasize the “packaging” of knowledge into
well defined pieces with higher levels of organization. The first widely
adopted structural format was the “frame” metaphor created by Minsky.”
Frames are complex data structures which contain information about the
concept being described along with procedural information detailing how
the frame may change over time. For example, the concept “grocery shop-
ping” may be represented as:

Concept: Grocery shopping

Location: Supermarket

Actions: Item selection (procedure)
Paying (procedure).

Database management systems (DBMS) offer another structured format
for knowledge representation. There are two types of databases which are
frequently found in clinical settings—relational and object-oriented. Rela-
tional databases are based on a record structure in which each record has
a number of fields. A primary field is designated, and all remaining fields in
the record are related directly to this primary field. A disease record might
have the following fields:

Disease Name, Organ System, Diagnostic Test, Gender Affected.

Records are then collected together into tables. Each row in the table rep-
resents a unique record and each column a feature of the record as illus-
trated below in Table 4.1. Additional columns could be used to improve the
richness of the disease description. Each column in a relational record holds
a specific type of data (e.g., number, text, etc.). However, a column cannot
hold more complex data structures, for example, another record, or a list of



4. Design and Implementation Issues 69

TaBLE 4.1. Sample Disease Record.

Disease Name Organ System Diagnostic Tests Gender Affected
Pneumonia Respiratory Sputum culture Both
Peptic ulcer Gastrointestinal Endoscopy Both

numbers. Object-oriented database management systems (OODBMS)
permit greater expressiveness by permitting the storage of data types that
cannot be handled by relational, table-based systems.”® An anemia object
might be defined as follows:

System: hematological

Anemia Type: microcytic, hypochromic
Disease: iron deficiency anemia

Tests: list (serum iron, TIBC, ferritin)
Rx: ferrous sulfate, ferrous gluconate
Picture: (binary) peripheral smear

This anemia object contains a “list” (a collection of facts or objects) and a
picture as fields in a record. More importantly, objects can “inherit” traits,
thereby permitting new objects to be defined in terms of those which cur-
rently exist. This allows for the creation of new data types, a feature that is
not found in purely relational systems. OODBMS have already begun to
be used by researchers designing decision support systems, and they hold
great promise for use in clinical information systems.”

Structured query language (SQL) may be used to “ask” questions of a
database, however, SOL does not support the creation of inferences, i.e.,
the ability to draw inferences from the data. A major drawback to using a
database as a knowledge base is the lack of a specific knowledge process-
ing mechanism for these systems. However, the ability to use higher level
computer languages with database files lessens the significance of this defi-
ciency. Still, adding inferencing capabilities is not a trivial task.

Special Data Types

Providing support for medical decisions presents unique problems to
system designers because of the size of the problem domain. Adding to the
situation is the need to provide knowledge about dynamic states. This
requires not only facts about the objects themselves (diseases, tests, drugs,
and so on), but also information concerning how these things might change
over time. Predicting metastasis requires anatomical knowledge about cir-
culation patterns and “next to” and “behind” facts. Understanding the
possible effect of a medication requires knowledge of physiology (e.g.,
elimination times, routes, distribution). The need for causal, temporal, and
spatial knowledge is a major challenge for system designers. There remains
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no widely accepted format for representing the passage of time, three-
dimensional anatomical relationships, nor physiological information. Pro-
grams such as ABEL, CASNET, and CHF advisor**"* have made some
progress with causal knowledge representation, however, no “portable,”
generalized representation is extant.

The effective handling of temporal knowledge has been an important
artificial intelligence (Al) research area from the beginning. Allen® was the
first to offer a formalism for handling temporal data. He presented a format
based on time points and intervals. However, the method proposed by Allen
is felt to be computationally intractable when used to explain all possible
relations between a set of actions and processes.” Appropriate handling of
temporal information requires not only a means of representing instants
and intervals, but also a formal means of representing the temporal con-
cepts commonly used by humans. The passage of time, of which humans
have an innate understanding, is not so easily represented in digital format.
Basic temporal concepts such as distinguishing between future and past
events, time dependency (i.e., did event X occur three minutes, three days
or three years before event Y), and concurrency (while X is occurring, Y
usually happens) are essential if CDSS are to reason about prognosis, out-
comes, toxicities, and so on. Medical artificial intelligence researchers have
created a variety of temporal representation and reasoning methods to deal
with these issues. Shahar and Musen™ offer a closed-interval, discrete model
based upon intervals and time points. Events are represented as intervals.
Intervals may have attached parameter value which can be numerical
(primitive) or qualitative (abstract). There are three types of abstracted
intervals: state, gradient, and rate. The RESUME system which embodies
this model also includes a temporal inference mechanism and truth main-
tenance system, which ensures that any changes to primitive data is
reflected throughout the system. TOPAZ, a system developed by Kahn et
al.,*! which analyzes the temporal sequences of white blood cell counts and
chemotherapy drug dosing, also makes use of intervals to represent tem-
poral events in association with causal physiologic data. Kohane* provides
a third example of encoding temporal information. His experience with
adding temporal information to a knowledge base points out a final issue
with using temporal data. He states, “The addition of temporal information
to medical knowledge bases requires significant effort. In my experience of
developing modestly sized knowledge bases, . . . the task of adding tempo-
ral constraints to every event equaled that of building the rest of the knowl-
edge base.”

All of the temporal models discussed thus far are explicit representations,
whereas most diagnostic systems encode temporal data implicitly. Aliferis
et al.” address the issue of the need for explicit temporal models and infer-
encing mechanisms. They note that systems such as QMR, Iliad, and
MY CIN manage to function quite well within their domains without having
specific mechanisms for dealing with temporal data. They go on to argue
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that no formal theoretical or empirical argument has been made concern-
ing the relative value of using explicit versus implicit temporal models. It is
very possible that explicit temporal modeling is more important for some
types of decision-support activities (prognosis, outcomes research) than for
others (diagnosis) based upon the character of the knowledge bases.
Perhaps systems that rely upon frequently changing clinical data require
explicit mechanisms for handling time dependent data, whereas those with
more static knowledge bases and which rely on human input can perform
quite well with implicit characterizations. Either way, much needs to be
done in this area.

Default Knowledge

There are a number of important problems in knowledge representation
and knowledge base design that are independent of format—inconsistency,
degree of expressiveness, and incompleteness are ready examples. The most
interesting, and without doubt, one of the most difficult to solve, is that of
default or common sense knowledge. There are facts about humans which
clinicians, when discussing patient problems, consider too basic to even
mention—females become pregnant, men get prostate cancer. Default rea-
soning may be viewed as a means of dealing with incompleteness.** Con-
sider the statement, “The patient in room 574 is 6 months pregnant.”
Automatically it can be determined (by a human) that this patient: (1) needs
yearly Papanicolaou smears; (2) should not receive certain medications; and
(3) will have an abrupt decrease in weight in three months or so. If our
knowledge base had contained the fact “males do not become pregnant”
and did not have a “females become pregnant” fact, a default reasoning
system might gracefully default to “the patient in room 574 is female” and
proceed with its analysis. This default approach to incompleteness is not
without problems. Ponder the effect of a drug dosing system that gives a
medication because no statement of patient allergy is found in its knowl-
edge base. How should default information be encoded and used? Proposed
solutions to this problem will be discussed later in this chapter.

Reasoning

Due to the fact that early systems were designed by researchers interested
in “artificial intelligence,” much of the work on medical expert systems was
aimed at getting these systems to mimic the decision-making processes of
human experts. Interestingly, programs such as MYCIN, Pathfinder, and
the Leeds system, while quite capable, do not “reason” in the same manner
as humans. They have no innate understanding of human anatomy or
physiology, are unable to handle temporal concepts, and have no ability to
learn or deduce new facts. Yet, within their narrow domain, it has been
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demonstrated that they can perform comparably to human experts.
However, once the domain of expected expertise is broadened, perfor-
mance significantly worsens. The failure of techniques used in the design of
limited domain systems to “scale up” to more general systems is a major
driving force behind research in medical artificial intelligence and, by exten-
sion, CDSS. The ability to reason from “first principles” and to understand
the effects of time on disease processes are considered essential to build-
ing robust systems that have more human-like capabilities. A significant
amount of work has been done in the area of causal modeling (i.e., addi-
tion of anatomical and physiological data to knowledge bases).>*’* Tem-
poral reasoning and representation have also received a good deal of
attention.**** Aside from adding human-like abilities, issues such as the
computational burden of large numbers of calculations in networks, hand-
ling conflicting rules in knowledge bases, gracefully handling uncertainty
and ignorance, and methodologies for acquiring new knowledge are suffi-
ciently formidable so as to attract the attention of researchers. We will begin
the exploration of these issues with the problem of reasoning.

Rule-Based and Early Bayesian Systems

In order to understand the research issues related to reasoning, it is neces-
sary to trace the development of inference mechanisms in CDSS. The most
basic inference mechanism utilized in medical diagnostic systems is propo-
sitional logic, which was described earlier in this chapter using the example
of anemia. Another example of a knowledge base consisting of only two
facts might be: “CPK-MB is increased in myocardial infarction (MI)” and
“chest pain is present in MIL.” All facts concerning the findings associated
with myocardial infarctions would, coupled with a mechanism for testing
their validity, allow one to draw a conclusion about the presence of an MI
in a patient. For example, if we state as a premise that “patient X has chest
pain and an increased serum CPK-MB,” it would be reasonable to conclude
that the patient had an MI. This may be written in the form:

IF patient X has chest pain
AND CPK-MB is increased
THEN the problem is MI.

Notice that our small knowledge base does not contain any facts about
other possible causes of chest pain; therefore, the system could not conclude
that the patient has esophageal reflux. According to Russell and Norvig,
logic systems have three properties which are particularly useful. We will
make use of only one of them for this discussion—*“locality.” If there is a
statement of the form “if a, then b” and “a” is known to be true, then we
can conclude that “b” is true regardless of whatever else is known to be
true. Locality is very useful in logic systems where all facts are either
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completely true or completely false (for this discussion, being true is equiv-
alent to “is only caused by” and false “is never caused by”). However, in
the field of medicine, there are very few findings that can be so neatly cat-
egorized. Consider what happens when we add the fact “chest pain is
present in esophageal reflux.” The presence of chest pain no longer
absolutely implies MI. Locality no longer holds. Rule-based systems such
as MYCIN inherit the properties of logic systems and the possibility of
inconsistency in the knowledge base. The fundamental issue becomes one
of handling uncertainty gracefully. Russell and Norvig offer three reasons
why most systems based on propositional logic are unworkable for medical
diagnosis. These reasons are related to the unavoidable presence of uncer-
tainty and are described as laziness, theoretical ignorance, and practical
ignorance. Laziness, in this instance, describes the reluctance of system
designers to do the work necessary to “list a complete set of antecedents
or consequents needed to ensure an exceptionless rule, and it is too hard
to use the enormous rules that result (p. 463).” Theoretical ignorance is
simply an acknowledgment that there is no theory of medicine to guide
modeling of the domain. Last, practical ignorance is a statement of the fact
that, for any particular patient, even if we knew all the applicable rules, we
would rarely have access to all the required information (tests, genetic
history, etc.).

The developers of MYCIN addressed the issue of uncertainty by pio-
neering the use of “certainty factors”—numerical estimates of the confi-
dence in a particular fact. The certainty factors are based upon the opinions
of domain experts and are not derived from epidemiological data. Certainty
factors can take on values from —1 (indicating certainty that a condition is
not true) to 1 (that it is true). Zero indicates that little is known about a
particular fact. This is an important feature which differentiates them from
true probability estimates, which must be between 0 and 1. For example, we
could add certainty factors to our MI knowledge base:

IF chest pain is present
THEN conclude MI 0.65 (certainty factor of 0.65)

Certainty factors were an attempt to deal with uncertainty. However, as will
be illustrated, their use in a rule-based, logic-derived system may lead to
erroneous conclusions.

Consider the effect of adding a new rule (rule 2):

IF chest pain is present
THEN conclude esophageal reflux 0.4 (certainty factor of 0.4).

In a system where locality is expected, if rule 1 fires, then “conclude MI .65”
will become the active hypothesis. Yet it is possible that rule 2 may also be
valid. In order to arrive at the correct diagnosis, some mechanism must
be in place to adjudicate between the two rules or the knowledge base
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designers must ensure that the two rules will never conflict. In a domain
such as medicine, where thousands of rules may be needed, it is easy to see
how conflicts might creep into the knowledge base and undermine the accu-
racy of the system. An excellent discussion of the failings of rule-based
systems using certainty factors may be found in Heckerman et al."*

Unlike MYCIN, the Leeds abdominal pain system was based on simple
Bayesian computation. However, early Bayesian systems had their own
problems. The most significant was the number of probability estimates
required to make the system workable. In addition, each new piece of evi-
dence required recalculation of all pertinent probability estimates, result-
ing in a burdensome number of computations. A final requirement of early
Bayesian systems was “conditional independence” (an assumption that all
relationships between evidence and hypothesis are independent). The
inability to assure conditional independence caused Bayesian reasoning
systems to lose favor with expert system developers. Thus, even though
MYCIN and the Leeds system proved to be capable of performing well
within their problem domains, their reasoning mechanisms were considered
to be inadequate for larger problems.

Causal Reasoning

Causal reasoning, simply defined, is the use of deep domain knowledge (i.e.,
pathophysiology, anatomy) to assist in the decision-making process. The fact
that clinicians, when faced with a difficult problem, also resort to this form
of reasoning served to enhance its attractiveness as a model for inferenc-
ing in CDSS. Patil® argues very cogently on behalf of causal reasoning as
a guiding principle in CDSS. He offers a few of the potential benefits—
describing the evolution of diseases over time, reasoning about interactions
among diseases, and the ability to understand specific mechanisms.

CASNET? was the first medical expert system based upon causal pre-
cepts. Designed to assist in the diagnosis of glaucoma, CASNET’s knowl-
edge is represented in the system as a network of pathophysiologic states.
A particularly interesting feature of CASNET is the hierarchical organiza-
tion of its knowledge base. At the lowest level are patient signs, symptoms,
and tests. The middle layer consists of pathophysiologic states such as
corneal edema and elevated intraocular pressure. The highest knowledge
level is composed of disease categories—open angle glaucoma, secondary
glaucoma, and so on. Connections between the layers represent direct
causal relationships, allowing diseases at the highest level to be viewed as
aggregations of patient findings and pathophysiologic states. Reasoning is
carried out by navigating a path from findings to disease, testing pathway
nodes by calculating a likelihood value for each, then following the highest
likelihood pathway.

The CHF Advisor” and ABEL® represent alternate approaches to
causal reasoning. The CHF Advisor, which assists with the diagnosis and
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management of heart failure, is based upon a qualitative physiologic model
of the cardiovascular system. A truth-maintenance system (TMS) enforces
relationships between parameters. The TMS also allows the program to test
the effects of changes in a particular variable on the entire model. This
permits one to experiment with the effects of altering the value of various
parameters.

ABEL has acid-base and electrolyte disorders as its domain. ABEL’s
knowledge base, like CASNET, models its domain at three levels of detail.
Its highest level represents clinical states (i.e., hypokalemia, acidosis) while
the lowest level is a physiologic representation of electrolyte stores and
movement between various fluid compartments. As noted by Patil,> “The
critical feature of ABEL is its ability to determine and represent situations
where a hypothesis is capable of explaining part but not all of an observed
finding.” Limited causal modeling has been used in systems such as
Caduceus.® Causal links are implemented in the knowledge base in the
form of “may be caused by” relationships, serving to constrain the number
of nodes evaluated during the diagnostic process. The causal links in
Caduceus are much more primitive than those in ABEL, CASNET, and
CHF Advisor in that they do not represent deep knowledge of the domain.
The use of a more superficial form of causal links has been exploited in a
newer type of diagnostic system, belief networks, which will be discussed in
a later section.

Causal reasoning, while effective, does have significant limitations as an
inference mechanism. The lack of knowledge concerning the actual mech-
anism for a number of diseases remains a major impediment to the creation
of causal systems—i.e., the pathophysiology of rheumatologic disorders is
much less well defined than those in cardiology. Thus, general domain
systems such as QMR cannot be completely built using this reasoning
model. However, this does not preclude the inclusion of causal knowledge
in these systems. In fact, a good deal of causal knowledge is encoded implic-
itly in QMR’s knowledge base."!

Another design issue for causal systems is level of detail. ABEL has three
levels of detail represented in its knowledge base. How many should be
included to be considered complete? Is a complete representation possible
or even desirable? Perhaps the ultimate design issue is that of “under-
standing.” CASNET and ABEL are designed as networks of causally linked
nodes. And although they can use deep knowledge of their domains, they
do not understand what they are manipulating (the “holy grail” of Al
research from the beginning).

A final matter is that of temporal representation in causal networks. One
of the most basic aspects of any disease is the temporal relationship among
findings. If one knew that a mass has been present on a chest radiograph
for 15 years, it would automatically be considered benign. What is the best
way to represent the implausibility of this being malignant in a knowledge
base? All of these questions add complexity to the design process.
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Probabilistic Reasoning

Bayesian reasoning systems fell out of favor in the mid 1970s due to
the need to develop and maintain huge probability tables (joint probabil-
ity distributions) in order to perform the required calculations. Aside
from the need to maintain probability distribution data, a separate and
equally daunting problem was that of assuring conditional independence
of findings. In many cases, especially for any sufficiently large domain,
this was difficult to achieve. A solution to both problems was advanced
by the findings of a number of researchers in the form of belief
networks.'*"

A belief network is a directed acyclic graph (the arrows point in one
direction and there are no circular paths) consisting of nodes that contain
conditional probability data. Nodes may be thought of as “parent” and
“child,” with parent nodes connected to child nodes by one-way arrows.
Conditional probability tables at each node reflect the effect of all the
parent nodes on the child node. As might be expected, even this format is
computationally intensive for all but small networks. If you will recall, one
of the problems of early Bayesian systems was conditional independence.
This criticism is addressed by network designers via the use of causal rela-
tionships when creating networks and by use of a catch-all probability esti-
mate in the form of a “noise parameter.” If we say the probability of MI is
0.7 given finding X, and 0.2 given finding Y, and if 1.0 represents certainty,
then 0.3 represents the noise for X and 0.8 for Y. Conditional independence
values are not exact, but the use of noisiness permits usable systems to be
built.”” Heckerman et al. achieved an acceptable solution by building a
limited number of conditional dependencies into their Pathfinder
Network.'" Judea Pearl has produced an excellent text on this subject for
those who wish to develop a fuller understanding of this area.”

Decision-Theoretic Reasoning

A somewhat newer approach to medical expert systems design is the use
of decision theory in the reasoning process.*’** Decision theory is based
upon the concept of utility—the value to the decision maker of a particu-
lar outcome. In the case of a patient with chest pain where either esophageal
reflux or MI might be the cause, a pure probabilistic system would offer as
its conclusion the diagnosis with the highest probability (for the sake of
argument assume that this is reflux). In a decision-theoretic system, the cost
to the patient of suggesting reflux when the correct diagnosis is MI would
be calculated before offering a final conclusion. Thus utility serves to
“remind” the system of the “cost” of an incorrect diagnosis or suggested
action. A significant problem with decision-theoretic systems is that of
determining how the utilities included in a system will be determined—
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never a simple undertaking. Nevertheless, this is a promising development
in the design of decision support systems.

Possibilistic Reasoning

The discussion of reasoning thus far has focused on the handling of uncer-
tainty. Uncertainty is an expression of the inability to know all the factors
involved in a particular decision and their ultimate effect upon the outcome.
Lofti Zadeh pointed out another decision-making dilemma—imprecision
in the expression of a finding or factor.” The statement, “cervical cancer is
a disease of younger women” is an example of fuzziness. At what age does
a woman stop being young? Zadeh proposed that unlike traditional set
theory in which an element was in only one set, membership may be pos-
sible to some extent in a number of sets. Thus a 35-year-old woman would
have partial membership in the old set (say 0.3) as well as in the young set
(0.7). Fuzzy logic provides a formalism for computing the truthfulness of
fuzzy propositions.* Maiers has written a good review of fuzzy logic in
medical expert systems.”

Accounting for Ignorance

Shafer* describes the Dempster-Shafer theory of evidence as a means of
dealing with ignorance, as opposed to uncertainty. This theory arose out of
the difficulty of assigning prior probability values. In most situations, these
values are estimates and therefore subject to error. The Dempster—Shafer
theory proposes that probability estimates be qualified by using a “belief
function” that computes one’s belief in a particular proposition. Belief func-
tions add to the computational complexity of a system and, due to their
weaker theoretical grounding (as compared to Bayesian and fuzzy systems),
have received less support among CDSS designers.

Common Sense Reasoning

Common sense reasoning, at its most basic level, is about making assump-
tions. This is an indispensable capability that we use constantly. Common
sense (default) reasoning allows objects to be grouped into recognizable
classes that can be mentally manipulated based on common traits. For
example, “birds fly, cars use gasoline, and planes land only at airports” are
statements about classes of objects that are well defined. If one is then told
that a car would not run, an automatic question would be whether it is out
of gas. Now consider what happens when decisions have been made using
the facts mentioned previously and then it is discovered that electric cars
and emus exist. What should be done? Should all prior decisions be revised?
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How should these new facts be added to the knowledge base? New facts
concerning objects currently represented in the knowledge base must be
reconciled with those already present. How should precedence be deter-
mined? Also, how should conclusions added to the knowledge base
under the influence of old rules be updated or retracted? Default logic as
suggested by Reiter’ and the nonmonotonic logic of McDermott and
Doyle" are offered as reasoning mechanisms to deal with these problems.
However, no system is available which adequately addresses all issues. In
addition, no working CDSS have been designed using default reasoning
mechanisms.

Case-Based Reasoning

Case-based systems offer an approach to learning and reasoning that
is very different from those discussed previously. A case, as defined by
Kolodner and Leake,”® is “a contextualized piece of knowledge repre-
senting an experience that teaches a lesson fundamental to achieving
the goals of the reasoner.” Case-based knowledge bases have two distinct
parts: the case itself and an index that aids efficient context-based retrieval.
Case-based systems acquire knowledge by solving problems. Cases are
stored knowledge that reflect past experience in solving problems. Each
case has three components—problem/situation description, solution, and
outcome. The problem/situation-description describes the past situation or
problem that was solved. It includes the goals of the reasoner as the
problem was being solved, as well as information about the problem
environment. The solution component contains information regarding
how the problem was solved. The result of applying the solution, whether
the attempt succeeded or failed, and why, are stored in the outcome com-
ponent. Access to cases is controlled by an index. The key to solving
problems in case-based systems is matching the current problem to past
experience. Compared to more traditional approaches, advocates of case-
based systems believe that these systems have the following advantages: (1)
they are better at solving problems with open-ended, poorly defined con-
cepts; (2) they arrive at solutions faster; (3) they are better at solving prob-
lems where no good algorithm is available; and (4) cases may serve as
explanations.

Case-based reasoning is not without problems, however. In a large knowl-
edge base, retrieval efficiency is an important determinant of performance.
Therefore, indexing is a key research area. Issues such as whether to use
high-level or low-level features when building indexes, how to design a
general framework for index content, and the design of case retrieval
algorithms remain a source of vexation for those designing case-based
systems. Despite its problems, case-based reasoning has been used success-
fully in CDSS***" and offers an interesting metaphor for building flexible
knowledge-based systems.
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Knowledge Acquisition

Knowledge Engineering

Knowledge engineering is the process of building a knowledge base. A
knowledge engineer is a professional with an understanding of issues
in knowledge representation, tool selection, artificial intelligence languages,
and software design. A knowledge engineer works with a “domain expert”
to obtain the necessary data to build a knowledge base (knowledge acqui-
sition). This has been the traditional model for building expert systems.
Knowledge engineering can be a very tedious process. The time required to
build a knowledge base for any decent-sized domain is often considerable
and greatly inhibits the production and deployment of knowledge-based
systems. Much of the difficulty in building expert systems in any domain is
due to the lack of a well defined process for the activity. Even with the avail-
ability of specialized shells, languages, and other tools, the knowledge
extraction process is often still haphazard. Domain experts can be very poor
at describing what they do or how they approach a problem. The knowl-
edge engineer often has to learn the domain in order to identify major uni-
fying concepts. Next, the actual problem to be solved must be agreed upon,
and, finally, knowledge representation formats and a reasoning mechanism
must be chosen. Errors made at any step can result in significant delays and
frustrations. Once completed, maintenance becomes a serious problem
which can worsen with turnover of the development team. The “knowledge
acquisition bottleneck™ has no real solution using traditional methods. Also,
standard knowledge engineering practices do not take advantage of the
large amount of data stored in information systems currently in use.

Managing Knowledge Using Ontologies

In most instances, knowledge bases are collections of facts about the real
world, encoded in a manner that allows them to be used computationally.
However, more sophisticated decision support systems will require access
to not only facts, but also key concepts that underlie the domain. For
example, accounting for the passage of time or the flow of blood through
specific arterial pathways requires deeper knowledge of the world than
simple assertions that a disease is chronic or that a coronary artery is
obstructed. The field dedicated to creating these higher-level conceptual
maps is ontological engineering, and the resulting knowledge construct is
an ontology. Gruber,” has defined an ontology as “...a formal, explicit
specification of a shared conceptualization.” Thus, ontologies are viewed as
resources that may be used by people or computers for three basic pur-
poses: communication, computational inference and reuse, and knowledge
management®>**, Communication is enhanced by the requirement that all
terms and concepts be standardized and clearly defined, providing for a
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common reference point for all ontology users and builders. As concepts
and terms are defined, all relationships that they may participate in are
likewise defined along with the appropriate access algorithms and rules for
the proper use of all terms, concepts, and relationships. Computational use
of the knowledge contained in the ontology is thereby codified, making it
easier for software designers to understand how to interact with the knowl-
edge base to build intelligent systems. Finally, the framework created in
building an ontology provides for a high-level mechanism and viewpoint
for extending and maintaining the knowledge contained therein, which
greatly simplifies key knowledge management tasks.

In order to function as a viable resource for an organization or any group
of users, “ontological commitment” (all parties who use the ontology agree
to abide by its concepts, terms, and relationships) is a must.

Ontology Organization

Ontologies seek to represent the world (or at least a specific domain) in an
organized manner. Objects, events, and processes that occur in the real
world are captured in a standardized manner based upon fundamental con-
cepts taken from the domain. The highest level (most abstract) of concept
organization is referred to as an “upper ontology.”® The upper ontology
provides the basis for all concepts that will eventually make-up the final
operational ontology. Figure 4.1 below represents a very simple upper
ontology of living things.

Concepts are rendered in computable form as categories (templates/
classes) that have specific properties. Upper ontology categories are
abstract entities; as such, they do not refer to a specific person or plant.
Rather, the most fundamental properties of each are defined at this level
(with special attention given to those properties that separate one category
from another). A specific person or plant can then be represented as an
object that inherits (“is-a” relationship) properties from all the categories
from which it was derived. Inheritance that occurs via hierarchies may be

| Living Things |

v v v
| Plants | | Bacteria |

A

| Human | | Non-Human | | Edible | | Inedible |

Ficurk 4.1. An upper ontology of living things.
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single (derived from a single upper ontology concept) or multiple (derived
from more than one high-level concept). Management of the complexities
of multiple inheritance has tended to favor the creation of mainly single
inheritance ontologies. Therefore, specification of a single person, “John
Doe,” might be accomplished by inheriting key properties along the “Living
Things: Animals: Human” hierarchy.

A second mechanism for enriching the representational capability of
ontologies is that of associations. Associations permit links to be formed
between classes and define allowable interactions between the two. For
example, a “uses for food” association might be defined between the
“Humans and Plants: Edible Classes.”

Events (birth) and processes (movement) can be represented using this
conceptual organization as well. The key is that all those who use the ontol-
ogy must agree to the exact meanings and proper usage of all concepts,
terms, and objects.

Examples of Ontology-Based Systems

Though not yet common as knowledge resources for clinical decision
support systems, excellent examples of systems that use ontological
methods for representation of biomedical concepts do exist. Perhaps the
most frequently used is found within the Unified Medical Language System
(UMLS). >

UMLS Semantic Network

The UMLS is an ongoing project of the National Library of Medicine as
part of its efforts to improve access to reference resources. The UMLS acts
as a link between a number of disparate vocabularies and coding systems
(e.g.,0 ICD-9, CPT,SNOMED) and the Medical Subject Headings (MeSH)
coding system. Its major components are the Metathesaurus, which inte-
grates terms and concepts from over 60 code/vocabulary systems, and the
Semantic Network, which provides a high-level conceptual framework for
categorizing terms found in the Metathesaurus. The upper ontology of
the UMLS semantic network has two basic concepts: Entities and Events.
The next level below describes Physical Objects, Conceptual Entities,
Activities, Phenomena and Processes. Multiple semantic types are defined
along with types of associations: physical, spatial, temporal, functional, and
conceptual **’

GALEN

GALEN (Generalized Architecture for Languages, Encyclopedias, and
Nomenclatures) is designed to act as a terminology for use in clinical
systems™ GALEN is managed by OpenGALEN, a Dutch-based nonprofit
foundation, which provides access to Galen technology, and has been used
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in Europe to create coding systems for surgical procedures. GALEN is an
ambitious project in that it intends to encompass all of medicine and has as
its major goal the creation of a terminology that is both computable and
usable by humans for direct data entry.

The upper ontology of GALEN has two categories: Phenomenon and
ModifierConcept.” Phenomenon subsumes Structures, Substances, and
Processes, providing classes for representing entities that exist as objects in
the real world (e.g., organs, people, drugs). ModifierConcepts provide
classes for representing features of real world objects (e.g., units of measure,
degrees of severity, etc.). Individual terms in GALEN are derived via use
of “part-of” associations (e.g., component-of, stuff-of, portion-of, member-
of) links that can be inherited.

All GALEN concepts are modeled in GALEN Representation and Inte-
gration Language (GRAIL), a formal language system developed for the
GALEN Project.”” GRAIL provides compositional capabilities to GALEN
(i.e., ability to form complex concepts using simple primitives) and supports
generation of semantic networks. GALEN concepts are embodied in the
GALEN Common Reference Model and access to concepts is managed
through the GALEN Terminology Server. It is the terminology server that
application developers interact with in order to access the vocabulary.

SNOMED CT

SNOMED CT* is a terminology based on SNOMED RT® and Read
Codes Version 3. SNOMED is a comprehensive clinical terminology
encompassing 344,000 concepts and close to 1.3 million semantic relation-
ships. The upper level ontology of SNOMED CT has as its top node Root-
Concept.”* Below this node are TopLevelConcept Nodes: 13 that define
clinical concepts and three that provide structural concepts for construct-
ing relationships, assigning values, or other internal functions such as
concept navigation. The top-level clinical concept nodes define concepts for:
Findings, Disease, Procedure, Observable Entity, Body Structure, Organism,
Substance, Pharmaceutical/Biological Product, Specimen, Physical Object,
Physical Force, Events, Environments/Geographical Locations, Social
Context, Staging, and Scales. Top-level structural nodes define: Attribute,
Qualifier Value, and Special Concept entities. SNOMED provides for inher-
itance (is-a) from multiple concepts, and associations between concepts.
Complex concepts may be constructed using simple primitives.

There are efforts underway to key nursing, drug, and administrative ter-
minologies to SNOMED CT, making for a robust clinical terminology.®*%

Ontology Issues in Decision Support

The ready availability of high quality tools, such as Protégé,”* for creating
ontologies, bodes well for those creating decision support systems. Share-
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able knowledge bases may be created, that could be used in any number of
systems. Certainly within large integrated delivery systems, software devel-
opers could produce knowledge bases that permit terms and concepts to be
shared by key technologies such as electronic health records or research
database systems. Of course, the more complex the decision to be made, the
more difficult it becomes to build an appropriate computer model of the
domain to support it. Systems that provide straightforward alerts and
reminders are easier to design and build than those which support more
complex decision tasks such as automation of complex practice guidelines.

The Frame Problem

Complex decision support activities, such as multistep guidelines with steps
that occur over time, have to contend with the problem of changing data.
The “frame of reference” problem,” keeping track of what should and
should not change after some key event, is a major challenge. An example
of this would be assuming a decision is to be made, that requires checking
a lab value and then, based upon that value, some series of interventions is
suggested. Each suggested action may change the underlying system (i.e.,
patient) in ways that make it difficult to predict what the ultimate effects
will be. There are two problems: keeping track of how the patient has
changed and what has remained the same. Humans quite naturally reason
out these “what-if” scenarios; computers require large knowledge bases
with complex rule sets to mimic this type of reasoning.

Lack of Standards

Ontology tools have evolved largely as experimental technologies over
the last 10-15 years and, as a result, they do not conform to a particular
standard in terms of internal representation format, interface, or lan-
guage. %7 A key issue in building any ontology is term selection. Naming
things is very important, and sharing an ontology within a domain
requires that all users share a common terminology. SNOMED CT appears
to be the most promising candidate for health care. However, it is far
from being widely used for key terminology needs within the United States.
Also, one cannot mistake agreement on terms for agreement on definitions.
For example, two hospitals may agree to use common terms to pool
data. They settle on a SNOMED CT term, Congestive Heart Failure, to rep-
resent a key concept for their disease management program. Hospital A
permits the use of this term for any patient with symptoms of orthopnea
and pedal edema, whereas Hospital B requires a left ventricular ejection
fraction of less than 40% to use the term. Obviously, even though they
have agreed on a specific term , the definitions are not the same. Hospital
B has a much better defined pool of patients and, if one were analyzing out-
comes of CHF treatment, the data from Hospital B is likely to be of higher
scientific value.
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Ontologies promise to be the next major advance in knowledge
representation and management. However, they are by no means easy to
design or build, and their ultimate value with be determined by the will-
ingness of healthcare organizations to commit to (1) very specific ways of
accessing and using the knowledge and (2) putting forth the effort to clearly
define key concepts, actions, and terms—something for which there is little
precedent.

Capturing Clinical Detail—Codes, Classifications,
Nomenclatures, Vocabularies

Using computers to manage data requires some means of capturing infor-
mation in a way that permits all potential consumers of medical data to use
it effectively. The Institute of Medicine in its 1992 report on the computer-
based patient record” detailed the problems of the paper record, in terms
of content and ability to aid in decision making. The issues of content and
utility that plague paper records must be addressed to realize the decision
support benefits in electronic systems. The capture of detailed, analyzable
clinical information in electronic form is a well recognized problem in the
field of medical informatics.”>”™ Though a number of terminology sets
exist, none has been found that satisfies the wide range of data require-
ments in the broad domain of health care. Adding to the problem is the lack
of a standard definition for the various terminology sets.””®”"™ Is it rea-
sonable for anyone new to the field to be completely baffled in trying to
determine the difference between a code, classification, nomenclature, and
controlled vocabulary?

Van Bemmel and Musen” offer working definitions that may help to
guide this discussion. They define classifications as “. .. an ordered system
of concepts within a domain, with implicit or explicit ordering principles
(p82).” The most common classification in use in the United States is the
International Classification of Diseases (ICD). It began in 1893 as the
Bertillon Classification or International List of Causes of Death, and was
used as an epidemiological tool.** In ICD version 9, the most used version
containing nearly 7,000 entries, the terms may code for diagnoses (e.g.,
myocardial infarction) or symptoms (chest pain). The ICD is arranged along
a variable axis and continues to order codes based on a structure suggested
by William Farr® using groupings of epidemic diseases, constitutional or
general diseases, local diseases arranged by site, developmental diseases,
and injuries. The entire classification is divided into 21 chapters (e.g.,
Chapter II: Neoplasms, Chapter III: Hematological diseases) with a strict
hierarchy followed within each chapter. Each term is given a three-digit
code with a possible two-digit extension (e.g., diabetes mellitus—250.00).
The most recent version, ICD-10, has been updated to include more than
13,000 terms and has been extended to cover additional health-related
problems.
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An obvious problem with the ICD system is the lack of clinical detail.
Systems designed for monitoring epidemiologic trends lack the granularity
needed for clinical care.*®% A decision support system that relied on ICD
codes for suggesting interventions would be reduced to making only the
most general advice concerning possible actions due to the paucity of spe-
cific clinical information about the patient.

Codes are means to reduce the amount of information required to com-
municate a concept. Thus, the ICD codes represent its classifications. There
are no rules regarding how coding schemes are to be derived; it is up to the
designer to select a representation format most suited for the purpose at
hand. The Current Procedural Terminology (CPT),* published by the Amer-
ican Medical Association since 1966, was designed to help with reimburse-
ment for medical services. It consists of approximately 8,000 codes that are
five digits in length, with intervention name and brief description. Codes
may be retired or replaced with newer ones. Like the ICD, CPT codes do not
capture any level of clinical detail aside from the name of the intervention
performed. The CPT is not arranged in a hierarchy, and all interventions that
it encodes are grouped by type (microbiology, chemistry, radiology, etc.). The
CPT and ICD systems are the most commonly used code sets in the United
States and are required for many administrative tasks.

A recent addition to the library of available code sets is the Logical
Observation Identifiers Names and Codes (LOINC) set.**¥% LOINC
provides a formal multi-axial code set for laboratory results and clinical
observations. A total of about 32,000 results and observations are included.
LOINC codes are never removed from the system, greatly improving the
ability to maintain accurate longitudinal data. LOINC entities may have
entries along up to six axes: Component, Property,Time Aspect, System,
Scale, Method. LOINC provides a significant amount of clinical detail and
is much more readily suited for clinical decision support tasks than either
the ICD or CPT.

A nomenclature is defined as a system of words used in a particular dis-
cipline. A key distinction between nomenclatures and codes/classifications
systems is that the former permits one to form new concepts by combining
terms, whereas the latter do not. SNOMED CT is the latest iteration of the
SNOMED nomenclature, first published in 1975, and its recent endorse-
ment by the National Health Service in the United Kingdom and the
Department of Health and Human Services in the United States should
lead to its use in newer clinical decision support systems.

“Clinical terminology” and “controlled clinical vocabulary” are some-
what more difficult to define. The terms are often used interchangeably by
many, and there is some disagreement as to the content and scope of the
technology that each term represents.””’*”7”® Generally speaking, it would
seem that a controlled vocabulary may be derived from any of the above
systems. The key is that the use of all terms is closely constrained (e.g., users
cannot introduce novel terms into the system). This may be done either
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through the use of a restricted list (e.g., in a combo box on a form), or by
the application of algorithms for term selection. Even without a widely
accepted definition, most views of controlled clinical vocabularies are that
they are highly granular term sets arranged in well defined hierarchies that
are designed to support the capture of all aspects of clinical care. It is this
view of expressiveness and utility that appears to underlie the analysis
offered by Cimino in his landmark article, “Desiderata for Controlled
Medical Vocabularies in the Twenty-First Century.”® While no explicit def-
inition is offered, the author does provide a very practical approach to
understanding and analyzing the requisite features, functions, and architec-
ture for any terminological system intended for the capture of highly gran-
ular, longitudinal clinical data. The desiderata consist of guidelines by which
controlled clinical vocabularies may be judged. Cimino’s criteria address
issues of design, management, and operational use of vocabularies, provid-
ing very helpful guidelines for those whose wish to make use of these tech-
nologies. (See Table 4.2 for a summary of these criteria).

Vocabulary Utilization Issues

Using Cimino’s criteria, it is easy to see that ICD, CPT, and other code sets
might be quite useful for tasks that do not require a great deal of detail,
while more robust term sets are required to capture clinical detail. Of
course, the availability of a controlled clinical vocabulary and integrating
one into a clinical application are two very different issues.”

Spackman and colleagues,” have identified three types of clinically rele-
vant terminologies: application, user interfaces, and reference. Reference
terminologies are defined by them as “... a set of concepts and relation-
ships that provides a common reference point for comparison and aggre-
gation of data about the entire health-care process, recorded by multiple
different individuals, systems, or institutions.” Interface terminologies are
those that are encountered by the user during data entry. Here, the goal is
to present, as quickly and clearly as possible, a collection of acceptable
terms for data entry. This requires hiding a good deal of the complexity of
the underlying reference terminology from the user while allowing for
acceptable data entry speed and expressiveness.

Data Entry Concerns

Completing a problem list or ordering laboratory tests are simple data entry
tasks, easily accomplished with pick-lists. However, entering a complete
history and physical examination for a typical primary care encounter in
this manner would quickly become quite tedious. Solving the problem
seems to require a trade-off between efficiency and expressiveness.””? For
example, templates might be used to increase data entry speed but may
have the unintended effect of homogenizing clinical descriptions with an
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TaBLE 4.2. Summary of Cimino’s Desiderata.

Content

Concept-based

Concept permanence

Polyhierarchy

Nonsemantic identifiers

Formal definitions

Reject “not elsewhere classified”

Multiple granularities

Multiple consistent views

Context-sensitive representation

Evolve

Recognize redundancy

Sufficient terms should be present that permit the
entire spectrum of clinical concepts to be clearly
represented.

All terms must have at least one meaning and only one
meaning, and any meaning is assigned to only one
term.

Once created, concepts are never purged from the
system, permitting linking of newer concepts to their
progenitors.

Concepts should be bound to terms following a specific
hierarchy and, when necessary, may belong to
multiple hierarchies. Pneumococcus may be found by
following the “Organism” tree or the “Infectious
Diseases” tree.

The unique identifiers that are assigned to concepts
should not follow any particular hierarchy or
organization in which the codes themselves have
meaning. Example: all cardiovascular concepts should
not have identifiers that code heart failure as CVS1.0,
right heart failure CVS1.1, high output failure
CVS1.01, and so on.

All concepts and terms should be clearly defined and,
ideally, definitions are stored in a computable form.

Concepts that depend, for their meaning, on the
exclusion of all other terms create semantic problems
in historical data and should not be allowed.

Different users of a vocabulary may wish to capture
varying levels of detail (epidemiologist versus an
internist). The vocabulary should not dictate the level
of detail used to record a datum.

Just as different users may desire varying levels of
granularity, so might they also prefer to display, or
provide access to, terms and concepts at different
levels of detail.

Chest pain may be a symptom or diagnosis. Application
designers should provide the context for term
interpretation, not the vocabulary.

A well designed vocabulary should be able to manage
the addition of new terms and concepts to match
changes in medical knowledge and practice without
disrupting current users or altering the meaning of
historical data.

Synonyms for concepts are acceptable (if they all map
to the same root concept). However, there should not
exist multiple primitive representations of the same
concept. Example: “myocardial infarction” and “heart
attack” should exist as a concept and linked
synonym, not as two separate concepts.
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attendant loss of detail. Another approach might be the development of
more intelligent interfaces that can anticipate term requirements and offer
intelligent guesses during data entry. However, this could add greatly to the
complexity of the programming logic of the underlying application. Valida-
tion of user input cannot be ignored.

The ability to compose complex concepts from the juxtaposition of two
or more atomic concepts, referred to as a “compositionality,” greatly
increases the expressive power of any vocabulary but brings with it the
problem of how to prevent the creation of nonsense concepts (juxtaposi-
tion of terms that make no clinical sense).®***** In practice, it would require
that either the applications have extensive knowledge of medical concepts
and language or that additional technologies must be used to provide the
required functionality. The creators of GALEN address this problem by
provision of the Galen Terminology Server as a basic GALEN technology.
Terminology servers” aid in the deployment of vocabularies by providing
services to application developers such as lexical matching, word comple-
tion, terms composition, and other key functions. It seems likely that
complex software such as electronic health records would have extensive
terminology requirements and would require some level of local control of
term management (e.g., only for problem lists, all data entry, specific spe-
cialties, only in research settings). Even with access to professional termi-
nology management tools and or terminology servers, organizations could
find themselves with unexpected costs associated with vocabulary manage-
ment. Obviously, providing users with responsive, helpful vocabulary ser-
vices is not as simple as licensing a clinical terminology.

An additional interface issue is that of local terminologies. In health care
there are often many ways to say the same thing. Permitting users the
freedom to use familiar terms and phrases is a reasonable system design
goal. However, providing this flexibility in the presence of a controlled ter-
minology can be tricky. Providing access for local terms may make data
entry friendlier; however, it makes application design more difficult because
a mapping of local terms to the reference terminology is required. If there
are but a few local terms, then the problem is very manageable. However,
with a sufficiently large local term set, mapping and maintaining an inter-
face terminology and reference terminology could easily become quite bur-
densome. There is also the possibility that, by creating local term sets, some
level of “semantic drift” will occur between sites using the same reference
terminology, defeating much of the value of having a standard reference
terminology. How will local term sets be managed? Getting different clin-
ical specialists to agree on a standard term set is not likely to be a simple
process, especially if the terms become mandatory for all data entry. Having
a terminology server would make the ability to map local terms to a refer-
ence terminology manageable; however, it creates two new problems: (1)
how to manage the local terms and keep them properly aligned with the
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reference terminology, and (2) how to prevent “semantic drift” across non-
related sites.

Maintaining a local terminology for an integrated delivery network could
easily become a costly endeavor in terms of the talent and time to manage
the terminology, unless extremely powerful and easy to use tools are avail-
able. The mapping problem alone could require an inordinate amount of
time from both technical and clinical staff. A major reason often quoted for
the development of standards is to promote data sharing. Healthcare enti-
ties that create local term sets could easily map similar concepts to very dif-
ferent reference terminology concepts or vice-versa. In either case, the data
will no longer be sharable due to semantic drift. Even worse, it may not be
obvious that any disparities exist.

Storage and Retrevial of Encoded Data

Compositionality creates a second design problem for system designers at
the database level. Complex concepts (e.g., myocardial infarction) that exist
atomically in a terminology make it easy to determine how to record the
concept within a clinical information system—one simply selects the code
for the concept. This is known as “precoordination.”””*® Precoordination
decreases complexity at the interface and database levels because there is
no question as to the proper way to encode a concept. All users, no matter
where they are located, are likely to encode the same concept in the same
manner. When no atomic concept is available, then complex concepts must
be created using collections of atomic concepts (postcoordination).”* Post-
coordination provides expressive power; however, in the process it makes
it easy to encode the same complex concept using different sets of atomic
concepts. Even in situations in which the same codes are used, there is no
mandatory order in which they must be sequenced. In practical terms, if
four codes are used to encode a concept, then there are 24 unique sequences
in which they may be stored, making database retrieval quite problematic
even within the same organization. Consider the damper this would place
on pooling data from different entities. Unless a central authority dictates
all terms for all concepts, it will be quite easy (and very likely) that differ-
ent organizations will create incompatible postcoordinated terms for the
same clinical concept, thereby reducing the portability and pooling of data
for analysis—one of the main justifications for having a standard clinical
terminology.

The availability of a standard clinical terminology is an absolute neces-
sity for the capture of detailed clinical data. However, there is no mecha-
nism in place that that will prevent developers and healthcare entities from
using them in nonstandard ways. Reasonably complete terminologies are
so new that many questions regarding their use in application development,
and at the user level, remain unanswered.
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Human-Computer Interaction

It is now time to discuss the issues raised by Engle’ and others concern-
ing the lack of widespread use of decision support technology in clinical
medicine. Heathfield and Wyatt'” provide an analysis of what they
consider to be the psychological and organizational barriers that explain
the lack of use of these systems. Their opinion is that most systems have not
been designed to address the problems that clinicians actually face. Several
systems are designed to restrict the number of active diagnostic hypothe-
ses (which doctors do quite well), while few are designed to help with dif-
ferential diagnosis and treatment advice. The latter types have been much
better received by physicians than the former. Identifying a well defined
problem to solve should be, but oftentimes has not been, an important con-
sideration for systems designers.

CDSS must take clinicians’ work habits into account. Systems must be
available at the point of care and should be easy to use if they are to be
considered clinical tools. The criticism offered by Clayton and Hripcsak'®
extends this analysis by noting that stand-alone systems which require sig-
nificant data entry will not be used on any regular basis. Finally, the single-
problem focus of many systems means that they will be needed only on rare
occasions, at which time it may not be worth the trouble to locate and use
them. This could even be true of general systems covering multiple domains
which, as Miller and Geissbuhler note in Chapter 5, might be justified in
only a small percentage of patients.

Problem Knowledge Couplers (PKCs), as advanced by Weed,” represent
a rather unique approach to the use of diagnostic/therapeutic decision
support. PKCs are intended to be used at the point of care and on a regular
basis, not just for cases that are perceived to be diagnostically difficult. In
fact, they are designed so that even nonmedical personnel can enter the
patient’s data, although the physician must still interpret the output. PKCs
consist of a knowledge base of diagnoses, findings, and management
options. Each individual coupler addresses a single presenting problem. The
couplers permit controlled input of findings and guide the clinician in the
process of diagnosis and management.

PKCs are interesting from the standpoint of user interaction because they
are meant to be an integral part of each clinical encounter. However, their
use has not become widespread. The use of PKCs represents a significant
intrusion into the clinical practice environment, and it is not clear that they
will be useful for a large number of patients. For example, consider having
a coupler for headache diagnosis and management. For most patients, an
experienced clinician can easily differentiate between types of headaches
based on clinical presentation. Using a coupler would be expected (as with
other broad-domain systems) to be helpful for only a small number of cases.
Thus the return for time invested, if used for every headache patient, would
be very low.
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Heathfield and Wyatt'” have identified several other problems systems
designers need to avoid. The first is a preoccupation with computer arti-
facts. In other words, when beginning a project there may be a tendency to
focus more on what language to use, hardware configurations, and devel-
opment environments, than on the problems of potential users. This preoc-
cupation can hamper the quest for the best problem-solving process and
techniques for solving the particular problem. Next, they argue that systems
designers may fail to use appropriate models for solving problems and may
fail to communicate clearly the design issues to potential users.

The final problem mentioned by Heathfield and Wyatt is that designers
sometimes focus on system development and ignore organizational issues.
Organizational attitudes and support play a critical role in the development
and implementation of any technology. The multidisciplinary nature of
CDSS development makes this process even more vulnerable to problems
of changing personnel, funding, administrative buy-in, and shifting organi-
zational goals. Successful deployment of CDSS technology requires that all
these matters be addressed via specific organizational policies for the cre-
ation and utilization of knowledge-based tools.

Fortunately, many of the criticisms of CDSS are readily addressed by the
growing use of electronic health record systems (EHRS) and computer-
based physician order entry (CPOE) systems. EHRS solve many of the
CDSS problems related to work flow, data entry, and types of decision
support provided.'™ They provide a standard interface for users and a
data model for CDSS designers. Access to laboratory, pharmacy, and other
standard data is a key feature of EHRS, and allows CDSS designers to shift
the focus from data entry to data access and user interaction. Alerts and
reminder systems have proven to be effective for preventive care, error
reduction, and patient safety.'”'® However, more sophisticated decision
support functions, such as automation of complex guidelines, will require
advances in EHRS design. Automated guidelines that contain multiple
steps and act over multiple patient encounters must address issues related
to the frame problem and must have access to well structured conceptual
knowledge about patients and disease states. Thus, a robust ontology and
controlled vocabulary are minimum requirements. Today, no EHRS has
these features, and until standards for EHRS are clearly defined, systems
are unlikely to appear that support sophisticated knowledge-based
functions.

CPOE systems have made a mark in hospital settings where, due to the
range of legacy systems present, implementation of packaged EHRS soft-
ware would be problematic. While CPOE systems do not have the level of
integration at the data level that an “all-in-one” EHRS provides, they are
effective within their limited area. However, like EHRS, their utility is
limited by the quality and completeness of the underlying knowledge base.

Interestingly, with the advent of EHRS and CPOE systems, user inter-
face issues do not disappear—they simply change focus. For example, an
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EHRS or CPOE system that provides drug interaction checking during pre-
scription writing offers this function as a background process—the user
does not have to explicitly invoke or shut down the feature. However, if
there is no ability to alter the type (warn for only severe interactions) or
frequency of advice (only for new medicines, not refills) users may become
reluctant to use the system. Similarly, when complex automated guidelines
become available, the challenge to system designers will be not only how
to provide advice seamlessly, but also how to quietly recede into the back-
ground and allow the clinician to proceed with the task at hand. In fact, we
may find that the ultimate issue in human—-computer interaction is not one
of functionality, but sovereignty. That is, once the challenges of workflow,
responsiveness, and ease of use are addressed, there will remain the
problem of humans who do not wish to take advice from a machine.'*!%-1%
Perhaps there is a “threshold of intrusiveness” that, once exceeded, will
result in clinicians ignoring any advice provided.

Conclusion

The history of artificial intelligence in medicine is a mixed one of impres-
sive creativity coupled with limited successes, small gains, and, in the case
of Engle, cynical resignation.” However, the increasing deployment of elec-
tronic health records and computerized order entry systems provides fertile
ground for offering next-generation decision-support functionality. Never-
theless, serious challenges remain. Our incomplete understanding of the
clinical reasoning process, and lack of an all encompassing “theory of med-
icine” will continue to be both sources of consternation and wonderfully
intriguing research problems. The work done on knowledge representation,
reasoning mechanisms, machine learning, and knowledge acquisition has
wide applicability and many potential benefits for society, even if no truly
intelligent clinical decision support system is ever built. Ontological engi-
neering, and clinical terminology design and deployment, are poised to
become major areas of theoretical and applied research in medical infor-
matics as the quest for sophisticated decision support systems such as auto-
mated, multistep guidelines moves forward.

Do doctors really want help with management of clinical care? Certainly
the enthusiasm demonstrated by policymakers for technology as the key to
addressing patient safety and quality improvement concerns is not matched
within the practitioner community. The growing acceptance of EHRS and
CPOE technology would seem to indicate that the reluctance of clinicians
to use computers was as much a function of less than acceptable user inter-
faces, lack of consideration for workflow, and the high cost of ownership
rather than innate contrariness. However, it may well be that current
systems, which use simple decision support mechanisms, are not sufficiently
intrusive to cause a backlash.
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One thing is certain: should all the problems associated with the design
and implementation of CDSS ultimately be solved, to gain wide acceptance
they must provide decision support without violating two of the most fun-
damental social and intellectual features of the practice of medicine. First,
they must not intrude on the sanctity of the patient-physician relationship.
Second, they must do nothing to remove or alter the quiet satisfaction
derived from knowing that one has made a difference.
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Diagnostic Decision
Support Systems*

RANDOLPH A. MILLER and ANTOINE GEISSBUHLER

Since primeval times, mankind has attempted to explain natural phenom-
ena using models. For the past four decades, a new kind of modeler, the
healthcare informatician, has developed and proliferated a new kind of
model, the Clinical Diagnostic Decision Support System (DDSS). Model-
ing historically was, and still remains, an inexact science. Ptolemy, in the
“Almagest,” placed the earth at the center of the universe and could still
explain why the sun would rise in the east each morning. Newton’s nonrel-
ativistic formulation of the laws of mechanics works well for earth-bound
engineering applications. Past and present DDSS incorporate inexact
models of the incompletely understood and exceptionally complex process
of clinical diagnosis. Yet mankind, using imperfect models, has built
machines that fly, and has cured many diseases. Because DDSS augment
the natural capabilities of human diagnosticians, they have the potential to
be employed productively.'

This chapter presents a definition of clinical diagnosis and of DDSS; a
discussion of how humans accomplish diagnosis; a survey of previous
attempts to develop computer-based clinical diagnostic tools; a discussion
of the problems encountered in developing, implementing, evaluating, and
maintaining clinical diagnostic decision support systems; and a brief dis-
cussion of the future of such systems.

Definitions of Diagnosis

In order to understand the history of clinical diagnostic decision support
systems and envision their future roles, it is important to define clinical

* Portions of this chapter have been taken verbatim, with permission of the
American Medical Informatics Association (AMIA), which owns the copyrights,
from: Miller RA, Medical Diagnostic Decision Support Systems—Past, Present,
and Future: A Threaded Bibliography and Commentary. ] Am Med Inform Assoc
1994;1:8-27; and from Miller RA, Evaluating Evaluations of Medical Diagnostic
Systems, J Am Medical Inform Assoc 1996;3:429-431.
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diagnosis and computer-assisted clinical diagnosis. A simple definition of
diagnosis is:’

the placing of an interpretive, higher level label on a set of raw, more primi-
tive observations [Definition 1].

By this definition one form of diagnosis might consist of labeling, as “abnor-
mal” any laboratory test results falling outside 1.5 times the 95% confidence
intervals for the “normal” values seen in the general population as mea-
sured by that laboratory. Another level of diagnosis under the same defin-
ition might consist of labeling the combination of a low serum bicarbonate
level, a high serum chloride level, and an arterial blood pH of 7.3 as “meta-
bolic acidosis.”

A more involved definition of diagnosis, specific for clinical diagnosis, is:*

a mapping from a patient’s data (normal and abnormal history,
physical examination, and laboratory data) to a nosology of disease states
[Definition 2].

Both of these definitions treat diagnosis improperly as a single event,
rather than as a process. A more accurate definition is found in the Random
House Collegiate Dictionary. There, diagnosis is defined as:’

“the process of determining by examination the nature and circumstances of
a diseased condition” [Definition 3].

Skilled diagnosticians develop an understanding of what the patient’s life
situation was like before the illness began, how the illness has manifested
itself, and how it has affected the life situation.”? The clinician must also
determine the patient’s understanding of, and response to, an illness. The
process of diagnosis entails a sequence of interdependent, often highly indi-
vidualized tasks: evoking the patient’s initial history and physical examina-
tion findings; integration of the data into plausible scenarios regarding
known disease processes; evaluating and refining diagnostic hypotheses
through selective elicitation of additional patient information, such as lab-
oratory tests or serial examinations; initiating therapy at appropriate points
in time (including before a diagnosis is established); and evaluating the
effect of both the illness and the therapy, on the patient, over time.”
Diagnosis is a process composed of individual steps. These steps go from
a point of origin (a question and a set of “presenting findings” and “previ-
ously established diagnoses”), to a point of destination (an answer, usually
consisting of a set of “new established diagnoses” and/or “unresolved dif-
ferential diagnoses™). While the beginning and end points may be identical,
the steps one diagnostician follows may be very different from those taken
by another diagnostician, and the same diagnostician may take different
steps in two nearly identical cases. Because expertise varies among clini-
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cians, different individuals will encounter different diagnostic problems in
evaluating the same patient. For instance, they may generate dissimilar
questions based on difficulties with disparate steps in the diagnostic process,
even if they follow exactly the same steps.

Studies of clinicians’ information needs help us to understand the vari-
ability in diagnostic problem solving among clinicians. Osheroff, Forsythe,
and colleagues* used participant observation, a standard anthropological
technique, to identify and classify information needs during the practice of
medicine in an academic health center. They identified three components
of “comprehensive information needs:” (1) currently satisfied information
needs (information recognized as relevant to a question and already known
to the clinician); (2) consciously recognized information needs (information
recognized by the clinician as important to know to solve the problem, but
which is not known by the clinician); and (3) unrecognized information
needs (information that is important for the clinician to know to solve a
problem at hand, but is not recognized as being important by the clinician).
Failure to detect a diagnostic problem at all would fall into the latter cate-
gory. Different clinicians will experience different diagnostic problems
within the same patient case, based on each clinician’s varying knowledge
of the patient and unique personal store of general medical knowledge.
Osheroff et al. noted the difficulty people and machines have in tailoring
general medical knowledge to specific clinical cases. There may be a wealth
of information in a patient’s inpatient and outpatient records, and also a
large medical literature describing causes of the patient’s problems. The
challenge is to quickly and efficiently reconcile one body of information
with the other."* DDSS can potentially facilitate that reconciliation. A
DDSS can be defined as:

a computer-based algorithm that assists a clinician with one or more com-
ponent steps of the diagnostic process [Definition 4].

While clinicians may have differing conceptions of what they mean by
diagnosis, the definitions embodied in DDSS are even more varied. DDSS
users are often slow to recognize that each system functionally defines
diagnosis as the set of tasks that it can perform. Experienced users often
become familiar with using DDSS as tools to supplement, rather than
replace, their own diagnostic capabilities. Untrained DDSS users may have
preconceived unrealistic expectations that engender subsequent frustra-
tion. Naive users view diagnosis on their own terms, based on their own
experiences, and expect diagnostic decision support systems to behave in a
familiar manner. For example, it is unreasonable to expect that a DDSS can
solve a vague problem with minimal input or that DDSS can assist clini-
cians in understanding how an illness has affected the patient’s lifestyle.
Conversely, system developers sometimes create useful diagnostic tools that
provide capabilities outside the experience of human diagnosticians. For
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example, the relationships function of R-QMRT (a DDSS), takes, as input,
up to 10 findings that the clinician-user would like to explain as the key or
“pivotal” findings from a diagnostically challenging case, and produces, as
output, a rank-ordered list of “disease complexes” that each explain all of
the input findings.” Each disease complex is made up of from one to four
interrelated disorders (e.g., disease A predisposing to disease B and causing
disease C). Because busy clinicians can spare little free time for extraneous
activities, user training for DDSS is extremely critical and must address
the potential cognitive mismatch between user expectations and system
capabilities.

An important concept related to the use of DDSS is understanding that
the problem to be solved originates in the mind of the clinician-user. The
diagnostic problem cannot be defined in an absolute sense, for example, by
an arbitrary set of input findings selected from a case. The DDSS analog of
the metaphysical question, “if a tree falls in a forest in the absence of people,
will there be a sound?” is “if clinical findings are extracted from a patient
case in the absence of a query from a clinician caring for the patient (or
someone asked to function with that mindset), is there a diagnostic problem
to be solved, or can there be a ‘correct’ answer?” There is only one way that
the findings of a case, in isolation, can define a diagnostic problem, and that
is when the diagnostic problem is the global one, i.e., the DDSS, through its
own initiative, is expected to take all the steps in the diagnostic process
required to explain all patient findings through establishing new diagnoses
(or unresolved differential diagnoses if there is not a solution). It is rare in
clinical practice to encounter the “global” diagnostic problem. Clinicians
usually complete a portion of the evaluation process before they encounter
difficulty, and, correspondingly, once they overcome the difficulty, they are
usually capable of completing the evaluation without further assistance.
While early DDSS developers often assumed the only problem worth
solving was the global diagnostic problem, emphasis over the last decade
has shifted to helping clinicians with problems they encounter during indi-
vidual steps in the diagnostic process. This has led to the demise of the
“Greek Oracle” model, where the DDSS was expected to take all of the
patient’s findings and come up with “the answer.” Current DDSS models
assume that the user will interact with the DDSS in an iterative fashion,
selectively entering patient information and using the DDSS output to
assist with the problems encountered in the diagnostic process.®

In order to interact optimally with the DDSS, the users need to under-
stand the assumptions built into the system. As noted previously, each
DDSS functionally defines diagnosis as the tasks it can perform (or assist

1 In this chapter, R-QMR refers to the noncommercial, research version of QMR,
the DDSS developed by Miller, Masarie, and Myers.® The commercial version of
QMR, previously marketed by FirstDataBank, while initially identical to R-QMR
in 1990, was developed independently of R-QMR since that time.
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users in performing). The subtle nature of underlying assumptions that
system developers incorporate into DDSS can be deceptive to users. For
example, one of the most well known diagnostic systems is the Bayesian
program for diagnosis of acute abdominal pain developed by de Dombal
and colleagues.”"” As it was originally developed, the system’s goal, not
stated explicitly, was to discriminate between surgical and nonsurgical
causes of acute abdominal pain in order to help triage patients in an emer-
gency room (or similar) setting. A limited number of explicit diagnoses are
supported by the system, all of which, except “nonspecific abdominal pain,”
are surgical disorders or potentially surgically treated disorders (such as
acute appendicitis, acute pancreatitis, and acute diverticulitis). The perfor-
mance of the system was evaluated in multicenter studies'’ and shown to
be exemplary with respect to the circumstances for which it was designed.
However, naive users generically relying on de Dombal’s system to help
with the diagnosis of all patients presenting with acute abdominal pain
would be disappointed. There is a high potential for errors in caring for such
patients if the clinician-users do not supplement system output with their
own knowledge. The system could not properly diagnose patients present-
ing with acute intermittent porphyria, lead poisoning, early T10 dermatome
herpes zoster, or familial Mediterranean fever. Even when the system per-
forms optimally, all these conditions would be labeled as “nonspecific
abdominal pain.”

The utility of making specific diagnoses lies in the selection of effective
therapies, making accurate prognoses, and providing detailed explanations.'
In some situations, it is not necessary to arrive at an exact diagnosis in order
to fulfill one or more of these objectives. Treatment is often initiated before
an exact diagnosis is made. Furthermore, the utility of making certain diag-
noses is debatable, especially if there is a small probability of effective treat-
ment. For instance, labeling a patient as having “obesity” does not flatter
the patient, and, even worse, may cause the clinician to do more harm than
good. Good documentation exists in the medical literature, that once a
patient reaches approximately twice their ideal body weight, the patient’s
metabolism and psychology related to eating changes" so that the progno-
sis of dieting down to the ideal body weight and staying there is approxi-
mately equal to the survival rate for gastric carcinoma at five years.
Resorting to nonprescription, potentially harmful therapies such as
unsupervised prolonged fasting, or prescribed amphetamines may lead to
more harm than benefit, yet desperate patients and physicians sometimes
resort to such approaches.

The cost of eliciting all possible patient data is potentially staggering—
temporally, economically, and ethically—since there are real risks of mor-
bidity and/or mortality associated with many diagnostic procedures such as
liver biopsy or cardiac catheterization. (Of note, there are some individu-
als who now advocate “total body imaging” as a noninvasive, relatively
affordable mechanism of gathering maximal diagnostic information at one
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time from a patient, despite the fact that, other than for identifying tumor
metastases, there is little evidence to support this procedure.) Given the
impossibility and impracticality of gathering every conceivable piece of
diagnostic information with respect to each patient, the “art” of diagnosis
lies in the ability of the diagnostician to carefully evoke enough relevant
information to justify all important and ultimately correct diagnoses in each
case, as well as to initiate therapies at appropriate points during the evalu-
ation.” The knowledge of how to “work up” the patient depends critically
on the ability to evoke history, symptoms, and physical examination find-
ings, concurrently with the ability to generate diagnostic hypotheses that
suggest how to further refine or pursue the findings already elicited, or to
pursue completely different additional findings. In addition, this must be
done in a compassionate and cost-effective manner.?

Human Diagnostic Reasoning

Diagnostic reasoning involves diverse cognitive activities, including infor-
mation gathering, pattern recognition, problem solving, decision making,
judgment under uncertainty, and empathy. Large amounts of highly orga-
nized knowledge are necessary to function in this relatively unstructured
cognitive domain. Our knowledge of human diagnostic reasoning is based
on generic psychological experiments about reasoning and on direct studies
of the diagnostic process itself. Relevant principles of human problem-
solving behavior have been unveiled through focused studies examining
constrained problem spaces such as chess-playing and cryptoarithmetic.'
Such studies have documented that experts recognize patterns of activity
within a domain at an integrated, higher level (“chunking”) than novices.
Additional psychological experiments about judgments made under uncer-
tainty" have provided insights into individuals’ imperfect semiquantitative
reasoning skills.

To investigate the complex intellectual task of clinical diagnosis, many
researchers'*"” have used behavioral methods that combine protocol analy-
sis with introspection. Researchers record clinicians as they think aloud
while performing specified cognitive tasks related to diagnosis (including
normal clinical activities). Post facto, the clinicians themselves, or others, are
asked to interpret the motives, knowledge, diagnostic hypotheses, and
strategies involved in the recorded sessions. However, there is no proof that
the stories constructed by experts to explain their diagnostic reasoning cor-
respond to the actual reasoning methods they use subconsciously.

Most models of diagnostic reasoning include the following elements: the
activation of working hypotheses; the testing of these hypotheses; the acqui-
sition and interpretation of additional information; and confirming, reject-
ing, or adding of new hypotheses as information is gathered over time.
Working hypotheses are generated early in the process of information



5. Diagnostic Decision Support Systems 105
gathering, at a time when only few facts are known about the patient.'"*"
Only a limited number of these hypotheses, rarely more than five, are enter-
tained simultaneously, probably because of the limited capacity of human
short term memory.'® Early hypothesis generation is probably accomplished
through some form of pattern recognition, with experts more capable of
applying compiled knowledge and experiences than novices. Comparing
clinical reasoning in novices and experts, Evans and Patel”” showed that
experts rarely rely directly on causal reasoning and knowledge of basic sci-
ences, except when reasoning outside their domain of expertise.

As noted by Pople and others,'® clinical diagnosis fits Simon’s criteria for
being an ill-structured problem.” Simon gave as an example of an ill-
structured problem, the task an architect faces in creatively designing a new
house “from scratch”—the realm of possible solutions encompasses a great
variety of applicable methods and a broad set of alternative outcomes. As
summarized by Pople, Simon observed that ill-structured problems can be
solved by splitting the problem into smaller, well defined subtasks that are
each more easily accomplished.'®

In clinical diagnosis, early hypothesis generation helps to constrain
reasoning to “high yield” areas, and permits the use of heuristic methods
to further elucidate a solution.” Studies have shown that most clinicians
employ the hypothetico-deductive method after early hypothesis genera-
tion."*!* Data are collected with a view to their usefulness in refining, reject-
ing, or substituting for the original set of hypotheses. In the setting of
clinicopathological exercises, Eddy and Clanton®' showed that identification
of a pivotal finding is often used to simplify the diagnostic problem and to
narrow the focus to a limited set of hypotheses. Kassirer and Gorry"
described the “process of case building,” where hypotheses are evaluated
against the model of a disease entity using techniques that can be emulated
in computers using Bayes’ rule, Boolean algebra, or template matching (see
Chapter 2 for an explanation of these terms). They also recognized that
heuristic methods are commonly used to confirm, eliminate, discriminate
between, or explore hypotheses. Weed” and Hurst and Walker® suggested
that clinical problem-solving can be approached by splitting complex, com-
posite problems into relatively independent, discrete “problem areas.” With
respect to diagnosis, Pople observed that separating complex differential
diagnoses into problem areas allows diagnosticians to apply additional pow-
erful reasoning heuristics. They can assume that the differential diagnosis
list within a problem area contains mutually exclusive hypotheses and that
the list can be made to be exhaustive (i.e., complete), so that it is assured
that the correct diagnosis is on the list for the problem area, and that only
one diagnosis on the list is the correct one."

Kassirer has identified three abstract categories of human diagnostic rea-
soning strategies: probabilistic, causal, and deterministic.” Formal models
for each type of reasoning have been developed, most often separately from
observational studies on how actual reasoning occurs. Probabilistic models
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such as Brunswik’s lens model® and Bayesian®“" approaches, as well as
decision analysis®®?* define statistical associations between clinical variables
and use mathematical models to compute optimal decisions. While it is clear
that diagnosticians consider prevalence and other probabilistic concepts
during their reasoning,'*® observational and experimental studies show
that humans are not intuitively good statisticians.”** Human problem-
solvers tend to rely on judgmental heuristics. Experiments document that
humans improperly evaluate subjective probabilities, misuse prior proba-
bilities, and fail to recognize important phenomena, such as the regression
towards the mean. While there has been some evidence that humans have
more difficulty reasoning with probabilities than they do understanding the
concepts which underlie them,* humans also demonstrate other reasoning
errors such as reluctance to revise opinions when presented with data that
do not fit with working hypotheses when the data’s diagnostic significance
is properly understood."**

Models of causal (pathophysiological) reasoning, such as those developed
by Feinstein®* in the 1970s, establish cause-and-effect relations between
clinical variables within anatomic, physiologic, biochemical, and ultimately,
genetics-based representations of the reality. Although causal inferences
(reasoning from causes to consequences) can be viewed as the inverse of
diagnostic inferences (reasoning from consequences to causes), studies
have shown that when making judgments under uncertainty, humans assign
greater impact to causal rather than other diagnostic data of equal infor-
mative weight, and they commonly make over-confident predictions when
dealing with highly uncertain models.” Causal, pathophysiological reason-
ing uses shared, global, patient-independent knowledge™ and provides an
efficient means of verifying and explaining diagnostic hypotheses. However,
it is not clear how much causal reasoning is actually used in early hypoth-
esis generation and other stages of nonverbalized diagnostic reasoning. As
noted earlier, observational studies indicate that experts tend to employ
causal, pathophysiological reasoning only when faced with problems
outside the realm of their expertise, highly atypical problems, or when they
are asked to explain their reasoning to others.’

In deterministic models, production rules, i.e., specifying appropriate
actions in response to certain conditions, are used to represent the basic
building blocks of human problem-solving. Such if-then rules representing
compiled knowledge can be expressed in the form of branching-logic flow-
charts and clinical algorithms for nonexperts to follow. However, produc-
tion rules do not deal effectively with uncertainty,* which is a disadvantage
in clinical practice, where uncertainty is a common feature.

The late M. Scott Blois, a great philosopher-informatician-clinician, used
a funnel to illustrate the spectrum of clinical judgment.*> Consideration of
patients’ ill-structured problems, including undifferentiated concerns and
vague complaints, occurs at the wide end of the funnel. Focused decisions
in response to specific clinical questions (e.g., choosing an antibiotic to treat
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the bacteria isolated as the cause of a pneumonia) were represented at the
narrow end. This model is consistent with Simon’s view of how humans
solve ill-structured problems." Blois noted that decision support systems
were best applied toward the narrow end of the funnel, since circumscribed,
well structured problems are encountered there. Those problems are more
amenable to solution through application of computational models of cog-
nitive skills, requiring only focused and specific knowledge. On the other
hand, at the open end of the funnel, one has to deal with common-sense
knowledge and the general scope of ordinary human judgment in order to
make meaningful progress, and few computer-based systems (other than
those for record-keeping) are applicable.

Historical Survey of Diagnostic Decision
Support Systems

The majority of important concepts related to current DDSS were devel-
oped and presented in the literature prior to 1976. In a comprehensive 1979
review of reasoning strategies employed by early DDSS, Shortliffe,
Buchanan, and Feigenbaum identified the following classes of DDSS: clin-
ical algorithms, clinical databanks that include analytical functions, mathe-
matical pathophysiological models, pattern recognition systems, Bayesian
statistical systems, decision-analytical systems, and symbolic reasoning
(sometimes called “expert” systems).* This section, without being compre-
hensive, will describe how some of the early pioneering efforts led to many
classes of systems present today.

The many types of DDSS correspond to the large number of clinical
domains to which diagnostic reasoning can be applied, to the multiple steps
of diagnostic reasoning described above and to the variety of difficulties
that diagnosticians may encounter at each step. When health care informat-
ics researchers come upon the term “clinical diagnostic decision-support
systems,”many think primarily of general-purpose,broad-spectrum consulta-
tion systems.! However, Definitions 1 through 3, in the section on definitions
of diagnosis,form the basis for the broad spectrum of diagnostic systems actu-
ally encountered. In a sense, Definition 1, diagnosis as interpretation of raw
observations, is potentially recursive, as it defines successively more complex
classes of diagnostic tools. Low-level diagnostic labels placed on “raw” obser-
vations can be used asinputinto second-level diagnosticsystems that produce
higher-level labels that are then used at progressively higher levels.

There are systems for general diagnosis (no matter how broad or
narrow their application domains), and systems for diagnosis in specialized
domains such as interpretation of ECG tracings.”” The general notion of
DDSS conveyed in the biomedical literature sometimes overlooks special-
ized, focused, yet highly successful medical device-associated diagnostic
systems. Some simple DDSS help to interpret blood gas results, assist in
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categorizing diagnostic possibilities based on the output of serum protein
electrophoresis devices, or aid in the interpretation of standardized pul-
monary function tests. DDSS for cytological recognition and classification
have found successful application in devices such as automated differential
blood count analyzers and systems to analyze Papanicolaou smears." Small,
focused DDSS are the most widely used form of diagnostic decision support
programs, and their use will grow as they are coupled with other automated
medical devices.'

In their classic paper published in 1959, Ledley and Lusted® observed
that physicians have an imperfect knowledge of how they solve diagnostic
problems. Ledley and Lusted detailed the principles underlying work on
Bayesian and decision-analytic diagnostic systems that has been carried out
over subsequent decades. They stated that both logic (as embodied in set
theory and Boolean algebra) and probabilistic reasoning (as embodied in
Bayes’ rule) were essential components of medical reasoning. Ledley and
Lusted mentioned the importance of protocol analysis in understanding
human diagnostic reasoning. They stated that they had reviewed how physi-
cians solve New England Journal of Medicine CPC (clinicopathological con-
ference) cases as the foundation for their work on diagnostic computer
systems. Both for practical reasons and for philosophical reasons, much
work on DDSS has focused on the differences between logical deductive
systems and probabilistic systems. Chapter 2 describes these approaches in
more detail. What follows is a description of how DDSS have embodied
these reasoning principles.

Logical systems, based on “discriminating questions” to distinguish
among mutually exclusive alternatives, have played an important role
since the pioneering work by Bleich and his colleagues™ on acid base and
electrolyte disorders. To this day, such systems are applicable to narrow
domains, especially those where it is fairly certain that only one disorder is
present. When users of a branching logic system incorrectly answer one of
the questions posed by the system, they may find themselves “out on a limb”
with no way to recover except by starting over from the beginning; the like-
lihood of such problems increases when multiple independent disease
processes interact in the patient. Thus, ideal application areas are those
where detailed knowledge of pathophysiology or extensive epidemiologi-
cal data make it possible to identify parameters useful for dividing diag-
nostic sets into nonintersecting subsets, based on specific characteristics.

Bayes’ rule is applicable to larger domains. Warner and colleagues in
1960-1961 developed one of the first medical application systems based on
Bayes’ rule. In their original contribution,” they discussed the indepen-
dence assumption required among diagnoses and among findings by the
most commonly employed Bayesian applications, and proposed a method
for eliminating the influence of redundant findings. They obtained the prob-
abilities used in the diagnosis of congenital heart diseases from literature
review, from their own series of over 1,000 cases, and from experts’ esti-
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mates based on knowledge of pathophysiology. Warner et al. observed how
diagnostic systems can be very sensitive to false positive findings and to
errors in the system’s database. The importance of obtaining accurate data
from the user was emphasized. In their evaluation of their system’s perfor-
mance, they pointed out the need for an independent “gold standard”
against which the performance of the system could be judged. In the
evaluation of their system, they used cardiac catheterization data and/or
anatomical (postmortem) data to confirm the actual patient diagnoses.
Warner et al. have continued to develop and refine models for Bayesian
diagnosis over the years.!

In 1968, Gorry and Barnett developed a model for sequential Bayesian
diagnosis.” The first practical Bayesian system, and one of the first DDSS
to be utilized at widespread clinical sites, was the system for diagnosis of
acute abdominal pain developed by de Dombal and colleagues."” A large
number of groups have subsequently developed, implemented, and refined
Bayesian methods for diagnostic decision making, and a wave of enthusi-
asm surrounds current work on Bayesian belief networks for clinical diag-
nosis." Probabilistic systems have played, and will continue to play, an
important role in DDSS development.

An additional alternative exists to categorical (predicate calculus)* and
probabilistic reasoning that combines features of both but retains a funda-
mental difference. That alternative is heuristic reasoning, reasoning based
on empirical rules of thumb. The HEME program for diagnosis of hema-
tological disorders was one of the earliest systems to employ heuristics and
also one of the first systems to use, in effect, criteria tables for diagnosis of
disease states. It was developed initially by Lipkin, Hardy, Engle, and their
colleagues in the late 1950s."4'* Programs which heuristically match ter-
minology from stored descriptions of disease states to lexical descriptions
of patient cases are similar conceptually to HEME. The CONSIDER
program developed by Lindberg et al.* and the RECONSIDER program
developed by Blois and his colleagues® used heuristic lexical matching tech-
niques to identify diseases in Current Medical Information and Terminol-
ogy (CMIT), a manual of diseases compiled and previously maintained by
the American Medical Association. The EXPERT system shell, developed
by Weiss and Kulikowski,* has been used extensively in developing systems
that utilize criteria tables, including AI/Rheum,**® for diagnosis of rheuma-
tological disorders, as well as other systems.

G. Anthony Gorry was an enlightened pioneer in the development of
heuristic diagnostic systems that employ symbolic reasoning. In a classic
paper published in 1968, Gorry* outlined the general principles underlying
expert system approaches to medical diagnosis that were subsequently
developed in the 1970s and 1980s. Gorry proposed a formal definition of
the diagnostic problem. In a visionary manner, he analyzed the relation-
ships among a generic inference function (used to generate diagnoses from
observed findings), a generic test-selection function that dynamically selects
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the best test to order (in terms of cost and information content), and a
pattern-sorting function that is capable of determining if competing diag-
noses are members of the same “problem area” (i.e., whether diagnostic
hypotheses should be considered together because they are related to
pathology in the same organ system). He pointed out the difference
between the information value, the economic cost, and the morbidity or
mortality risk of performing tests; discussed the cost of misdiagnosis of
serious, life-threatening or disabling disorders; noted the potential influence
of “red herring” findings on diagnostic systems; described the “multiple
diagnosis” problem faced by systems when patients have more than one
disease; and suggested that the knowledge bases underlying diagnostic
systems could be used to generate simulated cases to test the diagnostic
systems.

Gorry’s schemata represent the intellectual ancestors of a diverse group
of medical diagnostic systems, including, among others: PIP (the Present
Illness Program), developed by Pauker et al.; MEDITEL for adult illnesses,
which was developed by Waxman and Worley from an earlier pediatric
version; Internist-I1 developed by Pople, Myers, and Miller; QOMR, developed
by Miller, Masarie, and Myers; DXplain, developed by Barnett and col-
leagues; Iliad, developed by Warner and colleagues; and a large number of
other systems.'"%

Shortliffe introduced the clinical application of rule-based expert systems
for diagnosis and therapy through his development of MYCIN" in
1973-1976. MY CIN used backward chaining through its rule base to collect
information to identify the organism(s) causing bacteremia or meningitis in
patients (see discussion of backward and forward chaining in Chapter 2).
A large number of rule-based DDSS have been developed over the years,
but most rule-based DDSS have been devoted to narrow application areas
due to the extreme complexity of maintaining rule-based systems with more
than a few thousand rules.'

With the advent of the microcomputer came a change in philosophy in
regard to the development of DDSS. For example, the style of diagnostic
consultation in the original 1974 Internist-I program treated the physician
as unable to solve a diagnostic problem. The model assumed that the physi-
cian would transfer all historical information, physical examination findings,
and laboratory data to the Internist-1 expert diagnostic consultant program.
The physician’s subsequent role was that of a passive observer, answering
yes or no to questions generated by Internist-I. Ultimately, the omniscient
Greek Oracle (consultant program) was supposed to provide the correct
diagnosis and explain its reasoning. By the late 1980s and early 1990s, devel-
opers abandoned the “Greek Oracle” mode" of diagnostic decision support.
Encouraged by the critiquing model developed by Miller'*® and his col-
leagues, recent DDSS developers have made it their objective to create a
mutually beneficial system that takes advantage of the strengths of both
the user’s knowledge and the system’s abilities. The goal is to improve
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performance of both the user and the machine over their native (unas-
sisted) states.

Several innovative techniques were added in the 1980s and 1990s, to
previous models for computer-assisted medical diagnosis. The trend has
been to develop more formal models that add mathematical rigor to the
successful, but more arbitrary, heuristic explorations of the 1970s and early
1980s. However, there are tradeoffs involved in formal mathematical
models, often related to available data quality, which in many ways make
them heuristic as well.” Systems based on fuzzy set theory and Bayesian
belief networks were developed to overcome limitations of heuristic and
simple Bayesian models.' Reggia, Nau, and Wang'® developed set covering
models as a formalization of ad hoc problem-area formation (partitioning)
schemes, such as that developed by Pople and Miller for Internist-1.°!

Neural networks represent an entirely new approach to medical diagno-
sis, although the weights learned by simple one-layer networks may be anal-
ogous or identical to Bayesian probabilities.' Problems with neural networks
include selecting the best topology, preventing overtraining and undertrain-
ing, and determining what cases to use for training. The more complex a
neural network is (number of input and output nodes, number of hidden
layers), the greater the need for a large number of appropriate training cases.
Often, large epidemiologically controlled patient data sets are not available.
There is a tendency among some developers to resort to simulation tech-
niques to generate training cases. Use of “artificial” cases to train neural net-
works may lead to sub-optimal performance on real cases. Chapters 1-4
provide additional detail on the models mentioned above.

Developing, Implementing, Evaluating,
and Maintaining Diagnostic Decision Support Systems

For any DDSS to achieve success, it must complete a number of stages of
development.>® To begin with, a DDSS should be developed to meet doc-
umented information needs.*>** Developers must perform a clinical needs
assessment to determine the utility of the proposed system and the fre-
quency with which it might be used in various real-world settings. Clinical
systems should not be developed simply because someone wants to test an
exciting new computational algorithm. The rule, “if it’s not broke, don’t
fix it” applies to the development of DDSS, as well as other aspects of
technology. Developers must carefully define the scope and nature
of the process to be automated. They must also understand the process to
be automated well enough to reduce the process to an algorithm. All
systems, especially DDSS, have boundaries (both in domain coverage and
algorithm robustness) beyond which the systems often fail. Developers
must understand these limits and make users aware of them. Each algo-
rithm must be studied to determine the ways in which it might fail, due to
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both inherent limitations and flaws that might occur during the process of
implementation.?

Developers and interested third parties must evaluate any automated
system carefully, initially “in vitro” (outside of the patient care arena, with
no risks to patients), and, once warranted, in vivo (prospectively, on the
front lines of actual patient care delivery) in order to determine if the auto-
mated system improves or promotes important outcomes that are not pos-
sible with the pre-existing manual system.** Finally, developers and users
must demonstrate the practical utility of the system by showing that clini-
cians can adopt it for productive daily use.” A potentially great system that
is not used cannot have a beneficial impact on clinical outcomes. Unfortu-
nately, few, if any, of the existing clinical decision support systems have yet
fulfilled these criteria.

There are a number of problems that have limited the ultimate success
of DDSS to date. These include: difficulties with domain selection and
knowledge-base construction and maintenance; problems with the diag-
nostic algorithms and user interfaces; the problem of system evolution,
including evaluation, testing, and quality control; issues related to machine
interfaces and clinical vocabularies; and legal and ethical issues. These issues
are discussed below.

Clinical Domain Selection

DDSS domain selection is often problematic. Substantial clinical domains
must be chosen in order to avoid creating “toy” systems. However, con-
struction of knowledge bases, to support substantial DDSS, can require
dozens of person-years of effort in broad domains such as general internal
medicine. To date, although most large medical knowledge bases have at
least initially been created in the academic environment, many projects do
not have adequate funding to sustain such activity over time.* Availability
of adequate domain expertise is also a problem. Clinical collaborators gen-
erally earn their wages through patient care or research, and sustaining
high-level input from individuals with adequate clinical expertise can be dif-
ficult in the face of real-world demands. Commercial vendors must hire an
adequate and well qualified staff of physicians in order to maintain medical
knowledge bases. However, the income generated through the sale of
DDSS programs is limited by the number of users who purchase a program
or its updates, so scaling up a DDSS maintenance department can be
difficult.

Different problems affect DDSS with narrow domains. One problem is
garnering an adequate audience. The CASNET system was an exemplary
prototypic system for reasoning pathophysiologically about the diagnosis
and therapy of glaucoma.® It typifies a problem that can occur with suc-
cessful experimental expert systems—the persons most likely to require a
specialized system’s use in clinical medicine are the domain experts whose
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knowledge was used to develop the system. The persons who routinely diag-
nose and treat glaucoma are ophthalmologists, who are by definition board-
certified specialists in the domain of ophthalmology. The program, in effect,
preaches to the choir. It is more difficult for an automated system to provide
benefit to experts in that specialty, so experts may not use it, but general-
ists are also unlikely to use a system with very narrow functioning. A
program like the CASNET system must be extremely robust and provide
more than one kind of service (e.g., it should have integrated record-
management and other functions) in order for it to find use in clinical
practice.

Knowledge-Base Construction and Maintenance

Knowledge base maintenance is critical to the clinical validity of a DDSS.!
Yet it is hard to judge when new clinical knowledge becomes an established
“fact.” The first reports of new clinical discoveries in highly regarded
medical journals must await confirmation by other groups over time before
their content can be added to a medical knowledge base. The nosological
labels used in diagnosis reflect the current level of scientific understanding
of pathophysiology and disease, and they may change over time without the
patient or the patient’s illness, per se, changing.! For example, changes occur
in how a label is applied when the “gold standard” for making a diagnosis
shifts from a pathological biopsy result to an abnormal serological test—
patients with earlier, previously unrecognized forms of the illness may be
labeled as having the disease. Corresponding changes must be made to keep
a DDSS knowledge base up to date.

Knowledge-base construction must be a scientifically reproducible
process that can be accomplished by qualified individuals at any site.”’
Knowledge-base construction should be clinically grounded, based on
“absolute” clinical knowledge whenever possible. Attempts to “tune” the
DDSS knowledge base to improve performance on a given case or group
of cases should be strongly discouraged unless such tuning has an objective
basis, such as information culled from the medical literature. If the process
of knowledge-base construction is highly dependent on a single individual,
or can only be carried out at a single institution, then the survival of that
system over time is in jeopardy. While much of the glamour of computer-
based diagnostic systems lies in the computer algorithms and interfaces, the
long-term value and viability of a system depends on the quality, accuracy,
and timeliness of its knowledge base.!

Even initially successful DDSS cannot survive unless the medical knowl-
edge bases supporting them are kept current. This can require Herculean
efforts. Shortliffe’s MYCIN program’® was developed as a research project
to demonstrate the applicability of rule-based expert systems to clinical
medicine. MYCIN was a brilliant, pioneering effort in this regard. The eval-
uation of MYCIN in the late 1970s by Yu and colleagues demonstrated that
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the program could perform at the expert level on challenging cases.®® But
MYCIN was never put into routine clinical use, nor was an effort made to
update its knowledge base over time. After 1979, lack of maintenance
caused its antibiotic therapy knowledge base to become out of date.

Diagnostic Decision Support Systems—Diagnostic
Algorithms and User Interfaces

Just as computer-based implementation of many complex algorithms
involves making trade-offs between space (memory) and time (CPU
cycles), development of real-world diagnostic systems involves a constant
balancing of theory (model complexity) and practicality (ability to con-
struct and maintain adequate medical databases or knowledge bases, and
ability to create systems which respond to users’ needs in an acceptably
short time interval).” We may understand, in theory, how to develop
systems that take into account gradations of symptoms, the degree of uncer-
tainty in the patient and/or physician-user regarding a finding, the severity
of each illness under consideration, the pathophysiological mechanisms of
disease, and/or the time course of illnesses. Such complexities may ulti-
mately be required to make actual systems work reliably. However, it is not
yet practical to build such complex, broad-based systems for patient care.
The effort required to build and maintain superficial knowledge bases is
measured in dozens of person-years of effort, and more complex knowl-
edge bases are likely to require an order of magnitude greater effort.!

Although some people believe that the computer will eventually replace
the physician,” that position is not very tenable. A clinician cannot convey his
or her complete understanding of an involved patient case to a computer
program. One can never assume that a computer program “knows” all that
needs to be known about the patient case,no matter how much time and effort
is spent on data input into the computer system. As a result, the clinician-user
who directly evaluated the patient must be considered to be the definitive
source of information about the patient during the entire course of any
computer-based consultation.” In addition, the highly skilled health-care
practitioner—who understands the patient as a person—possesses the most
important intellect to be employed during a consultation. That user should
intellectually control the process of computer-based consultation. DDSS must
be designed to permit users to applyindividual tools to assist with the sequence
of steps in the diagnostic process in the sequence that the user prefers at the
time,notin an arbitrary sequence selected by the DDSS algorithm.

All DDSS, and especially narrowly focused ones, face the “critical mass”
problem. Few clinicians are likely to purchase and install office computer
systems solely to run one application. The number of narrow DDSS that
could be useful in the setting of a primary care practitioner’s office is poten-
tially measured in tens or hundreds. Yet few computer-literate individuals
learn how to successfully operate more than a dozen applications. Until
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there is a standard, integrated environment and user interface that allows
smooth transition among dedicated applications, DDSS are not likely to be
used heavily. It is possible that the Internet, with a common user interface
across multiple hardware platforms, will evolve to be the integrated envi-
ronment required. However, current limitations of such interfaces leave this
an open question. Systems must provide flexible environments that adapt to
the user’s needs and problems, rather than providing an interface that is
inflexible and which penalizes the user for deviating from the normal order
of system operation. It must be easy to move from one program function to
another if it is common for the healthcare user to do so mentally on their
own. Transitions must be facilitated when frequent patterns of usage emerge.

Diagnostic Decision Support Systems Testing, Evaluation,
and Quality Control

System evaluation in biomedical informatics should take place as an
ongoing, strategically planned process, not as a single event or small number
of episodes.”* Complex software systems and accepted medical practices
both evolve rapidly, so evaluators and readers of evaluations face moving
targets. As previously noted, systems are of value only when they help users
to solve users’ problems. Users, not systems, characterize and solve clinical
diagnostic problems. The ultimate unit of evaluation should be whether the
user plus the system is better than the unaided user with respect to a spec-
ified task or problem (usually one generated by the user).

It is extremely important during system development to conduct infor-
mal “formative” type evaluations. As a part of this process, new cases must
be analyzed with the DDSS on a regular (e.g., weekly) basis. After each
failure of the DDSS to make a “correct” diagnosis, careful analysis of both
the system’s knowledge base and diagnostic algorithms must be carried out.
Both the information in the knowledge base on the “correct” diagnosis, and
the information on any diagnoses offered in error, must be reviewed and
potentially updated. In addition, periodic rerunning of previous series of
test cases should be done on an annual (or similar) basis, to verify that there
has not been significant “drift” in either the knowledge base or the diag-
nostic program that would influence the system’s abilities.

Formal evaluations of DDSS should take into account the following four
perspectives: (1) appropriate evaluation design; (2) specification of criteria
for determining DDSS efficacy in the evaluation; (3) evaluation of the
boundaries or limitations of the DDSS; and (4) identification of potential
reasons for “lack of system effect.”® Each of these issues is discussed below.

Appropriate Evaluation Design

Evaluation plans should be appropriate for the information needs being
addressed, the level of system maturity, and users’ intended form of DDSS
usage (or specific system function evaluated).”** The same DDSS may
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serve as an electronic textbook for one user, a diagnostic checklist genera-
tor for another user, a consultant to determine the next useful step in a spe-
cific patient’s evaluation for a third user, and a tool to critique/reinforce the
users’ own pre-existing hypotheses for a fourth user. Each system function
would require a different form of evaluation whenever anticipated user
benefits depend on which system function is used. Evaluations should
clearly state which user objective is being studied and which of the avail-
able system functions are relevant to that objective.

In 1994, Berner and colleagues evaluated the ability of several systems
to generate first-pass differential diagnoses from a fixed set of input find-
ings.”” These findings were not generated by everyday clinical users, but
from written case summaries of real patient data. That approach was dic-
tated by the desire to standardize system inputs and outputs for purposes
of multisystem use. The primary goal of Berner et al. was to develop
methods and metrics that would characterize aspects of system perfor-
mance in a manner useful for rationally comparing different systems and
their functions. All of the systems in that study were capable of generating
questions to further refine the initial differential diagnoses, which is the
intended mode of clinical use for such systems. Because that study was not
intended to produce a definitive rating or comparison of the systems them-
selves, the involved systems were not placed in the hands of end users, nor
were the systems used in a manner to address common end-user needs.
Even though the evaluation did not examine this capability, the methods
used by Berner were sound. Generating a first-pass differential diagnosis is
a good initial step, but subsequent evidence gathering, reflection, and refine-
ment are required.

There are important questions that must be answered in the evaluation.
Are the problems ones that clinical users generate during clinical practice,
or artificial problems generated by the study design team? Is the case mate-
rial accurately based on actual patient cases? Note that there can be no truly
verifiable diagnosis when artificial, manually constructed or computer-
generated cases are used. Are the evaluation subjects clinical users whose
participation occurs in the clinical context of caring for the patients used as
“test cases?” Are clinical users evaluating abstracts of cases they have never
seen, or are nonclinical personnel evaluating abstracted clinical cases using
computer systems? Are users free to use all system components in whatever
manner they choose, or is it likely that the study design will constrain users
to exercise only limited components of the system? The answers to these
questions will determine the generalizability of the results of the evaluation.

Specification of Criteria for Determining Diagnostic Decision Support
Systems Efficacy in the Evaluation

Evaluations must determine if the criteria for “successful” system perfor-
mance are similar to what clinical practitioners would require during actual
practice. Diagnosis itself, or more properly, “diagnostic benefit,” must be
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defined in such contexts. Similarly, what it means to establish a diagnosis
must be carefully defined. For example, it is not adequate to accept hospi-
tal discharge diagnoses at face value as a “gold standard” since discharge
diagnoses are not of uniform quality—they have been documented to be
influenced by physician competency, coding errors, and economic pressures.
Furthermore, some discharge diagnoses may be “active” (undiagnosed at
admission and related to the patient’s reason for hospitalization), while
others may be relevant but inactive. Criteria for the establishment of a “gold
standard” diagnosis should be stated prospectively, before beginning data
collection.

Evaluation of the Boundaries or Limitations of the Diagnostic Decision
Support Systems

A system may fail when presented with cases outside its knowledge-base
domain, but if an evaluation uses only cases from within that domain, this
failure may never be identified. The limits of a system’s knowledge base are a
concern because patients donot accurately triage themselves to present to the
most appropriate specialists. For instance, as discussed earlier, de Dombal’s
abdominal pain system performed very well when used by surgeons to deter-
mine if patients presenting with abdominal pain required surgery. However,a
patient with atypical appendicitis may present to an internist, and a patient
with abdominal pain due to lead poisoning may first see a surgeon.

Identification of Potential Reasons for “Lack of System Effect”

DDSS operate within a system that not only includes the DDSS itself, but
also the user and the healthcare environment in which the user practices.
A model of all of the possible influences on the evaluation outcomes would
include DDSS-related factors (knowledge-base inadequacies, inadequate
synonyms within vocabularies, faulty algorithms, etc.), user-related factors
(lack of training or experience with the system, failure to use or understand
certain system functions, lack of medical knowledge or clinical expertise,
etc.) and external variables (lack of available gold standards, failure of
patients or clinicians to follow-up during study period). It is important to
recognize that studies that focus on one aspect of system function may have
to make compromises with respect to other system or user-related factors
in order to have an interpretable result. Additionally, in any DDSS evalu-
ation, the user’s ability to generate meaningful input into the system, and
the system’s ability to respond to variable quality of input from different
users, is an important concern.

Evaluations of DDSS must each take a standard objective (which may
be only one component of system function) and measure how effectively
the system enhances users’ performances, using a study design that incor-
porates the most appropriate and rigorous methodology relative to the
stage of system development. The ultimate clinical end user of a given
DDSS must determine if published evaluation studies examine the system’s
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function in the manner that the user intends to use it. This is analogous to
a practitioner determining if a given clinical trial (of an intervention) is rel-
evant to a specific patient by matching the given patient’s characteristics to
the study’s inclusion and exclusion criteria, population demographics, and
the patient’s tolerance for the proposed forms of therapy as compared to
alternatives. The reporting of an individual “negative study” of system per-
formance should not, as it often does now, carry the implication that the
system is globally suboptimal. A negative result for one system function
does not mean that, for the same system, some users cannot derive signifi-
cant benefits for other system functions. Similarly, complete evaluation of
a system over time should examine basic components (e.g., the knowledge
base, ability to generate reasonable differential diagnoses, ability to critique
diagnoses, and so on), as well as clinical functionality (e.g., can novice users,
after standard training, successfully employ the system to solve problems
that they might not otherwise solve as efficiently or completely?). The field
of DDSS evaluation will become mature only when clinical system users
regularly derive the same benefit from published DDSS evaluations as they
do from evaluations of more standard clinical interventions.

Diagnostic Decision Support Systems Interface and
Vocabulary Issues

A critical issue for the success of large-scale, generic DDSS is their environ-
ment.Small, limited,“niche” systems may be adopted and used by the focused
community for which they are intended, while physicians in general medical
practice, for whom the large-scale systems are intended, may not perceive
the need for diagnostic assistance on a frequent enough basis to justify pur-
chase of one or more such systems. Therefore, it is common wisdom that
DDSS are most likely to succeed if they can be integrated into a clinical envi-
ronment so that patient data capture is already performed by automated
laboratory and/or hospital information systems. In such an environment, the
physician will not have to manually enter all of a patient’s data in order to
obtain adiagnostic consultation. However,itis not straightforward to transfer
the information on a patient from a hospital information system to a diagnos-
tic consultation system. If 100 hematocrits were measured during a patient’s
admission, which one(s) should be transferred to the consultation system—
the mean, the extremes, or the value typical for a given time in a patient’s
illness? Should all findings be transferred to the consultation system, or only
those findings relevant to the patient’s current illness? These questions must
be resolved by careful study before one can expect to obtain patient consulta-
tions routinely and automatically within the context of a hospital information
system. Another reason for providing an integrated environment is that users
will not use a system unless it is sufficiently convenient to do so. By integrating
DDSS into healthcare provider results reporting and order entry systems,
the usual computer-free workflow processes of the clinician can be replaced
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with an environment conducive to accomplishing a number of computer-
assisted clinical tasks,making it more likely that a DDSS will be used.

Interfaces between automated systems are, at times, as important as the
man-machine interface. Fundamental questions, such as the definition of
diseases and of findings, limit our ability to combine data from the litera-
ture, from clinical databanks, from hospital information systems, and from
individual experts’ experiences in order to create DDSS. Similar problems
exist when trying to match the records from a given case (collected manu-
ally or taken from an electronic medical record) with a computer-based
diagnostic system. A diagnostic system may embody different definitions
for patient descriptors than those of the physician who evaluated the
patient, even though the words used by each may be identical.

In order to facilitate data exchange among local and remote programs, it
is mandatory to have a lexicon or interlingua which facilitates accurate and
reliable transfer of information among systems that have different internal
vocabularies (data dictionaries). The United States National Library of
Medicine Unified Medical Language System (UMLS) project, which
started in 1987 and continues through the present time, represents one such
effort.”

Legal and Ethical Issues

Proposals have been made for governmental agencies, such as the United
States Food and Drug Administration (FDA), which oversees medical
devices, to regulate use of clinical software programs such as DDSS. These
proposals include a variety of recommendations that manufacturers of such
systems would be required to perform to guarantee that the systems would
function per specifications.

There is debate about whether these consultation systems are actually
devices in the same sense as other regulatable devices. In the past, govern-
mental regulation has not been considered necessary when a licensed prac-
titioner is the user of a DDSS.” It would be both costly and difficult for the
government to regulate DDSS more directly, even if a decision were made
to do so. For general DDSS programs like Iliad, QMR, Meditel and
DXplain, with hundreds to thousands of possible diagnoses represented in
their knowledge bases,” conducting prospective clinical trials, to demon-
strate that the system worked for all ranges of diagnostic difficulty for a
variety of patients with each diagnosis, would require enrollment of huge
numbers of patients and would cost millions of dollars.

Other approaches, such as a “software quality audit” to determine,
prospectively, if a given software product has flaws, would also be clinically
impractical. The clinician seeking help may have any of several dozen kinds
of diagnostic problems in any given case. Unless it is known, for a given
case, which kind of problem the practitioner will have, performing a soft-
ware quality audit could not predict if the system would be useful.
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Consider the dilemma the FDA or other responsible regulatory agency
would face if it agreed to review situations when a user files a complaint.
First, one must note that few patients undergo definitive enough diagnos-
tic evaluations to make it possible to have a “gold standard” (certain) diag-
nosis. So if the doctor claims the program was wrong, a major question
would be how governmental auditors would know what the actual “right”
diagnosis was. Second, the reviewers would need to know all of the infor-
mation that was knowable about the patient at the time the disputed diag-
nosis was offered. This could potentially violate patient confidentiality if the
records were sent to outsiders for review. All sources of information about
the patient would have to be audited, and this could become as difficult as
evidence gathering in a malpractice trial. To complete the sort of audit
described, the governmental agency would have to determine if the user
had been appropriately trained and if the user used the program correctly.
Unless the program had an internally stored complete audit trail of each
session (down to the level of saving each keystroke the user typed), the
auditors might never be able to recreate the session in question. Also, the
auditors would have to study whether the program’s knowledge base was
appropriate. Initial development of the R-QMR knowledge base at the Uni-
versity of Pittsburgh required an average of three person-weeks of a clini-
cian’s time, which went into literature review of 50-150 primary articles
about each disease, with additional time for synthesis and testing against
cases of real patients with the disease. For an auditor to hire the required
expertise to review this process for hundreds to thousands of diseases for
each of the programs that it would have to review and subsequently
monitor would be costly and cumbersome. The ultimate question, very dif-
ficult to answer, would be whether the original user in the case in question
used the system in the best way possible for the given case. Making such a
determination would require the governmental agency to become expert in
the use of each DDSS program. This could take up to several months of
training and practice for a single auditor to become facile in the use of a
single system. It would be difficult for a governmental agency to muster the
necessary resources for even a small number of such complaints, let alone
nationwide for multiple products with thousands of users. The complexity
of these issues makes it very difficult to formulate appropriate regulatory
policy. In addition to legal issues concerning regulation, there are other legal
and ethical issues relating to use of DDSS that are discussed in Chapter 6.

The Future of Diagnostic Decision Support Systems

It is relatively safe to predict that specialized, focused DDSS will prolifer-
ate, and a sizable number of them will find widespread application.! As new
medical devices are developed and older devices automated, DDSS
software that enhances the performance of the device, or helps users to
interpret the output of the device, will become essential. Computerized
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electrocardiogram (EKG) analysis, automated arterial blood gas interpre-
tation, automated protein electrophoresis reports, and automated differen-
tial blood cell counters, are but a few examples of such success at the present
time. In fact, since Miller published an article summarizing past DDSS activ-
ities in 1994," the great majority of the several dozen articles on “diagnosis,
computer-assisted” indexed in MEDLINE have described focused systems
for the interpretation of images (radiological studies and pathology cytol-
ogy/sections/slides), signals (EKGs, electroencephalograms (EEGs), and so
on), and diagnosis of very narrowly defined clinical conditions. One by-
product of the success of these systems is that users may be less vigilant in
questioning system accuracy. In a recent article, Tsai and colleagues pointed
out the potential clinical dangers of overreliance of inexpert clinicians on
computer systems for advice—they tend to follow the advice even when it
is wrong.”

The future of large-scale, “generic” diagnostic systems is hopeful,
although less certain. As discussed in this and other chapters, a number of
major challenges remain to be solved before DDSS that address large
medical problem domains can succeed over time. No matter what the level
of use of large-scale, generic DDSS in clinical practice, it is well established
that such systems can play a valuable role in medical education.' The
process of knowledge-base construction, utilization of such knowledge
bases for medical education in the form of patient case simulations, and the
use of DDSS have all been shown to be of educational value in a variety
of institutional settings.

One exception to the overwhelming recent trend of developing focal
DDSS has been the development of the ISABEL system for general diag-
nosis.”*”® Berner discussed the implications of evaluating DDSS using less
than absolute gold standards, as was proposed by the ISABEL team, in a
well balanced perspective covering “correctness” of diagnosis, “appropri-
ateness” of management suggestions, end-user acceptance and satisfaction,
degree of adoption and use of a DDSS, and issues related to human-
computer system interfaces.”

In summary, the future of DDSS appears to be promising. The number
of researchers in the field is growing. The diversity of DDSS is increasing.
The number of commercial enterprises interested in DDSS is expanding.
Rapid improvements in computer technology continue to be made. A
growing demand for cost-effective clinical information management, and
the desire for better health care, is sweeping the United States.*” Evidence-
based medicine is now in vogue. All these factors will insure that new and
productive DDSS applications will be developed, evaluated, and used.
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Ethical and Legal Issues in
Decision Support

KENNETH W. GOODMAN

Discrete maladies or illnesses tend to produce particular signs and symp-
toms. This natural correlation makes possible the process of diagnosis and
prognosis. In fact, so strong is our belief in the regularity of signs and symp-
toms that the process has long been regarded as straightforward, if not easy:
“...there is nothing remarkable,” Hippocrates suggested some 2,400 years
ago, “in being right in the great majority of cases in the same district, pro-
vided the physician knows the signs and can draw the correct conclusions
from them”.!

Of course, accurate diagnosis and prognosis can be quite difficult, even
given the regularity of signs and symptoms. For one thing, “knowing the
signs” requires a great deal of empirical knowledge and experience. For
another, there is rarely a unique and isomorphic relationship between
symptom and disease. Significantly, Hippocrates smuggles into his account
a presumption of the very thing being described. To say that being right is
unremarkable when one can draw the “correct conclusions” is to say that
it is easy to be right when you know how to be right. Or, making an accu-
rate diagnosis or prognosis is easy if one knows how to make an accurate
diagnosis or prognosis!

The need to make accurate diagnoses is not based merely on the per-
sonal satisfaction that comes from being right, as gratifying as that is. It is
based on the good effects that follow more frequently from accurate diag-
noses than from inaccurate diagnoses. It is also based on the bad effects
that error entails.

In the context of trust and vulnerability that shape patient-physician and
patient-nurse encounters, there emerges an ethical imperative: to adhere to,
or surpass, educational and professional standards, to monitor changes in
one’s domain, to know when one is out of one’s depth. Decision support
systems have the potential to assist clinicians, but their use also entails a
number of ethical concerns. In fact, this is evidence for the maturity of the
science: new health technologies almost always raise ethical issues, and it
should come as no surprise that clinical decision support would provide a
number of challenges for those who use, or would use, computers to assist,

126



6. Ethical and Legal Issues in Decision Support 127

guide or test clinical decisions. Any comprehensive treatment of clinical
decision support systems (CDSS) should include a review of ethical issues.
In what follows, we identify a number of ethical issues and positions that
emerge when intelligent machines are used to perform or support clinical
decision making, and we survey key legal and regulatory issues.

Ethical Issues

Background and Current Research

It has been clear for more than a decade that health computing raises inter-
esting and important ethical issues. In a crucial early contribution, a physi-
cian, a philosopher, and a lawyer identified a series of ethical concerns, not
the least of which are several surrounding the questions of who should use
a “medical computer program” and under what circumstances.” Another
early contribution emphasized the challenges raised by threats to physician
autonomy.’

What has emerged since has been called the “Standard View” of com-
putational diagnosis.* Randolph A. Miller, M.D., a key figure both in the
scientific evolution of computational decision support and in scholarship on
correlate ethical issues, has argued that “Limitations in man-machine inter-
faces, and, more importantly, in automated systems’ ability to represent the
broad variety of concepts relevant to clinical medicine, will prevent ‘human-
assisted computer diagnosis’ from being feasible for decades, if it is at all
possible.” Another way of putting this is to say that computers cannot,
either in principle or at least for the foreseeable future, supplant human
decision makers. This observation entails ethical obligations, namely that
computers ought not to be relied on to do what humans do best, and that
a “computer diagnosis” cannot, as a matter of course or policy, be allowed
to trump a human decision or diagnosis.

Happily, the Standard View has been advanced not by those hostile to
the development and use of CDSS, but by leading proponents. The Stan-
dard View bespeaks a conservative and cautious approach to applications
of a new technology, and, as such, captures important moral intuitions about
technological change, risks, and standards.

Interest in the three-way intersection of ethics, medicine, and computing
has increased significantly since initial efforts to explore these issues. On
the one hand, professional societies such as the American Association for
the Advancement of Science, the American College of Physicians and the
American Medical Informatics Association have encouraged educational
programs and other professional activities. On the other hand, the litera-
ture exploring this intersection has progressed significantly, and now
includes the first book devoted to the topic.’

Three core areas of ethical concern have emerged in discussions of
computer systems that are used to remind, consult, or advise clinicians:
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(1) care standards; (2) appropriate use and users; and (3) professional
relationships.®

Care Standards

We know a great deal about responsibility in medicine and nursing. For
instance, we know that practitioners should generally not deceive their
patients. We know that patients can be especially vulnerable, and that such
vulnerability should be respected. And we know that physicians and nurses
have a responsibility to do their best, irrespective of economic (dis)incen-
tives, and that they should not attempt treatments that are beyond their
training or expertise.

Learning how to meet these and other responsibilities in the context of
a broad variety of social problems is arguably the leading task in bioethics.
We must first ask whether computing tools help or hinder attempts to
meet responsibilities, and, second, whether the tools impose new or special
responsibilities. The overarching question may be put thus: does the
new technology improve patient care? If the answer is affirmative, we
may suppose we have met an important responsibility. If the answer is
negative, it seems clear we should not use the new technology. The
problem is, we often do not know how to answer the question. That is, we
are sometimes unsure whether care will be improved by the use of new
technologies. If we want to meet the responsibility to avoid harm, for
instance, we are impotent until we can determine the effects of the tech-
nology (see Chapter 7). The upshot here is that error avoidance is an ethical
imperative, both to maximize positive, short-term consequences and to
ensure that, in the long run, informatics is not associated with error or care-
lessness, or the kind of cavalier stance sometimes associated with high-tech
boosterism.

The concept of error avoidance is wed to that of a standard of care. Stan-
dards evolve in the health professions because they plot the kinds of actions
that are most successful in achieving certain ends. To fail to adhere to a stan-
dard is thus to increase the risk of error, at least in a mature science. Because
errors or their consequences are generally regarded as harms or evils, the
obligation to hew to standards is an ethical one.

But standards are empirical constructs, and so are open to revision. New
evidence forces changes in standards. (This demonstrates why clinicians
have an ethical obligation to monitor the scientific maturation of their dis-
ciplines by reading journals, attending conferences, etc.) To be sure, the
precise content of any standard might be open to dispute. The “reasonable
person” standard requires the postulation of a vague entity; this is particu-
larly problematic when reasonable people disagree, as is often the case in
medicine and nursing. A “community standard” similarly fails to identify a
bright line between error and success in all circumstances in which it might
be invoked. Note also that it is not always bad to forgo adherence to a
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practice standard—the standard will generally be invoked in ethical and
legal contexts only when there is a bad outcome, or a flagrant disregard for
the risk of a bad outcome. Sometimes there are good reasons to violate a
standard. This demonstrates how some clinical progress is possible: if every-
one in all cases stuck to a rigid standard, there would be no internal evi-
dence to support modifications of the standard. In other cases, standards
are modified as a result of clinical trial findings, observational studies, and
serendipitous discoveries.

In the case of computer-assisted diagnoses, the challenge is perhaps best
put in the form of a question: does use of a decision support system increase
the risk of error? Note in this regard the following three points. First, while
accurate diagnosis is often linked to optimal treatment, this is not always
the case: some patients are treated appropriately despite an inaccurate diag-
nosis, and some are treated incorrectly despite an accurate diagnosis.
Second, one might still be able to provide an optimal treatment with a vague
or imprecise diagnosis.” Third, computers can render diagnoses (or perform
diagnosis-like functions) outside of clinical contexts, as, for instance, in tests
for blood-borne pathogens,® cytology screens,” and the like.

To ask if a computer diagnosis increases (or decreases) the risk of diag-
nostic or other error is in part to ask whether it will improve patient care.
If the answer is that, on balance, the tool increases (the risk of) diagnostic
error, then we should say it would be unethical to use it. Significantly,
though, what is sought here is an empirical finding or a reasoned judg-
ment—where such a finding is often lacking or even methodologically hard
to come by, or where such a judgment is based on inadequate epistemic
support, at least according to standards otherwise demanded to justify clin-
ical decisions.

This means that we are pressed to answer an ethical question (is it accept-
able to use a decision support system?) in a context of scientific uncertainty
(how accurate is the system?). Many challenges in contemporary bioethics
share this feature, namely, that moral uncertainty parallels scientific or clin-
ical ignorance.

What we generally want in such cases is a way to stimulate the appro-
priate use of new technologies without increasing patient risk. One
approach to doing this is given the nearly oxymoronic term “progressive
caution.” The idea is this: “Medical informatics is, happily, here to stay, but
users and society have extensive responsibilities to ensure that we use our
tools appropriately. This might cause us to move more deliberately or slowly
than some would like. Ethically speaking, that is just too bad.”"” Such a
stance attempts the ethical optimization of decision-support use and devel-
opment by encouraging expansion of the field, but with appropriate levels
of scrutiny, ovesight, and, indeed, caution.

The moral imperative of error avoidance is, in other words, not antipro-
gressive. Rather, it is part of a large and public network of checks and bal-
ances that seeks to optimize good outcomes by regulating conflicts between
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boosters and naysayers. The idea of progressive caution is an attempt to
capture the core values of that regulation.

It has been clear since the first efforts to address ethical issues in
medical informatics that as computers help the sciences of medicine and
nursing to progress, they will also contribute to changes in the standard of
patient care. When that happens, however, it increases the likelihood that
computer use will come to be required of clinicians. Put differently, in a
comparatively short time, there has been a major shift in the availability
and use of informatics tools. To the degree that informatics can improve the
practice of the health professions, there is a requirement that its tools be
used.

This point is often the most disturbing for practitioners. It is troublesome
that one might have an obligation to use a tool that has been presented as
controversial and in need of further validation. But there is no contradic-
tion here. In fact, it appears that the rise of medical informatics parallels
the emergence of other exciting and controversial tools, ranging from organ
transplantation techniques and advanced life support to laparoscopic sur-
gical procedures and genetic testing and therapy. It is often the case in
history that progress involves this tension. What is wanted is evidence that
people of good will can both advance science and safeguard against abuses.
Research studies that examine not just the accuracy of the systems, but how
they are used, are crucial to collecting that evidence.

Appropriate Use and Users

One way to abuse a tool is to use it for purposes for which it is not
intended. Another is to use a tool without adequate training. A third way
is to use a tool incorrectly (carelessly, sloppily, etc.) independently of other
shortcomings.

There are a number of reasons why one should not use tools in unin-
tended contexts. First, a tool designed for one purpose has a greater likeli-
hood of not working, or not working well, for other purposes. To be sure,
one might successfully perform an appendectomy with a kitchen knife, or
dice vegetables with a scalpel, but it is bizarre to suggest that one should
try either, except in an emergency. A medical computer system may be used
inappropriately if, for instance, it was designed for educational purposes but
relied on for clinical decision support; or developed for modest decision
support (identifying a number of differential diagnoses) but used in such a
way as to cause a practitioner to abandon a diagnosis arrived at by sound
clinical methods.

In ethically optimizing the use of CDSS, it is perhaps reassuring to know
that we have many models and precedents. From advanced life support and
organ transplantation to developments in pharmacotherapy and genetics,
society regularly has had to cope with technological change in the health
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sciences. Managing change requires that new tools are used appropriately
and by adequately qualified practitioners. Education is at the core of such
management.

Identifying qualifications and providing training must be key components
of any movement to expand the use of decision support software. Ethical
concerns arise when we are unsure of the appropriate or adequate qualifi-
cations and levels of training.®

The fear is that: (1) a healthcare novice, or (2) a healthcare professional
ignorant of a system’s design or capacity will use a decision support system
in patient care. The reason the former is worthy of concern is that, as above,
the practice of medicine and nursing remain human activities. A nonphysi-
cian or nonnurse cannot practice medicine or nursing, no matter how much
computational support is available. This is also a concern in the context of
consumer health informatics, or the widespread availability of online health
advice to the untrained (see Chapter 11). What this means is that the novice
might not know when the system is in error or producing flawed output,
when it is operating on insufficient information, when it is being used in a
domain for which it was not designed, and so on.

There are several reasons we must also focus ethical attention on the use
of decision support software by computationally naive health profession-
als. Such professionals might not use such software to good effect (either
by over- or underestimating its abilities), might not be using it properly, or,
like the novice, might not know when the system is being used in inappro-
priate contexts.

Such fears can be addressed by requirements that users of CDSS have
appropriate qualifications and be adequately trained in the use of the
systems. Unfortunately, it is not yet clear what those qualifications should
be or how extensive a training program would be adequate. It is clear,
however, that the use of diagnostic software cannot, in the long run, advance
ethically without a better sense of where to establish guideposts for quali-
fications and training. This will be an increasingly important area of research
in coming years.

A further ethical concern about appropriate use and users emerges from
the potential to deploy decision support systems in contexts of practice
evaluation, quality assessment, reimbursement for professional services,
and the like. One can imagine an insurance company or managed care orga-
nization using decision support to evaluate, or even challenge, clinical deci-
sions. What makes such use problematic is precisely the same ensemble of
concerns that led us to disdain applications in other contexts: the primacy
of human cognitive expertise, uncertainty about adequate qualifications,
and doubt about the consequences for improved patient care. This is not to
say that a machine cannot give a correct answer in a particular case but,
rather, that there are inadequate grounds to prefer machine decisions as a
matter of general policy.
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Professional Relationships

Many patients believe, mistakenly, that their physicians are omniscient.
Many physicians believe, mistakenly, that their patients are ignoramuses.
Recognition of these mistakes has led, in recent years, to the development
of the idea of “shared decision making,” namely, that patients and providers
are most productively seen as partners.' If this is so, and there is much to
recommend it in many (though not all) instances, then we need to assess
the effect of a third partner—the computer.

There are two overriding areas of ethical concern here. The first is that
the computer will create conceptual or interpersonal distance between
provider and patient. Communicating about uncertainty, especially when
the stakes are high, has long been a challenge for clinicians. That a com-
puter might be used to (help) render a diagnosis causes us to run the risk
of what we will call the “computational fallacy.” This is the view that what
comes out of a computer is somehow more valid, accurate, or reliable than
human output. Providers and patients who take such a view introduce a
potentially erosive, if not destructive, element into shared decision-making
contexts. Anything that increases the likelihood that a patient decision or
choice will be perceived as misguided or stupid adds to the problem that
shared decision making was supposed to solve.

Now, it might be supposed that the physician or nurse can eliminate at
least some of this tension by not disclosing to a patient that decision support
software was used in his or her case. But this introduces our second area of
ethical concern, namely, the question whether patients should be given this
information. The answer to this question must be determined against a
background shaped by: (1) patient sophistication and understanding of
medical and statistical information, and (2) clinician sophistication and
understanding of communication approaches and strategies. In any case, it
is inappropriate to use computer data or inferences to trump hesitant
patients, or bully them into agreeing with a health professional."?

This point has been made most clearly in the discussion of prognostic
scoring systems, or software used in critical care medicine in part to predict
patient mortality. On the one hand, patients with poor prognoses might still
benefit from extensive interventions, and these benefits might be important
enough for the patient and/or family to seek them; on the other hand,
patients with good survival odds might judge the prolongation of life to be
of little value when weighed against the difficulty or burden of extensive
interventions."

A related issue is likely to arise with increased frequency as patients
gain access to decision support software and use it to make demands on
physicians, or at least to challenge or second-guess them. The difficulties
raised by these demands and challenges will multiply as these systems
improve. As discussed in Chapter 11, there is a sense in which one might
regard such access as an important tool in the process of shared decision
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making: it will not do to expect patients to become involved in their own
care and simultaneously constrain their sources of information. Contrarily,
a patient might constitute a paradigm case of an inappropriate decision
support system user, especially in those cases in which the system causes
someone to forgo appropriate medical care.

We might compare patient use of clinical decision support systems to
patient use of medical texts and journals. In years past, there was an incli-
nation to regard such access as risky and hence inappropriate. While a little
knowledge can be dangerous, a position that does not go beyond such a
view seems to miss an opportunity to educate patients about their illnesses
and the relation between medical literature on the one hand, and medical
knowledge and practice on the other. Much the same point can be made
about patient use of diagnostic tools: a physician should respond to such
use by making clear that computers are not surrogates for health profes-
sionals and that the practice of medicine or nursing entails far more than
statistical induction from signs, symptoms, and lab values. To be sure, it
would be well if actual practice embodied this insight.

As long as the healing professions are practiced in a matrix of scientific
uncertainty and patient values, we err if we appoint computational decision
support as a surrogate for compassionate communication, shared decisions,
and quality care by competent humans.

Legal and Regulatory Issues

Computers and software raise conceptually fascinating and important prac-
tical questions about responsibility and liability. Further, the question of
whether a decision-support system is a medical device needing govern-
mental regulation is a source of tension and debate. In both domains, sci-
entists, clinicians, philosophers, lawyers, and government and policy officials
must grapple with a variety of knotty problems.

The intersection of medicine, computational decision support, and law,
has been addressed mostly in speculative terms. The use of CDSS is not
widespread enough to have stimulated legislation or illuminating prece-
dent. Moreover, medicine and computing share little in the way of a
common legal history. The following observation is as apt today as it was
more than twenty years ago:

“The introduction of computerized decision making will require the merger of com-
puter science and medical care; two areas with fundamentally different legal tradi-
tions. The legal differences between the computer field and medicine are striking.
Medicine is tightly regulated at all levels. Most health-care providers are licensed,
and a rigid hierarchical system is the norm. Yet computer systems and companies
are created in a totally unregulated competitive environment in which “software
piracy” is common, standardization is in its infancy, licensing is a method of trans-
ferring trade secret software, and companies begin in garages.”"
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Liability and Decision Support

The overriding legal issue related to computational decision support is lia-
bility for use, misuse, or even lack of use of a computer to make or assist
in rendering medical decisions.”"'® In the United States, tort law holds
providers of goods and services accountable for injuries sustained by users.
Because of legal and regulatory variation, there are similarities and differ-
ences in other countries.'”?' Such accountability is addressed by either the
negligence standard or the strict liability standard.

The negligence standard applies to services, and strict liability applies to
goods or products, although negligence can sometimes also apply to goods,
as in cases of negligent product design. There is no consensus about whether
decision-support systems are services or products, in part because these
systems have properties that resemble both services and products.>*1522
For instance, a physician’s diagnosis is clearly a service, and any liability for
erroneous diagnoses is judged by the negligence standard. If a human diag-
nosis is considered a service, then, it is argued, a computer diagnosis (or the
task of writing the computer code that rendered the diagnosis) should have
the same status. Contrarily, commercial CDSS are manufactured, mass-
marketed, and sold like entities uncontroversially regarded to be products.

An additional complication is that these systems are sold to hospitals,
physicians, patients, and others, and, indeed, are now available on the World
Wide Web. If a patient is injured by a defective system, it remains to be
determined who used the system (the physician? the patient?) and whether
it was misused. Also, it can be exquisitely difficult to identify the defect in
a computer program," as well as to answer the important question as to
whether a physician could have intervened and prevented the application
of mistaken advice.?

Neither is there a clear standard of care for use of decision-support soft-
ware by clinicians. Physicians or nurses might someday be found negligent
either for accepting a mistaken computer diagnosis or, having erred in diag-
nosis themselves, for failing to have used a decision-support system that
might have proved corrective. In either case, the determination of negli-
gence will have to be weighed against prevailing community or reasonable-
person standards. As with other areas of practice, errors will increase
liability accordingly as the practitioner is seen to have fallen behind, or
moved too far ahead of, such standards.

There is a clear need for additional conceptual analysis to assist the law
in sorting out these puzzles. Local trial courts and juries will often be out
of their depth if called on to adjudicate liability claims that challenge fun-
damental conceptions of responsibility, accountability, and blame. Similar
difficulties arise in other areas, such as in the intellectual property arena,
when there is a need to determine whether computer software is an inven-
tion or a work of art. In one interesting approach to these questions, Prof.
John Snapper attempts an account of responsibility that will not impede the
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future—and presumably salutary—development of mechanical decision
support. On this account, the attribution of responsibility and duty to com-
puters for certain actions will maximize the good that will result from
increased use of improved decision-support systems.” The idea is that use
of conceptually inadequate legal tools to punish system designers, owners,
and users, might have a chilling effect on the evolution of decision-support
technology. Spreading responsibility around, and including computers as
agents to which responsibility may be assigned, is said to offer the poten-
tial of stimulating system design and the benefits this would entail.

This much is clear: physicians and nurses who revile and disdain com-
puters will be ignorant of machines that can, in principle, improve their
practice and, hence, patient care. Zealots who take computers to constitute
adequate or even superior human surrogates will have lost touch with the
human foundations of their profession. At either extreme, the risk is high
of falling outside emerging standards. This is a mistake—in ethics and
at law.

Regulation of Decision-Support Software

While the history of governmental regulation of healthcare products is
traceable to the Pure Food and Drug Acts of 1906, the regulation of medical
devices was not formalized until the Federal Food, Drug, and Cosmetic Act
of 1938.There, medical devices were defined as “instruments, apparatus, and
contrivances, including their components, parts, and accessories intended:
(1) for use in diagnosis, cure, mitigation, treatment, or prevention of dis-
eases in man or other animals; or (2) to affect the structure or any function
of the body of man or other animals.””2¢ In 1976, motivated by the
increased complexity of devices and by reports of some devices’ shortcom-
ings and failures, Congress approved comprehensive Medical Device
Amendments to the 1938 regulations; the amendments were to “ensure that
new devices were safe and effective before they were marketed.”” In
1990, a new regulation replaced that emphasis on premarket approvals with
an emphasis on postmarket surveillance.” Proposals to regulate diagnostic
software have been evaluated against the 1976 and 1990 laws and a broad
array of draft policies and statements.

The U.S. Food and Drug Administration (FDA) unequivocally regards
medical software as a device. The FDA identifies four types of devices:

1. Educational and Bibliographic Software

Federal authorities regard the following as exempt from, or not falling

under, existing regulation:

e Software intended only for use in performing traditional “library”
functions, such as storage, retrieval, and dissemination of medical
information (i.e., functions that are traditionally carried out using
medical textbooks and journals).
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Software intended only for use as general accounting or communica-
tions functions.

Software solely intended for educational purposes, rather than to diag-
nose or treat patients.”

2. Software Components
Some software is incorporated into medical devices and is actively reg-
ulated. Examples include the software in:

infusion pumps;

pacemakers;

ventilators;

magnetic resonance imaging devices;
diagnostic X-ray systems;

clinical laboratory instruments;
blood grouping instruments.”

3. Software Accessories
Software accessories are attached to, or used with, other devices, and as
such are also actively regulated. These include software for:

radiation treatment planning;

conversion of pacemaker telemetry data;

conversion, transmission or storage of medical images;

off-line analysis of EEG data;

digital analysis and graphical presentation of EEG data;
calculation of rate response for a cardiac pacemaker;
perfusion calculations for cardiopulmonary bypass;

calculation of bone fracture risk from bone densitometry data;
statistical analysis of pulse oximetry data;

calculation of refractive power of intraocular lenses.*

4. Stand-Alone Software
The most controversial class, stand-alone software, includes CDSS and
other decision support systems. Whether or how such systems should be
regulated is a matter of continuing debate. Examples include:

blood bank software systems which control donor deferrals and
release of blood products;

software designed to assist a healthcare practitioner in arriving at a
diagnosis of a particular patient;

software which analyzes for potential therapeutic interventions for a
particular patient;

software which records medical information for later recall, analysis,
or action by a healthcare practitioner (e.g., hospital information
systems, prescription ordering, drug interaction information systems,
emergency room triage software, and various calculators which auto-
mate calculations of drug doses).*

In 1989, an FDA draft policy proposed regulatory exemption for “Previ-
ously unclassified information management products . . . such as expert or
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knowledge-based systems, artificial intelligence, and other types of decision-
support systems intended to involve competent human intervention before
any impact on human health occurs.”* The question then became whether
CDSS were intended to involve competent human intervention. This
remains an interesting and important policy—and conceptual—issue. In
Chapter 5, Miller and Geissbuhler examine some of the issues connected
with FDA regulation.

While the FDA regards software as a device, there are a number of
reasons why it might be best if medical decision-support software were not
subjected to thorough federal regulation. The most common arguments
against regulation include the following:

e Software is most accurately regarded as a mental construct or abstract
entity, i.e., the sort of thing not customarily falling within the FDA’s reg-
ulatory purview.

e Practitioners—not software—have traditionally been subjected to licens-
ing requirements.

e Software evolves rapidly and locally, and any sort of national software
monitoring is likely to be ineffective or impossible.

e Software is imperfect, and so improvement and refinement—not perfec-
tion—must be the standard to be striven for and met. Yet at law, strict
liability standards (usually applied to devices or goods but not services)
require perfection.

Several of these points could be in line with an influential stance held by
a former commissioner of the agency, namely that the FDA should “apply
the least regulation allowed to remain consistent with the requirements of
public health and safety.”*

The debate over medical software regulation represents one of the most
important controversies of the Computer Age. The balancing of risks and
benefits, as well as public safety and technological progress, means that
scientists, clinicians, and policy makers have one of civilization’s most
interesting—and challenging—tasks.

Conclusion and Future Directions

Clinicians, philosophers, lawyers, and policy makers have grappled for more
than a decade with social, ethical, and legal issues raised by the growth of
health informatics, perhaps especially by progress in development of tools
for clinical decision support. What has emerged is a recognition that future
scientific growth must be guided by corresponding attention to ethical
issues. These issues address the role of: error avoidance and standards;
appropriate use and users; and professional relationships. Scientific pro-
grams and publications may be regarded as duty-bound to foster environ-
ments in which further attention to ethical, legal, and social issues is
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encouraged. Indeed, to the extent that morality guides the law, vigorous
programs to identify and debate ethical issues will be of no small service to
society as legislatures, courts, and government regulators and policy makers
attempt to apply the insights of ethics to practical problems in health
informatics.

More research on ethical issues involved in use of CDSS is essential for
this process. We have, for instance, only begun to address issues that arise
when diagnostic tools are made available on the World Wide Web. We are
in no way clear about the level of ethics education that is appropriate for
students in health informatics, and there is much work to be done at the
intersections of ethics and system evaluation, and of ethics and standards
of care.

Elsewhere in the history of science and technology, such challenges are
often taken to constitute evidence of the growth and maturation of an
applied science. This is no less true for clinical decision support systems and,
indeed, for all of health informatics.
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Clinical Trials of
Information Interventions

E. ANDREW BALAS and SUZANNE AUSTIN BOREN

When a clinical decision support system (CDSS) passes the test of accuracy
and is ready for clinical implementation, the need for replicable and
generalizable measurement of practical impact emerges. It is increasingly
acknowledged that measurement of system performance and impact rep-
resents the research component of informatics projects, and that such eval-
uations should guide the development of decision support technologies.'?
This chapter discusses the methodology for systematic evaluation of infor-
mation interventions. It provides a framework for designing appropriate
tests of the clinical impact of CDSS.

Several studies have demonstrated that computers are able to influence
the behavior of providers, management of patients, and outcome of health
care in many clinical areas.”® Unfortunately, claims for computerized
medical information systems seem to exceed the documented benefits.
Many predictions about the computer revolution have not been realized,
and the evidence arising from various clinical experiments is often contro-
versial.” "> There is an increasing demand to provide convincing evidence of
the benefits of clinical information services."* "

The Practical and Scientific Need for Clinical Testing

Few medical questions have been more controversial than the clinical use-
fulness of computer systems. Early on in the development of clinical com-
puting applications, it was suggested that the ability of computers to
store information on patient history, physical findings, and laboratory
data would assist in decision making, thereby freeing the physician to focus
on other aspects of clinical care.'® However, enthusiasm for the potential of
the computer as an intellectual tool eroded quickly. For example, some
studies indicated that a computer system for diagnosing abdominal pain
generated more accurate information and reduced perforation rate.'”'®
Other studies concluded that the same system had no useful role in this
diagnosis."*?

140
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Early computer system evaluations often assumed that more patient
information meant better patient care. However, evaluation of techniques
such as electronic fetal heart rate monitoring illustrate that this is not always
the case. In the early 1970s, the common perception was that continuous
heart rate monitoring can protect the fetus from prolonged intrauterine
oxygen deprivation.”** Subsequently, several controlled clinical trials failed
to demonstrate any clinical benefit of this technology.**

Evaluators of clinical computer applications have repeatedly criticized
insufficient demonstration of quality improvement. In a review of reports
on clinical computer systems, over 75% of 135 articles were anecdotal, and
only half of the remainder met basic scientific criteria for the conduct of
clinical trials.” Piantadosi and Byar'* concluded that a basic shift is required
in how scientists view research concepts as opposed to research results;
the former are generally not considered proper objects for review or dis-
semination. Similar issues have been raised in other areas of health sciences.
For example, Tyson et al.”* conducted a review of therapeutic studies in
perinatal medicine and found only 10% of the reports presented conclu-
sions of the investigators that were supported by the evidence they
presented.

Some argue that medical information systems need not justify themselves
in terms of improved patient outcomes because these systems are designed
to influence primarily the providers of health care.”” Therefore, only the
change in the process of care has to be demonstrated (e.g., performance of
clinicians). This argument is acceptable when the process of care affected
has an obvious relationship to healthcare outcomes (e.g., certain cancer
screening procedures). However, there are numerous aspects of health care
for which the relationship between process and outcome is unclear (e.g.,
completeness of medical records).

Nevertheless, in order to compete for the resources of healthcare
providers, system developers have to demonstrate the relevance of their
computer programs to healthcare quality improvement and cost control.?®
Medical practice involves a tremendous amount of information processing:
collecting patient data, sharing information with patients, decision making
in diagnostics and therapeutics, documenting care, communicating with
other healthcare professionals, and educating patients. Healthcare organi-
zations invest on average only 2.6% of their operating budget in informa-
tion technology, a marked contrast with the average 8% to 9% invested by
the banking industry.” During the past decades, computer systems have
become active ingredients of health services, but the assessment of the new
information technology is still considered to be a controversial issue. Prac-
titioners interested in applying the new technologies need information on
the results of the clinical evaluation of computer systems.

The recurrent debate over healthcare reform and the intensive search for
cost-effective methods to improve patient care, repeatedly highlight the
need for adequate technology assessment of clinical information systems.
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Although early evaluation studies focused on the accuracy of information
generated by the computer system, newer studies tend to focus on differ-
ences in the process or outcome of care due to the computer system.
Although health care is clearly an information-intensive service, the clini-
cal value of computer applications is often questioned due to the lack of
demonstrated clinical benefits. As healthcare organizations are actively
searching for opportunities to improve their information systems through
purchase or development, the example set by systems on the market is very
important for practical and theoretical purposes as well.

Research Methods to Demonstrate Practical Impact

There is a growing demand for adequate technology assessment in the field
of medical informatics.”*****! Medical technology includes drugs, devices,
and procedures used in medical care, as well as the organizational and sup-
portive systems that provide such care. Technology assessment provides
practitioners with information on alternative techniques. The pioneering
report of Cochrane noted that many standard medical practices lack evi-
dence of effectiveness.”> Concerns of costs also stimulate efforts to assess
the practical value of not only new, but also established, technologies. Some
argue that the assessment of healthcare technologies should be an iterative
process and that there is a need to continuously reassess existing tech-
nologies by combining evidence from all reliable sources.’*™

As Berwick notes, Deming’s theory of continuous quality improvement
depends on understanding and revising the production processes on the
basis of data about the processes themselves.** Likewise, quality improve-
ment efforts in health care depend on measurable quality objectives and
appropriate interventions and changes in the process. Particularly, ran-
domized controlled trials (RCTs) have direct relevance to healthcare
quality improvement as they become increasingly important sources of
information about the clinical value of various interventions (e.g., physician
and patient education,” interventions to promote cancer screening,* com-
puterized medical records,” and home care after hospital discharge®).

The concept of demonstrating quality improvement by measurements is
accepted in the field of medical informatics. Clinical computer system
designers often use benchmark tests, surveys, and historical control com-
parisons to indicate the quality improvement resulting from the use of the
new system. However, benchmark tests only measure the technical perfor-
mance of the computer programs. They do not provide useful data on the
impact of the system on either the process or outcomes of care. On the other
hand, surveys of users’ opinions only provide indirect information about
the difference the system made in patient care.

Comparison with historical controls (before-after study) is a popular
method of evaluating clinical computer applications. The fact that computer
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systems are often connected to a patient database further encourages the
use of historical controls as a baseline for evaluation.” Although they may
provide some useful information, analyses of databases or historical control
groups of patients cannot replace planned clinical experimentation.* The
greatest concern in using historical controls is that there may be a con-
founding bias introduced by the different time periods. Definitions of
disease and diagnostic testing methods may change over time. In the data-
base, data may be missing either because they were lost or not recorded.
Furthermore, developing hypotheses after the collection of data often leads
to unplanned multiple comparisons.” Excessive numbers of statistical
tests can easily result in misleading statistical significance, but no practical
significance.

Randomized controlled clinical studies can provide the most valid infor-
mation about the efficacy of computerized information systems in patient
care.”? From 1985-1995, the number of randomized controlled clinical trials
testing computerized information interventions increased an average of
50% annually.*”

A review of clinical trials of clinical decision support systems provides
strong evidence that some clinical decision support systems can improve
physician performance.** However, the majority of studies assessing
patient outcomes did not demonstrate significant improvements. In addi-
tion, there have been very few controlled studies of CDSS, which have a
diagnostic, as opposed to a therapy fo