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Series Preface

With remarkable vision, Prof. Otto Hutzinger initiated The Handbook of Environ-
mental Chemistry in 1980 and became the founding Editor-in-Chief. At that time,

environmental chemistry was an emerging field, aiming at a complete description

of the Earth’s environment, encompassing the physical, chemical, biological, and

geological transformations of chemical substances occurring on a local as well as a

global scale. Environmental chemistry was intended to provide an account of the

impact of man’s activities on the natural environment by describing observed

changes.

While a considerable amount of knowledge has been accumulated over the last

three decades, as reflected in the more than 70 volumes of The Handbook of
Environmental Chemistry, there are still many scientific and policy challenges

ahead due to the complexity and interdisciplinary nature of the field. The series

will therefore continue to provide compilations of current knowledge. Contribu-

tions are written by leading experts with practical experience in their fields. The
Handbook of Environmental Chemistry grows with the increases in our scientific

understanding, and provides a valuable source not only for scientists but also for

environmental managers and decision-makers. Today, the series covers a broad

range of environmental topics from a chemical perspective, including methodolog-

ical advances in environmental analytical chemistry.

In recent years, there has been a growing tendency to include subject matter of

societal relevance in the broad view of environmental chemistry. Topics include

life cycle analysis, environmental management, sustainable development, and

socio-economic, legal and even political problems, among others. While these

topics are of great importance for the development and acceptance of The Hand-
book of Environmental Chemistry, the publisher and Editors-in-Chief have decided
to keep the handbook essentially a source of information on “hard sciences” with a

particular emphasis on chemistry, but also covering biology, geology, hydrology

and engineering as applied to environmental sciences.

The volumes of the series are written at an advanced level, addressing the needs

of both researchers and graduate students, as well as of people outside the field of

“pure” chemistry, including those in industry, business, government, research

establishments, and public interest groups. It would be very satisfying to see

these volumes used as a basis for graduate courses in environmental chemistry.

With its high standards of scientific quality and clarity, The Handbook of
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Environmental Chemistry provides a solid basis from which scientists can share

their knowledge on the different aspects of environmental problems, presenting a

wide spectrum of viewpoints and approaches.

The Handbook of Environmental Chemistry is available both in print and online

via www.springerlink.com/content/110354/. Articles are published online as soon

as they have been approved for publication. Authors, Volume Editors and Editors-

in-Chief are rewarded by the broad acceptance of The Handbook of Environmental
Chemistry by the scientific community, from whom suggestions for new topics to

the Editors-in-Chief are always very welcome.

Damià Barceló

Andrey G. Kostianoy

Editors-in-Chief
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Introduction: Redox Interfaces in Marine

Waters

E.V. Yakushev and A. Newton

Abstract The typical features of the structure of the redox layers in a marine water

column are described. The oxic, hypoxic, suboxic and anoxic layers are discussed

with respect to the definitions of terms. A classification of the redox conditions is

proposed based on processes typical of the redox conditions appearing during the

different stages of oxygen depletion.

Oxygen depletion events are connected with anthropogenic forcing such as

eutrophication. However, climatic forcing may further stimulate the formation of

oxygen-depleted zones. The redox interfaces and oxygen depletion events studies

will therefore require an interdisciplinary approach, which the present book reflects.

Keywords Baltic Sea, Black Sea, Oslo fjord, Redox zone
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Abbreviations

DO Dissolved oxygen

OM Organic matter

1 Preface

During the last decades, many studies have focused on the oxygen depletion of coastal

and oceanic waters in the context of the series of projects and programmes, i.e. INCO-

Copernicus, NATO, FP6 and FP7 programmes Bonus, HYPOX and SESAME. The

results obtained have been published in numerous articles and monographs, many of

which are listed in the reference section. This new book is well timed and urgent. It

presents the “state of the art” of our knowledge and understanding of the nature of

redox interfaces, structures and oxygen depletion. It synthesises the joint response of

the global scientific community to the challenge of global changes in the “oxygen

condition” of marine waters, new developments in observation techniques, such as the

introduction of new analytical methods, and the analysis of data to identify thresholds

of change using newmodels. Nevertheless, there are still gaps in our knowledge about

the cycling of chemical elements in changing redox conditions. An understanding of

the processes involved is fundamental to assess the impacts and effects of global and

climatic changes and to enable an ecosystem approach of adaptive environmental

management for the coastal seas and ocean basins.

2 Occurrence and Hydrophysical Structure

The occurrence of oxygen-depleted and anoxic water depends on the combined

influence of eutrophication (organic matter and nutrient loads) and hydrodynamics

(intensity of mixing and water renewal). Oxygen depletion zones form when there is

an imbalance between the supply of organic matter (OM) and the supply of dissolved

oxygen (DO) for its decomposition. This may occur when a hydrophysical structure,

such as temperature stratification, restricts the aeration of the water column. The

existence of low-oxygen structures can be temporary or permanent, correspondingly

creating zones of temporary or permanent hypoxia and anoxia.

Oxygen depletion and anoxia in the water column are increasingly common

features observed in the World Ocean, inland seas and coastal areas. Observations

show a decline in the dissolved oxygen concentrations at continental margins in

many regions, and these are related to both an increase in anthropogenic nutrient

loadings and a decrease in vertical mixing (e.g. [1–3]). Observations of decreases in

oxygen are also reported in the tropical oceans [4–9]. Low-oxygen “dead zones”

have spread exponentially since the 1960s [1]. The decrease in DO throughout the

2 E.V. Yakushev and A. Newton



open ocean basins may be a long-term, nonperiodic trend related to climate change,

or the result of natural cyclical processes, or a combination of both [6]. Within the

marine science community, there is increasing interest to these events in recent

years because of their global character.

The scales of processes that affect the formation of each system’s hydrophysical

structure vary from molecular diffusion to climatic variability. However, in lakes

and fjords, some processes, such as transport of water with geostrophic currents or

mesoscale eddies, are unimportant, leading to less intense mixing than under

marine conditions. Therefore, the chemical structure of redox interfaces in fjords

and lakes is characterised by sudden changes in redox conditions and steep chemi-

cal gradients. In comparison to lakes and fjords, oxidation–reduction features at

marine redox interfaces are characterised by gradual gradients, and gradually

varying temporal changes as well. For example, the boundary of anoxic zone of

the Cariaco Basin is influenced by mesoscale eddies that periodically supply dense

water with high oxygen content to the anoxic zone [10]. In the Baltic Sea, under

certain winter weather conditions in particular years, there is an influx of oxygen-

rich saline northern Sea waters to the deep anoxic layers [11, 12]. The Black sea

oxic/anoxic interface appears to be more stable, because the Bosphorus plume

waters influence only the south-western part of the Black Sea. The central and

peripheral Black Sea are characterised by the stability of the chemical features

(i.e. maximum positions, onset levels) in the density field [13, 14]. Such a

chemotropicity implies that there are no horizontal gradients of chemical variables

along the same density surface, supporting the use of a 1D model for describing the

processes responsible for the maintenance of the redox-layer chemical structure.

3 Global Distribution

Permanent anoxic conditions are observed in numerous lakes, lagoons, fjords, seas

and also in some regions of the World Ocean. They include examples of very

different systems under the simultaneous influence of saline and brackish waters

and suffering from restricted ventilation [15]. The most notable and stable example

is in the Black Sea [16, 17]. Other examples include the Cariaco Trench of

Venezuela [10, 18], the Gotland Deep of the Baltic Sea [19, 20], Drammensfjord

[21], Framvaren [22], Hemmelsdorfer See [23], Gulf of Mexico [2], coastal salt

ponds along the US coast [24], Saanich Inlet (Vancouver Island) [25], Elefsis Bay

[26] and meromictic lakes in the Vestfold Hills in Antarctica (e.g. [27]).

4 Effects on Chemistry, Biochemistry and Ecosystem Function

The redox interface is a layer where oxic and anoxic conditions are adjacent. It is

very complex because of the many chemical reactions and biogeochemical

mineralisation processes that can be oxic, suboxic and anoxic. The decline in DO

Introduction: Redox Interfaces in Marine Waters 3



concentration therefore affects the biogeochemical cycles of N, P, S, as well as the

carbonate system and trace metals equilibria. Water layers that are already depleted

with respect to DO may be close to the threshold between suboxic and anoxic

conditions and are the water bodies most vulnerable to the effects of the globally

observed deoxygenation trend [28]. It is necessary to better understand the physical

processes leading to anoxia, the biogeochemical structure of the oxic/anoxic

interfaces and the ecological consequences of oxygen depletion in order to predict

the possible effect of global changes in oxygen conditions.

Oxygen depletion significantly affects the water quality and ecosystem function.

Absence of oxygen impairs the oxic ecosystem both directly and indirectly.

Increased occurrence and volumes of anoxic water threaten the functioning of

healthy aerobic ecosystems and thereby have a direct impact to human welfare

and ecosystem services. There can be an additional, indirect impact at the

water–sediment interface, where redox equilibria control the rate of supply of

phosphorus from the sediments and the release of hazardous substances, e.g. methyl

mercury.

There is a normal sequence or succession of processes during the transition from

oxic to anoxic. The bacterial decomposition of organic matter is an oxidative

process. If there is an excess of organic material to be decomposed once the DO

has been used, bacterial activity will substitute the DO with a series of other

electron acceptors that usually ends with reduction of sulphate, a major constituent

in seawater. This last process produces hydrogen sulphide, which is toxic to aerobic

life forms. Conversely, the oxidation of reduced inorganic compounds in the anoxic

zone also fuels the microbial production of OM via chemosynthesis [17, 29, 30]. It

is necessary to emphasise that the synthesis of organic matter happens in all the

oxygen conditions via photosynthesis (oxic and anoxygenic) or chemosynthesis.

5 Terminology, Definitions, Boundaries and Thresholds

The oxygen condition of natural waters is an important element of water quality

legislation, e.g. in the Water Framework Directive (EC 2000). However, there are

several terms that are in use to describe the changes in oxygen condition, i.e. oxic,
oxygen-deficient, hypoxic, suboxic, anoxic, but these are not be precisely defined.

The terms reflect different DO conditions and the associated processes. For exam-

ple, the term “oxygen-deficient” is widely used for a wide range of low oxygen

concentrations, from below 80% saturation to suboxic levels. Nevertheless, the

boundaries in terms of oxygen concentrations are rather arbitrary, and therefore,

there are several problems to the currently used definitions. Biochemical thresholds

provide less arbitrary boundaries.

A frequently used boundary between oxic and hypoxic conditions is set at

2 mg O2 L
�1 (~63 mM O2 i.e. [31]) or 2 ml O2 L

�1 (~89 mM O2 i.e. [1, 32]). The

threshold of tolerance, stress responses and morbidity of pelagic and benthic
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animals is usually in the range of 1–4 mg O2 L
�1 (e.g. [32–34]), which corresponds

to a threshold molar concentrations of ~75 mM O2.

The boundary between hypoxic and suboxic conditions is also arbitrary, and

there has been opposition to the use of the term “suboxic” once oxygen is no longer

present [35]. In the Black Sea, for example, the reported suboxic values range from

4.5 mM O2 [36] to 15 mM O2 [37]. A value of 10 mM [13] is often used, which

corresponds to the water layers with enhanced nitrification due to an upward flux of

ammonia [28]. However, this boundary should correspond to the biochemical

threshold after which the dominant electron acceptors are oxidised ions of N

(nitrate, nitrite) or oxidised species of metals [Mn(IV), Fe(III)], whereas DO

becomes an auxiliary oxidant.

The suboxic layer may be further divided into “suboxidised” layer, where DO is

present, and “subreduced” layer, where DO is absent [38]. The suboxidised layer is

therefore a layer where DO is present with a threshold molar concentration of

~15 mMO2 as an “upper” boundary. The subreduced layer, where there is no longer
any DO but H2S is not yet present, should correspond to the conditions necessary

for the onset of processes such as anammox [39] or formation of Mn(III) [40], that

are inhibited by both oxygen and hydrogen sulphide.

Once the oxidised species of nitrogen, manganese or iron and DO is completely

depleted, OM microbial decomposition uses sulphate as the next electron acceptor

for oxidation. This is the appropriate threshold for the term anoxic.
The main biogeochemical processes change in intensity dependent on the oxy-

gen conditions as summarised in Table 1. A schematic of the corresponding layers

and different redox conditions with respect to the distributions of DO, H2S,

speciation of Mn and N is shown in Fig. 1.

6 The Redox Layers in a Marine Water Column

The transition layer between the oxic and anoxic conditions in the water column is

often called “redoxcline” or “redox layer”. The redox boundaries in the water

column are established and controlled by two opposite fluxes: the upward flux of

reduced chemical species and the downward flux of oxidised chemical species. The

redox layer covers the layer of transformation from the oxic conditions to anoxic.

A nitrate maximum can be taken as the upper boundary of the redox layer. This

corresponds to sy ~ 15.3 kg m�3 for the Black Sea [41]. The lower boundary of

this layer corresponds to the disappearance of oxidised manganese species,

sy ~ 16.15 kg m�3 for the Black Sea.

In the stratified water bodies, these counter fluxes generate a wide range of redox

potentials within narrow zones in the water [42]. The biogeochemical processes

occur in a predictable sequence according to their redox potential (i.e. [13]) and the

products of these reactions appear in the water according to the laws of thermody-

namics. The vertical distributions of the chemical compounds result from the
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reactions that can occur in narrow layers, i.e. 2–5 m in the Black Sea [43] and

several dm in the fjords.

There are common features of the water column redox interfaces for the different

marine basins [44]. These characteristics are:

• A nitrate maximum is observed at the depth where the vertical gradient of

oxygen decreases (lower part of oxycline).

• Onset depths of concentrations of ammonia and dissolved manganese corre-

spond to oxygen depletion and the position of the “shallow” phosphate

minimums.

• Hydrogen sulphide appears in deeper waters, about 10 m in the Black Sea.

O2~75 µM

O2~15 µM

O2~0 µM

H2S>0 µM

O2

NO3

H2S
Mn(II)

Mn(III)

Mn(IV)

NO2

NH4

Fig. 1 A redox framework for the structure of the oxygen condition of a water column with

respect to the distributions of DO, H2S and indicative speciation of Mn and N

Table 1 Basic biogeochemical processes and corresponding oxygen condition

Oxygen conditions Oxic Hypoxic
Suboxic

Anoxic
Suboxidised Subreduced

DO concentration >75 mM 15–75 mM 0–15 mM 0 mM
H2S concentration >0 mM
Oxic mineralisation of OM and

nitrification

+ +

Oxidation with DO of reduced species

of S, Mn, Fe, C, N

+ +

Denitrification and mineralisation of

OM with metals

+ +

Anammox, accumulation of Mn(III) +

Reduction of oxidised species of

S, Mn, Fe, C

+ +

Sulphate reduction, methanogenesis +

Increased mortality + + + +

Synthesis of OM + + + + +
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Organic matter is the main reducing agent in the redox zone [45]. It is a product

of photosynthesis and is transported downwards from the euphotic zone. Organic

matter is also generated in the redox zone by chemosynthesis. Organic matter

serves as a carbon source for the reduction of DO and thereafter, nitrate, nitrite,

Mn oxide, Fe oxide and sulphate.

The biogeochemical structure of the water column redox layer is characterised

by an absence of overlap between dissolved oxygen and hydrogen sulphide

[13, 46–48]. Reduced and oxidised forms of several elements (N, S, C, Mn, Fe)

can be observed in the redox layer, which reflects the complexity of the chemical

processes. The role of the biogeochemical cycles of the different elements in the

formation and support of the redox-layer structure is still not clear.

Oxygen disappears at a depth where the onset of ammonia and dissolved

manganese is observed, while hydrogen sulphide appears deeper (approximately

5–10 m in the Black Sea).

The depth at which H2S is first observed also depends on the equilibrium

between the transport of electron acceptors and organic matter (e.g. [28, 49, 50]).

The suboxic (subreduced) zone phenomenon where both oxygen and hydrogen

sulphide are absent [13] is not clearly understood. It may be due to the peculiarities

of the manganese cycle: the formation of a significant amounts of the particulate

Mn(IV) that can precipitate from the depth at which it is formed due to the reaction

between oxygen and dissolved Mn(II) [51, 52]. Mn(III) has been observed in the

marine environment [40]. It is an important intermediate product of the Mn cycle

that could be formed both by Mn(II) oxidation [53] and by Mn(IV) reduction

[54, 55]. This dissolved, oxidised Mn(III) could explain the distribution of other

elements at redox interfaces, such as phosphate. Mn(III) permits the formation of

P-containing complexes [53]. Studies of this oxidised and dissolved species of Mn

are recent (Luther, p.c. [56]). This species was not represented in previous suboxic

zone models that seek to describe the flow of primary nutrients such as nitrogen,

phosphate and carbon as well as heavy metals through the oxic/anoxic boundary.

7 Modelling

The study of the processes responsible for the maintenance of redox interfaces

should combine field observations and experimental measurements. These should

be supplemented by modelling to allow a joint analysis of the complex processes

studied by the different scientific disciplines. Models are oversimplifications of real

system, sometimes overemphasising particular characteristics, as in a caricature.

Nevertheless, modelling seems to be appropriate for use as a diagnostic tool.

Models can be used to test the hypothesis of which processes are responsible for

the observed distributions. Thus, modelling and observations mutually complement

each other.

Nutrient cycling in the oxic conditions can be described for individual

elements, and it is possible to use the Redfield ratios to estimate the other
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elements changes. However, the modelling of oxic/anoxic transformation requires

the parameterisation of cycles of several elements simultaneously [52, 57].

In contrast to modelling in the typical oceanic and marine waters oxic

conditions, the modelling of the oxic/anoxic transformation cannot only give

numerical estimates but can reveal the mechanisms of the main processes occur-

ring. This is particularly useful because there are still many knowledge gaps. The

main goal of oxic/anoxic modelling is therefore to use the knowledge of events,

processes and systems to analyse and understand the observed situation and distri-

bution of observed chemical species.

The choice of list of variables and complexity of a model should depend on the

time and space scale of the studying event. Nevertheless, the model should at least

parameterise all those listed in Table 1 processes. The model should also establish

the thresholds that provide the boundaries or “switches” between the different

redox processes.

8 Structure of the Monograph

This monograph is characterised by the following features. First of all, it is

multidisciplinary since it deals with the principal processes that form the physical,

biogeochemical and biological structures of the redox interfaces. Secondly, it

assesses the issues connected with predicting the development interannual oxygen

depletion and mathematical modelling.

The book consists of 11 chapters, which may be conventionally joined into the

sections devoted to the general features of the redox-layer biogeochemical and

microbiological structure (3 chapters), cycling of selected elements (2 chapters),

interannual estimates (3 chapters) and modelling (3 chapters).

Thus, this book presents a description of the knowledge accumulated to date

(2012) on pelagic redox interfaces. Nevertheless, it is not a collection of individual

papers but rather a monograph written by a team of scientists joined by a common

understanding of the complicated phenomena and processes that are connected with

the redox-interfaces structure formation and oxygen depletion development. The

publication is based on numerous observational data, collected by the authors of the

chapters during sea and shore expeditions, on the archive data of P.P. Shirshov

Institute of Oceanology RAS, Winogradsky Institute of Microbiology, Water

Problems Institute RAS, Faculty of Biology, Lomonosov Moscow State University

(Russia), Norwegian Institute for Water Research (Norway), Leibniz Institute for

Baltic Sea Research, Warnemuende, Helmholtz-Zentrum Geesthacht, Max Planck

Institute for Marine Microbiology (Germany), Hellenic Centre for Marine

Research, Institute of Oceanography (Greece), Baltic Nest Institute, Stockholm

University (Sweden) and others, as well as on a wide scientific literature. These

data are complemented by the results of a series of national and international

projects listed below, where an extensive research was carried out over the past

decades.
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This book is addressed to the specialists working in various fields of physical

oceanography, marine chemistry, pollution studies and biology and studying a

cascade of problems from regional climate to mesoscale processes and from remote

sensing of the sea to numerical and laboratory modelling. It may also be useful to

the students and postgraduates specialising in the oceanographic research of the

seas. The editors and authors expect that this monograph would help the readers to

complement the information on the nature of the oxygen depletion and the redox

interfaces phenomena. More information on special issues may be derived using the

reference lists contained in each chapter.

The studies of the authors of this book were supported by FP7 project HYPOX

(No. EC Grant 226213), SESAME, Norwegian Research Council grant 211227/

F11, Russian Foundation for Basic Research grants 10-05-00653, 10-04-00220,

Russian World Ocean Federal Research Programme (project 7), the “World

Ocean”, CRDF Grant (RUG1-2828-KS-06), Max Planck Society, Norwegian Insti-

tute for Water Research project 29083 and institutional funding of the IOW.

On behalf of the authors, we would like to thank Springer-Verlag Publishers for

the timely interest in the topic and the support of the publication presented.

In the final stage of the chapter’s preparation, the discussions with colleagues

Jens Skei and Violeta Velikova were all of enormous importance.

Finally, we would like to express our deep appreciation to colleagues and the

administrations at the Shirshov Institute of Oceanology RAS (in Gelendzhik and

Moscow), at the Norwegian Institute for Water Research (NIVA) for their patience

and understanding for the time spent working on this book.
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Biogeochemical Peculiarities of the Vertical

Distributions of Nutrients in the Black Sea

M.V. Chelysheva, E.V. Yakushev, E.L. Vinogradova, and V.K. Chasovnikov

Abstract Analysis of the vertical distributions of the ratios between C, S, Si, N,

and P revealed the layers with significant systematic differences from the theoreti-

cal Redfield and Richards values. These anomalies can testify to the presence of

such processes as denitrification/anammox and the processes of the “phosphate

dipole” formation. Based on the ratios to Si, which concentrations do not change

under the redox conditions variability, we estimated numerically the other elements

deficiencies and the rates of the processes that form these deficiencies. The calcu-

lated rates of denitrification/anammox (0.012–0.046 mM per day) correspond well

to the present observations data. The calculated possible rates of the processes

controlling the shallower phosphate minimum formation equal to 0.008–0.032 mM
per day, and the rates of the deeper phosphate minimum formation are in the range

of 0.006–0.024 mM per day. The Ct/St ratio showed that bacterial sulfate reduction

was the only significant process in the anaerobic mineralization of organic matter

in the anoxic zone of the Black Sea that lead to a constant stoichiometric C/S ratio

close to the theoretical one of 2.
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1 Introduction

The Black Sea is the largest meromictic basin in the world. The presence of oxic

layer in the upper 100–200 m, anoxic layer from 100 to 200 m to the bottom

(2,000–2,200 m), and redox boundary layer between them affects the vertical

hydrochemical structure and, in particular, the distributions of nutrients and of the

carbonate system parameters. A characteristic feature of the Black Sea redox layer

is that certain redox reactions occur in very narrow layers (2–5 m) of a constant

water density. That leads to the correspondence of vertical chemical distributions to

specific density levels [1–4]. For instance, the nitrate maximum is located at the

density level of sy � 15.50 kg m�3; ammonia increases initially at sy � 16.05

kg m�3; phosphate minimum and maximum are located at sy � 15.90 kg m�3 and

sy � 16.15 kg m�3, respectively. Calculated on the basis of averaged observations

data, typical nutrients distribution versus density in the Black Sea is presented in

Fig. 1. The existing relationship between the vertical distributions of hydrochemical

Fig. 1 Vertical distribution of nutrients, dissolved oxygen, hydrogen sulfide, pH, and salinity

in the Black Sea versus density, based on data of observations during cruises R/V Akvanavt in

1997–2006 (averaged of isopycns usingVERTAprogramme [32]: I, oxygen layer; II, redox layer; III,
hydrogen sulfide layer

14 M.V. Chelysheva et al.



parameters and the water density simplifies the hydrochemical structure general

features all over the Black Sea with the exception of the Bosporus Strait area.

As mentioned above, the vertical Black Sea structure can be divided into three

layers: oxic layer, redox layer, and hydrogen sulfide layer. The mineralization of

organic matter (OM) under aerobic conditions follows the classical Redfield [5]

reaction (1):

CH2Oð Þ106 NH3ð Þ16H3PO4 þ 138O2 ! 106CO2 þ 122H2Oþ 16HNO3 þ H3PO4

(1)

Hence, the mineralization of 1 mol of OM utilizes 276 oxygen atoms and

releases 106 carbon atoms, 16 nitrogen atoms, and 1 phosphorus atom. In this

model, 31 atoms of silicon should be added to reflect the diatoms presence which

constitutes 77% of the World Ocean plankton [6–8]. Taking into account that the

largest share of the Black Sea phytoplankton belongs to the diatoms [9] herewith

the stoichiometric relationships between the nutrients can be assumed as O:C:Si:N:

P ¼ (�276):106:31:16:1.

The upper boundary of the redox layer can be detected by the depth of the nitrate

maximum and the position of the oxycline. In the redox layer, extremes of oxidized,

reduced, and intermediate forms of chemical elements (nitrate, nitrite, suspended

manganese, thiosulfate, and elemental sulfur) can be found. At the lower boundary

of the redox layer, where Eh values become negative, reduced compounds such as

sulfide hydrogen, ammonia, and methane appear in the water. The mineralization of

OM in the redox layer follows the Richards reaction [10], where nitrate is used for

the OM mineralization:

CH2Oð Þ106 NH3ð Þ16H3PO4 þ 84:8NO3
� þ 100:8Hþ ! 106CO2 þ 16NH3

þ 42:4N2 þ H3PO4 þ 148:4H2O (2)

In this case, the mineralization of OM leads to a release of inorganic carbon,

silicate, nitrogen, and phosphorus in the ratio of C:Si:N:P ¼ 106:31:

(�84.8 + 16):1.

If anammox, a reaction between nitrite and ammonia [11, 12] is involved, then

the mineralization of OM will follow (3):

CH2Oð Þ106 NH3ð Þ16H3PO4 þ 94:4HNO3 !106CO2 þ 55:2N2

þ 177:2H2Oþ H3PO4 (3)

This kind of mineralization corresponds to a different stoichiometric relation-

ship: C:Si:N:P ¼ 106:31:(�94.4):1. But due to scarce data and poor understanding

of the anammox mechanism and scale, we followed the first mechanism of OM

mineralization for the calculations presented.
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The mineralization of OM in the anaerobic zone follows the reaction [10]:

CH2Oð Þ106 NH3ð Þ16H3PO4 þ 53SO4
2� ! 106HCO3

� þ 16NH4
þ þ 16HS�

þ 37H2Sþ H3PO4 (4)

The relationship between nutrients is C:S:Si:N:P ¼ 106:(�53):31:16:1.

The neutrality of silicon in regard to the redox condition changes is explained as

follows. Dissolved silicon is consumed by diatoms in the surface euphotic layer

only and it returns back to a dissolved form in the aphotic water column indepen-

dently on the redox potential changes.

The other nutrients (C, N, and P) distributions are also affected by photosynthe-

sis and mineralization of OM, and additionally by a number of redox dependent

processes and chemosynthesis that occur in the vicinity of the redox layer. The main

redox reactions, which may occur in the sea water, are given in Table 1. They take

place in accordance with the thermodynamical preference determined by the Gibbs

energy and by changes in the equilibrium redox potential (Eh). These processes can

influence the formation of the vertical biogeochemical structure of the Black Sea.

However, their quantitative role in the formation of this structure features is

unknown, as well as it is not clear which peculiarities of the vertical distributions

of nutrients can be explained by the presence of certain process (or several

processes) there. The present study focuses on the revealing of anomalies in the

vertical distributions of nutrients in the Black Sea and on estimating the rates of

biogeochemical processes that are responsible for these anomalies formation and

existence.

2 Materials and Methods

We analyzed the vertical variability of main nutrients ratios in the changeable redox

conditions of the Black Sea water column. Approaches in estimating the biogeo-

chemical processes rates connected with the redox condition changes on the base of

the main nutrients ratios are widely applied [13–16].

We used the observations data collected in the expeditions of the Shirshov

Institute of Oceanology in the Black Sea in the period of 1997–2006. Most of the

data used were collected in the north-eastern part of the Black Sea on the base of the

systematic observations carried out in this region during R/V “Akvanavt” and R/V

“Ashamba” cruises. These data used cover all the seasons, a list of cruises used is

given in Yakushev et al. [4]. The sampling and processing of samples of dissolved

oxygen, hydrogen sulfide, nitrate, nitrite, ammonia, silicate, phosphate, pH, and

total alkalinity were performed by standard methodologies [17, 18].

The data were quality controlled and doubtful values (outliers) were excluded.

We considered the distribution of hydrochemical parameters vertically versus depth

16 M.V. Chelysheva et al.
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and density. Statistical processing of data and averaging to isopycns was performed

by DB VERTA (Podymov 2008).

Total alkalinity was calculated using the equation:

At ¼ HCO�
3

� �þ 2 CO2�
3

� �þ B OH�
4

� �� �þ SiO OHð Þ�3
� �þ HS�½ � þ 2 S2�

� �

þ HPO3�
4

� �þ 2 PO2�
4

� �þ NH3½ � þ OH�½ � þ Hþ½ � (5)

with the inclusion of sulfide, phosphate, and ammonia components. The

calculations of the carbonate system parameters were performed applying a stan-

dard approach [15, 16, 19, 20].

The details of the main nutrients ratios calculations are described below.

3 Results and Discussions

The calculated ratios between the total inorganic carbon, phosphorus, silicon,

hydrogen sulfide, and dissolved inorganic nitrogen (a sum of nitrate, nitrite, and

ammonia) versus density are shown in Fig. 2. The calculations were aimed to reveal

those changes in the aphotic zone which were connected with the processes in the

redox and anaerobic layer (e.g., the water column beneath the oxycline in the

density range of sy � 15.5–17.5 kg m�3). The Ct/Pt ratio was calculated as

(Ci�Co)/(Pi�Po), where Ci and Pi are the concentrations of total inorganic carbon

and phosphorus at the depth under studies, Co ¼ 3,157 mM and Po ¼ 1 mM are the

year-averaged concentrations of inorganic carbon and phosphorus at the upper

boundary of the redox layer (depth 100–120 m). The ratios of the other nutrients

were calculated in a similar way.

The calculated Ct/Pt ratio increased with depth from 0 near the upper boundary

of the redox layer to 105 at the bottom (Fig. 2). In the density layer, sy � 15.5–16.0

kg m�3, the Ct/Pt ratio increased at practically constant Ct values that testified to a

consumption of phosphate there. Meanwhile, deeper in the layer of sy � 16.0–16.2

kg m�3, the Ct/Pt ratio slightly decreased, that can be an evidence for the production

of phosphate. At the near-bottom layers, Ct/Pt values approach the stoichiometric

one of about 106.

Ct/Sit ratio was calculated as (Ci�C0)/(Sii�Si0), where Si0 ¼ 53 mM is the year

averaged concentration of silicon at the depth of 100–120 m. The calculated Ct/Sit
ratio changed from 0 to 3.2. At the near-bottom, the Ct/Sit ratio approached the

stoichiometric one of 3.4. The decreased values of Ct/Sit ratio (less than 1) in

the redox layer and in the upper part of the sulfidic zone can be well connected with

the chemosynthesis occurring there.

The ratio Sit/Pt varied in the investigated water column from 0 to 32, as

the theoretical value of about 31 was reached in the near-bottom layer. The typical

for all observed stations sudden increase of Sit/Pt values to 23 in the upper part of
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the redox layer (sy � 15.7–16.0 kg m�3), and the following decrease to 7 in the

deeper part of the redox layer (sy � 16.10–16.30 kg m�3) evidence the presence of

two corresponding processes – phosphate consumption at the phosphate shallow

minimum depth and phosphate production at the phosphate deep maximum depth.

The Ct/Nt ratio (with an annual concentration of the total nitrogen at the depth of

100–120 m assumed as N0 ¼ 5 mM) changed from 0 to 9 (Fig. 2). The Ct/Nt value

approached to the stoichiometric one of 7 in the near-bottom water. The decrease of

the Ct/Nt to 5 at sy � 16.0 kg m�3 could be connected to the processes of the bound

nitrogen removal, i.e., denitrification and anammox.

The Sit/Nt ratio changed in the range of 2–19 with the theoretical value of about

2 in the near-bottom layer observed and with a maximum of 19 in the vicinity of

sy � 16.0 kg m�3 recorded. The latter testified again to the presence of nitrogen

consumption processes there.

The Nt/Pt ratio varied from 1 to 12 with a minimum of 1–2 at sy � 16.0–16.4

kg m�3. This minimum evidences that the decrease of nitrogen related to denitrifi-

cation/anammox is more intensive than the decrease of phosphorus which occurs

due to phosphorus consumption processes at the phosphate minimum depth.

The St/Sit and St/Pt ratios practically evenly increase from 0 to 1.7 and from 5 to

53. In the near-bottom water, their values approach to the stoichiometric ones of 1.7

and 53, respectively.

The St/Nt ratio increases from 1 to 4 and approaches to the Redfield one (3.3) in

the near-bottom water.

The calculated ratio between the total inorganic carbon and total hydrogen

sulfide is 2.13, by less than 4% exceeding the theoretical one of 2.0. The latter

supports the theory that the process of bacterial sulfate reduction is the main process

of mineralization of OM under anaerobic conditions, and this process occurs

throughout the entire water column, from the low boundary of the redox layer to

the bottom, with practically stoichiometric Ct/St ratio near 2 [16, 21].

Using a simple one-dimensional vertical transport model, it was possible to

estimate the rates of biogeochemical processes in the redox layer leading to

decrease in nitrogen content (denitrification/anammox) and of processes responsi-

ble for the formation of the shallow minimum and deep maximum of phosphate

based on the following. We assumed that changes of the nutrient concentrations are

compensated by their transport with the vertical turbulent flux. As it was already

mentioned, silicon is not involved in the redox biogeochemical processes. This fact

allows estimating the vertical variability of other nutrients on the basis of compari-

son of their distributions with the silicon’s one.

The rates of reaction were calculated with the following formula (6):

Rc ¼ kc
@2c

@z2
; (6)

where Rc is the rate of the reaction;

c is the concentration of nutrient;
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kc is a coefficient of the vertical turbulent exchange;
z is the depth.
The calculations of kc for the redox layer were performed with the Gargett

formula [22], which is based on data of density vertical distribution: kc ¼ a0N
�q;

where N ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
� g

r
@r
@z

q
; a0 and q are empirical coefficients, g is the acceleration of

gravity and r is the density.

For the Black Sea redox layer, we used the parametrization of a0 and q proposed

by Konovalov et al. [23]: kc ¼ 1:62� 10�3 � g
r

dr
dz

� ��0:5

: This gives us the kc value

of 10�5 m2 s�1. A slightly lower value (5.2�10�6 m2 s�1) was used by Neretin

for the redox layer of the Gotland deep, Baltic Sea [24]. Analyzing the distribution

of 137Cs after the Tchernobyl accident, Stokozov [25] received for the Central

Black Sea Basin kc ¼ (1 – 3) � 10�5 m2 s�1, and for the RIM-corrent

kc ¼ (3 – 11) � 10�5 m2 s�1.

We used the values of kc in the range of (0.5–2) � 10�5 m2 s�1 for the layer

sy � 15.7–16.21 kg m�3.

The distributions of all the nutrients depend on the mineralization of the euphotic

layer origin OM and on the vertical mixing. The nitrogen and phosphorus

distributions are complicated by the reactions in the redox layer (i.e., chemosynthe-

sis and redox reactions), while the distribution of silicate is not affected by these

processes. On the basis of the stoichiometric ratios, it is possible to estimate the

shares of nitrogen and phosphorus (Nf ¼ Sii/2 and Pf ¼ Sii/32), which distributions

are determined by the same processes as for silicon. The difference between these

shares (Nf and Pf) and the observed concentrations (Pi and Ni) will give us a share

that can be explained by the reactions in the redox layer (Np ¼ Nf�Ni and

Pp ¼ Pf�Pi).

The maximal rate of decrease of nitrogen, hypothetically connected with deni-

trification/anammox, calculated for the depth of nitrogen minimum (120 m, Table 2,

Fig. 3) is:

RN ¼ kc
@2Np

@z2
¼ 0:012� 0:046 mM per day:

According to the observations, the rate of denitrification is 0.002 mM per day for

the Black Sea [26] and 0.044–0.110 mM per day for the Baltic Sea [27]. A rate of

thiodenitrification was calculated earlier for the Baltic Sea as 0–2.7 mM per day

[28]. The rate of anammox was estimated to be 0.007 mM per day for the Black Sea

[24] and 0–0.05 mM per day for the Baltic Sea [28]. The calculated value in the

present study is close to the mentioned results of observations for denitrification or

anammox [24, 26, 28]. Therefore, the same approach could be applied to calculate

the rates of processes which form the shallow minimum and deep maximum of

phosphates.

According to our calculations, the rate of the shallow phosphate minimum

(110 m) formation is:
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RPmin
¼ kc

@2Pp

@z2
¼ 0:008� 0:032 mM per day;

Table 2 Stoichiometric relationships Si/N, Si/P, changed concentrations of total nitrogen Np and

phosphorus Pp due to reactions in the redox layer, first and second derivatives
@Np

@z ,
@2Np

@z2 ,
@Pp
@z ,

@2Pp
@z2

Depth m Si/N Np, mM
@Np

@z

@2Np

@z2
Si/P Pp mM

@Pp
@z

@2Pp

@z2

80 1.41 25.08 0.3115 �0.0045 5.44 0.68 0.022142 0.001492

90 2.76 28.20 0.2665 0.0091 10.20 0.90 0.037058 �0.001604

100 4.36 30.86 0.3575 0.0105 16.81 1.27 0.021016 �0.018485

110 8.71 34.44 0.4625 �0.02675 23.07 1.48 �0.16383 �0.006328

120 19.44 39.06 0.195 �0.001 10.11 �0.16 �0.22711 0.01986

130 10.96 41.01 0.185 �0.0087 6.72 �2.43 �0.02851 0.010191

140 8.37 42.86 0.098 0.0021 7.40 �2.71 0.073406 �0.001422

150 6.25 43.84 0.119 �0.0022 9.56 �1.98 0.05919 �0.003905

160 5.31 45.03 0.097 0.0003 11.86 �1.39 0.020145 0.00096

170 5.12 46.00 0.1 �0.006 12.90 �1.19 0.029745 �0.000455

180 4.79 47.00 0.04 �0.0015 14.46 �0.89 0.02519 0.000362

190 4.38 47.40 0.025 �0.0028 15.94 �0.64 0.028806 �0.002113

200 3.98 47.65 �0.003 0.00146 17.71 �0.35 0.007677 1.16E-05

Fig. 3 Vertical distributions of Sit/Nt, Np,
@2Np

@z2 (top line), Sit/Pt, Pp,
@2Pp
@z2 (bottom line) versus

depth. Explanations are in the text
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and the rate of forming of the deep phosphate maximum (140 m) formation is:

RPmax
¼ kc

@2Pp

@z2
¼ 0:006� 0:024 mM per day:

The processes leading to the formation of the phosphate minimum and maxi-

mum can be connected with chemosyntheses [29], coprecipitation of phosphates

with metal hydroxides [30], or formation of complexes between Mn(III) and

pyrophosphate [4]. The latter was confirmed by observations on the distributions

of Mn(III) and polyphosphate and was discussed in details in [31].

4 Conclusions

Based on the analyses of stoichiometric ratios between the main nutrients we have

revealed, the ranges of depth and density for reactions which control the decrease of

nitrogen (denitrification/anammox) (sy ~ 16.0 kg m�3; 100–120 m), and the for-

mation of the shallow minimum and deep maximum of phosphate in the redox layer

(sy � 15.85–16.05 kg m�3; sy � 16.15–16.25 kg m�3).

Based on the assumption that silicate concentration does not change under the

conditions of the redox layer, the rates of the processes of nitrogen decrease

(denitrification/anammox) were calculated. According to these calculations, the

range of the probable denitrification/anammox rates is (0.012–0.046) mM per day,

which is in agreement with existing results of these processes measurements. Based

on the same approach, the rates of formation of the shallow phosphate minima

(0.008–0.032) mM per day, and the deep phosphate maxima (0.006–0.024) mM per

day were calculated.

The obtained estimates of the rates of transformations of the main nutrients at the

redox interface have a large significance for studying of the phosphorus and

nitrogen dynamics at the seasonal and interannual scales in connection with differ-

ent scenarios of climate variability and anthropogenic forcing.
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P. A. Sigalevich, I. I. Rusanov, E. V. Yakushev, and V. K. Chasovnikov

Abstract Fluorescent in situ hybridization (FISH) was used to analyze the abun-

dance and phylogenetic composition of physiologically active anaerobic microbial

communities [sulfate-reducing bacteria (SRB) and methanogenic archaea] in the

aerobic waters and in the oxic/anoxic transitional zone (chemocline) of the Black

Sea. Biogenic sulfate reduction and methane formation were detected at these

horizons by radioisotope techniques. Numerous SRB phylogenetically related to

Desulfotomaculum (30.5% of detected bacterial cells), Desulfovibrio (29.6%), and

Desulfobacter (6.7%) were detected in the aerobic zone at a depth of 30 m, whereas

Desulfomicrobium-related bacteria (33.5%) were prevalent in chemocline at a

depth of 150 m. In the oxic subsurface water layer, Methanomicrobiales-related

archaea and subgroup 1 methanogens constituted up to 62 and 35.3% of archaeal

cell, respectively. The active cells of sulfate-reducing and methanogenic micro-

organisms were much more abundant in the samples collected in summer than in

winter from the deep-sea zone. The presence of physiologically active anaerobic

microorganisms in oxic and chemocline waters of the Black Sea correlates with the

hydrochemical data on the presence of sulfide and methane at corresponding

depths.
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SRB Sulfate-reducing bacteria

1 Introduction

The Black Sea is the world’s largest meromictic basin and a great reservoir of

dissolved methane, sulfide, and CO2. In the central part of the sea, the aerobic zone

is 90–100 m deep, while its lower border above the continental shelf is somewhat

deeper, at 140–175 m [1, 2]. Below the oxic zone, the water is more saline and

contains sulfide (up to 335–370 mM at 1,500–2,000 m).

A series of publications confirmed the major role of sulfate-reducing bacteria

(SRB) of the anaerobic water column in sulfide production in the Black Sea [3].

However, hydrochemical investigation revealed the presence of reduced sulfur

compounds in aerobic water [4], probably resulting from bacterial sulfate reduction.

Below the halocline, apart from sulfide, dissolved biogenic methane (11–15 mM) is

also present, the terminal product of decomposition of organic matter by methano-

genic archaea. Due to activity of aerobic and anaerobic methanotrophic bacteria in

the water column, methane concentration decreases to 56–250 nM in the chemo-

cline and to 1–8 nM at the surface [5].

Community structure and the rates of microbial processes in the oxic–anoxic

interface of the water column (suboxic zone or chemocline zone) are of special

interest. In this zone, activity of various physiological groups of microorganisms is
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determined by flows of oxidized and reduced compounds of biogenic elements,

gases, and variable-valency metals. High abundance of many microbial groups has

been demonstrated in the chemocline [6], as well as high activities of microbial

processes (dark CO2 fixation, chemoautotrophic production, transformation of

sulfur compounds, and production and oxidation of methane) [7, 8].

SRB and especially methanogenic archaea are traditionally considered strict anae-

robes. Some species of sulfate reducers, however (e.g., many Desulfovibrio and

Desulfotomaculum species), possess efficient protective mechanisms and are able to

survive and even to retain their metabolic activity in the environments regularly

affected by oxygen [9, 10]. Some methanogenic archaea are also able to survive

temporary aerobiosis and to form communities with facultative anaerobes [10].

Application of molecular biological techniques, in particular fluorescent in situ

hybridization (FISH) with 16S rRNA-specific oligonucleotide probes and its com-

binations with microradioautography, is presently widespread in research on

marine bacterioplankton. This rapid and sensitive technique provides information

on the qualitative and quantitative composition of marine microbial communities,

which is especially important for determination of the phylogenetic position of

uncultured microorganisms [11], and makes it possible to assess the ecological role

of specific community components directly in the environment [12].

Few publications exist on the application of FISH for investigation of bacterio-

plankton in the Black Sea water column [8]. The results of the first detailed FISH

investigation of vertical distribution of the major prokaryotic groups in the Black

Sea were published in 2005–2006 [5, 6]; the authors concentrated mainly on the

structure of the microbial community involved in methane turnover in the chemo-

cline. The distribution of SRB in the Black Sea water column was analyzed with the

SRB385 probe, which is most commonly used for detection of sulfate reducers [6].

The goal of the present work was application of FISH to investigation of

abundance and taxonomic diversity of biogeochemically important anaerobic

microorganisms (SRB and methanogenic archaea) in the aerobic surface water

and in the chemocline of the Black Sea and comparison of these results with the

measured rates of sulfate reduction and methanogenesis.

2 Materials and Methods

Water from the depths of 30 to 600 m was collected in sterile 50-ml Falcon tubes in

May 2007 and June 2008 onboard RV Aquanavt at station 2900 located in the

Russian sector of the Black Sea, 10–12 miles from the Golubaya Bay at the

continental slope near Gelendzhik (44�.458 N, 37�.882 E; 1,300 m deep). In

March 2009, water samples were collected from RV Professor Shtokman in the

Russian sector of the deep-water zone of the Black Sea (station 20, 44�.052 N,

36�.632 E; depth 1,940 m).

Water samples from different depths were collected in 5-l Niskin bottles

attached to a rosette. The physical structure of the water column was recorded by
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a conductivity-temperature-depth (CTD) unit (Seabird 19) equipped with a device

for measuring turbidity backscatter signals (Dr. Haardt, Kiel).

Oxygen concentrations were determined by Winkler titration in 100 ml glass

bottles [13] using a Metrohm potentiometric titrator. Nutrients were measured

photometrically according to [14], and sulfide was determined colorimetrically

with N,N-dimethyl-p-phenylenediamine [15] on a HACH DR-2800 spectropho-

tometer.

Enrichment cultures of SRB were isolated from the samples collected in the

deep-water zone of the Black Sea from the depths of 30, 70, 120, and 165 m (station

20). Liquid Widdel medium for marine forms was used [16], supplemented with

vitamins and trace elements [17]. The media were prepared using the Hungate

anaerobic technique [18]. The tubes with enrichment cultures were incubated for

7–21 days at 22–23�.
Growth of SRB was assessed by increase in sulfide content compared to the

control. For enumeration and identification of microorganisms, water samples and

enrichment cultures were fixed with fresh solution of 40% formaldehyde in phos-

phate-buffered saline (PBS), pH 7.0 at the final formaldehyde concentration of 4%

and stored at 4�C in the dark.

Microbial cells (7–15 ml for water samples and 40–400 ml for enrichment

cultures) were concentrated on black polycarbonate membrane filters GTBP 2500

(25 mm diameter, 0.2 mm pore size, Millipore, USA). The filters were washed with

PBS/ethanol mixture (1:1), air-dried, and stored at �20�C.
For hybridization, sectors of the filters were placed on microscopic slides and

treated with 9 ml of the freshly prepared hybridization buffer with 1 ml of Cy3-
labeled 16S rRNA-specific oligonucleotide probe (50 ng ml�1). The hybridization

buffer contained the following: 0.9 M NaCl, 0.01% sodium dodecyl sulfate, 20 mM

Tris–HCl (pH 7.5), and 0.2% blocking reagent (Roche Diagnostics, Switzerland),

supplemented with formamide (MP Biomedicals, USA) in the concentration

adjusted for each probe in order to obtain precise and specific hybridization

[19–21]. Hybridization was carried out for 2 h in a moist chamber in a BD 53

thermostat (Binder, Germany) at the recommended temperature.

The fluorochrome-labeled oligonucleotide probes (Syntol, Russia) used in the

work are listed in Table 1. The probes for identification of bacteria [22], archaea

[23], and methanogenic archaea [24, 25] were used, as well as the more specific

ones for differentiation between SRB groups [26–29]. The probeBase database

(http://www.microbial-ecology.net/probebase) was used to select the relevant

probes. Hybridization efficiency was tested on pure cultures of Escherichia coli
TG-1 (Stratagene, USA), Desulfotomaculum nigrificans ssp. salinus strain 435

(Laboratory of Microbiology of Anthropogenic Habitats, Winogradsky Institute

of Microbiology), Desulfovibrio vulgarisHildenborough ATCC 29579, andMetha-
nosarcina barkeri Fusaro DSMZ 804 as positive and negative controls. Filter

sectors without a probe were used as controls for the possible autofluorescence

(especially in the case of methanogenic archaea).

In order to remove the unbound probe, the filters were washed in the

dark with sterile deionized water and incubated for 10 min at hybridization

30 N.V. Pimenov et al.
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temperature in preheated washing buffer. The washing buffer contained the fol-

lowing: 5 mM EDTA (pH 8.0), 20 mM Tris–HCl (pH 7.5), 0.01% sodium

dodecyl sulfate, and 70–440 mM NaCl, depending on the

formamide concentration used. The filters were washed with water and air-

dried on clean microscopic slides.

Total microbial numbers were determined by staining with 0.5 ngml�1 40,6-
diamidino-2-phenylindole (DAPI), 10 ml per filter sector. After 15-min incuba-

tion in the dark at room temperature, the filters were washed with water and air-

dried. The preparations were mounted in a 4:1 mixture of Citifluor AF1 (Citifluor

Ltd., UK) and Vectashield (Vector Laboratories, Canada) under a long coverslip

and stored in the dark at �20�C. Microscopy was carried out at �1,000 mag-

nification under an Axio Imager.D1 epifluorescence microscope (Carl Zeiss,

Germany) equipped with an Axio Cam HRc digital camera, filters (Zeiss 20

for Cy3-labeled probes and Zeiss 49 for DAPI staining), and the Axio Vision

software package.

The cells were counted in 25–30 fields of view of the camera (in average, 100–

120 DAPI-stained cells per field) for each filter sector. Cell number (N) per 1 ml

was calculated as N= n� (Sfilter:Sfield):V, where n is the average cell number per

field, V is the filtered volume, and Sfilter and Sfield are the areas of the filter and the

field of view, respectively.

Sulfate reduction rate was determined by the radioisotope method with 35S–

SO4
2� as described previously [8]. The samples in 30-ml glass vials were incubated

with the substrate for 2–3 days at 7–8�C and fixed with 1 ml of 2 N NaOH. The final

concentration of 35S–SO4
2� in the sample was 10 mCi. Before fixation, 0.2 ml of

0.05 M Na2S was added to the samples in order to prevent the oxidation of reduced

sulfur compounds.

For determination of methanogenesis rates, 30-ml glass vials were filled to

capacity with seawater and sealed with gas-tight butyl rubber stoppers. The water

samples were supplemented with 0.2 ml of sterile NaH14CO3 solution to the final

concentration of 20 mCi and incubated for 2–3 days at 7–8�C. After incubation, the
samples were fixed with 1 ml of 2 N NaOH, transported to the laboratory, and

treated as described previously [30].

3 Results

3.1 Rates of Sulfate Reduction and Methanogenesis in the Water
Column of the Black Sea

Depth profiles of O2, H2S, and the rates of sulfate reduction in the water column

over the continental shelf are presented in Fig. 1. Similar to our earlier determina-

tion of sulfate reduction rates [8], anaerobic waters at 190–400-m depth exhibited

elevated sulfate reduction rates (Fig. 1b). Some peaks were, however, revealed in

the aerobic zone, not only at 150-m depth, where oxygen concentration was close to
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the limit of the Winkler method (~3 mM), but also at the 100–110-m depth and in

subsurface water (Fig. 1).

Methane content in the water column is typical of the Black Sea deep-water

zone, with a sharp increase in methane content below 150 m. However, a certain

Fig. 1 Oxygen and sulfide concentrations (a) and sulfate reduction rates (b) in the water column of

the Black Sea deep-water zone near Gelendzhik (St. 2900, depth 1,300 m)
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increase in CH4 concentration was detected in the aerobic zone (10–70 m) (Fig. 2a).

Radioisotope measurements confirmed hydrogenotrophic methanogenesis in aero-

bic waters with its highest rates at 30–90-m depth (Fig. 2b).

Fig. 2 Methane concentration (a) and methanogenesis rates (b) in the water column of the Black

Sea deep-water zone near Gelendzhik (St. 2900, depth 1,300 m)
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3.2 Detection of SRB and Methanogenic Archaea in Aerobic
Surface Waters

At the depth of 30 m, most prokaryotic cells (~75% of the total number of DAPI-

stained cells) belonged to bacteria (probes EUB338 +EUB338 II). The number of

archaea (probes ARCH915 +ARCH344) in surface water did not exceed 11% of the

total microbial number. Cocci and short rods were predominant at small depths

(~90%), while filamentous forms were not revealed.

In the aerobic zone of the continental slope (300 mM O2, 8.82� 105 DAPI-

stained cells ml�1), SRB of the genera Desulfotomaculum, Desulfovibrio, and
Desulfobacter were numerous, constituting 22.9, 21.15, and ~5% of the total

microbial number, respectively (Table 2; Fig. 3). Members of these genera were

found at this depth in the central part of the Black Sea. Active Desulfotomaculum
cells (probe Dtm229) were almost never retrieved from greater depths.

While the number of subgroup 1 methanogenic archaea (probe MB1174 for

Methanobacterium, Methanobrevibacter, and Methanosphaera) in oxygen-rich

surface water was low (~4%), they still constituted ~35% of archaeal cells in the

aerobic zone (Table 2; Fig. 3f). Unexpectedly, the remaining 62% of archaea in the

surface water were hybridized with the probe MG1200b for Methanomicrobiales
(subgroup 2 methanogenic archaea; Table 2). Since dividing cells emitted the

brightest signals, these results demonstrate the presence of active methanogens in

the uppermost horizons of the Black Sea water column.

3.3 Structure of Anaerobic Microbial Communities in the
Chemocline of the Black Sea

The average total microbial number in the upper zone of the chemocline at the

continental slope (149–152 m, 3–6 mM O2) was 20% higher than in the upper oxic

layers. While coccoid forms still prevailed among bacteria, their ratio decreased

from 75 to 40% of the total number of microorganisms, whereas the number of

archaea increased to 36–47% of DAPI-stained cells. Unlike surface waters, rod-

shaped cells were found, often in filament-like chains. In the chemocline and below,

the ratio of rod-shaped forms, both bacterial and archaeal, increased with depth,

reaching 10.5 and 33%, respectively.

Desulfomicrobium species were the dominant phylogenetic group of sulfate

reducers in the chemocline [13.4% of the total microbial number, 1.06� 106 cells

ml�1 (Table 2; Fig. 4)]. In the central deep-water zone of the Black Sea, at the depth

of 115 m (3 mM O2), Desulfomicrobium sp. predominated among sulfate reducers.

Almost no Desulfomicrobium cells were found in the oxidized surface water and in

anaerobic deep horizons.

In the water column of the continental slope at 157.5 m, where traces of sulfide

appeared, the number of microbial cells was about 30% lower than in the upper
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chemocline zone. Sulfate reducers of the genus Desulfomicrobium were still pres-

ent. The results obtained with the probe DSV1292 demonstrated the presence of

Desulfovibrio species at this depth (5–10% of the total bacterial number), while the

probe DSV698 (specific to 16S rRNA of 14 Desulfovibrio species) did not detect

sulfate reducers (Table 2). The probe DSB985, specific to Desulfobacter, Desulfo-
bacula, Desulfospira, and Desulfotignum, also gave almost no hybridization signal

in the chemocline.

In the chemocline zone, methanogens (5–6� 104 cells ml�1) were revealed only

with the MG3 universal probe. The probe MB1174, specific to Methanobacterium,
Methanobrevibacter, and Methanosphaera (subgroup 1 methanogens), gave prac-

tically no hybridization signals at the depths of 150 and 157.5 m (Table 2).

Fig. 3 Digital micrographs of the total microbial population (DAPI staining) (a, c, e), SRB

Desulfotomaculum (probe Dtm229) (b) and Desulfovibrio (probe DSV698) (d), and subgroup 1

methanogenic archaea (probe MB1174) (f) from the water sample collected at the continental shelf

at 30 m (aerobic waters). Scale bar on Figs. 3 and 4 is 2 mm
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The border between oxidized and reduced water layers at the continental

slope station was at 165–167-m depth. Below 167 m, sulfide was present in the

water and the concentration of dissolved methane increased drastically. The num-

ber of prokaryotic cells increased. Cells of methanogens of subgroups 1 and 2 were

detected at the depth of 167.5 m; 11 and 7.3% of all archaeal cells were revealed

by the probes MB1174 and MG1200b, respectively (Table 2).

Detection of SRB and methanogenic archaea in the aerobic zone correlates with

the profiles of sulfate reduction and methanogenesis. Four peaks of sulfate reduc-

tion (5, 25, 120, and 180 m) and five peaks of methanogenesis (5, 15, 30, 150, and

165 m) can be seen at the depths from 0 to 200 m (Figs. 1, 2).

3.4 Identification of SRB from Enrichment Cultures Isolated
from Aerobic Water and the Chemocline Zone

In enrichment cultures from the depths of 30 and 70 m, the number of active

bacterial cells revealed with EUB338 +EUB338 II did not exceed 39% of the

total cell number (Table 3). From 120 m (lower chemocline) and 165 m (anaerobic

sulfide-containing water), SRB enrichments were obtained containing 63 and 67%

of active bacterial cells, respectively.

In anaerobic SRB enrichments isolated from the aerobic zone of the Black Sea

(30 and 70 m), Desulfomicrobium-related organisms were predominant (6.2 and

20% of total bacterial cell numbers, respectively), while the probe SRB385 for

sulfate-reducers of the d-Proteobacteria group revealed 11% of the cells (Table 3).

SRB enrichments obtained from the water samples of the lower chemocline in the

deep part of the Black Sea contained species of the genera Desulfovibrio
(DSV1292, 23%), Desulfotomaculum (7.6%), and Desulfomicrobium (up to 4%).

The probe SRB385 revealed 9% of the cells. No Desulfobacter sp. cells were

detected (Table 3).

Fig. 4 Digital micrographs of the total microbial population (DAPI staining) (a) and Desulfomi-
crobium sulfate-reducing bacteria (probe DSV214) (b) from the water sample collected at the

continental shelf at 150 m (chemocline zone)
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3.5 Detection of Active Prokaryotic Cells in the Anaerobic
Water of the Black Sea

For the water horizons below 200 m, hybridization with the most probes for the

major groups of sulfate-reducers and methanogens was either absent or close to the

lower limit of sensitivity for the FISH method (below 4%) both in winter and in

summer (Table 2). Only the probe MB1174 (for subgroup 1 methanogens) pro-

duced a positive signal for about 11 and 5.3–5.5% of the total cell number (for 186

and 250–600 m, respectively).

At the upper border of sulfide-containing water (210 m, continental slope), the

number of microorganisms (over 1.60� 106 cells ml�1) was the highest for the

water column. It was 187% of their number at 30-m depth and 130–150% of

microbial numbers in the central part of the chemocline. In the central part of the

Black Sea, microbial numbers peaked at the depths of 80 and 115 m, i.e., in the

lower chemocline and the upper border of sulfide-containing waters (7.66� 105 and

7.16� 105 cells ml�1, respectively). Microbial numbers then gradually decreased

to 1.80� 105 cells ml�1 at 600 m. By 600 m, the ratio of archaea decreased to

several percent; numerous filamentous prokaryotic forms (up to 15% of the total

microbial number) were found at big depths. At the greatest depths of 1,500–

1,940 m, the number of microorganisms was 2.1–2.7� 105 cells ml�1, with signifi-

cant predominance of bacteria.

Table 3 Numbers of sulfate-reducing bacterial cells in enrichment cultures obtained from the

samples of the central zone of the Black Sea (RV Professor Shtokman, station 20, March 2009)

Probe/stain Cells, ml�1

30 m, aerobic

zone

70 m, aerobic

zone

120 m, lower

chemocline

165 m, anaerobic

zone

DAPI 1.03� 107 2.20� 107 2.33� 108 4.41� 108

EUB338 +EUB338

II

3.80� 106

(36.9%)

8.60� 106

(39.1%)

1.49� 108 (63.9%) 2.96� 108

(67.1%)

DSB129 2.20� 105

(5.6%)

7.90� 104

(0.9%)

ND ND

DSV214 2.40� 105

(6.2%)

1.70� 106

(20.0%)

5.65� 106 (3.8%) 5.65� 106 (1.9%)

DSV698 ND ND ND ND

DSV1292 1.40� 105

(3.5%)

6.80� 104

(0.8%)

3.44� 107 (23.1%) 3.07� 107

(10.4%)

Dtm229 1.60� 105

(4.3%)

2.80� 105

(3.3%)

1.13� 107 (7.6%) 1.32� 107 (4.5%)

SRB385 4.30� 105

(11.1%)

9.50� 105

(11.0%)

1.34� 107 (9.0%) ND

ND, not detected or individual cells

The percentage of bacteria (probes EUB338 +EUB338 II) from the total number of DAPI-stained

microbial cells is presented

For sulfate reducers, the percentage of the number of bacterial cells is presented
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However, the universal bacterial and archaeal probes demonstrated the presence

of active microorganisms (up to 105 cells ml�1) in the deep-water zone, although the

ratio of the cells detected with EUB338 +EUB338 II and ARCH344 +ARCH915 to

the total number of DAPI-stained cells decreased significantly (34–45%).

4 Discussion

Our data on prokaryote numbers in the surface Black Sea waters correlate well with

the results of previous works [5, 8], reporting elevated microbial numbers in the

oxic surface waters of the Black Sea (3.04–8.48� 105 cells ml�1), with bacteria as

the dominant group (up to 65–77% of the cells).

The number of prokaryotic cells determined by FISH with universal bacterial

and archaeal primers was somewhat lower than the number of microorganisms

determined by staining with DAPI, a universal DNA stain. However, in some

experiments in the aerobic and chemocline zones, application of these domain-

specific probes resulted in total microbial numbers as high as 82–86% of DAPI-

stained cells (Table 2). Moreover, although DAPI is considered a DNA-specific

stain and a de facto standard for enumeration of microorganisms, nonspecific

staining of nonmicrobial particles has been reported [31]. Thus, FISH provides

sufficiently reliable data for quantitative assessment of microbial communities in

the upper part of the water column. High numbers of metabolically active micro-

organisms in the aerobic horizons result probably from high levels of available

organic matter, both produced by photosynthesis and arriving with river flow.

A mixture of two known probes for the Archaea domain (ARCH915 and

ARCH344) was used in order to achieve the highest possible retrieval. Application

of the universal probe EUB338 for the Bacteria domain is reasonable for detection

of bacterial cells in the aerobic and chemocline zones, while its combination with

EUB338 II (for Planctomycetes, including the ANAMMOX bacteria) should be

recommended for anaerobic Black Sea waters.

Investigation of the structure of methanogenic archaeal communities of the

Black Sea waters suggested that a combination of the probes MB1174 (for sub-

group 1 methanogens Methanobacterium, Methanobrevibacter, and Methano-
sphaera) and MG1200b (for subgroup 2 Methanomicrobiales) is preferable to

the universal probe MG3, which is insufficiently specific for identification of

methanogens.

Detection of viable SRB in Black Sea aerobic waters correlates with the hydro-

chemical data [4], confirming the traces of reduced sulfur compounds in aerobic

seawater, and with our measurements of sulfate reduction rates (Fig. 1). Our

measurement of methane distribution in the aerobic waters of the Black Sea

(Fig. 2) and the data of [32] revealed CH4 in the depth range from 30 to 40 m;

methanogenesis was detected there by the radioisotope method ([33]; our data,

Fig. 2). Thus, although sulfate reducers and methanogens, as strictly anaerobic

organisms, should have been expected to occur only in deep, anaerobic horizons,
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their active cells were present in significant numbers in upper, aerobic waters. It has

been earlier demonstrated that pronounced isotopic fractionation of methane in the

chemocline correlated with increased numbers of bacteria and archaea involved in

methane oxidation [5].

The previous investigation of Black Sea SRB with only one probe (SRB385)

revealed a peak of (not identified more precisely) sulfate reducers immediately

above the upper boundary of anaerobic, sulfide-containing waters, i.e., in the

chemocline zone; these results were described as paradoxical [6]. Moreover, real-

time PCR was used to assess the copy number of the dsrA functional gene, encoding

the (bi)sulfite reductase a subunit, in the Black Sea water column. These data

confirmed the peaks of SRB numbers at 95 m (in the chemocline) and 150 m

(upper anoxygenic zone) [34]. This research established the SRB ratio among

bacterial cells of only 0.1% in the surface water, up to 1.9% in the chemocline,

and up to 4.7% in anoxic water, with deep-water SRB belonging to theDesulfonema–
Desulfosarcina cluster [34]. We attempted more detailed investigation of SRB

distribution in the Black Sea upper horizons with specific probes to the known

genera of sulfate reducers.

Diversity of the antioxidant protective mechanisms in some sulfate reducers,

especially in Desulfovibrio and Desulfotomaculum species, makes it possible for

them to occupy the econiches and even to reduce sulfate in microaerobic zones of

heterogeneous habitats (temporarily flooded soils, the photic zone of cyano–bacterial

mats, biofilms, groundwater, etc.) [9, 10]. They thus gain advantage in competition

for the substrates and may survive under varying environmental conditions. Such

hydrological processes as advective penetration of deep water, resulting in mixing

of the water layers and of microbial populations, are another, albeit less probable

explanation for the presence of SRB in significant numbers in the upper horizons of

the Black Sea water.

Although methanogens are strict anaerobes, some of them may also survive

oxygen due to the antioxidant protective enzymes, by formation of cell aggregates,

or in consortia with facultative anaerobes. It is presently maintained, however, that

methanogenesis may be carried out only in anaerobic microniches [10]. The fact

that many of methanogens’ cells retrieved from 30-m depth were inside cell

aggregates or were surrounded by particles (probably organic) seems to support

this notion.

In the chemocline of the continental slope, Desulfomicrobium was the dominant

SRB, while the number of Desulfovibrio was significantly lower than in aerobic

waters. Desulfobacter and Desulfotomaculum cells, which were present in the

aerobic layers, were not detected in the chemocline samples (Table 2).

The structure of the SRB community in enrichment cultures differed signifi-

cantly from that observed in native water samples, since conventional enrichment

cultures did not reproduce in situ conditions, especially those of the aerobic marine

environment. For example, while Desulfotomaculum and Desulfovibrio species

prevailed in the samples from the surface oxic layers (Dtm229 and DSV698 or

DSV1292, 30.5 and 18.6–29.6% of the total number of bacterial cells, respectively),

in enrichment cultures from the aerobic zone, only 4.3 and 3.5% of the cells were
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revealed by the probes Dtm229 and DSV1292, respectively. While Dtm229 was

designed as a specific probe for Desulfotomaculum [28], it also targets other

Firmicutes. The high Desulfotomaculum numbers revealed with this probe may

therefore be an overestimate; however, high numbers of targeted microorganisms,

which are mostly anaerobes, still deserve consideration. In any case, the enrichment

conditions favoring SRB growth were probably less favorable to other bacteria

hybridizing with Dtm229. For the chemocline zone, significant differences between

the native samples and SRB enrichments were also observed. For example, in the

samples collected from the lower chemocline, DSV214 and DSV1292 revealed ~24

and 7% of bacterial cells, respectively, while Dtm229 detected no microorganisms.

For the relevant enrichments, the values obtained with these probes are 3.8, 23.1,

and 7.6%, respectively (Tables 2 and 3). Thus, enrichment cultures should not be

relied upon in assessment of the SRB community structure in marine environments.

Importantly, in the samples collected in March in the central part of the Black

Sea, the number of detected prokaryotic cells both in the surface waters and in the

chemocline zone was about 1.5 times lower than in the samples collected in

summer from the continental slope near Gelendzhik. In the chemocline, the ratio

of archaeal cells decreased significantly, to several percent of the total microbial

number. The number of active SRB revealed by FISH also decreased drastically

(3–5 times lower than in the summer samples), although the distribution of the

phylogenetic groups of sulfate reducers resembled that obtained for the water

column of the continental slope. In this case, the ratio of methanogens (probe

MB1174) in the chemocline zone was only 0.5–0.7% of the total cell number.

This decrease in microbial numbers is probably associated with the sharp decrease

in bacterioplankton concentration (and consequently in the content of available

organic matter) in winter.

The universal and specific probes for methanogens used in this work exhibited

significantly lower hybridization in the deep water of the Black Sea. This may result

from low RNA content in the cells of deep-water microorganisms, exhibiting low

metabolic activity, as well as from the possible presence of prokaryotes of the

phylogenetic groups not detected by the probes applied in statistically significant

amounts. These results correlate with the data of earlier investigations, also reporting

low detection of prokaryotes, especially archaea, in Black Sea anaerobic waters,

compared to other marine environments [6]. Moreover, application of FISH for

detection of marine prokaryotes has certain limitations depending on their metabolic

activity [35]. According to [6], in the Black Sea water column the average number of

cells detected with EUB338+ARCH915 was 55% of the number determined by

DAPI staining, while this ratio reached 82% in the meromictic marine Cariaco

Basin. It has been previously demonstrated that the ratio of sulfate reducers in

anaerobic Black Sea waters was 3–7%, and the total number of DAPI-stained micro-

organisms in this environment was about 2.11–4.47� 105 cells ml�1, with Bacteria
being the main and predominant group [5, 8]. While the number of prokaryotic cells

(bacteria and archaea) detected by FISH was about 85% of the number of DAPI-

stained cells in the aerobic water and the chemocline zone, at depths exceeding

167.5 m it decreased significantly to less than 40% of the total cell number.
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Members of archaeal groups ANME-1 and ANME-2 found in the chemocline

and anaerobic waters (anaerobic methanotrophs) probably formed consortia with

SRB present in the same horizons [5, 35, 36]. The members of Bacteria (probe

EUB338), depending on depth, constituted 21–65% of the total number of free-

living microorganisms. It was impossible to determine the phylogenetic position of

a significant part of the Black Sea bacteria (~57%) with the probes specific for

the major bacterial subdomains (a-, b-, and g-Proteobacteria, sulfate-reducing
d-Proteobacteria, and the CFB group) [6].

It was also found [6] that the average number of archaea (hybridization with

ARCH915) in the central part of the Black Sea was 14% for the chemocline zone,

while it was 2% in the surface water (0–30 m) and 7% in the anaerobic layers (115–

2,000 m). Throughout the Black Sea water column, most of the identified archaea

belonged to Crenarchaeota, with the highest content of this group in the central part
of the sea at 77-m depth.

Our detection of physiologically active SRB and methanogenic archaea in

aerobic water layers and in the oxic–anoxic interface correlates with our data on

radioisotope measurement of the rates of microbial processes, which demonstrated

the highest activity of microbial communities of the Black Sea deep waters in the

100–300-m depth range, i.e., close to the boundary between reduced and oxidized

waters [8].

The probes for detection of sulfate-reducing archaea were not used in the present

work. While oligonucleotide probes suitable for reliable detection of Archaeoglo-
bus cells by FISH exist presently [37], these hyperthermophilic archaea, according

to the published data, have never been recovered from the water column of

meromictic basins.

Thus, the results of both FISH and radioisotope measurement of the rates of

sulfate reduction and methanogenesis indicate active sulfate reduction in the

aerobic waters of the Black Sea. The aerobic surface waters and the boundary

between aerobic and anaerobic waters (chemocline zone) differed in both the total

microbial numbers and the phylogenetic composition of the physiologically

active anaerobic microbial community. High abundance of SRB of the genera

Desulfotomaculum and Desulfovibrio, which exhibit relatively high aerotolerance,

was discovered in the oxidized surface horizons. In the chemocline zone, the

cells of Desulfomicrobium and, to a lesser degree, Desulfovibrio were found.

However, Desulfomicrobium and Desulfovibrio prevailed in anaerobic enrichment

cultures obtained from the water samples of the aerobic and chemocline zone,

respectively.

Our results demonstrate a significant biogeochemical and ecological role of

SRB and methanogenic archaea in the aerobic zone, chemocline, and upper

anaerobic horizons of the Black Sea. Our subsequent research will be focused

on better understanding of the complex structure of the Black Sea microbial

communities (including isolation of pure cultures) and the ecophysiology of

microbial activity in the water column, depending on the season, distribution of

electron donors and acceptors, rates of substrate utilization, and other variable

environmental parameters.
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The Energetic Balance of Microbial Exploitation

of Pelagic Redox Gradients

G. Jost and F. Pollehne

Abstract In marine environments and especially in marginal seas, pelagic redox

gradients with underlying sulfidic water layers are a known phenomenon. General

explanations for the observed spatial distribution and amount of chemolithoauto-

trophic carbon dioxide fixation within these redox zones persisted for decades.

Here, we try to combine the assessment of fluxes of electron acceptors and donors

which fuel chemolithoautotrophy, including energetic aspects of different reac-

tions with observations on the microbial taxonomic structure within marine redox

gradients. Although modern molecular techniques help to identify the acting orga-

nisms and verify chemolithoautotrophy on the process level, there are still gaps that

need to be solved. Within the energetic frame of contributing reactions, there is still

the option of the presence of hitherto undescribed physiological pathways. In this

environment, characterized by strong gradients, new approaches need verification

by incubation-independent methods to eliminate artifacts.

Keywords Carbon dioxide fixation, Chemolithoautotrophy, Electron acceptors,

Electron donors, Microbial communities, Pelagic redox zones
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Abbreviations

DAPI 40,6-Diamidino-2-phenylindole, a fluorescence stain that

binds strongly to nucleic acids

MICRO-CARD-FISH Fluorescence in situ hybridization combined with micro-

autoradiography

OMZ Oxygen minimum zone

1 Introduction

Organisms living below the euphotic zone in marine environments are dependent

on the organic matter supplied to this environment. Here, the quantity and quality of

organic carbon is in most cases the limiting factor for heterotrophic growth. In some

cases, also oxygen becomes limiting for metabolic processes in deeper layers,

mostly as an effect of reduced water circulation. These oxygen minimum zones

(OMZ) are well-known phenomena in oceanography. It is assumed that

the extension of hypoxic zones will increase especially in coastal marine waters

due to both eutrophication and global warming [1] with severe effects on these

ecosystems. The supply of both oxygen and organic carbon to layers below the

euphotic zone of most marine systems is essential to maintain lives of higher

organisms, as nearly all living organisms beyond the prokaryotic level depend on

oxygen as terminal electron acceptor generating energy by respiration of organic

material.

OMZs in the open ocean like in the Arabian Sea or in the central Pacific are

under recent conditions not exhausting the total oxygen and nitrate inventory, as the

organic input from the oligotrophic surface layer is comparatively low. Hypoxia in

coastal waters (oxygen concentration below 2 mL L�1 or <90 mM) has a higher

capacity of exhausting these resources of oxidants, and the system might turn to

sulfate as electron acceptor because of higher biomasses, metabolic rates, concen-

trations of organics, and turnover of nutrients.

This shift is common within sediments, particularly in coastal areas [2]. Due to the

reduced mobility of sedimentary pore-waters and the constant oxidation in surface

sediments, this process remains largely unnoticed, since in most cases only the depth

of the oxic–anoxic interface moves upward under reduced supply of electron accep-

tors. Most of the produced H2S in sediments will be buried as pyrite in anoxic

sediments [3] as long as iron is in good supply, but certain amounts of it will diffuse

upward. Depending on the organic load of the sediment and the reduced flux of

electron acceptors from supernatant water, which is already free of oxygen, the export

of reduced compounds from sediments can push the redoxcline into the open water.

This leads to higher H2S concentrations in the overlying water than sulfate reduction

processes within this water body could provide.

Pelagic redox gradients differ from benthic gradients, as they allow particulate

phases to be sinking into deeper layers and therefore are selectively separating
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elements. In a lot of coastal and marginal seas, pelagic redox zones are unstable on

a regular seasonal basis or triggered by hydrographic events. This sometimes leads

to the transport of oxygen-free or even sulfidic water into the surface layer and

provokes undesired effects on higher organisms including humans. The occurrence

of hydrogen sulfide in the water column documents an advanced stage in the deve-

lopment of hypoxia due to a larger imbalance in the fluxes of electron acceptors and

electron donors. The depths, where such pelagic chemoclines [defined as the first

appearance of H2S (e.g., [4, 5])] are observed, depend on the equilibrium between

the transport of electron acceptors and organic matter.

Although the term “suboxic” is widely used in oceanographic literature, the

exact boundaries in terms of oxygen concentrations are rather diffuse. Values for

the Black Sea range from 4.5 mMO2 (e.g., [6]) to 15 mMO2 [7]. More often a value

of 10 mM is used [8]. Canfield and Thamdrup [9] argue for a stricter definition of

this term, which is the base for a differentiation of biogeochemical processes.

We advocate the value of about 10 mM O2 thereby integrating water layers with

enhanced nitrification from upward flux of ammonia, so that the major coupled

nitrogen conversion processes are included. Here, we define the upper border of

a pelagic redox zone as the layer, where denitrification is not detectable (which

otherwise is often marked by a secondary nitrite peak) and nitrification is the domi-

nant chemolithotrophic process. This usually is the case at oxygen concentrations of

around 10 mM. The lower boundary is within the sulfidic layer at a concentration of

about 10–15 mM hydrogen sulfide. This sulfide concentration seems to be the upper

limit for a peak of enhanced carbon dioxide fixation [10–12], which is supposed

to have a functional relation to the redox gradient. The absolute vertical extension

of the pelagic redox gradient varies between the different ecosystems and shows

a seasonal variability. This is due to the different strength of vertical mixing that

merges sulfide from the deeper and oxygen from the surface layers.

Seasonal hypoxia often occurs at ocean margins dominated by large rivers, in

estuaries and in brackish marginal seas [13]. Since decades, pelagic chemoclines

have been quite well investigated in marine areas such as the Black Sea [14–16], the

Cariaco Basin [17–19], the deep basins of the Baltic Sea [20–22], and several fjords

like Framvaren [23, 24]. One of the largest hypoxic areas, besides the central Black

Sea, is found in the Baltic [25, 26]. Here, changing areas of hypoxic bottom water

are accompanied by often perennial anoxic bottom waters in the central basins.

Pelagic redox gradients are much more affected by lateral transport processes

than their sedimentary images. Dependent on the basin morphology of different

marine areas with pelagic redox zones, there are distinct depths at which lateral

intrusions of water can occur, which then cause fluctuations in the depth of the

oxycline or instabilities above the redox zone. Examples of these lateral intrusions

are reported as inflow events into the western Black Sea [27, 28], in the Gotland

Basin of the Baltic Sea [29], and in the Cariaco Basin [30].

A unique property of oxic/sulfidic pelagic redox zones is a pronounced peak in

dark carbon dioxide fixation which was found in any of the investigated gradients.

First, Sorokin [14] measured carbon dioxide fixation in the redox zone of the Black

Sea and attributed it to bacterial chemosynthesis fueled by oxidation of reduced
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sulfur compounds. It took about 15 years until this feature was observed in Cariaco

Basin [31]. Earlier investigations by the same authors showed the occurrence of

sulfide- and thiosulfate-oxidizing bacteria at the redox zones of the Black Sea and

the Cariaco Basin, and also their potential to use thiosulfate for dark fixation of

carbon dioxide [32]. But up to now any attempt to explain the high rates of carbon

dioxide fixation quantitatively failed. We therefore want to review and discuss the

existing data and hypotheses concerning this process focusing on three topics:

(a) Microbial communities across pelagic redox gradients

(b) Flux of electron acceptors and donors as source of energy

(c) Observed carbon dioxide fixation and quantitative explanation

2 Microbial Communities Across Pelagic Redox Gradients

Although in most pelagic redox zones gradients of temperature and salinity provide

the density gradient, which inhibits vertical mixing, these gradients itself are rarely

so strong that they exert direct effects on biological diversity and activity. The

resulting gradients of the different electron acceptors and donors are much more

directly influencing the abundance of bacteria across these water layers. There is,

however, not a general pattern in bacterial biomass and diversity. Ho et al. [33]

reported a significant increase in bacterial numbers at the suboxic/anoxic interface

which at least in some cases showed more than twice the number of cells compared

to the layers above or below. Similar conditions were later reported by [34, 35].

Bacterial abundances in the pelagic redox zone of the Black Sea are much more

variable compared to the layers above and below. Bird and Karl [36] could only

find an “absence of a general enrichment in total microbial or bacterial biomass

across the oxic-to-anoxic boundary”. Sorokin et al. [37] reported a stock of bacterial

numbers and biomass within the redox zone, which was nearly twice as high as

that in the water layer between redox and thermocline (40–100 m). Sometimes,

the differences in bacterial numbers between these layers do not seem to be so high

[38–40]. In pelagic redox zones of the Cariaco Basin and the Black Sea, bacterial

cell numbers between 0.3 and 0.5 � 106 mL�1 were most often found, although

these numbers range from less than 0.2 to more than 1 � 106 mL�1 for the Black

Sea and the Cariaco Basin, respectively. Bacterial numbers are about twice as high

for Baltic Sea redox gradients (mean between 0.8 and 1.2 � 106 mL�1, ranging

from 0.5 to more than 2 � 106 mL�1) (e.g., [41–44]).

During transition from oxic-to-anoxic conditions in the Gotland Basin, also

higher cell volumes of bacteria with increasing depths were reported [37, 41].

Especially in the Black Sea, the occurrence of filaments at the redox zone was

reported [39], but this was already observed in samples from sulfidic water layers

by Kriss [45].
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Estimates of bacterial production in the different redox zones were pub-

lished infrequent and also performed with quite different methods. From the values

provided in Table 1, we conclude that the earlier estimations [37, 47] were probably

too high. Growth rates of about 0.1 day�1 seem to be in the mean range. In the

Baltic Sea, the bacterial production and the growth rates were higher as the values

reported more recently from the Black Sea and Cariaco Basin (Table 1; [46]).

The DOC concentration is slightly decreasing with depth in the Black Sea [48],

the Cariaco Basin [33], and the Baltic Sea [49]. Since most of the prokaryotic

organisms are heterotrophs, they gain decreasing amounts of energy over the

redox gradient by respiration of the same amount of dissolved organic matter,

because of the decreasing energy gain by using different electron acceptors. This

combination should result in at least slightly decreasing bacterial productivity

with depth.

Within all three pelagic oxic–anoxic transition zones, mentioned above, pro-

nounced shifts in the composition of bacterial communities are observed [4, 19,

50, 51]. Within the prokaryotic organisms, Eubacteria are dominant. Also common

for all of these areas are higher proportions of Epsilonproteobacteria at the redox

zone, accounting for up to 27% and 20% of the DAPI counts for the Cariaco Basin

and the Black Sea, respectively [50]. For the Baltic Sea redox zone, up to 16% of

the DAPI counts were related to the Epsilonproteobacteria [5]. For the Cariaco

Basin and the Black Sea, comparable, but low abundances of Gammaproteo-
bacteria of around 2–4% of the DAPI counts were reported [50], whereas in

both regions peaks of around 8% were detected just above the chemocline. Using

fingerprinting techniques, Labrenz et al. [51] could detect bands from Alpha-,
Gamma-, Delta-, and Epsilonproteobacteria from the suboxic to the sulfidic layer

at the central Baltic redox zone.

In many marine systems, also Crenarchaeota are at least partly involved in

ammonia oxidation. Crenarchaeota dominate the variable proportions of archaea

in all basins [50, 51]. Especially in the suboxic part of the redox zone, these

Crenarchaeota seem to be mainly composed of nitrifying organisms related to the

Candidatus “Nitrosopumilus maritimus” [52, 53]. These nitrifying Crenarchaeota
seem to be well adapted to low oxygen conditions in marine environments [54–56].

Their contribution to ammonia oxidation was proven for the Black Sea [6, 52]

and indicated for the Cariaco Basin [50]. In the suboxic part of the Baltic Sea redox

zone, a peak of transcripts of amoA from Crenarchaeota just above the chemocline

supports the importance of these organisms versus ammonia-oxidizing bacteria

Table 1 Bacterial growth estimations around redox zones of the Black Sea, Cariaco Basin, and

Baltic Sea

Location Bacterial production (mgC L�1 day�1) Growth rate (day�1) References

Baltic Sea 0.3–3.4a 0.04–0.4b [46]

Black Sea 3.2–18.6 0.2–0.6 [37]

Black Sea 1.6–6 [47]

Black Sea 0,15 0.02–0.15 [39]

Cariaco Basin 0.02–1.2 0.02–0.2 [34]
aAssuming 20 fg C per cell
bCalculated from given ranges of biomass and production
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[53]. These Crenarchaeota were recently detected in nearly all, especially suboxic,
marine waters [54, 57, 58].

The existence of chemolithoautotrophic bacteria in pelagic redox zones is

acknowledged since decades. Already Kriss [45] described the filamentous bacteria

found in sulfidic waters as autotrophs oxidizing hydrogen sulfide. He, however,

assumed that they used the energy from radioactive disintegrations. First mea-

surements of chemosynthetic production by autotrophs at the pelagic redox zone

of the Black Sea were reported by Sorokin [14], who addressed it to thio-oxidizing

bacteria. Tuttle and Jannasch [59] reported the isolation of bacteria from the Black

Sea oxidizing different reduced sulfur compounds, capable for autotrophic growth

as well as for surviving under anoxic conditions. They later repeated that with

material from the pelagic redox zone of the Cariaco Basin [32].

Although at least since the late 1980s a peak of elevated dark carbon dioxide

fixation at the redox zone of the Baltic Sea is known [60, 61]. Until the work of

Labrenz et al. [62] resulted in enrichment cultures, there are no attempts known to

isolate these chemolithoautotrophic bacteria.

Since only a few metazoans are adapted to very low oxygen concentrations or

even anoxic waters, protozoa seem to be the only organisms left to fulfill the

function of grazers, preying on either other protozoa, flagellates, or prokaryotes

[7]. Their abundance decreases with increasing concentrations of H2S. In the central

Baltic redox zone, ciliates instead of heterotrophic nanoflagellates seem to be the

major grazers of bacteria within the suboxic part of the redox zone showing a peak

at the oxic–anoxic interface [63]. Already Detmer et al. [61] reported a peak of

ciliates at the chemocline followed by a drastic decrease further downward in the

sulfidic water. This results in a decrease in grazing pressure on the prokaryotic

populations over the pelagic redox zone, which might at least compensate the

effect of reduced bacterial productivity on the standing stock of prokaryotes.

A more pronounced increase in prokaryote abundance below the redox zone

might be limited by increased mortality due to bacteriophages [46]. This might be

also supported by a higher ratio of virus-like particles to bacteria as found in the

anoxic part of the Cariaco Basin [34].

3 Flux of Electron Acceptors and Donors as Source

of Energy

A shift in the composition of bacterial communities across oxic–anoxic transition

zones is not surprising since the main electron acceptor oxygen and is gradually

replaced by other oxidants. The next energetically favorable electron acceptor is

nitrate, followed by oxidized iron, manganese, and, finally, sulfate. This microbial

redox sequence based on the energy gained by the different electron acceptors des-

cribes principally the temporal succession of the exhausted electron acceptors and

their spatial disappearance [2]. While such cascades in sediments happen often
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within several millimeters or centimeters, we have to assume spacial scales of deci-

meters for strong gradients like in several fjords [24] to several meters like in the

Cariaco Basin [11]. The availability of the electron acceptors will cause a transi-

tion from aerobic via facultative anaerobic to anaerobic microbial metabolisms.

Following this succession, not only the energy gain for bacterial growth by

alternative electron acceptors will be reduced drastically, but also alternative

bacterial metabolism becomes dominant as reflected by the shift in the community

structure.

Below we will focus our attention on compounds that are known to fuel

chemolithoautotrophic growth of microorganisms. A number of different bacteria

are specialized to gain their energy by oxidation of inorganic or one-carbon

compounds and assimilating carbon dioxide [64]. The number of compounds that

could react as electron acceptors and/or as electron donors for microbial carbon

dioxide fixation is relatively limited. A list of the most probable compounds used by

chemolithotrophic microorganisms is shown in Table 2. We will focus our attention

on oxygen and nitrate as the most important electron acceptors. Less-oxidized

nitrogen compounds can be detected in significantly lower concentrations during

different redox transitions as intermediates and can therefore be included in the

nitrate inventory. Particulate manganese oxides are important due to their different

transport behavior. In contrast to dissolved substances that are dependent on

enhanced eddy diffusion for their vertical distribution, these manganese particles

are transported much faster by sinking [22, 65]. The highest energy gain can be

achieved by chemolithoautotrophic oxidation of hydrogen or methane by oxygen or

even nitrate [64], but both compounds can only be found close to the detection limit

(hydrogen) or in the nMol range at pelagic chemoclines ([66], Heyer, personal

communication). Therefore, the contribution of these oxidation pathways can be

considered a minor contribution to the observed carbon dioxide fixation. According

to the measured concentration gradients and calculated fluxes, this leaves only

Table 2 Inorganic electron acceptors and/or donors which could enable chemolithoautotrophic

bacterial growth

Electron acceptors Electron donors

Oxygen Hydrogen

Nitrate Methane

Nitritea Ammonia

Other partly oxidized nitrogen compoundsa Nitritea

Oxidized iron Other partly oxidized nitrogen compoundsa

Oxidized manganese Reduced iron

Carbon monoxide Reduced manganese

Thiosulfatea Hydrogen sulfide

Elemental sulfura Thiosulfatea

Other partly oxidized sulfur compoundsa Elemental sulfura

Sulfate Other partly oxidized sulfur compoundsa

Underlined are the compounds (most oxidized/reduced) assumed to be most important
aIntermediate compounds, which could be further oxidized or reduced depending on environ-

mental conditions
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ammonia, sulfide, and manganese to contribute substantially to chemolithotrophy.

Other more oxidized sulfur compounds such as elemental sulfur and thiosulfate can

be included in the sulfide budget since they remain most probably intermediates

within the redox zone. According to the vertical profiles, a vertical transport of

these compounds from sediments to the pelagic redox zone in the Baltic Sea [67] or

in the Cariaco Basin [68] is rather unlikely.

Biological turnover in the redox gradient is largely dependent on the downward

flux of the most oxidized and upward flux of the most reduced chemical species into

the pelagic redox zone. Intermediates that can be used as either electron donor or

acceptor are mainly involved in cyclic processes within the system and not relevant

for import or export.

The successive disappearance of the different electron acceptors with depth

following the decreasing amount of energy gained by their use is well known

from sediments. Like in sediments, the decline of oxygen with depth in pelagic

redox zones is as well followed by a decline of nitrate. Denitrification already starts

under suboxic conditions. For oceanic denitrification, oxygen concentrations above

around 2 mM seem to be inhibiting [69, 70]. In the suboxic water of the Gotland

Basin, denitrification was detectable at oxygen concentrations below 9 mM [71].

But already Brettar and Rheinheimer [21] reported that heterotrophic denitrification

in the suboxic water column was hard to measure and assumed that the main

nitrogen loss process is coupled to oxidation of reduced sulfur compounds. They

concluded that heterotrophic denitrification is limited especially by the quality of

available organic matter [21, 72]. The importance of chemolithotrophic denitrifica-

tion as the main loss factor for nitrogen at pelagic redox zones of the Baltic Sea was

also stressed by Hannig et al. [73].

This lack of electron acceptors leads to a decrease in denitrification capacity of

the ecosystem. In sedimentary environments with high organic loads, nitrate pene-

trates from the bottom water into the sediment where it is reduced at the depth

where oxygen becomes limited. Even ammonia produced during remineralization

will be oxidized within the sediment before it will be released as nitrate or deni-

trified to dinitrogen. In most pelagic redox zones, the lack of available organic

material for heterotrophic denitrification is also the limiting factor for microbial

heterotrophic activities. This might, at least in the central Baltic, explain why there

are no drastic changes in bacterial numbers and growth rates over the whole redox

zone, which should be expected by the drastic changes of energy yield in the use

of different electron acceptors. It as well implies the importance of chemolitho-

autotrophy for life at pelagic redox zones.

Many organisms are known to oxidize manganese and in theory it should be

sufficient to support chemolithoautotrophic growth. Real proof is lacking, but as

genes for CO2 fixation were found in a manganese oxidizing bacterium [74], this

pathway seems very likely. The energy gain will, however, be relatively low.

Under oxic conditions, these microorganisms should be outcompeted by others

using oxygen more efficiently for growth, although the indicated lack of degrad-

able organic matter (lacking heterotrophic denitrification) would impede both

denitrifiers and other heterotrophic bacteria. There are other possible competitors
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for oxygen-nitrifying bacteria, manganese oxidizers, and other chemolithotrophs

which oxidize reduced sulfur compounds, as they are not in need of organic

substrates (Table 3). In Black Sea studies, a coexistence of reduced sulfur and

oxygen is often negated [81]. In this case, there should be differences in manganese

oxidation rates, as the concurrent process of sulfur oxidation is omitted. Rates of Mn

oxidation should be higher in the Black Sea, as compared to the Baltic Sea and the

Cariaco Basin, where the overlap between oxygen and reduced sulfur compounds is

the standard situation, and therefore more favorable options for the exploitation of

oxygen are present.

According to our present knowledge of chemolithoautotrophic bacteria and

the distribution of electron acceptors, we would expect their main activity around

the oxic–anoxic interface. Since oxidation pathways with nitrogen species provide

nearly the same energy yield as oxygen-based processes and due to the fact that

these compounds are also dissolved, they should be depleted within a relative

short distance after the disappearance of oxygen. The only possible electron

Table 3 Examples of redox reactions which could fuel chemolithoautotrophy within different

layers of the redox zone

Condition Redox reactions DG0

(kJ mol�1)

References

Oxygen available (1) Ammonia oxidation

2NH4
þ þ 3O2 ! 2NO2

� þ 4Hþ þ 2H2O

�272 [75]

(2) Nitrite oxidation

2NO2
� þ O2 ! 2NO3

�
�75 [75]

(3) Incomplete sulfide oxidation

2HS� þ O2 ! 2S0 þ2OH�
�145 [76]

(4) Incomplete zero-valent sulfur oxidation

S0 þ O2 þ H2O ! SO3
2� þ 2Hþ

�249 [76]

(5) Manganese oxidation

2Mn2
þ þ O2 þ 2H2O ! 2MnO4 þ 4Hþ

�81 [77]

(6) Iron oxidation

4Fe2þ þ O2 þ 10H2O ! 4Fe(OH)3 þ 8Hþ
�88 [78]

Nitrite/nitrate

available

(7) Anaerobic sulfide oxidation

5HS� þ8NO3
� þ 3Hþ ! 5SO4

2� þ 4N2

þ 4 H2O

�745 [79]

(8) Anaerobic thiosulfate oxidation

5S2O3
2� þ 8NO3

� þ H2O ! 10SO4
2�

þ2Hþ þ4N2

�751 [76]

(9) Anammox

NH4
þ þ NO2

� ! N2 þ H2O

�360 [75]

Anoxic, without

nitrite/nitrate

(10) Anaerobic sulfur oxidation

S0 þ 3MnO2 þ 4Hþ ! 3Mn2þ

þ 2H2O þ SO4
2�

�384 [80]

(11) Anaerobic sulfide oxidation

HS� þ 4MnO2 þ 7Hþ ! SO4
2� þ 4Mn2þ

þ 4H2O

�525 [80]

(12) Thiosulfate disproportionation

S2O3
2� þ H2O ! SO4

2� þ HS� þ Hþ
�6 [76]
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acceptors which could enter deeper layers by sedimentation can be oxidized iron

and manganese particles.

4 Observed Carbon Dioxide Fixation and Quantitative

Explanation

The gradient system of oxidized and reduced inorganic compounds within redox

zones seems to be a perfect place for chemolithotrophic organisms. Most of them

use either oxygen or oxidized nitrogen compounds as terminal electron acceptors

oxidizing reduced compounds. Therefore, we can expect their peak in activity at the

oxic–anoxic interface until oxidized nitrogen compounds disappear. There are few

reports from different pelagic redox zones that support this hypothesis [31, 61, 82].

But more often the maximum of the carbon dioxide fixation is located further down

in the anoxic part of the redox zone [11, 12, 14, 83]. This vertical structure as well

as the amount of carbon dioxide fixation was explained quite differently. At first,

Jørgensen et al. [10] recognized the difficulty to explain the values of chemolitho-

trophic carbon dioxide fixation quantitatively. Although they mentioned the possi-

ble contribution of anoxygenic phototrophic bacteria, they ruled out that they could

contribute a substantial part. Since in most of these pelagic redox zones light is

of minor importance (except shallow fjords), we might rule out the importance of

photosynthesis as an important process in the major marine pelagic redox zones of

the Cariaco Basin, the Black Sea and the Baltic Sea. Even if there are some reports

about photosynthetic activity of anaerobic bacteria at the chemocline of the Black

Sea [84–86], their contribution to the measured carbon fixation (e.g., [10, 14, 37])

can only be of minor importance.

There are still two more options to explain dark CO2 fixation. Heterotrophic

bacteria might take up carbon dioxide by anaplerotic reactions. It is assumed

that this could account for up to 8% of bacterial carbon fixation [87, 88]. Under

anaerobic conditions, this percentage seems even to be slightly higher [89]. As in all

pelagic redox zones, rates of dark CO2 fixation are not coupled to heterotrophic

bacterial production and often show comparatively low values in the suboxic part,

where the heterotrophic bacterial production is higher than in the anoxic part of the

redox zone, and anaplerotic CO2 fixation cannot explain the observed rates.

The only remaining choice of probable agents for this process is then narrowed

down to chemolithoautotrophic organisms. Isolation of chemolithoautotrophic bac-

teria from the respective layers can proof the presence of this type of organisms but

not their quantitative role. First evidence for the importance of these bacteria came

from the Baltic Sea. Jost et al. [44] demonstrated the existence of about 20–40% of

chemolithoautotrophic bacteria within the redox zone fixing between 3.5 and more

than 20 fg C per cell per day. According to their calculations, 0.8 fg C should be the

upper limit, which could be fixed by heterotrophic bacteria within these samples.

At least one group of chemolithoautotrophic bacteria could be easily discerned
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from others by relatively high 90� light side scatter signals in their flow cytometric

signature. This unique cluster of bacteria just appeared at the lower transition of the

chemocline to sulfidic waters [44]. Casamayor et al. [90] observed such a shift in

the flow cytometric signature of phototrophic bacteria when they accumulated

internal elemental sulfur. Such a morphological signature may also explain the

appearance of the optically active bacterial cluster below the chemoclines of the

Baltic Sea, which was also observed in the Black Sea (unpublished results). The

existence of chemolithoautotrophic bacteria was also detected by MICRO-CARD-

FISH analyses at redox zones of the Baltic Sea and Black Sea [43]. This investi-

gation verified not only the importance of chemolithoautotrophic bacteria, but

also showed that their activity was nearly 100% restricted to Eubacteria below

the chemoclines. As already suggested by Lin et al. [19], it could be proven that

Epsilonproteobacteria play a major role in CO2 fixation at pelagic redox zones.

Between 70 and nearly 100% of the detected chemolithoautotrophic bacteria could

be identified as Epsilonproteobacteria by MICRO-CARD-FISH probes [43]. Stud-

ies by Glaubitz et al. [82, 91] render it likely that the remaining chemolithoauto-

trophs belong to Gammaproteobacteria both in the Baltic and in the Black Sea.

Although their contribution to the estimated CO2 fixation was less than half of the

amount fixed by Epsilonproteobacteria, the chemolithoautotrophic Gammaproteo-
bacteria were more diverse than the Epsilonproteobacteria [82]. At least one group
of these Gammaproteobacteria is closely related to a symbiont, and it is also known

that sulfide-oxidizing bacteria appear as ectosymbionts of protozoa in sulfidic envi-

ronments [92–95]. The observed transfer of the CO2 fixation by bacteria to protozoa

could be related not only to unspecified grazing but also to grazing of own

ectosymbionts [91]. The closely related Epsilonproteobacteria belong to Sulfuri-
monas sp. and proved them to be versatile key players within pelagic redox zones

by microdiversity analyses [5, 43, 82, 91]. These approaches for direct detection

and identification of chemolithoautotrophic organisms were used in layers showing

enhanced CO2 fixation. For these layers, a clear dominance of the oxidation of

reduced sulfur compounds to fuel chemolithoautotrophy could be demonstrated.

Here, it can only be speculated, whether this is also the case for the upper suboxic

part of the redox zone. In this environment, at least the presence of Epsilonproteo-
bacteria was demonstrated [5], and according to Kamyshny et al. [67] the presence

of reduced sulfur compounds is as well proven.

In the suboxic part of the redox zone, alternative reactions allow chemolitho-

autotrophy. The importance of nitrifying bacteria within suboxic environments is

well known [96]. Ammonia oxidation is restricted to at least suboxic environments.

In the Baltic Sea, this process is indicated by the appearance of a nitrate peak

below the halocline [51, 97], which should be related to highest ammonia oxidation

activities. In this layer, CO2 fixation rates are, however, near the detection limit

(Jost, unpublished results) and can be assigned only to the activity of chemolitho-

autotrophic ammonia oxidizers [12]. This view will probably be modified by new

findings that Crenarchaeota are as well involved in the marine nitrogen cycle. It is

assumed that the marine Crenarchaeota are also autotrophs [54, 98], and for the

Black Sea it was suggested that both Gammaproteobacteria and Crenarchaeota
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contribute to nitrification [6]. Because of different pathways of carbon fixation in

bacterial and archaeal metabolism [99], their fixation rate per oxidation equivalent

might slightly differ. Even if these organisms were just partly autotrophic or

mixotrophic, as was assumed from crenarchaeotal uptake of amino acids [100,

101], their respective metabolism cannot change the overall budget within the

suboxic layers of pelagic redox zones substantially, as CO2 fixation rates are

generally low. The calculated rates of carbon dioxide fixation by chemolithoauto-

trophic ammonia-oxidizing bacteria are not only in good agreement with the low

rates measured in the suboxic part of the pelagic redox zone of the Baltic Sea, but

can also explain the disappearance of ammonia around the chemocline [12].

The contribution of anammox bacteria (oxidation of NH4 with NO2 to N2 and

H2O) to CO2 fixation seems as well to be of minor importance, as their energy gain

is in the same range as that of aerobic ammonia oxidizers [102]. Since these bacteria

use nitrate or nitrite under anoxic conditions with an energy yield as low as nitri-

fying bacteria, they cannot contribute more to CO2 fixation than the nitrifiers.

Earlier, it was assumed that anammox would be restricted to anoxic and non-

sulfidic environments, since it was completely inhibited already at oxygen concen-

trations as low as 2 mM [103]. But then it was found that anammox still proceeds

under low oxygen concentrations [104], though under suboxic conditions anammox

rates are lower than under anoxic conditions [105]. Lam et al. [6] postulated a short

circuit between nitrification and anammox for the suboxic to upper anoxic layers of

the redox zone of the Black Sea since they could not detect any denitrification. This

implies that anammox bacteria could outcompete denitrifying bacteria. Since the

energy yield of the anammox bacteria per mol nitrite/nitrate is about ten times less

than that of heterotrophic denitrifiers or even chemolithoautotrophic denitrifiers

using reduced sulfur compounds, this is not very probable in a concurrent situation.

In case it occurs, it indicates a lack of suitable organic matter or reduced sulfur

compounds. Under these conditions, the highest rates of CO2 fixation should then

be found in the deeper part of the suboxic layer and within the upper part of the

anoxic layer. But here enhanced fixation rates of chemolithoautotrophic denitrifiers

are not probable because of lacking nitrite/nitrate. Such a scenario seems, however,

quite possible in an environment like the Black Sea, where an extended anoxic layer

without detectable hydrogen sulfide seems to be existing at least temporarily [106].

In the Baltic Sea anammox could only be detected occasionally, rates were in the

range of 0.05–0.005 mmol N L�1 day�1 [73]. This was attributed to higher Mn(IV)

concentrations, which developed after intense salt water inflow led to a short period

of fully oxygenated bottom water in the Gotland Basin. In a newly establishing

pelagic redox zone extending from the sediment, relatively large amounts of sink-

ing manganese oxide and its potential to oxidize sulfide seemed to be able to esta-

blish a temporarily zone, free of oxygen and H2S. It should, however, be noted that

these anammox measurements are based on the addition of nitrate to anoxic water

samples without detectable in situ nitrate concentrations. Therefore, induction or at

least an enhancement of the measured rates must be assumed.

The basic process that fuels all chemolithoautotrophic activities is basically

driven by the stepwise oxidation of sulfide with oxygen over the total redox
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gradient. But all calculations to explain the measured carbon dioxide fixation by

sulfide oxidation failed so far [10–12, 24]. First, there is a lack of sulfide reaching

the zone of enhanced carbon dioxide fixation by upward transport in all of the

investigated systems, and second, the peak of the fixation zone is often within the

sulfidic part of the redox zone without detectable amounts of oxygen and oxidized

nitrogen, which are the most important electron acceptors for chemolithoauto-

trophic sulfur-oxidizing bacteria.

Although even in suboxic parts of pelagic redox zones sulfate-reducing bacteria

were detected in the Baltic Sea [51], the Black Sea [50, 107], and the Cariaco Basin

[35, 50], it seems very unlikely that these bacteria supplied enough, if any, sulfide to

produce the required amount of sulfide to fuel the process. Albert et al. [108]

measured production rates of up to 3.5 nmol H2S L�1 day�1 below the pelagic

redox zone of the Black Sea, but also deeper than the zone of elevated carbon

dioxide fixation. Within this zone, Jørgensen et al. [10] measured values between

3 and 36 nmol H2S L�1 day�1. Since these rates were two orders of magnitude

lower than measured sulfide oxidation rates within the same layer, sulfate reduction

cannot provide an important source for sulfide [10]. Jost et al. [12] suggested

a recycling of sulfide from only partly oxidized sulfur compounds like elemental

sulfur or thiosulfate. Although the calculated turnover time of the sulfide pool seems

with about 1 day comparatively low, this still needs to be verified. The most critical

point in this argumentation is to explain the origin of the organic matter for the

heterotrophic bacteria using thiosulfate or elemental sulfur as electron acceptors, as

the quality and amount of organic matter in layers only several meters above are

not even sufficient to fuel heterotrophic denitrification.

Since oxidized nitrogen compounds can only explain a small part of the obser-

ved carbon dioxide fixation by sulfur oxidizers, the question for alternative electron

acceptors within the sulfidic environment remains open. Most likely seems to be the

involvement of particulate iron and manganese [10–12]. But the amount of oxidized

metals which could reach these anoxic layers would also by far be not sufficient to

explain the observed carbon dioxide fixation rates [12]. It is well known that humic

substances could mediate the electron transfer between particulate metal oxides

and bacteria [109]. It has also been shown that humic substances could be used

as electron acceptors for the oxidation of organic substances [110]. It is, however,

unknown whether these substances could also be used to oxidize reduced sulfur

compounds by chemolithoautotrophic bacteria. But even if this would be possible,

these electron acceptors would needed to be recycled, e.g., by metal oxides, as

otherwise their capacity to accept electrons would degrade quickly.

At the moment, we cannot provide a satisfying explanation for the extent of the

carbon dioxide fixation rates especially in the anoxic part of the redox zones.

Lateral intrusions were often assumed to supply the redox gradients with additional

oxygen [5, 11, 28]. But even if this amount would be large enough, the capacity of

the dissolved metal inventory would not be sufficient to transport it as equivalents

into the anoxic part, which is characterized by enhanced carbon dioxide fixation.

Although a suite of precautionary measures were taken to eliminate oxygen

contamination of the incubation samples by all groups engaged in these
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experiments, an ultimate guarantee cannot be given. Even the observed progression

of the carbon dioxide fixation maximum in the anoxic layer could be explained by

assuming that every sample might have been contaminated with about the same

amount of oxygen. Then, depending on the amount of reduced sulfur compounds,

an increasing amount of carbon dioxide may be fixed, as long as enough microbes

capable of oxidizing reduced sulfur compounds are present. In deeper layers with

higher sulfide concentrations, their cell numbers will either decline or the bacteria

might need longer lag phases to reestablish their physiology. Due to the fact that

intense care has been taken, to keep oxygen out of the experiments, this scenario is

not very probable but cannot be ruled out completely.

All published results showing enhanced carbon dioxide fixation within anoxic

environments without nitrite/nitrate are based on incubations of water samples

which have been transferred through oxic environments before incubation with
14C- or 13C-bicarbonate solution. Incubation-independent measurements like the

estimation of stable isotopes within fatty acids show significant changes only at the

layer around the chemocline and not in the sulfidic part [91]. At present, the trade-

off of these arguments leaves us to conclude that there is at least the capacity for

anoxic carbon dioxide fixation. The rates might, however, be overestimated by

contaminations during incubation procedures. We therefore advocate the improve-

ment of techniques toward in situ rate measurements and the integration of in situ

molecular approaches like metatranscriptomics or -proteomics regarding carbon

dioxide fixing key enzymes.
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Manganese and Iron at the Redox Interfaces in

the Black Sea, the Baltic Sea, and the Oslo Fjord

S. Pakhomova and E.V. Yakushev

Abstract The joint analysis of the data of manganese and iron species distributions

(dissolved Mn, dissolved bound Mn, dissolved Fe(II) and Fe(III), particulate Fe and

Mn) obtained in the Black Sea, the Baltic Sea, and the Oslo Fjord allowed to reveal

the common features that testify the similarity of the mechanism of the redox layer

biogeochemical structure formation in these regions. Our investigations demon-

strated that Mn bound in stable complexes with hypothetically organic matter or

pyrophosphate is observed in the redox zones in significant concentrations (up to

2 mM), and is likely presented by Mn(III), an intermediate product of Mn(II)

oxidation and Mn(IV) reduction. This bound Mn(III) can explain

phosphate distribution in redox interfaces – formation of so-called phosphate dipole

with a minimum above the sulfidic boundary and a maximum just below, and with a

steep increase in the concentrations between these two. This dipole structure serves

as a geochemical barrier that decreases the upward flux of phosphate from the

anoxic layer. On the base of the recent data obtained in the 100th cruise of RV

“Professor Shtokman” (March to April, 2009), it was found that the bound Mn

could exist in two forms – colloidal (0.02–0.40 mm) and truly dissolved (<0.02 mm)

that perhaps result from complexing with different types of ligands. The flushing

events, river input, sporadically increased mixing, and anoxygenic photosynthesis

affect the distributions of the redox zone parameters. Response time for changes in

the microbial processes involved in reduction and/or reoxidation of Mn and Fe lags
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behind that for oxygen injection into water. Concentrations of redox-sensitive

species of Mn and Fe should thus be useful as a tracer to inter prior hypoxic/anoxic

conditions not apparent from oxygen levels at the time of sampling. Modeling

results showed that the manganese cycle [formation of sinking down Mn(IV) and

presence of dissolved Mn(III)] is the main reason of oxygen and hydrogen sulfide

direct contact absence. Modeling allowed to study the role of affecting factors in the

formation of the observed distributions.

Keywords Baltic Sea, Black Sea, Iron, Manganese, Oslo fjord, Redox zone

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.1 Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.2 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

2.3 Chemical Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

2.4 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.1 Manganese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2 Iron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Abbreviations

B-Chl-e Bacterial chlorophyll-e

DO Dissolved oxygen
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1 Introduction

The cycles of manganese and iron in the changeable oxic/anoxic conditions are

similar. Reduced forms of these compounds are dissolved. They diffuse upward

where they oxidize and transfer to oxidized particulate forms that sink down and
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reduce in hydrogen sulfide zone. The oxidation–reduction potentials and constants

of reaction of oxidation of iron and manganese differ, and these reactions can occur

in different amount of oxygen. Due to this, the depth of appearance of particulate

manganese is located shallower than of particulate iron [1]. Bacteria have been

shown to oxidize manganese [2], whereas iron oxidation is possible without

bacteria but can be carried out with bacteria [3]. Reduced iron can be oxidized by

particulate manganese, forming complex compounds [4].

According to the recent estimates, the biogeochemical structure of the water

column redox layer is characterized by an absence of overlap between dissolved

oxygen and hydrogen sulfide and presence of a suboxic zone, where both oxygen

and hydrogen sulfide are below detection limits [5]. Oxygen disappears at a depth

where the onset of ammonia and dissolved manganese is observed, while hydrogen

sulfide appears in the Black Sea water column approximately 5–10 m deeper. In this

layer, reduced and oxidized forms of several elements (N, S, C, Mn, Fe) can be

observed, which reflects the complexity of processes occurring in this zone.

The role of cycles of different elements in the formation and support of the

redox layer balance and biogeochemical structure is still not clear, particularly the

reasons for the phenomenon of the suboxic zone existence [5]. One of the possible

explanations can be connected with the manganese cycle [6]. The general scheme

invoked to explain this phenomenon is the diffusion of reduced, dissolved Mn(II)

up from the anoxic zone into the suboxic zone where it is oxidized biologically to

solid phase Mn(IV) oxides. This promotes a sinking flux of Mn oxides that is

reduced chemically by sulfide.

Recently Mn(III) was observed in the marine environment [7], an important

intermediate product of the Mn cycle that could be formed both at Mn(II) oxidation

[8, 9] and at Mn(IV) reduction [10, 11]. This dissolved oxidized Mn(III) could

explain distribution of other elements in redox interfaces such as phosphate because

of possibility forming P-containing complexes [9]. This oxidized and dissolved

phase has only been revealed in recent years, and it became necessary to investigate

its distributions in the natural systems to estimate its role on the redox zone

structure formations. This form was not represented in suboxic zone models that

seek to describe the flow of primary nutrients such as nitrogen, phosphate, and

carbon as well as heavy metals through the oxic/anoxic boundary.

Iron concentrations in the water column are much smaller than the Mn ones,

but nevertheless iron can probably also affect the structure of the redox zones;

for example, there was proposed recently a mechanism of the coupling of the

Mn and Fe cycling in the particles formed at the redox boundaries [12]. But there

are still not enough accurate data on the iron forms distributions at the redox

interface.

We suppose that the comparison of the biogeochemical structures of the redox

interfaces from the different regions can give unique information necessary for

understanding the processes occurring there. A numerical model can be a useful

tool for analyzing these processes. This chapter is aimed for summarizing a new

data received during the last years in the field of Mn and Fe biogeochemical cycling

at the water column redox interfaces.
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2 Methods

2.1 Study Site

Distributions of chemical parameters in the redox zone were studied in the north-

eastern and the central Black Sea, the Baltic Sea (Gotland and Landsort Deeps),

and the Oslo Fjord on board of RV “Akvanavt,” “Ashamba,” RV “Professor

Shtokman”; RV “Professor Albrecht Penck”; RV “Poseidon” and RV “Uttern,”

respectively, during July 2004 to August 2009. The geographic locations of the

study areas are given in Fig. 1.

The Black Sea redox interface is characterized by the most stable biogeochemi-

cal structure among comparable interfaces (i.e., Cariaco trench, Baltic Sea’s anoxic

deeps). In the whole Black Sea area, with an exception of the Bosphorus region, the

chemical features are connected with the density structure and the vertical fluxes of

main reductants and oxidants seem to be in balance, while the horizontal exchange

is negligible.

The redox zones of the Gotland and Landsort Deeps of the Baltic Sea (240 and

450 m deep, respectively) are subjected to the influence of intrusions virtually

throughout the whole year and observed features are usually complex due to a lack

of equilibrium.

Fig. 1 Sampling locations in the Baltic Sea (a), the Oslo Fjord (b) and the Black Sea (c)
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The Baerumsbassenget is a small part of the Oslo Fjord with an approximate area

of 5 km2 and a maximum depth of 31 m. It is separated from the main fjord through

a series of islands with a maximum sill depth of 15 m. The inflow into the

Baerumsbassenget, the Sandvika River, is responsible for the formation of its

permanent meromictic structure with redox interface positioned in the euphotic

zone (15–20 m). Bunnefjorden is a 160-m deep anoxic basin, with flushing ones per

several years, redox interface at about 90 m.

2.2 Sampling

Water samples for chemical measurements were collected using a Rosette equipped

with 5-L Niskin bottles and using pump systems. The used pump system was based

on an onboard 12 V peristaltic pumps, with a 11-mm hose attached to the CTD

probe. The time of the hose flushing was about 10 min for 170-m hose used in the

Black Sea and about 1 min for 20-m hose used in the Oslo Fjord. These pump

systems allowed to sample water protected from contamination with the atmo-

spheric oxygen that is essentially for the suboxic systems studies. In our studies, we

used the AANDERAA Optode 3835 sensor to measure oxygen concentrations in

the hose during the sampling. In the Baltic Sea cruise, the Institute for the Baltic Sea

Research’s Warnemuende pump system with a pump established at the CTD probe

[13] was used.

Sampling in the suboxic zone was performed at 2–3 m intervals in the Black and

Baltic Seas and at 0.5–1 m intervals in the Oslo Fjord, aiming to obtain detailed data

of the distribution of chemical parameters.

2.3 Chemical Measurements

Dissolved oxygen (Winkler), hydrogen sulfide, phosphate, polyphosphate, nitrate,

nitrite, ammonia, and hydrogen sulfide were measured using the standard methods

[14–18].

Water samples for dissolved metal analysis were filtered through 0.4-mm
Nuclepore filters immediately after sampling. Dissolved manganese and dissolved

iron (II), iron (III) concentrations were determined spectrophotometrically using

the formaldoxime and ferrozine procedures, respectively [15, 19]. Dissolved

organic matter was decomposed using UV irradiation with an addition

of hydrogen peroxide (50 mL of 30% H2O2 per 20 mL of sample) at pH 2 during

1 h. An 80-W high-pressure Hg lamp was used as a source of UV radiation. Then

total dissolvable metals concentration was determined spectrophotometrically.

We called the difference between total dissolvable and dissolved metal bound

manganese (Mn-bou) and iron (Fe-bou). Precision of dissolved metal analysis was

typically 3%. Detection limits were 20 and 100 nM for iron and manganese,

respectively.
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Water samples for particulate iron and particulate manganese analyses were

collected in 2-L plastic bottles. Filtration of water was undertaken no later than several

hours after sampling using a Millipore filtration system and thoroughly washed

and weighed 0.4 mm filters. Analyses of particulate metals were carried out by

AAS following wet acid dissolution of the filters. Particulate Mn concentrations

were also estimated as a difference between the spectrophotometric measurements

of dissolvedmanganese in the filtered (0.4mm) and unfiltered samples [Mn-part(ded)].

2.4 Modeling

For the analysis of the distribution of parameters, we used a coupled hydrophysical-

biogeochemical one-dimensional O–N–S–P–Mn–Fe model based on RedOx Layer

Model (ROLM) [20] and one-dimensional General Ocean Turbulent Model

(GOTM) [21]. Processes of organic matter (OM) formation and decay, the reduc-

tion and oxidation of species of nitrogen, sulfur, manganese, iron, as well as

transformation of phosphorus species are parameterized in ROLM. The model

equations and parameters used and a detailed description are presented in [22].

ROLM was coupled with GOTM, and we used GOTM software to perform

numerical calculations.

3 Results

3.1 Manganese

The data on dissolved inorganic manganese, Mn(II), obtained in the Black Sea
(Figs. 2–5), are in agreement with the previous studies [1, 23, 24]. The characteris-

tic features of the Mn(II) distribution are: (1) a low (nanomolar) content in the

surface waters; (2) an intensive increase at the boundary of the sulfidic zone

reaching maximum values of 8–10 mM in the first tens meters of the sulfidic

zone; (3) a decrease to 4–5 mM and a relative stability of concentrations in the

deep water.

The lack of Mn(II) in the upper layer can be explained by a formation under the

oxic conditions of insoluble oxides [25, 26] that precipitate and therefore remove

Mn from the upper layer.

In the suboxic zone and in the upper part of the anoxic zone, the concentrations

of Mn(II) increase and reach its maximum values about 30–40 m below the sulfide

boundary (Fig. 2). The vertical gradient of Mn(II) is maximal in the vicinity of the

sulfide boundary (up to 0.55 mM/m). It decreases in the anoxic zone, while the

concentration of dissolved manganese reaches its maximum (8–10 mM). Below this

level, the Mn(II) concentrations decreases and remains in the limits 4–5 mM from

~1,000 m to the bottom [27, 28].
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The described structure corresponds to the stable hydrophysical conditions when

the upward oxidant and downward reductant fluxes are balanced, and the manga-

nese onset takes place in the layers where the oxygen concentration drops down
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below the detection limit [29]. Under certain disturbances, i.e., interaction of the

Rim Current and internal waves with the slope, causing vertical displacements of

the waters with different densities, or due to the near-slope downwelling [29, 30],

oxygen-rich waters can penetrate into sulfide zone. In this case, the stability of the

biogeochemical structure disturbs and a messy distribution of elements can be

observed. Such changes are registered in the areas affected by the Bosporus current

[2, 8, 31] and in the coastal zone near Gelendzhik (Fig. 4) [28, 30].
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In the Landsort Deep, Baltic Sea, the Mn(II) distribution is close to the Black

Sea one with an exception of a formation of well-pronounced maximum closer to

the sulfidic boundary (usually the first meters) (Figs. 6 and 7). Mn(II) concentration

reaches 4–5 mM and remains in the deeper layers practically constant. The maximal

vertical gradient is the same as in the Black Sea.
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Distribution of dissolved manganese in the Gotland Deep is generally character-

ized by an increase in Mn(II) content with depth in all the sulfidic zone down to the

bottom (Figs. 8 and 9). The periodic (ones per several years) oxygenated inflows lead

to oxidation and complete vanishing of Mn(II) from the water column. During

reestablishment of anoxic conditions, Mn(II) concentrations increase. According to
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the observations, the concentrations in the bottom layer can vary from 4 to 30 mM
(Table 1). Frequent oxygen intrusion in the redox zone depth also leads to irregular

distribution of Mn(II) there, for example, formation of Mn(II) maximum in the first

meters of anoxic zone (Fig. 8). The vertical gradient ofMn(II) is also very changeable

and can reach much higher values than in the Black Sea (up to 5.2 mM/m).

In the Bunnefjorden, the dissolved manganese reaches its maximal concentration

of 8–10 mM in first meters of sulfidic zone, and then its concentrations are

practically constant with depth (Fig. 10). Its maximal vertical gradient is about

two times higher than in the Black Sea (about 1.1 mM/m).

Dissolved manganese distribution in the Baerumsbassenget is distinguished by

high variability and has nonuniform character (Figs. 11 and 12). Even manganese

concentration is not so high, about 4.5 mM, and the vertical gradient is maximal for

the studied regions (5.5 mM/m). The specific feature of manganese distribution in

Baerumsbassenget is that the onset of dissolved manganese is observed in more

oxic conditions than in other regions, at oxygen concentration about 18 mM.

Table 1 Dissolved manganese near sea bottom concentration in the Gotland Deep

Dissolved Mn, mM Year Reference

15–18 1999–2001 Neretin et al. [32]

4 2003 Martens-Habbena, p.c.

30 2005 Our data, RV “Prof. A.Penck”

22 2006 Our data, RV “Prof. A.Penck”

10 2008 Our data, RV “Poseidon”

> 8 2010 Our data, RV “Skagerak”

Fig. 10 Vertical distribution of dissolved oxygen (O2), hydrogen sulfide (H2S), dissolved Mn

(Mn-diss), particulate Mn (Mn-part), bound Mn (Mn-bou), dissolved Fe(II), dissolved Fe(III),

particulate Fe (Fe-part), and turbidity measured with the hydrophysical probe (Turb) in the Oslo

Fjord, Bunnefjorden, 2009
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The distribution of the particulate manganese, Mn(IV), in all the regions is

characterized by a layer of increased concentration in suboxic zone with

a maximum at the hydrogen sulfide boundary (Figs. 3–5, 7, and 9–12). As a rule,
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an increase of the concentrations in the oxic zone is enough steep while a decrease

in the hydrosulfide zone is more gradual. At the studied regions, the maximum

concentration of particulate manganese amounted to 0.2–2.1 mM. The lower con-

tent was found in the central Black Sea, and the highest in the coastal Black Sea and

the Bunnefjorden.

Dissolved bound manganese, Mn(III), may have several maxima of concentra-

tions located between the particulate manganese and dissolved manganese maxima

or can coincide with the Mn(IV) maximum. The concentration of Mn(III) in its

maxima amounts in the Black Sea to 0.1–2 mM. In other regions, its concentration

does not exceed 0.75 mM (0.5 mM in average). In the Black Sea, bound manganese

exists both in colloidal form (0.02–0.40 mm) and truly dissolved (<0.02 mm).

Colloidal form could amount up to 90% of bound manganese (Fig. 3).

It is necessary to note that the layers of maxima of both Mn(III) and Mn(IV) are

very narrow compared with the possible sampling resolution; therefore the real

maximum concentrations and the vertical gradients values can be higher than we

can measure.

3.2 Iron

The distribution of dissolved Fe(II) in the Black Sea is similar to the manganese one

(Figs. 2–4). It is characterized by an increase in the redox zone and the formation of

an intermediate maximum within the limits of the dissolved manganese maximum.

However, a drastic decrease of the iron (II) concentration takes place deeper as the

result of the formation of insoluble iron sulfides.

Under the oxic conditions, Fe(II) rapidly oxidizes to transform into iron (III)

represented under these conditions by oxides and hydroxides of low solubility. An

increase in the dissolved Fe(II) concentrations occurs at more reduced condition

than for dissolved Mn(II) and starts at the sulfidic boundary with a vertical gradient

increasing toward the Fe(II) maximum. This maximum of Fe(II) (0.25–0.3 mM on

average) is reached at the same depth as the dissolved manganese one. In the deeper

layers, Fe(II) decreases to 0.05–0.07 mM, which is controlled by the iron sulfide

solubility.

The distribution of Fe(II), as that of Mn(II), is affected by the intrusions of oxic

water, which causes its concentration decrease resulting from oxidation.

In the Landsort Deep and the Bunnefjorden, the distribution of dissolved Fe(II)

is quite similar to the Black Sea both by the position of its onset and by the

concentration (Figs. 6, 7, and 10). The difference in these regions is that the

concentration of Fe(II) does not decrease with depth in sulfidic zone and is

practically constant there (0.3 mM) toward the bottom.

Distributions of dissolved Fe(II) for the Gotland Deep and the Baerumsbassen-
get differ from those in the Landsort deep and the Black Sea. In most cases, Fe(II)

concentration increases toward the bottom and reach up to 1.5 mM in both regions

(Figs. 8, 9, 11, and 12). In the Baerumsbassenget, an onset of Fe(II) is located not at
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the sulfidic boundary as in other regions but at more oxidized condition at the depth

where oxygen goes down below the detection limit.

The distribution of dissolved Fe(III) at all the studied regions is characterized

by two maxima of 0.03–0.1 mM. One must note that all the peaks of the dissolved

Fe(III) are situated either at the same depths as those of the particulate iron or just

below them. The first maximum of Fe(III) coincides with the maxima

of dissolved inorganic phosphorus and of particulate manganese. The second

maximum of Fe(III) either coincides or is situated a little above the maximum

of dissolved Fe(II).

The distribution of particulate iron is characterized by more nonuniformity than

that of the particulate manganese, and at most of the stations, the maximum of the

particulate iron coincides with that of the particulate manganese. The concentra-

tions of particulate iron in the redox zone of the Black Sea amount to 0.04–0.3 mM,

excluding the stations affected by the riverine runoff, at which the content of

particulate iron may be as high as 2 mM. In the Gotland, Landsort Deeps, and
Bunnefjorden, concentration of particulate iron reaches 0.2–0.5 mM, and in the

Baerumsbassenget it reaches 0.85 mM.

In case of large concentrations, particulate iron may considerably affect the

value of turbidity.

4 Discussion

The specific features of the hydrochemical structure observed in the studied objects

are summarized in Table 2.

The thickness of the suboxic zone is the largest in the central Black Sea and in

the Bunnefjorden. Suboxic zone can be absent in case of such factors as oxygen

intrusions, river input, and currents. This was observed in coastal Black Sea, Baltic

Deeps, and Baerumsbassenget.

Distribution of dissolved Mn(II) and bound Mn is quite different in the studied

regions, while particulate manganese behavior is most similar.

The particulate manganese maximum often coincides with an increased turbidity

and a so-called nepheloid redox layer (NRL) can be distinguished there [33].

Besides Mn(IV), a zero-valent sulfur [34], detritus, and bacteria can contribute to

a decrease of transparency there. NRL is a usual feature of the Black Sea [28]. In

the fjords, NRL usually coincides with maximum of particulate manganese. Only in

the Baltic Sea, NRL is located just above the maximum of particulate manganese.

Suspended particulate matter (SPM) in the Baerumsbassenget can include together

with the manganese oxide, the higher amounts of organic matter and photosynthetic

bacteria and has very intensive deep-brown color. Content of SPM in NRL is maximal

in Baerumsbassenget (2.5–3.6 mg/l). In other regions it does not exceed 1 mg/l. But

manganese content in NRL is minimal in Baerumsbassenget (1.3–1.8%). In the

Black Sea its amount is varied from 5% to 15%, in the Bunnefjorden and Gotland

Deep is maximal – about 25%.
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A shallow position of the redox interface at Baerumsbassenget can lead to

intensive anoxygenic photosynthesis. The whole cell absorption spectra of the

samples show a characteristic absorption peak at 715 nm, indicating the presence

of bacterial chlorophyll-e (B-Chl-e) and the photosynthetic bacteria type Chloro-
bium sp. [35]. The vertical distribution of the B-Chl-e in the Baerumsbassenget was

characterized by a maximum at 17 m, in the middle of the suboxic zone between the

onsets of H2S and O2 [36]. The B-Chl-e concentrations decrease rapidly until the

appearance of H2S where this decreases slowed down. A similar structure was

observed previously at Framvaren Fjord [37]. The B-Chl-e maximum did not

correspond to any minimum in the phosphate curve; however, a strong relationship

between the vertical distribution of B-Chl-e and SPM (Fig. 12) was shown.

The content of particulate Mn is a subject to seasonal variability [28, 38, 39]. In

the Black Sea, particulate Mn concentrations were approximately 0.35 mM in

summer and more than 2 mM in winter–spring, and its portion in SPM varied

from 6–12% in summer to 35% in winter [28]. This is due to an increase in organic

matter content in SPM during the summer and more intensive vertical mixing in the

winter. Pohl et al. [39] showed that in the Baltic Sea (Gotland Deep) the seasonal

variability of particulate Mn content in SPM (1–5.5%) occurred, with an increase in

winter and a decrease in summer, in addition to a high interannual variability,

connected to the Baltic Sea oxygenated flushing events. The data received during

2008 correspond to summer values in the Black Sea, significantly greater than

values observed in Landsort Deep during 2006 (0.15–0.4 mM of Mn-part, 2% of

SPM, [40]). The latter can be linked with the oxygenated intrusions taking place in

Landsort Deep before and during the studies.

Particulate Mn variability in the fjord systems could be higher than in the Baltic

Sea due to a larger number of the affecting processes (i.e., river input, tides, storm

weather, anoxygenic photosynthesis, etc.). The redox zones in the fjords have more

“reduced” character. Suspended Mn practically disappeared from the samples,

being measured next day. This never was observed for the Black Sea or Baltic Sea.

Our data demonstrate the presence of the dissolved bound Mn(III) in the vicinity

of the redox interface at all the studied redox interfaces. The question is what

oxidation state of manganese forms complexes and what type of ligands (organic

matter?) are involved in. It is known that stable complexes with OM are not typical

for the bivalent manganese. Tebo et al. [8] demonstrated the existence of Mn(III) in

complexes with high-stability constant (siderophores, logK ¼ 47.5). Trouwborst

et al. [7] studied the distribution of Mn(III) in the southwestern Black Sea water in

the RV “Knorr” Black Sea cruise 173–7. According to their data, Mn(III) forms

a layer with increased content between the particulate Mn maximum and dissolved

Mn(II) maximum. As noted above, our data on the bound Mn correspond well with

the values and position of the maximum layer; thus we can assume that this bound

Mn is Mn(III) complexes [28].

Mn(III) is an intermediate product of Mn(II) oxidation, and it is in unstable form

that has to be complexed to exist in marine conditions. Reduction of Mn(IV) to

Mn(II) with hydrogen sulfide can also be provided through an intermediate stage of

Mn(III) [10, 11] leading to the additional increase of the Mn(III) pool. Many factors
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could influence on Mn(III) presence and its content in the redox zone, i.e., the rate

of Mn(II) oxidation and Mn(IV) reduction, presence of Mn-oxidizing bacteria,

complexing agents for binging Mn(III) with different stability of

formed complexes, the rate of vertical diffusion, etc. In the studied regions, the

most favorable conditions for existing of the bound Mn(III) are in the Black Sea,

where this form of Mn was found at all the studied station with concentration up to

2 mM. In the Baltic Deeps, the presence of bound Mn(III) in the redox zone is not a

usual feature.

The occurrence of trivalent manganese in the redox zone of the Black Sea is of

great importance.

First, this is one more oxidant that helps to explain the phenomenon of the

suboxic zone and an absence of a layer of coexistence of hydrogen sulfide and

oxygen. Dissolved oxygen is measured by Winkler method with adding of manga-

nese compounds. Oxidized manganese forms [particulate Mn(IV) and dissolvedMn

(III)] presented in sea water above the hydrogen sulfide zone overstate the results of

oxygen determination. For example in the 100th cruise of RV “Professor Shtokman,”

a total concentration of particulate and bound Mn at the sulfidic boundary was to

0.2–0.5 mMwith maximum 1.5 mM. After deduction of these values from dissolved

oxygen results obtained by the Winkler titration, a 10-m suboxic layer was distin-

guished where both oxygen and hydrogen sulfide were absent (Fig. 3) [41]. The

presence of this layer conforms to modern theoretical conceptions and experimental

investigations (e.g., by measurements with oxygen Optode, Fig. 12).

Second, the properties of the trivalent manganese are similar to those of

trivalent iron. For example, these compounds form identical complexes with

organic matter of seawater [8, 42], which causes concurrent reactions between

them. This is of importance for the distribution and biological availability of

dissolved iron.

Third, the presence of large amounts of trivalent manganese in the redox zone

may affect the distribution of other elements capable of forming compounds with

manganese (e.g., phosphorus). Manganese (III)–pyrophosphate complexes are

characterized by the ratio Mn/P ¼ 0.52 for Mn(HP2O7)2
3�, or Mn/P ¼ 0.17 for

Mn(H2P2O7)3
3� [9]. As we think, the possible formation of Mn(III) complexes with

pyrophosphates might explain the structure observed for the distribution of phos-

phates. The upper phosphate minimum is located at the depth where Mn(II)

disappears due to the oxidation by oxygen, and the lower minimum of phosphates

is located a little below the hydrosulfide interface. On the base of our data received

in the autumn 2006 near Gelendzhik (Fig. 5), a polyphosphates maximum can be

distinguished between the upper minimum and lower maximum of phosphates, with

the location depth conforming to the maximum of the Mn-containing dissolved

complexes.

A correlation between the Mn-bou and P-poly concentrations was revealed in the

redox zone in the Black Sea and the Landsort Deep with the ratios 1.25 and 0.53,

respectively [36]. Virtually no correlation between the Mn-bou and P-poly was found

in the Oslo Fjord. It can be explained by the fact that in the Baerumsbassenget the

redox interface is located very shallow, and the phosphorus cycle (and P-poly
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formation) it affected by the biological activity and the river input. In the Bunnef-

jorden, the upper phosphate minimumwas not pronounced andMn-bou content in the

redox layer was very low (0.1 mM). In addition, Mn(III) can form complexes not only

with the phosphorus compounds but also with other organic compounds.

The composition of organic matter varies in each basin that leads to the formation

of different Mn(III) complexes with a different stability constant able to compete with

P-containing ligands. This can therefore result in a variable P/Mn ratio for different

regions [36]. On the base of the recent data obtained in the 100th cruise of RV

“Professor Shtokman” (March to April, 2009), it was found that the bound Mn could

exist in two forms – colloidal (0.02–0.40 mm) and truly dissolved (<0.02 mm) that

also testify about Mn(III) complexing with different types of ligands.

A different behavior of dissolved manganese below the hydrogen

sulfide boundary was noted for studied regions. In the most of the stations in the

Baltic Sea and in the fjords, the concentration of dissolved manganese practically

does not change with depth in anoxic zone. In the Black Sea, maximum of dissolved

Mn is observed in the first tens of meters of sulfidic zone. After that its concentra-

tion decreases to about 4 mM and remains constant till the bottom. The mechanism

of this maximum formation is not clear as well why it does not exist in other

regions. In general, the manganese transformation in the redox zone

is characterized by a cyclic character. Being diffused from the sulfidic zone upward

to the oxic zone, dissolved manganese is oxidized to transform into particulate

form. These high dense particles precipitate down into the sulfidic zone where it is

dissolved. The appearance of colloidal manganese foregoes the beginning of the

particulate manganese formation. The bound into complexes Mn(III), as an inter-

mediate of Mn reduction and oxidation, is observed between the maxima of

dissolved Mn(II) and particulate Mn(IV). In this case, the dissolution of particulate

and colloidal manganese and, probably, the decomposition of manganese com-

plexes enlarge the intermediate maximum of dissolved maximum in the Black Sea.

In the other regions, this maximum cannot be formed, because the affecting

processes are of different intensity as in the Black Sea, i.e., the rates of Mn

oxidation/reduction and dissolution; the rates of Mn(IV) particles sinking; the

size of these particles; vertical mixing; formation of solid sulfides and carbonates.

According to the model calculations, these solid sulfides and carbonates could exist

in the Black Sea anoxic waters [1, 43, 44], but they were never found as in the SPM

and in the sediment there. Furthermore, these forms were observed in the Baltic Sea

where formation of Mn maximum is not a usual feature. The above-mentioned

factors affect also the formation and stability of oxidized Mn(III). We tried to

estimate its influence on the redox zone structure using modeling.

In the Baerumsbassenget, it was noted that dissolved Mn concentration started to

increase at 18 mM of O2, 15 m depth, and that manganese reduction in this zone

must be an aerobic process. The same situation was observed in the Framvaren

Fjord, where the highly organic nature of the water column in fjords suggests that

the breakdown of humic acids may be critical in the early redox cycling of

manganese [45].
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At several stations in all the studied regions, some irregularities in the redox

zone manganese species distribution [i.e., secondary maxima of Mn(III, IV),

changeable gradient of Mn(II)] were observed, while the distributions of O2 and

H2S were typical (Fig. 4) (for details, see [28]). Under coastal runoffs, currents, etc.,

the oxic water may be supplied into the anoxic zone. In this case, the stationary

conditions of the system are broken and a nonuniform distribution of elements can

occur. It is known that different time periods are needed for different elements to

return to a stable equilibrium state. Response time for changes in the microbial

processes involved in the reduction and/or reoxidation of Mn lags behind that for

oxygen injection into water [46]. Concentrations of redox-sensitive species of Mn

should thus be useful as a tracer to inter prior hypoxic/anoxic conditions not

apparent from redox conditions at the time of sampling.

The above discussion will also impact upon the iron cycle. Distributions of the

iron species depend on redox conditions much stronger than the manganese ones,

and it seems that the reactions of iron oxidation/reduction occur very fast. Fe(II)

was never observed at oxic conditions in contrast to Mn(II). So, the presence of Fe

(II) in the absence of detectable oxygen and hydrogen sulfide could indicate to the

reduced condition of the system (Fig. 11).

The iron content within the composition of the NRL suspended matter is as high

as 1–5.6% in all the studied regions (about 2% in average). In the Gotland Deep and

Bunnefjorden, content of Mn-part in the NRL is much higher than that of Fe-part. In

the Landsort Deep, their concentrations are comparable. In the Black Sea, both

cases were observed. Only in the Baerumsbassenget, Fe-part content exceeds

Mn-part content up to ten times practically in all samples. It could be caused by

an intensive iron supply with a river and a release from the sediment settled

10–20 m deeper the redox zone. Difference in dissolved Mn(II) and Fe(II) concen-

trations is also minimal in this basin among the studied regions.

One can conclude that because of its low content in the redox zones, iron does

not play any significant role in the formation of the redox interface structure in

studied regions with the exception of Baerumsbassenget.

At several stations in the Black Sea, we tried to measure iron bound in stable

complexes. Our data show that iron bound into stable, evidently organic, complexes

in the water amounts to 0.1–0.5 mM (not shown, see details in [28]). The distribution

of bound iron is characterized by two layers of increased iron content: in the

oxygenated intermediate water and just under hydrogen sulfide boundary [28].

The first one could coincide with either the upper maximum of the nitrite or positions

just above it, and is related probably to the organic matter, which is revealed by

fluorescence. The decomposition of plankton organic matter may cause an increase

in nitrate and organic iron forms. The second, deep maximum is usually several

times lower than to the shallow one.Wemay suppose that the high concentrations of

dissolved bound iron in the layers of maximum can be related to the terrigenous

supply of iron and to the biogeochemical transformation to dissolved complexes of

OM in the photic layer and below. As a result, a considerable fraction of iron remains

dissolved [42, 47–49]. These organic iron complexes are inert; the logarithm of their

stability constantsmay be as high as 45 [42] and they could exist in the colloidal state

Manganese and Iron at the Redox Interfaces 85



[49]. It seems that due to low concentrations of iron bound into the complexes, this

compound does not play any important role in the redox processes.

The data we received confirm the existing theories about the functioning of

biogeochemical cycles of Mn and Fe. The reduced forms of these metals are soluble

compounds supplied by diffusion from the hydrosulfide zone upward, where they

are oxidized to transform into the oxidized particulate forms. These forms, due

to their higher density, go downward where they are into dissolved forms. This

is superposed by the processes of sulfidization and formation of insoluble iron

sulfides. The reduced forms of both iron and manganese interact with oxygen.

However, the redox potentials and the rate constants of these reactions are different,

and the proper reactions may proceed at different contents of oxygen. Manganese is

oxidized under the action of bacteria; iron oxidation is possible without bacteria.

The reduced iron may be oxidized by particulate manganese to form complex

compounds. The layers of particulate iron formation are located lower and those

of manganese are higher, which, in general, conforms to the thermodynamics of

these processes. The locations of the layers of the maxima of the dissolved

manganese and iron in the upper part of the hydrogen sulfide zone also agree

with this sequence.

5 Modeling

The redox-interface chemical structure and the abnormality of the distributions of

certain parameters are subject to a number of factors. An effective method of

analyzing the roles of these factors is the mathematical modeling. In general, the

data obtained on the distribution of the different forms of manganese and iron, their

seasonal variability, and their influence on the processes occurring in the redox

zone are in agreement with the modeling we performed, which are described in

detail in [20, 22, 36].

The modeling studies showed that the formation of tetravalent manganese might

considerably affect the distribution of the suspended matter and the formation of the

layer of turbidity [6]. The particulate manganese may be a primary oxidant of

hydrogen sulfide into elementary sulfur. The intense vertical transfer of detritus

grains with the heavy particles of Mn (IV) oxide is a cause of the existence of the

zone with no detectable oxygen concentrations (Fig. 13).

This makes possible the processes of anoxic oxidation of reduced compounds,

such as methane, reduced iron, and ammonium [20].

The theoretical requirement of the occurrence of seasonal variations of the

particulate manganese concentrations was also confirmed by means of the model

[20] that treated this phenomenon according to the competition for dissolved

oxygen between the organic matter supplied from the upper layers and the reduced

compounds supplied from the hydrosulfide zone. This competition results in a fact

that the processes of the organic matter mineralization become more intense in the

summer; hence, less oxygen is available for the oxidation of the reduced forms of
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manganese, iron, and sulfur. At the same time, more oxygen is available for the

formation of particulate manganese and iron.

The modeling calculations [20] considering Mn(III) as an independent parame-

ter showed that Mn(III) might oxidize 43% of the sulfides against 50% for Mn(IV).

Thus, the total amount of sulfides oxidized into elementary sulfur by oxidized Mn

compounds amounts to 93%.

By means of this model, a numerical experiment was performed on the effect of

the different processes on the formation of the phosphate distribution profiles.

These factors may be (1) chemosynthesis, (2) coprecipitation with metal oxides,

and (3) the formation of pyrophosphate complexes with Mn(III). As seen from

Fig. 14, at the absence of all three factors listed, the phosphates behave conserva-

tively at the interface area (Fig. 14a). The addition of the chemosynthesis process

(Fig. 14b) or of coprecipitation with iron hydroxides (Fig. 14c) causes no pro-

nounced changes. However, the involvement of the process of complexation with

Mn(III) allows one to obtain a distribution close to that observed and clearly

reproducing the distribution minimum above the hydrosulfide interface and a

drastic decrease of the phosphates down to the appearance of hydrogen sulfide

(Fig. 14d). According to [9], the Mn:P ratio in the Mn(III)–pyrophosphate com-

plexes may be equal to 0.25 for Mn(HP2O7)2
3�, or 0.17 for Mn(H2P2O7)3

3�. In this
model [20], the Mn:P value was 0.66, i.e., even higher by a factor of 2.5–4 than

according to [9]. With this ratio, only about 25% of the total Mn(III) should form

complexes with pyrophosphates, whereas the remaining fraction may be bound to

other ligands. The concentrations of Mn(III) calculated by the model amount to

0.2 mM, which is lower than those usually observed (see above). However, the

“phosphate dipole” can be explained even if a part of this Mn(III) forms complexes

with phosphorus.

The parameterization of the difference of the rates of the iron and manganese

transformation in the model [20] allowed us to reproduce the distribution of the iron
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forms qualitatively similar to that observed (Fig. 13). The model experiments allow

one to conclude that, because of the small concentrations, the role of the iron cycle

is insignificant in the formation of the main features of the boundary layer structure

between the hydrosulfide and oxic waters.

We used our model to consider the influence of vertical mixing, rate of Mn

particles sinking, dissolved Mn content and anoxygenic photosynthesis on the

oxidized Mn species, phosphate distributions, and on the suboxic zone wide.

Some results of these simulations are presented in Table 3 (in detail, it is des-

cribed in [36]). One can see that the changes of all studied factors separately

could be of great importance for the redox zone structure. In nature,

all mentioned factors are not constant and can vary from region to region and

from time to time. Their exact combination results in the shape of the distribution

of observed parameters.

6 Conclusions

The joint analysis of manganese and iron species distributions (dissolved Mn,

dissolved bound Mn, dissolved Fe(II) and Fe(III), particulate Fe and Mn) data

obtained in the northeastern Black Sea, the Gotland, and Landsort Deeps of the

Baltic Sea and the Oslo Fjord enabled common features to be revealed that

demonstrate the similarity of the redox layer formation mechanism in these geo-

graphical regions.

Our investigations demonstrate that Mn bound in stable complexes with hypo-

thetical organic matter or pyrophosphate is observed in the redox zones at signifi-

cant concentrations (up to 2 mM), and is likely present as Mn(III), an intermediate

product of the oxidation of Mn(II) and reduction of Mn(IV). This bound Mn plays

an important role in the cycle of Mn, and in the cycles of other elements in the redox

zone both as oxidizer and complexing agent. It was found that the bound Mn could

exist in two forms – colloidal (0.02–0.40 mm) and truly dissolved (<0.02 mm) that

perhaps results from complexing with different types of ligands.

Redox interfaces are characterized by the formation of a so-called phosphate

dipole with a minimum above the sulfidic boundary and a maximum just below,

with a steep increase in concentrations between the two. The hypothesis that P

and Mn cycles are interconnected by the formation of complexes between Mn(III)

and P-containing ligands can explain the presence of the shallow phosphate mini-

mum above the sulfide interface. The presence of the deep phosphate minimum

(below the H2S boundary) is probably due to the formation of P-containing iron

particles [12].

Further studies of the relation between the Mn(III), pyrophosphates, and poly-

phosphates are of importance to better understand the ecology of seas with anoxic

conditions, because the flux of phosphates to the anoxic zone affects the processes

of OM production.

Manganese and Iron at the Redox Interfaces 89



T
a
b
le

3
S
im

u
la
te
d
b
y
m
o
d
el
in
g
ch
an
g
es

in
th
e
re
d
o
x
zo
n
e
st
ru
ct
u
re

u
n
d
er

d
if
fe
re
n
t
fa
ct
o
rs
.
In
it
ia
l
st
ru
ct
u
re

p
ar
am

et
er
s:
K
z
¼

3
.5

�
1
0
�5

m
2
s�

1
,
W
-M

n

(I
V
)
¼

7
.5

m
d
�1
,
M
n
(I
I)
m
ax

¼
1
0
mM

,
M
n
-p
ar
t�

M
n
-b
o
u
¼

0
.8

mM
,
su
b
o
x
ic

zo
n
e
w
id
e
–
3
m

F
ac
to
rs

S
u
b
o
x
ic

zo
n
e

w
id
e

O
x
id
iz
ed

M
n
sp
ec
ie
s

M
n
-p
ar
t/
M
n
-b
o
u

E
x
am

p
le

o
f
ex
is
te
n
ce

V
er
ti
ca
l
m
ix
in
g

H
ig
h
,
K
z
¼

3
.5

�
1
0
�
5

A
b
se
n
t,
C
-l
ay
er

fo
rm

ed

In
cr
ea
se

>
B
la
ck

S
ea

n
ea
r
B
o
sp
h
o
ru
s
o
r
R
IM

cu
rr
en
t

L
o
w
,
K
z
¼

1
�

1
0
�
6

In
cr
ea
se
,
>

5
m

D
ec
re
as
e

�
<

C
en
tr
al

an
d
C
o
as
ta
l
B
la
ck

S
ea

M
n
p
ar
ti
cl
es

si
n
k
in
g
ra
te

H
ig
h
,
W

¼
4
0
m
d
�1

In
cr
ea
se
,
�

5
m

D
ec
re
as
e

<
C
en
tr
al

B
la
ck

S
ea

L
o
w
,
W

¼
0
.5

m
d
�
1

P
re
se
n
t,
n
o

ch
an
g
es

In
cr
ea
se

>
>

C
o
as
ta
l
B
la
ck

S
ea
,
G
o
tl
an
d
D
ee
p
,
B
u
n
n
ef
jo
rd
en

M
ax
im

al
M
n
(I
I)

co
n
ce
n
tr
at
io
n

H
ig
h
,
3
0
mM

In
cr
ea
se
,
>
2
0
m

In
cr
ea
se

�
<

–

L
o
w
,
5
mM

D
is
ap
p
ea
r,
O
2
&

H
2
S
d
ep
le
te
d

in
th
e
sa
m
e

le
v
el

N
o
ch
an
g
es

�
L
an
d
so
rt
D
ee
p

A
n
o
x
y
g
en
ic

p
h
o
to
sy
n
th
es
is

In
cr
ea
se
,
>
2
0
m

D
ec
re
as
e

�
B
ae
ru
m
sb
as
se
n
g
et

90 S. Pakhomova and E.V. Yakushev



The flushing events, river input, and sporadically increased mixing and anoxy-

genic photosynthesis play an important role in the formation of redox zones.

Response time for changes in the microbial processes involved in reduction and/

or reoxidation of Mn and Fe lags behind that for oxygen injection into water.

Concentrations of redox-sensitive species of Mn and Fe should thus be useful as

a tracer to inter prior hypoxic/anoxic conditions not apparent from oxygen levels at

the time of sampling.

Modeling results confirm that exactly manganese cycle [formation of sinking

down Mn(IV) and presence of dissolved Mn(III)] is the main reason of oxygen and

hydrogen sulfide direct contact absence. Because of the small concentrations, the

role of the iron cycle is insignificant in the formation of the main features of the

boundary layer structure between the hydrosulfide and oxic waters. The model

experiments enabled the role of a number of factors to be assessed. We suggest that

in nature all the factors analyzed (amount of Mn, intensity of mixing, sinking rate)

are not constant and can vary from region to region and from time to time. Their

exact combination results in the shape of the distributions of the observed para-

meters.

The further studies of the manganese and iron cycling at the changeable redox

conditions are necessary to understand the consequences of oxygen depletion

development, i.e., effects for transformation of nutrient and hazardous substances.
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Role of Sulfide Oxidation Intermediates

in the Redox Balance of the Oxic–Anoxic

Interface of the Gotland Deep, Baltic Sea

A. Kamyshny, Jr., E.V. Yakushev, G. Jost, and O.I. Podymov

Abstract Depth profiles of sulfur species, including sulfide oxidation intermediates

(zero-valent sulfur and thiosulfate), nutrients, metals (Mn, Fe),

oxygen, temperature, salinity, and turbidity, were measured in the Gotland Deep,

at the eastern Gotland Basin, in July 2007. We found that the highest concentrations

of more oxidized sulfide oxidation intermediate, thiosulfate, were located below the

highest concentrations of zero-valent sulfur. We explain this paradox by bacterial

nitrate reduction coupled with thiosulfate oxidation. The same process using zero-

valent sulfur is less effective due to particulate form of the latter. Oxic water

intrusions were traced in both the redox transition zone (RTZ) and deep water

column by decrease in concentrations of reduced nitrogen and sulfur species

(sulfide, zero-valent sulfur, and thiosulfate) as well as by increase in nitrate

concentration. Two turbidity maxima were found in the RTZ. Turbidity maximum,

which coincides with past oxic water intrusion, was found in the deep sulfide-rich

water layer. Profiles of metals and nutrients in most of the profiles indicate as well

unstability of the redoxcline and oxic water intrusions at and below the redoxcline.
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1 Introduction

Anoxic conditions in the water column are abundant in upwelling areas [1] and in

aquatic systems with restricted circulation, such as Black Sea [2], central parts of

Baltic Sea [3], Cariaco Basin [4], some fjords [5, 6], meromictic [7],

and monomictic lakes [8]. Bacterial sulfate reduction in the water column and

especially in the sediments of stratified basins leads to the buildup of significant

concentrations of hydrogen sulfide in the anoxic waters. The water column redox

transition zone (RTZ), where both oxygen and sulfide are absent [9], present in

insignificant concentrations [6], or coexist at low concentrations [10], is character-

ized by a complex system of chemical and bacterially driven redox reactions

including elements such as oxygen, sulfur, nitrogen, iron, manganese, and trace

elements.

Sulfur cycle in the RTZs of stratified basins is complex due to a variety of sulfur-

containing compounds with different oxidation states of this element. Sulfate, the

most abundant sulfur species in oxic seawater (28.2 mmol l�1 at salinity equal to

35), is transformed by bacterial sulfate reduction to sulfide (1).
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2CH2Oþ SO2�
4 ! H2Sþ 2HCO�

3 (1)

Hydrogen sulfide can be oxidized by oxygen (2) [11, 12], Fe (III) hydroxides (3)

([13–15] and references therein), MnO2 (4) ([16, 17] and references therein), and

Mn(III) complexes [10, 18] to polysulfides (Sn
2�), elemental sulfur (S0), thiosulfate

(S2O3
2�), sulfite (SO3

2�), or sulfate (SO4
2�). Microbial processes use these

electron acceptors as well as nitrate (NO3
�) (5) ([19] and references therein) and

carbon dioxide (CO2) [20] (6) for sulfide oxidation. Complexity of the sulfur cycle

in anoxic environments increases by bacterial disproportionation of sulfur to sulfide

and sulfate (7) ([19] and references therein) and thiosulfate to sulfide and sulfate (8)

([19, 21–23] and references therein).

H2Sþ O2 ! S2�n ; S0; S2O
2�
3 ; SO2�

3 ; SO2�
4 (2)

H2Sþ FeðOÞOH ! S2�n ; S0; S2O
2�
3 ; SO2�

3 (3)

H2SþMnO2;MnðIIIÞ ! S2�n ; S0; S2O
2�
3 ; SO2�

3 ; SO2�
4 (4)

H2Sþ NO�
3 ! SO2�

4 þ N2; NH
þ
4 (5)

2H2Sþ CO2 ! CH2Oþ 2S0 þ H2O (6)

4S0 þ 4H2O ! 3H2Sþ SO2�
4 þ 2Hþ (7)

S2O
2�
3 þ H2O ! H2Sþ SO2�

4 (8)

As seen from reactions (2–4), different oxidants can convert sulfide to the same

sulfide oxidation intermediates. They can oxidize sulfide oxidation intermediates

further to sulfate. Production of sulfate by oxidation of sulfide, elemental sulfur,

and thiosulfate coupled with bacterial denitrification or nitrate ammonification

processes (5, 9, 10) are well studied in bacterial cultures and shown to exist in

natural aquatic systems ([19] and references therein; [24–27]). Iron sulfide was also

found to be a potential electron donor for microbial nitrate reduction in freshwater

wetlands [28]. Sulfide and thiosulfate oxidation coupled with denitrification was

proposed to be important in the Gotland Deep RTZ [24, 29]. Production of thiosul-

fate by culture of Thioploca was also shown [30].

S0 þ NO�
3 ! SO2�

4 þ N2; NH
þ
4 (9)

S2O3
2� þ NO�

3 ! SO2�
4 þ N2; NH

þ
4 (10)
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FeOOH and Mn(IV) are possible electron acceptors responsible for sulfide oxida-

tion intermediates formation and consumption in the Cariaco Basin RTZ (4, 11) [31].

S2O3
2� þ FeOOH þ 14Hþ ! 2SO2�

4 þ 8Fe2þ þ 11H2O (11)

Recent development of sensitive and robust method for detection of polysulfides

[32–34], thiosulfate, and sulfite [35–37] allowed quantitative determination of these

compounds in the natural water columns, where they present at low-micromolar

and sub-micromolar concentrations [6, 38–42]. Measurements of concentration of

sulfide oxidation intermediates in marine water columns are still scarce, and their

biogeochemistry in such systems is still less understood.

In the Black Sea, total zero-valent sulfur concentrations are up to 5.4 mM at

115–150 m range [2], forming a maximum at the vicinity (�5 m) of the hydrogen

sulfide onset [43]. The concentration of zero-valent sulfur retained on 0.2 mm
filter shows maximum at about 120 m depth with concentrations not more than

60 nM [44].

In the Cariaco Basin, Hayes et al. [40] report 1–5 mM of S2O3
2� above the

chemocline, defined as the depth of the first appearance of H2S, 1–5 mM of S2O3
2�

at the chemocline, and up to 6 mM of S2O3
2� below the chemocline. Concentrations

of sulfite are even higher: 1–9 mM, 1–7 mM, and up to 17 mM above, at the

chemocline, and below, respectively. Profiles presented in this work show mini-

mum of thiosulfate and sulfite concentrations at the chemocline. The same shape of

profiles was reported for Cariaco Basin by Percy et al. [31]. Zhang and Millero [45]

showed an increase in both species in Cariaco Basin with depth to 1 mM of

thiosulfate and 1.5 mM of sulfite. Tuttle and Jannasch [46] and Li et al. [42] also

reported distinct maximum in thiosulfate concentration at dozens meters below the

chemocline. Li et al [42] detected zero-valent sulfur concentrations at the RTZ of

the Cariaco Basin. Particulate zero-valent sulfur content usually reaches the highest

values at or just below the chemocline, above thiosulfate concentration maximum,

with typical concentrations between 0.5 and 1 mM. Total zero-valent sulfur concen-

tration reaches more than 1.2 mM. At the depths significantly deeper than the

chemocline, all zero-valent sulfur (ca. 0.4 mM) passes through 0.2 mm filter,

showing prevalence of dissolved zero-valent sulfur (dissolved cyclooctasulfur and

inorganic polysulfides).

In the stratified Mariager Fjord (Denmark), up to 17.8 mM of S0 and 5.2 mM of

thiosulfate were detected at the chemocline, with sharp decrease in the concentra-

tions of these species below and above the chemocline [6]. Peak of S0 concentra-

tions was found below oxygen–hydrogen sulfide interface. Offset of thiosulfate and

sulfite concentrations was found at the same depth as S0 concentration maximum.

In the Baltic Sea, anoxic water conditions prevail in the deep water of Gotland

Deep and Landsort Deep. The central Baltic Sea is intruded sporadically with oxic

and saline water from the North Sea. In the periods between oxic water intrusion

events, chemocline in the Gotland Deep stabilizes at the depths between 115 m [39]

and 135 m (this work). Volkov and Demidova [39] reported zero-valent sulfur and
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thiosulfate profiles in the Gotland Deep. Small local maximum of zero-valent sulfur

(1.13 mmol l�1) was found at 120 m, the shallowest sample with sulfide concentration

>1 mmol l�1. Small local maximum of thiosulfate (1.16 mmol l�1) was found at

125 m depth. After the local minimum at 130–140 m, both species showed higher

concentration in sulfidic water layer with maximum concentrations of 2.72 mmol l�1

for zero-valent sulfur at 170m depth and 2.46 mmol l�1 for thiosulfate at 210m depth.

The vertical structure of the reduced sulfur compounds (sulfide, thiosulfate, and

zero-valent sulfur) at the redox interface was simulated with a 1D RedOx Layer

Model, ROLM [47]. This model considered the processes of oxidation of sulfide with

oxygen, manganese (III)/manganese(IV), iron, and nitrate/nitrite to zero-valent sulfur,

the further oxidation of S0 to thiosulfate and sulfate with oxygen

and disproportionation of S0. The calculated distributions under these assumption

reproduced a narrowmaximum of thiosulfate with concentration of 0.25 mmol l�1 just

above the sulfide onset, and amaximum of S0 (1.4 mmol l�1) at the sulfide onset. Then

the concentrations of S0 gradually decreased to 0.2–0.4 mmol l�1 about 100 m below

the RTZ.

Contrary to calculations published by Yakushev et al. [47], Volkov and Demidova

[39] found in RTZ of Gotland Deep the local maximum of S0 concentrations to be

5 m above the local maximum of thiosulfate concentrations. Thiosulfate maximum

below zero-valent sulfur maximum was detected as well by Zopfi et al. [6] in

Mariager Fjord and by Li et al. [42] in Cariaco Basin. The data of Li et al. [42] are

confirmed by thiosulfate profiles from Percy et al. [31] and elemental sulfur profiles

from Hastings and Emerson [48].

One of the main goals of this research was thorough study of location of

thiosulfate maximum vs. zero-valent sulfur maximum in the Gotland Deep and

explanation of observed trends on the basis of detailed study of nutrients, dissolved

and particulate metals concentrations, and to refine the model so that it fitted to

observed sulfur intermediates speciation. Another goal was to study an effect of

concentrations of nutrients and metals (Fe and Mn) on sulfide

oxidation intermediates distribution and speciation in the RTZ.

2 Materials and Methods

2.1 Sampling

Sampling was performed in the eastern Gotland Basin at the Gotland Deep

(57�19.2 N; 20�03 E) in July 7–11, 2007.Water samples from different depths around

the chemocline, defined as the shallowest appearance of sulfide, were collected by

5l-Free-Flow bottles (Hydrobios) attached to a rosette. The physical structure of the

water columnwas recorded by a conductivity-temperature-depth (CTD) unit (Seabird

911 plus) equipped with a SBE oxygen sensor (Seabird Electronics) and a device for

measuring turbidity backscatter signals (Dr. Haardt, Kiel).
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2.2 Analytical Techniques

2.2.1 Sulfide and Sulfide Oxidation Intermediates

Hydrogen sulfidewas determined photometrically with paraphenilendiaminaccording

to Fonselius et al. [49].

Thiosulfate was detected by the monobromobimane method [35]. Fifty microliters

of 48 mM solution of monobromobimane in acetonitrile was added to 500 ml of
sample in a septa closed 2 ml HPLC vial, immediately followed by addition of 50 ml
of buffer (500 mM HEPES, 50 mM EDTA, pH 8). After 30 min, 50 ml of 324 mM

methaneulfonic acid was added to stop the derivatization, and the samples were

immediately frozen at �20�C and analyzed in less than 1 month. All reagents were

added from gas tight syringes through the septa. A Sykam gradient controller S2000,

Lichrosphere 60RP select B column (125 � 4 mm, 5 mm, Merck), and a Waters 470

Scanning fluorescent detector (excitation at 380 nm, detection at 480 nm) were used

for HPLC analysis. The gradient program used two eluents: Eluent A was 0.25 (v/v)

acetic acid, pH adjusted to 3.5 with 5 mol/l NaOH, and eluent B was HPLC grade

methanol. The following gradient was used: 0 min – 10% B, 7 min – 12% B, 15–

19 min – 30% B, 23 min – 50% B, 30 min – 100% B, 34–39 min – 10% B. Mobile

phase flow rate was 1 ml min�1. Detection limit for thiosulfate was 20–30 nM.

Zero-valent sulfur was detected on ZnCl2 preserved samples by chloroform

extraction according to Kamyshny et al. [33] with minor changes. To 25 ml of

sample, 12.5 ml of 5% ZnCl2 solution was added and the sample was frozen

immediately and stored at �20�C before analysis. After sawing, 100 ml of internal
standard (400 ppm 4,40-dibromobiphenyl solution in methanol) was added and the

sample was extracted with 2 � 0.5 ml of chloroform. Extracts were combined and

analyzed by HPLC. Sulfur was separated on Supelco Discovery C18 reverse phase

column (250 mm � 4.6 mm � 5 mm). Dionex GP50 Gradient Pump was used for

pumping the mobile phase (methanol) at 1 ml min�1. Dionex UVD340S Diode

Array Detector was used for HPLC analysis at 265 nm wavelength. Injection

volume was 100 ml. Detection limit was 250–400 nM.

2.2.2 Oxygen, Nutrients, and Metals

Oxygen concentrations were determined byWinkler titration in 100 ml glass bottles

[50] using a Metrohm potentiometric titrator. Nutrients were

measured photometrically according to [51].

For analysis of metals, 50 ml of water samples were pumped directly into a

syringe and filtered through 25 mm Whatman GF/F glass fiber filters. The analyses

were performed in the total and filtered fractions according to [52, 53].
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3 Results

The studies were performed during the RV “Professor Penck” 2007 cruise to the

Gotland Deep in the central Baltic Sea (Fig. 1). We had an opportunity to study the

structure of RTZ in the stable conditions (absence of intrusions) and unstable

conditions (after an intrusion) and the distribution of redox sensitive species in

the bottom layer.

3.1 Redox Transition Zone

Profile I (Fig. 2) was taken in July 7, 2007. This profile consists of 12 points with

2 m interval between the points (Profile 1.02). Three depths were sampled above the

sulfidic water layer ([total S(II)] < 1 mmol l�1) and nine points at sulfide-rich

([total S(II)] > 1 mmol l�1) water layer. Offset of high sulfide concentration was

found at 135 m depth.

In situ temperature decreased from 6.43�C at 128.7 m depth to 6.13�C at 135.4 m

depth. At the depth interval, 135.4–151.2 m in situ temperature was in the

range 6.10–6.15�C. Salinity increased with depth. Increase was sharp in the depth

range 128.7–137.5 m (0.0142 m�1) and slow (0.0066 m�1) in the depth range

137.5–151.2 m (Fig. 2a). In Profile I, two turbidity maxima were recorded: 0.395

Haardt-T at 132.75 m and 0.312 Haardt-T at 138.75 m (Fig. 2b).

Fig. 1 Location of sampling site, Gotland Deep, Baltic Sea
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Dissolved oxygen was detected at �133.0 m depth and sulfide at �135.4 m

depth. S0 reached a concentration of 0.74 mM at 133.0 m depth. No S0 was detected

below 138.9 m depth. An offset of thiosulfate concentrations was below the peak of

S0, at 137.5 m. Peak of thiosulfate concentrations was detected at 141.1 m

(1.51 mmol l�1) followed by slow decrease to 1.15 mmol l�1 at 149.0 m (Fig. 2c).

Nitrate sharply decreased to �0.5 mmol l�1 at 131.2 m depth. At this depth,

sharp peak of nitrite (0.075 mmol l�1) was detected. Ammonia concentration

sharply increased to 4.44 mmol l�1 at 135.4 m with further slow increase to

7.30 mmol l�1 at 151.2 m depth. Phosphate concentration peak was found at

133.0 m (5.33 mmol l�1) and silicate concentration increased from 9.38 mmol l�1

at 128.7 m to 11.15 mmol l�1 at 133.0 m (Fig. 2d).

The highest concentration of particulate manganese (1.35 mmol l�1) was detected

at 4.2 m above the offset of hydrogen sulfide, at 131.2 m depth, followed by sharp

decrease in concentration to 0.16 mmol l�1 at the sulfide concentration offset depth

and to �0.1 mmol l�1 at 143.2 m depth and deeper samples. Mn(II) concentrations

sharply increased from 0.42 mmol l�1 at 128.7 m depth to 10.16 mmol l�1 at 133.0 m

depth. All deeper samples had concentrations of Mn(II) in the range 9.3–9.8 mmol

l�1. Fe (III) concentrations showed the pattern, which is very similar to the one of

particulate manganese with sharp peak at 131.2 m depth (0.15 mmol l�1), followed

by sharp decrease to 0.026–0.042 mmol l�1 at 135.4–151.2 m depth. Fe(II) concen-

trations showed an increase, which started at 133 m depth and continued to 141.1 m

depth, where it reached 1.01 mmol l�1 concentration. At greater depths, Fe(II)

concentration stayed in the range of 0.96–1.09 mmol l�1 (Fig. 2e).

Profile II (Fig. 3) was taken in July 11, 2007. This profile consists of 13 points

with 1 m interval between the points (sample 5.03). All the samples with depth

�127 m show [total S(II)] > 1 mmol l�1.

In situ temperature showed minimum at 132.2 m (6.10�C) with further slight

increase to 6.12�C at 138.2 m depth. Salinity increased with depth. Increase was

sharp in the depth range 126.1–132.2 m (0.0152 m�1) and slow (0.0097 m�1) in the

depth range 132.2–138.2 m (Fig. 3a). In Profile II, two turbidity maxima were

recorded: 0.261 Haardt-T at 129.5 m and 0.313 Haardt-T at 137.0 m (Fig. 3b).

Dissolved oxygen was detected only at 126 m depth. Sulfide was present at this

depth as well. Concentrations of total S(II) and dissolved oxygen at 127.1 m depth

were 1.44 and 0.33 mmol l�1, respectively. An offset of S0 concentrations was

detected at 128.1 m depth and reached a concentration of 1.10 mM at 129.1 m depth.

An offset of thiosulfate concentrations ([S2O3
2�] > 0.1 mmol l�1) coincided with

an offset of S0. Although concentrations of thiosulfate varied significantly, overall

increase with depth was observed and the highest concentration was detected in the

deepest sample, 1.30 mmol l�1 at 138.2 m (1.51 mmol l�1; Fig. 3c).

Nitrate concentrations were�0.1 mmol l�1 at all the depths. Two peaks of nitrite

concentrations were detected: 0.033 mmol l�1 at 126.1 m and 0.046 mmol l�1 at

129.1 m. Ammonia concentration increased from 1.44 mmol l�1 at 126.1 m to

5.33 mmol l�1 at 138.2 m. Phosphate concentration slowly decreased with depth

and had small local maximum at 130.1 m depth. Silicate concentration increased

from 10.49 mmol l�1 at 126.1 m to 11.24 mmol l�1 at 138.2 m (Fig. 3d).
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Concentrations of particulate manganese were low at all sampled depths

(0.06–0.22 mmol l�1) and showed no depths dependence. Mn (II) concentrations

increased from 8.25 mmol l�1 at 126.1 m depth to 10.42 mmol l�1 at 128.1 m depth.

All deeper samples contained Mn(II) in concentrations 10.0–10.6 mmol l�1. Fe (III)

concentrations, like particulate manganese concentrations, showed no depth depen-

dence and were in the range 0.009–0.036 mmol l�1 at all the depths. Fe(II) con-

centrations showed an increase from zero value at 126.1 m to 0.68 mmol l�1 at

138.2 m (Fig. 3e).

Profile III (Fig. 4) was taken on July 11, 2007. This profile consists of 13 points

with 1 m interval between the points (sample 5.05). Six depths were sampled above

the sulfidic water layer ([total S(II)] < 1 mmol l�1) and seven points at sulfide-rich

([total S(II)] > 1 mmol l�1) water layer. Offset of high sulfide concentration was

found at 125 m depth.

In situ temperature decreased from 6.34�C at 119.1 m depth to 6.10�C at 126.0 m

depth with local maximum of 6.31�C at 121.1 m. At the depth interval

126.0 m–131.1 m, in situ temperature was in the range 6.09–6.11�C. Salinity
increased with depth from 12.05 at 119.1 m depth to 12.24 at 131.1 m depth

(0.0157 m�1; Fig. 4a). Two turbidity maxima were recorded: 0.255 Haardt-T at

123.75 m and 0.366 Haardt-T at 130.0 m (Fig. 4b).

Dissolved oxygen was detected at �127 m depth and sulfide at �125 m depth.

At the depth interval 125–128 m, sulfide and dissolved oxygen coexisted. At

126.0 m depth, concentration of total S(II) was 3.76 mmol l�1 and concentration

of dissolved oxygen was 4.60 mmol l�1. S0 was detected only at 128.1 m depth, and

its concentration was 0.27 mmol l�1. Thiosulfate was detectable at depths�127.1 m

and its concentrations increased to 0.59 mmol l�1 at 131.1 m (Fig. 4c).

Nitrate concentrations dropped to below 0.1 mmol l�1 at�125.2 m depths. Nitrite

concentrations were �0.02 mmol l�1 at 123.1–124.1 m depth. Ammonia concentra-

tion sharply increased from 0.17 mmol l�1 at 123.1 m depth to 7.07 mmol l�1

at 131.1 m depth. Phosphate concentration showed a slow increase in the RTZ

with one local minimum value at 124.1 m, and silicate concentration increased

from 9.57 mmol l�1 at 119.1 m to 10.97 mmol l�1 at 131.1 m (Fig. 4d).

Particulate manganese concentrations had a peak at 120.1–126.0 m depth with

maximum at 123.1 m depth (1.09 mmol l�1). Mn(II) concentrations increased

with depth from 0.66 mmol l�1 at 119.1 m to 10.62 mmol l�1at 131.1 m. Fe (III)

was detectable only at 128.1–130.1 m, and detected concentrations were in

0.009–0.010 mmol l�1 range.

Fe(II) concentrations increased with depth with offset at 127.1 m. The highest

concentration of Fe(II) was detected at 130.1 m depth (0.26 mmol l�1) (Fig. 4e).

On July 12, 2007, Profile IV (Fig. 5) was taken at and above the RTZ. It refers to

the system with intrusions of oxic water below the primary offset of high sulfide

concentrations. This profile consists of 13 points with 1 m interval between the

points (sample 6.02). Concentration of total S(II) at 120–122 and �127 m is higher

than 1 mmol l�1.

In situ temperature profile showed two peaks at 124.0 m depth (6.25�C) and
129.1 m depth (6.20�C) with a minimum (126.2 m, 6.14�C) between them. Salinity
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increased with depth from 12.08 at 121.1 m depth to 12.30 at 132.2 m depth

(0.0186 m�1; Fig. 5a). Two turbidity maxima were recorded: 0.378 Haardt-T at

124.75 m and 0.301Haardt-T at 131.0 m (Fig. 5b).

Dissolved oxygen was below the detection limit (2 mmol l�1) at all the depths.

Profile of sulfide concentrations vs. depth is a mirror image of dissolved oxygen

concentrations profile. Sulfide concentrations rose to 2.1–2.4 mmol l�1 at

121.2–121.9 m depth interval and then dropped to <0.3 mmol l�1 at 123.2–126.2 m

depth. Below 126.2 m depth, sulfide was always present, though at 130.1 m depth

sulfide concentration profile had local minimum. S0 concentrations were below

the detection at any depth. Low thiosulfate concentrations were detected only at

120.1 and 128.1–131.1 m depths with maximum of 0.12 mmol l�1 at 131.1 m

(Fig. 5c).

Peak of nitrate concentrations was detected at 123.2–125.1 m depth. At these

depths, concentrations of nitrate were in the range 0.8–1.8 mmol l�1. At all other

depths, nitrate was 0.07 mmol l�1. Depth of the highest concentrations of nitrite and

nitrate coincided. At 123.2 m depth, 0.092 mmol l�1 concentration was detected.

Ammonia concentration was 0.7–2.2 mmol l�1 at 120.1–125.1 m depths and

increased to 4.70 mmol l�1 at 132.2 m depth. Phosphate concentration profile

showed minimum at 125.1 m depth (2.28 mmol l�1) and maximum at 127.1 m

depth (4.40 mmol l�1). Silicate concentration had local maximum at 121.9 m

(10.53 mmol l�1), and in the range 125.1–132.2 m silicate concentrations increased

from 10.29 to 11.09 mmol l�1 (Fig. 5d).

The highest concentration of particulate manganese (0.38–0.42 mmol l�1) was

detected between two peaks of hydrogen sulfide concentration, at 125.1–126.2 m

depths, followed by sharp decrease in concentration to <0.16 mmol l�1. Signifi-

cant Mn(II) concentrations were detected at all the depths. In the upper sulfidic

waters and underlying non-sulfidic oxic water, Mn(II) concentrations were

5.2–6.3 mmol l�1. At greater depth, Mn (II) concentration increased to 9.9–10.8 mmol

l�1 (127.1–132.2 m depth). Fe (III) concentrations showed two distinct peaks.

The first was at 121.9 m depth (0.093 mmol l�1) just above the oxic layer, located

between two sulfide-rich water layers, and the second was at 131.1 m depth

(0.084 mmol l�1). Fe(II) showed two maxima as well, the first coinciding with

upper sulfidic layer at 121.2 m depth (0.045 mmol l�1), and the second at 131.1 m

depth (0.300 mmol l�1; Fig. 5e).

3.2 Bottom Layer

Profile V (Fig. 6) was taken on July 10, 2007. It was dedicated to the study of the

conditions below the RTZ with emphasis on the sulfidic deep water column of the

Gotland Deep. It consists of nine points taken at different depth intervals between

150 and 233 m water depth (sample 4.03).

In Profile V, wide peak of turbidity with Haardt-T values >0.26 was recorded in

185–212 m depth interval. In situ temperature profile showed minimum (6.10�C) at
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161.1 m depth followed by increase with depth to 6.88�C at 224.8 m. Temperature

showed no trend with depth (6.88–6.89�C in the 224.8–232.8 m depth interval) near

the bottom. Salinity increased with depth from 12.42 at 150.5 m depth to 12.92 at

224.8 m depth (0.0066 m�1). Salinity remained constant at 224.8–232.8 m depth

interval (Fig. 6a).

Wide turbidity maximum was found at 180–210 m depth interval (Fig. 6b).

Sulfide concentrations increased with depth in the range 150.5–181.1 m from

39.8 to 55.4 mmol l�1. Two deeper samples (201.0 and 220.7 m depths) showed

sharp decrease in sulfide concentrations (30.2 and 22.6 mmol l�1, respectively).

At 224.8 m depth, sulfide concentration reached maximum (73.0 mmol l�1)

and then decreased reaching again 69.0 mmol l�1 near the bottom (232.8 m

depth). Total S0 showed maxima at 201.0 m (1.07 mmol l�1) and near the bottom:

0.95–1.27 mmol l�1 at 227.5–232.8 m depths. Thiosulfate showed two concentra-

tion maxima as well: 3.34 mmol l�1 at 161.1 m depth and near the bottom:

2.61–3.28 at 224.8–232.8 m depths (Fig. 6c).

Nitrate and nitrite were not detected at any depth at Profile V. Ammonia

concentration had two maxima: 8.46 mmol l�1 at 161.1 m and 11.1–11.7 mmol l�1

near the bottom (224.8–232.8 m). Phosphate concentrations were in the range

3.0–3.8 mmol l�1 with minimum at 220.7 m depth. Silicate concentration profile

showed minimum (11.1–11.3 mmol l�1) at 201.0–220.7 m depths with sharp

increase to 13.1–13.2 mmol l�1 at 224.8–232.8 m depths (Fig. 6d). Particulate

manganese concentrations varied from 0 to 0.18 mmol l�1. Mn (II) showed a

minimum (5.93 mmol l�1) at 220.7 m depth with slight increase near the bottom

(6.5–6.7 mmol l�1) at 224.8–232.8 m depths. Fe (III) concentrations were the

highest (0.102 mmol l�1) at 161.1 m depth. Near the bottom concentrations of

Fe (III) are much lower: 0.001–0.012 mmol l�1 at 220.7–223.8 m depths. Profile of

Fe (II) was similar to that of Fe(III). Fe(II) minimum (concentration 0.368 mmol l�1)

coincided with Fe(III) minimum (Fig. 6e).

4 Discussion

Five water profiles presented in this work show three different systems. Profiles I, II,

and III represent relatively stable chemocline without intrusions. Profile IV repre-

sents chemocline with recent intrusion of oxic water at 123–126 m depth. Although

oxygen concentration is already below the detection limit (2 mmol l�1) between 120

and 132 m depths, sulfide and ammonia profiles with minimum in the 123–126 m

interval still record this intrusion. Profile V shows distribution of sulfide oxidation

intermediates, nutrients, and metals below the chemocline. This profile records as

well past oxygen-rich waters intrusion at 200–220 m depth as minimum in sulfide

and phosphate concentrations as well as relatively low ammonia concentrations.
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4.1 Zero-Valent Sulfur–Thiosulfate Distribution Paradox

In all three profiles representing stable chemocline conditions (Profiles I–III), an

onset of zero-valent sulfur concentrations (detection limit 400 nmol l�1) occurs above

or at same depth as onset of thiosulfate concentrations ([S2O3
2�] > 100 nmol l�1.

Maximum of thiosulfate concentrations was always found deeper (3–9 m) than the

maximum of zero-valent sulfur concentrations.

Metals such as Fe(III) and/or Mn(IV), which can oxidize sulfide to produce

sulfide oxidation intermediates, were detected at the depth of peaking zero-valent

sulfur concentrations as well as in the zone of peaking thiosulfate concentrations,

and thus cannot account for the measured differences in distribution of these

species.

On the other hand, distribution of nitrate in water column negatively correlates with

S2O3
2� concentration profile. Thiosulfate concentrations greater than 50 nmol l�1

were always detected at the same depth, where nitrate concentrations declined below

70 nmol l�1. Onset of zero-valent sulfur concentrations has no dependence on nitrate

concentrations and rather coincides with oxygen–hydrogen sulfide interface.

We explain the observed distribution of sulfide oxidation intermediates by the

following scheme (Fig. 7).

At the interface of oxic and sulfidic waters, both zero-valent sulfur and thiosulfate

are produced. Main oxidants here are oxygen and particulate iron and manganese.

Zero-valent sulfur at this depth exists as particulate (rhombic and colloidal S8)

and dissolved S8. Solubility of rhombic cyclooctasulfur in seawater at 12�C is

only 7.2 nmol l�1. Most of the produced sulfur exists in the particulate form and

thus less bioavailable than dissolved thiosulfate. Bacterial oxidation of thiosulfate

coupled with nitrate reduction (10) is much faster than sulfur oxidation by the same

Fig. 7 Scheme of sulfide oxidation intermediates formation and distribution in the RTZ
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process (9) and even faster than sulfide oxidation with nitrate, effectively suppres-

sing buildup of thiosulfate concentrations.

At greater depth, oxygen is depleted and bacterial nitrate reduction depletes

nitrate in the water column. Thiosulfate is produced by oxidation of sulfide with

particulate iron and manganese. Bacterial consumption of thiosulfate is much lower

at this depth, so thiosulfate concentrations increase. Due to increasing sulfide

concentrations, sinking sulfur particles are dissolved according to the reaction (12).

HS� þ n� 1

8
S8 ¼ Hþ þ S2�n (12)

This process increases bioavailability and reactivity of zero-valent sulfur and

depletes its concentration in the water column. A part of elemental sulfur may be

Fig. 8 (a) Modeling results taking into account thiosulfate and elemental sulfur oxidation coupled

with nitrate reduction. (b) Modeling results taking into account thiosulfate and elemental sulfur

oxidation coupled with nitrate reduction and sinking of particulate elemental sulfur. S-rates stands

for rates of sulfur compound transformation, mmol l�1 d�1
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oxidized or disproportionated producing thiosulfate as intermediate further increas-

ing concentration of the latter.

Modeling of concentrations of sulfide oxidation intermediates in the chemocline

without taking into account sinking of particulate sulfur and processes depicted by

(9) and (10) [47] predicted peaking of zero-valent sulfur concentrations below

peaking of thiosulfate concentrations. In this work, we changed the model to

include these processes. Results of calculations taking into account (1) bacterial

oxidation of sulfur and thiosulfate coupled with nitrate reduction (Fig. 8a) and

(2) bacterial oxidation of sulfur and thiosulfate coupled with nitrate reduction plus

sinking of sulfur particles (Fig. 8b) show that both processes are required to

comprehensively explain measured profiles of zero-valent sulfur and thiosulfate.

Another possible explanation of the observed trend considers a possible produc-

tion of thiosulfate at low electron donor concentrations [54, 55] with sulfate

reducers. Thiosulfate concentration rose above 90 nmol l�1 only at the depth,

where [O2] < 1 mmol l�1 and [H2S] < 6 mmol l�1. Maximum thiosulfate concen-

trations were found at the depths, where [H2S] = 0.23–28.2 mmol l�1. We do not

regard this explanation with favor due to the possible extremely low bacterial

sulfate reduction rates near the RTZ.

4.2 Nutrients Distribution

Vertical distribution of nutrients was typical for the Gotland Deep RTZ in summer

period, which is subjected to the influence of intrusions that erode the upper part of

the sulfidic layer. Even in the relatively stable situation (Profiles I–III), the distri-

bution was not “classical” stable structure, where phosphate is characterized by a

well-pronounced minimum above the sulfide onset and a maximum at the depth of

sulfide appearance. But nevertheless in all of the three first profiles, there was

observed well-pronounced maximum of nitrite that marked out a boundary between

the upper layer where the concentrations of nitrate started to increase, and the layer

below, where the ammonia increase took place. Compared to the balanced RTZ

chemical structure that is observed in the Black Sea [56], the non-uniformity of all

the nutrient distributions testifies for the presence of intrusions before the observa-

tions took place.

The distributions in the period of intrusion are characterized by complicated

profiles. A thick layer of increased concentrations of nitrite can testify to redox

reactions where this compound forms as a mediator.

The distributions near the bottom allowed to distinguish a 15 m bottom boundary

layer (BBL) with uniform distributions of phosphate and ammonia, which was

marked out in the Gotland Deep in 2006 [57] and in the Black Sea [58].
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4.3 Distribution of Metals

The distributions of metals also allowed distinguishing between the stable balanced

structure and a structure subjected to intrusions. The more stable situation was

observed in Profile I, where maximum of Mn(IV) was found above the layer of

maximum and constant values of Mn(II), and the Fe(III) maximum could be seen

above the layer of maximum values of Fe(II). The maximum of Fe(III) was

positioned practically at the same depth as the Mn(IV) maximum (�2 m), while

an increase in Mn(II) started shallower than an increase in Fe(II) (Fig. 2e). The

distributions found in Profiles II and IV were complicated with a changeable

concentrations of the metal species at every sampled depth. That might be

explained by oxygen rich water intrusions (Figs. 3e and 5e). Profile III demonstrates

an intermediate structure, probably the intrusions that took place in the past and the

system returns to the steady state situation (Fig. 4e). The distribution of metals in

the deep water allows to distinguish the BBL with uniform distribution of the

species studied.

4.4 Oxic Water Intrusions at and Below RTZ

Water column of Gotland Deep is not permanently anoxic. Periodic oxygenated

salt-rich water intrusions from the North Sea ventilate Baltic Sea deep waters [59].

Oxygen concentrations decrease and sulfide concentrations are built up during

stagnation periods. Even during stagnation periods, chemocline is not very stable

and periodical intrusions of oxygen-rich waters can be traced below the RTZ. An

example of a lens formed by such an intrusion can be clearly seen in Profile IV.

Relatively warm, nitrate-rich water layer depleted in ammonia, sulfide, and thiosul-

fate can be clearly seen at 123–125 m depth. Although oxygen is not detectable at

these depths, intrusion of oxic water can still be traced by the depletion in reduced

sulfur and nitrogen species.

Another example for such a lens can be seen on the deep water profile (Profile V).

Decrease in ammonia, sulfide, and thiosulfate concentrations at 200–220 m depth

and increase in temperature, salinity, and wide turbidity peak at 180–210 m are

remnant tracers of oxic water intrusion. Between 220 and 224 m depths, the

concentrations of all dissolved sulfur, nitrogen, phosphorus, iron, and manganese

species as well as salinity and temperature are more homogeneous (Fig. 5). Con-

centrations of thiosulfate and total zero-valent sulfur reach 3.28 and 1.27 mmol l�1,

respectively, probably due to sulfide oxidation at the boundary of past oxic water

intrusion. This explanation is supported by relatively high concentration of thiosul-

fate (3.34 mmol l�1) above the upper boundary of past oxic water intrusion.
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4.5 Origin of the Turbidity Maxima

A well-defined first turbidity peak is often found at that depth where measurements

of oxygen and H2S both were at the detection limit. This fine particle layer (FPL) is

associated with the RTZ, and the light transmission minimum is observed near the

hydrogen sulfide boundary [60].

Until now, all attempts to identify the background of this backscatter signal did

not succeed. This signal coincided well with observations done by a camera with a

light source attached to the rosette. At the depth of the upper backscatter peak, the

camera showed the starting of milky water clouds, sometimes containing even very

distinct milky bands (S. Krueger, personal communication).

Turbidity maxima were detected in all profiles. At RTZ, two turbidity maxima

were detected with 6.5 � 0.7 m difference. In Profiles I and II, upper turbidity peak

coincided with zero-valent sulfur peak, but in other profiles no coincidence was

found. From Fig. 9, which shows turbidity vs. total zero-valent sulfur concentra-

tions for all RTZ profiles with detectable zero-valent sulfur concentrations ([S0]

> 250 nmol l�1), no clear correlation between zero-valent sulfur concentration and

turbidity can be seen. In two profiles, upper turbidity peak correlates with nitrite

concentration maximum, but there is no clear correlation between nitrate concen-

tration and turbidity as well. We may propose that zero-valent sulfur can be one of

the factors that contribute to the FPL formation. The other factors might be the

particles of particulate metals and the bacteria.

5 Conclusions

Detailed study of RTZ and water profiles of water column of Gotland Deep (Baltic

Sea) revealed that RTZ in this system can be relatively stable (Profiles I–III)

and dominated by oxic water intrusions below the oxic–anoxic water boundary

(Profile IV). Oxygen intrusion in the deep water was documented as well

(Profile V). Although no oxygen was detected below the RTZ, decrease in ammo-

nia, sulfide, and thiosulfate concentrations and increase in temperature, salinity, and

Fig. 9 Turbidity vs. zero-

valent sulfur concentration in

RTZ of Gotland Deep
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turbidity at 180–220 m depth are the result of recent oxic water intrusion. Even in

the profiles with relatively stable RTZ, no phosphate minimum above the sulfide

onset and no maximum at sulfide appearance depths were found.

Concentrations of sulfide oxidation intermediates were relatively low. At the

RTZ, the highest concentrations of zero-valent sulfur and thiosulfate were 1.10 and

1.51 mmol l�1, respectively. In deep water below RTZ, the highest concentrations

of zero-valent sulfur and thiosulfate were found to be 1.27 and 3.34 mmol l�1,

respectively. Similar concentrations for thiosulfate and zero-valent sulfur were

reported in the RTZ of Gotland Deep by Volkov and Demidova [39] and in RTZ

of Cariaco basin by Li et al. [42]. Oxygen is the main electron acceptor for sulfide

oxidation at RTZ. Below RTZ, Fe(III) and Mn(IV) are responsible for sulfide

oxidation and production of sulfide oxidation intermediates in the deep water

column. In profiles with relatively stable redoxcline (Profiles I–III), the maximum

thiosulfate concentrations was found at the level, which is 3–9 m deeper than that

for the maximum of zero-valent sulfur concentrations. Onset of thiosulfate concen-

tration coincides with depth of nitrate depletion. We propose that thiosulfate

oxidation coupled with nitrate reduction is the reason for thiosulfate depletion in

the chemocline. Zero-valent sulfur is not removed by this mechanism due to its low

solubility in non-sulfidic waters that makes zero-valent sulfur less bioavailable.
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On Interannual Variability of Chemical

Characteristics of Redox Layer and Cold

Intermediate Layer of the Black Sea

O.I. Podymov, E.V. Yakushev, and A.V. Kostyleva

Abstract Based on the measurements on more than 1,700 stations during last three

decades in the northeastern Black Sea, analysis of seasonal and interannual

variability of chemical characteristics of Cold Intermediate Layer (CIL) and

redox layer is given. Studied species include main nutrients, dissolved oxygen,

hydrogen sulfide, and carbon system elements. Our studies showed that surface

layers ventilation with dissolved oxygen down to the depth of the CIL occurs in

winter. The intensity of ventilation is determined by climate forcing, which may be

regulated by large-scale climate formations like the NAO. This ventilation sets

the upper boundary conditions for the downward transport of O2. The Black Sea

hydrogen sulfide boundary oscillates in the density field with an amplitude of

sy ¼ 0.05–0.15 kg m�3 depending on the climate variability, which is well related

to the NAO index. The position of the sulfide boundary indicates on the volume of

the oxic layer in the Black Sea and plays a major role in the functioning of the Sea

ecosystem. No clear trend of pH decrease in the Black Sea CIL, testifying to

progressive acidification, was revealed. The CIL pH variability was significantly

correlated with the CIL oxygen changes, which were logically consistent with the

interannual variability of the winter vertical mixing intensity.
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1 Introduction

While anoxic conditions are rather common feature in numerous areas of coastal

and marginal seas, the case of the Black Sea is unique. The vertical structure of this

world’s deepest anoxic basin is subject to a permanent halocline (50–120 m), which

separates the waters of riverine origin from the high salinity waters stemming from

the Marmara Sea. Annual winter mixing occurs only down to the depth of 50–80 m

(sy ~ 14.45–14.6 kg m�3), where the Cold Intermediate Layer (CIL) is formed. The

consequent strong vertical stratification results in permanent anoxic conditions of

the deep layers of the Black Sea (from 60–180 m to bottom sy ~ 17.23–17.24

kg m�3 [1]). The suboxic zone with concentrations of both oxygen and hydrogen

sulfide lower than the detection limit is formed between the oxic layer and anoxic

deep layers [2].

Away from the SW region, influenced by the Bosphorus Plume, redox potential

decreases gradually with increasing depth and water density. In the depth range

where oxic conditions change to anoxic (the redox zone), oxidized and reduced

chemical species interact. These processes occur in a predictable sequence

depending on the changes in redox potential [2, 3]. Redox reactions involving

species of Fe, Mn, N, S, C, and some other elements occur in the suboxic zone.
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Also, the hydrophysical structure of the redox layer is very stable comparing with

other redox regions, often affected by eddies or intrusions of oxygenated waters

(i.e., the Gotland Deep, Cariaco Trench).

The sequence of reactions is characterized by diagnostic chemical parameters

distributions. Certain features (maxima, minima, onset points) occur in narrow

layers of water of similar density, and they are very stable in the density field.

These distributions display chemotropicity – the correspondence of vertical chemi-

cal structure to specific density levels [4]. There are numerous estimates of typical

density levels of the onset of chemical species, depths of extremes and depths of

change of vertical gradients [2, 4–7].

The CIL, which is generally considered within the bounds of the 8�C isotherms [8],

is usually located above sy ~ 15.2–15.8 kg m�3 with its core at sy ~ 14.45–14.6

kg m�3. The main pycnocline lies between sy ~ 14.5 kg m�3 and sy ~ 16.5 kg m�3.

The oxycline is on the average located between sy ~ 14.4–14.6 kg m�3 and

sy ~ 15.6–15.9 kg m�3, i.e., between the core of the CIL and the upper boundary of

the redox layer. The redox layer can be defined as the layer between the oxycline,

where the nitrate maximum is located, and the upper part of the sulfidic zone,

where the oxidized forms of manganese disappear (sy ~ 16.1–16.3 kg m�3).

Therefore, the suboxic layer with concentrations of oxygen and hydrogen

sulfide lower than the detection limit (usually from sy ~ 15.8–15.9 kg m�3 to

sy ~ 16.1–16.2 kg m�3), is positioned within the bounds of the redox layer. A term

oxic/anoxic interface is usually associated with the sulfidic boundary position. The

anoxic layer occupies the water column from the sulfidic boundary to the bottom of

the Black Sea.

All these layers’ spatial distribution is characterized by a dome-like form with

shallower depth in the center of the Sea and deeper near the coasts (e.g., the sulfidic

boundary depth is about 80–100 m in the center and about 160–200 m near the

coasts).

The surface water is the only source of cold water into the CIL since the

Bosporus inflow is warmer (about 12�C), thus the variations in this layer determine

variable ventilation of surface water into the CIL. The most common view is that

the waters of the CIL are renewed from the surface every year [8, 9], and the

intensity of the CIL formation varies from year to year depending mainly on the

atmospheric forcing.

The chemical characteristics of seawater are inevitably subject to interannual

changes. During the last years, the studies on ocean de-oxygenation [10, 11] and

on ocean acidification [12] became very topical and worthy in connection to

climate change consequences assessments. The Black Sea represents a separate

from the World Ocean water body. However, it is influenced by the same climatic

forcing, and the predictable global changes manifested elsewhere shall be

reflected at the regional level of the Black Sea as well. Herewith, the goal of

this work was to study the peculiarities of interannual variability of chemical

characteristics in the redox layer and the CIL of the Black Sea and to relate then to

climate forcing.
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2 Materials and Methods

The analyzed data included results of measurements at more than 1,700 stations

acquired mainly in the northeastern part of the Black Sea from 1984 up to present

(Fig. 1).

It is worth mentioning that all the measurements in the compiled data set were

performed in the expeditions of the Shirshov Institute of Oceanology of RAS applying

the same modifications of analytical techniques (and compatible sets of standards);

therefore, the chemical data throughout the whole period of investigations are

comparable. A detailed inventory of these data is presented in [7, 13]. The studied

area is far from the influence of the Bosporus input and Danube River inflow, thus

chemical dynamics in the upper layers of this region should reflect “integrated” rather

than local changes of the sea.

A standard set of analytical techniques described in [14, 15] was used.

Dissolved oxygen (O2) analyses were performed using Winkler technique. pH

was determined on the NBS/NIST scale using standard buffer solutions produced

in the USSR and Russia. Total alkalinity (Alk) was determined in the coastal

laboratory by direct titration with hydrochloric acid, according to Bruevich’s

modification [15]. The process of titration with constant venting with CO2-free

air to a pH of 5.45 was monitored using a glass electrode. Hydrogen sulfide (H2S)

was determined photometrically with paraphenilendiamin, ammonium (NH4)

was determined by the phenol-hypochlorite reaction. Dissolved manganese

(Mn(II)) was determined spectrophotometrically using the formaldoxime proce-

dure [14].

Elements of the carbonate system (partial pressure of carbon dioxide, pCO2;

total inorganic carbon, TIC; bicarbonate, HCO3
�; carbonate CO3

2�; and aragonite

saturation) were calculated as function of pH and Alk. according to Roy et al. [16]

and verified with CO2SYS program [17], which produced the same results.
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Fig. 1 Location of sampling

stations, from 1984 to 2009
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3 Results

3.1 Characteristic Vertical Biogeochemical Structure

The typical vertical biogeochemical structure of the Black Sea is demonstrated by a

selected example in Fig. 2.

These particular distributions were observed in the coastal zone of the NE Black

Sea at 10 nm offshore the city of Gelendzhik on the 21th of July, 2010. During the

referred observations, the CIL was thicker and was situated deeper than its typical

level, at sy ~ 14.35–15.0 kg m�3.The halocline was observed below the CIL at

~ 14.65–15.55 kg m�3 (Fig. 2a).

Dissolved oxygen was depleted at sy ~ 15.85 kg m�3. The nitrate maximum was

located at around sy ~ 15.3 kg m�3 (Fig. 2b). The depletion point of hydrogen

sulfide was found at sy ~ 16.10 kg m�3. The deep ammonia and dissolved reduced

manganese depletions were observed at sy ~ 16.0 kg m�3.

The phosphate “dipole” [18] was clearly pronounced with the shallower maxi-

mum at sy ~ 15.8–15.9 kg m�3, the deep maximum at sy ~ 16.2–16.3 kg m�3, the

shallow minimum at sy ~ 15.96–16.00 kg m�3 and the beginning of a phosphate

decrease toward the deep minimum deeper than sy ~ 16.3 kg m�3. Oxidized

Mn (III) and Mn (IV) peaks corresponded to the shallow phosphate minimum

(around sy ~ 16.0 kg m�3) that confirmed their interconnection [19]. The oxidized

manganese forms disappeared at sy ~ 16.15 kg m�3.

The distribution of the carbonate system parameters were well in agreement with

the existing conception. pH decreased from values of 8.2–8.3 (in situ, NBS units) at

the surface to minimum values of about 7.83–7.85 in the redox layer (Fig. 2c).

According to [20] in the upper layer, pH values vary from 7.8 to 8.6 with maximal

values in winter. The vertical distribution of pH in the suboxic layer is remarkable

for its minimal values (i.e., 7.80–7.90). This decrease of pH values is connected

with the decomposition of OM to CO2 and the oxidation of reduced forms of sulfur,

nitrogen, carbon, manganese, and iron [20].

The distribution of alkalinity was characterized by a noisy pattern with a general

increasing trend of concentrations from 3350–3400 mM in the surface layer to

3350–3500 mM in the redox layer (Fig. 2c). According to the existing estimates

[21, 22], the Black Sea is characterized by elevated content of inorganic carbon.

The carbonate alkalinity in the Black Sea surface waters (3,000 mM) is by 1.4 times

higher than in the oceanic waters (2,150 mM). In the deep waters, it varies from over

1 mM up to 4250–4300 mM [21].

The vertical distributions of the calculated carbonate system components (TIC,

HCO3
�, CO3

2� and Aragonite Saturation) are shown in Fig. 4. The distributions of

TIC and HCO3
� demonstrated a correlated increase of concentrations from

3200 mM and 3000 mM in the surface layer to 3450 mM and 3300 mM in the

redox zone correspondingly, while CO3
2 �decreased from 180 mM in the surface

layer to 80 mM in the redox zone. One can note that the aragonite saturation is close
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to 1 in the redox zone compared with 2.5–3 at the surface. In the CIL aragonite

saturation was about 2.

The vertical distributions of dissolved organic carbon, nitrogen, and phosphate

shown in Fig. 2 reflect a general decreasing tendency of organic carbon and organic

nitrogen values from the upper layer to the redox zone, while organic phosphorus is

characterized by an increase of values at the sulfidic boundary, that was observed

earlier [7]. The carbon present in dissolved organic form decreased from

200–220 mM in the surface layer to 160–180 mM in the redox layer, and in all the

depth was higher than the carbon present as carbonate ion CO3
2 �.

The structure shown in Fig. 2 is typical for the northeastern Black Sea summer

distributions, observed earlier as well [4, 23]. Overall, the density levels

corresponded to those listed in Chelysheva et al. [24]. As proposed earlier

[38], the nitrate maximum can be taken as the upper boundary of the redox layer

(sy ~ 15.3 kg m �3). For the lower boundary of this layer, it is reasonable to choose

the level of disappearance of the oxidized manganese forms (sy ~ 16.15 kg m�3).

This layer is shown in Fig. 2 as diagonal-hatched area. For the calculations in this

work, we identified CIL as the layer between isopycns of 14.45 and 14.60 kg m�3

(shown as cross-hatched area in Fig. 2).

3.2 Interannual Variability of O2, H2S, NH4 and Mn(II)

Based on the available data, the variations of onsets in the density field of H2S,

NH4, and Mn(II) and changes of the averaged concentrations of O2 and carbonate

system parameters for the CIL were evaluated.

Monthly averaged results of calculations for the months when any data were

available are shown in Figs. 3 and 4. The data for the summer months (May–October)

are shown as diamonds and for the winter months (November–April) as circles.

The Akima spline-based method was used to calculate the onset values [13]. The

obtained values slightly differed from the estimates reported by other authors who

used the visual or linear regression criteria for estimating the onset of hydrogen

sulfide [2, 25]. We believe the Akima spline-based method is more accurate as it is

nonlinear and based on the objective approach to every single station, which is

appropriate in analysis of large data arrays.

�

Fig. 2 (continued) distributions of silicate, Si; nitrate, NO3; nitrite, NO2; ammonia, NH4; dissolved

organic nitrogen, Norg; Urea; dissolved organic carbon, Corg; dissolved organic phosphorus, Porg

(b); distributions of pH; alkalinity, Alk; bicarbonate, HCO3; carbonate, CO3
2� total inorganic

carbon, TIC; partical pressure of CO2, pCO2 and aragonite saturaion OArag (c). CIL is shown as

cross-hatched area (sy ~ 14.45–14.60 kg m�3), redox zone is shown as a diagonal-hatched area

(sy ~ 15.30–16.15 kg m�3)
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The calculation results show that the depth of disappearance of hydrogen sulfide

was characterized by maximum values of sy ¼ 16.15–16.25 kg m�3 in 1991–1998

(Fig. 3). In 1999–2000, shoaling of this boundary was observed. The value of this

shoaling was about sy ¼ 0.05–0.15 kg m�3 (corresponding to about 5–15 m of

upward movement at these depths). After 2000, the position of hydrogen sulfide

stabilized and corresponded to the depth range of sy ¼ 16.05–16.15 kg m�3, as it

was in 1984–1988.

The same tendency was observed in the vertical distributions of other studied

reductants – NH4 and Mn(II) (Fig. 3). Ammonia onset deepened from

sy ¼ 15.85–16.00 kg m�3 in 1984–1988 to sy ¼ 15.95–16.05 kg m�3 in

1991–1998 and then after 2000 shallowed to sy ¼ 15.85–16.00 kg m�3. Mn(II)

data are available since 1994, yet it was possible to reveal a tendency of

shallowing from sy ¼ 15.90–16.00 kg m�3 in 1994–1998 to sy ¼ 15.85–15.95

kg m�3 after 2000.

For all discussed parameters, a tendency of slightly deepening onsets can be

distinguished for the period 2003–2006 compared with 1999–2001 and 2006–2009

(Fig. 3).

No difference between the winter and summer data was found. The vertical

gradients of hydrogen sulfide, ammonium and total manganese were stable in both

periods [7].

The discussed variations of the onset positions of H2S, NH4 and Mn(II) could

be well connected with the corresponding winter weather conditions. For exam-

ple, the two warm winters of 1998–1999 could affect the winter formation of the

oxygen-rich CIL. These years were remarkable for the increased sea surface

temperature, increased temperature in the core of CIL (Fig. 3) [26–28], and

corresponding shoaling of CIL in the density field [29]. The decrease of the CIL

formation intensity should lead to increased temperature and decreased oxygen

content in its core. To check these assumptions, we calculated the average

concentrations of dissolved oxygen in CIL (for the layer sy ¼ 14.45–14.6 kg m�3,

as mentioned above) (Fig. 3). The performed calculations should reflect both

changes of concentrations in CIL and the vertical shifts of the CIL core in the

density field. In 1999–2000, with the shoaling of reductants a decrease of oxygen

content was observed as well. Minimal concentrations of oxygen were registered

in 1984 and 2000–2001 (Fig. 3). Increase in oxygen content in the CIL layer was

observed in 1989–1996 (to about 300 mM) and in 2003–2004 (to about 250 mM).

The 2003–2004 increase followed the relatively cold winter of 2003. In

2008–2009, a decrease of oxygen concentrations to about 200 mM was recorded.

According to [30], the dissolved oxygen concentration in the CIL corresponds to

that in the surface layer before 1999 reflecting annual renovation of the upper part

of the CIL. Since 2000 remarkable and stable difference between dissolved

oxygen content in the surface layer and in the CIL has been observed evidencing

the absence of full renovation of the CIL. One of the causes of this incomplete CIL

renovation is the density gradient increase related to lower intensity of vertical

mixing [30].
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3.3 Interannual Variability of Carbonate System Parameters

Relatively regular observations of the carbonate system parameters (both pH and

alkalinity) are available since 1999 (Fig. 4). According to some data on pH that are

available since 1984, pH values in the CIL were about 8.1–8.2 in 1984, then

increased to 8.2–8.4 in 1989, and decreased again to 7.9–8.1 in 1999–2001. There

can be revealed an increase in pH from 8.1 to 8.4 in 2003–2006 and later decrease to

about 8.0. Generally, the interannual variability of pH in the CIL is very close to

that of oxygen (Fig. 4).

Concentrations of total alkalinity in the CIL slightly decreased from

3200–3250 mM in 1999–2001 to 3000–3100 mM in 2008–2009, while the vari-

ability of salinity followed that of the temperature in the CIL (Figs. 3 and 4) with

lower values in 2002–2007 compared with 1999 and 2008. Variability of TIC

followed Alk, decreasing from 3150–3250 mM in 1999–2001 to 2900–3000 mM
in 2008–2009. A slight increase of concentration of both Alk and TIC was noticed

in 2009. pCO2 in the CIL changed from about 1,000 ppm in 1999–2001 to

400–800 ppm in 2003–2008 with a following increase to about 1,000 ppm in

2009. The oversaturation of CIL with aragonite changed in the range of 1.5–2.5

in 1999–2009 with higher values in 2002–2007.

4 Discussion

Conventionally, the changes in the oxygen and nutrient regime of the Black Sea

and, in particular, its cold intermediate layer and the redox layer structures are

determined by the physical forcing (thermal regime, mixing, or precipitation) and

the anthropogenic forcing (i.e., supply of nutrient from the land-based sources),

respectively.

The physical forcing is assumed to exhibit clearly the climatic signal. Tempera-

ture variations in the Black Sea appear to be governed by the North Atlantic

Oscillation (NAO) and the East Atlantic/West Russia (EAWR) teleconnection

patterns, comprising various combinations of the low and high surface pressure

anomaly centers over the North Atlantic and Eurasia [26]. In the Black Sea

relatively cold and dry winters occur during the positive phase of the NAO, and

the milder and wetter winters during the negative NAO (Fig. 3). It is hypothesized

that a clear connection between the NAO index and the Black Sea surface temper-

ature is distinguished only at values of the NAO index considerably different from

zero [31, 32].

The results obtained in this study illustrate the mechanism of reaction of the

Black Sea biogeochemical systems to climate change as derived from the NAO

variability. Correlated with the decadal NAO index behavior, changes in the winter

weather condition result in larger or less intensive cooling of the upper layer waters

[7, 26]. Changes in the sea surface temperature lead to changes of winter CIL
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formation intensity [26, 32, 33] and predetermine the oxygen renovation there.

A similar mechanism of dependence of dissolved oxygen variability upon climatic

variations in the Swedish Fjord was reported by Erlandsson et al. [34], who

demonstrated that about 40% of the observed oxygen depletion dynamics were

determined by the physical factors connected to the NAO.

The oxygen inventory in the CIL acts as a specific accumulator that secures the

consumption of oxygen for the organic matter decay and downward diffusive flux

during all the year. The interannual variations of this oxygen renovation in CIL lead

to changes of suboxic layer hydrochemical structure and in particular of position of

the anoxic boundary in the density field.

Figure 4 clearly demonstrates that the oxygen changes are significantly

correlated with the changes of pH. The similarity of their variability in the CIL

(Fig. 4), with amplitudes of 200 mM for the oxygen and 0.4 for the pH, testifies the

presence of significant changeability of the level of acidification well correlated

with the interannual variability of the NAO index. Similar changes of pH with an

amplitude of about 0.3 over a period of about 50 years were revealed by a 300 years

reconstruction at the Flinders Reef, Australia, based on boron isotope (d11B) data
retrieved from a 300-year-old Porites coral [35]. These changes co-vary with the

Interdecadal Pacific Oscillation which affects the lagoon flushing events there [35].

As in the World Ocean and in the Black Sea, the observed multiscale interdecadal

and interannual oscillations of pH values could mask or amplify the possible trend

of global decrease of the oceanic pH (the ocean acidification) correlated with the

observed increase of carbon dioxide in the atmosphere [12].

Additional factor affecting the redox layer chemical features is the cultural

eutrophication. The 1970s–1980s was a period of increased nutrient levels in the

Black Sea [36] and this appeared to result in lower oxygen concentration in the CIL,

which consequently affected the distributions of all other redox layer parameters

[37]. It is not clear whether and when the physical forcing amplifies the anthropo-

genic forcing or acts to weaken (relieve) it.

It is necessary to stress that the direct result of the observed anoxic boundary

oscillations by 5–10 m is the change of the volume of the oxic waters by approxi-

mately 5–10%, where the Black Sea oxic ecosystem exists [7]. Such oscillations are

vitally significant and should be studied in detail.

5 Conclusions

The reported investigations showed that the biogeochemical system of the redox

layer and the CIL of the Black Sea are subjects to visible interannual changes.

Surface layers ventilation by dissolved oxygen down to the depth of the CIL occurs

in winter. The intensity of ventilation is predetermined by climate forcing, which is

possibly regulated by the large-scale climate formations like the NAO that affects

the temperature of air and surface water, and they in turn set up the upper boundary

conditions for the downward transport of O2.
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No clear trend of pH decrease in the Black Sea CIL testifying a progressive

acidification was revealed. The CIL pH variability was significantly correlated with

the CIL oxygen changes, which were logically consistent with the interannual

variability of the winter vertical mixing intensity.

The position of the hydrogen sulfide boundary in the density field (and the

volume of the Black Sea oxic layer) is connected with the climate variability, and

related well to the NAO index. Therefore, the variations of chemical parameters

distribution in the density field of the Black Sea redox layer shall be a good

indicator of global climate change.
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Large-Scale Dynamics of Hypoxia

in the Baltic Sea

Oleg P. Savchuk

Abstract Large-scale hypoxia is an inherent natural property of the Baltic Sea

caused by geographically and climatically determined insufficiency of oxygen

supply to the deep water layers. During 1961–2005, the hypoxic zone covered by

waters with oxygen concentration less than 2 mL L–1 extended on average over a

huge area of about 50,000 km2, albeit with large seasonal (a few thousand km2) and,

especially inter-annual (dozens of thousand km2) variations, the later caused by an

irregular ventilation with sporadic inflows of saline oxygen-enriched waters. The

expansion of hypoxia induces a reduction of dissolved inorganic nitrogen pool due

to denitrification and an increase of dissolved phosphate pool by internal loading,

these changes reaching hundred thousand tonnes of N and P. The resulting excess of

phosphate pool over the “Redfield” demand by phytoplankton is favourable for the

dinitrogen fixation by cyanobacteria in amounts sufficient to compensate for deni-

trification and to counteract possible reductions of the nitrogen land loads.

Keywords Anoxia, Denitrification, Eutrophication, Hypoxic area, Internal

phosphorus loading, Nitrogen fixation, Oxygen deficiency
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Abbreviations

BED Baltic environmental database

DAS Data assimilation system

DIN Dissolved inorganic nitrogen

DIP Dissolved inorganic phosphorus

HELCOM Helsinki commission

OM Organic matter

1 Introduction

Occurrence, duration, extension, and intensity of hypoxia (oxygen deficiency) in

natural waters are determined by an imbalance between oxygen consumption and

supply. Oxygen is consumed for oxidation of organic matter (OM) and other

reductants wherever they are present in the water column and bottom sediments,

and the intensity of consumption is ultimately dependent on the input of OM and

ambient temperature. Because of these positive feedbacks with eutrophication and

global warming and because low oxygen concentration is detrimental for aerobic

organisms, hypoxia is increasingly considered an important indicator of the envi-

ronmental change and “ecosystem health” (e.g. [1–4]). Mechanisms of oxygen

supply vary in relation to a location within the aquatic system. In the surface

water layers, where dissolved oxygen is produced by photosynthetic organisms

and its concentration is regulated by air–water gas exchange and intensive vertical

mixing, hypoxia may occur only when such aeration is greatly suppressed, for

instance, under ice cover or beneath thick green algal mats. In the deeper layers,

oxygen transports are governed by multi-scale water movements and, consequently,

are hampered by any restrictions to water exchange, especially by the water

stratification and geomorphologic obstacles. Oxygen conditions in the surface

sediments are primarily determined by oxygen concentration in the near-bottom

waters. At a certain depth deeper in the sediments, where slow downward oxygen

diffusion in pore waters is not sufficient to meet oxidative demand, oxygen becomes

completely exhausted and anoxia (absence of oxygen) inevitably sets in.

These basic mechanisms of oxygen depletion as well as related effects on

nutrients have been described since long-time ago (e.g. [5] and references therein).

A lot of such understanding has been acquired in the Baltic Sea (Fig. 1, [6, 7]), one

of the best sampled marine systems in the world (e.g. [8, 9]). Especially hypoxia

prone at a large scale is the Baltic Proper, where a combination of bathygraphic

peculiarities, limited and variable water exchange with the ocean, and permanent

halocline generated by estuarine circulation hampers aeration of deep water layers

(Fig. 2). Deep waters of the Gulf of Bothnia have not suffered from hypoxia in the

modern history both because of relatively low rates of primary production and

subsequent degradation of OM and because of better ventilation due to lower
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Fig. 2 Geographical prerequisites of the large-scale Baltic Sea hypoxia. (a) Bathymetric scheme

of the Baltic Proper with horizontal resolution of five nautical miles and a depth step of 60 m,

showing a transect through international monitoring stations; (b) Salinity (psu) and (c) Oxygen

(mL L–1) distributions averaged over September–October 1996–2005 (graphs were prepared from

3D fields reconstructed with DAS, see below)
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salinity and weaker stratification. As in hundreds of other places [2], a local short-

term, days to a few weeks, hypoxia sporadically or periodically occurs also in

many shallow spots along the coasts, from the eastern Gulf of Finland to the Baltic

Straits in the west (e.g. [10–12]). However important such events are for the local

ecosystems and human communities, they are beyond the scope of this study.

Instead, this chapter focusses on the large-scale long-term oxygen dynamics

and their biogeochemical consequences in the open Baltic Proper. Major aspects of

these phenomena are well known for decades and have been abundantly covered in

publications (e.g. [7, 13–16]). Here this knowledge is briefly reviewed and extended

with estimates of such integral quantities as areas of the sediments and volumes of

the water enveloped by hypoxia as well as magnitudes of the basin-wide nutrient

pools, computed with special tools from big observational database. Some results

obtained with this approach have already been presented in several papers (e.g. [14,

17–24]). Here these results are consistently updated and revised, including clarifi-

cation of a few ambiguities and confusions that had crept into some of the above

mentioned papers. One of the goals of this publication is to make computed time-

series available to the readers in a numerical table form. Therefore, presentation and

analysis of data is preceded by detailed description of techniques necessary for

understanding the advantages and limitations of these data.

2 Data, Tools, and Methods

Data for this study are mostly taken from a marine segment of the Baltic Environ-

ment Database (BED) which contains the best part of nutrient and hydrographical

measurements performed in the Baltic Sea since the end of the nineteenth century

from over a hundred of research vessels belonging to all the riparian countries [25].

These data have been delivered to BED by many individuals, institutions, and

agencies, whose contribution is very much appreciated (http://nest.su.se/bed/

ACKNOWLE.shtml). Naturally, both the number of oceanographic stations sam-

pled annually and the variety of chemical analyses have increased over time: from a

few thousand hydrographic measurements per year in the 1900s to over 150–200

thousand measurements including finely resolved vertical profiling as well as over

20,000 nutrient samples in the 2000s. From the very beginning, the oxygen concen-

tration has been measured by comparable modifications of the Winkler jodometric

titration method, and during a century the number of measurements made annually

increased by three orders of magnitude – from hundreds to amounts similar to

hydrographic measurements. Following Baltic tradition [6], hydrogen sulfide con-

centrations, rather routinely measured in the Baltic Sea since the middle of 1960s,

are stored in BED and will be presented and analyzed later as “negative oxygen”

equivalents: 1 mL of H2S L–1 = –2 mL O2 L–1. Comparison to studies that used

different units can be made with the following conversions: 1 mLO2 L
–1 = 1.429mg

O2 L
–1 = 44.6 mM; 1 mL H2S L–1 = 1.363 mg H2S L–1 = 42.6 mM.
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Further on, in demonstration and discussion of the long-term dynamics I will use

data from one of the major long-monitored stations situated in the centre of the

Gotland Deep and often considered as a representative for typical conditions in the

entire Baltic Proper. This station is widely known as BY15, a number designated to

it during the international Baltic Year 1969–1970 that aimed at redox alterations in

the Baltic deep layers as one of the major targets. Because the exact positions of

oceanographic stations sampled in this area by different research vessels have been

slightly shifting both over decades and between sampling occasions, the data were

extracted from BED within the range of 57� 15’–57� 25’ N and 19� 50’–20� 10’ E,
that is within an area of about 10 � 10 nautical miles well covering all these

deviations.

A prominent feature of the Baltic Sea oceanographic data is their ample temporal

and spatial coverage. The importance of regular observations on a few deep-

water stations was recognized already in the 1890s, and long-term measurements

have been maintained in the main Baltic deeps since then by international efforts

(cf. [9]). Likewise, almost from the very beginning of measurements the oceano-

graphic surveys performed by different countries during the year would jointly cover

large parts of the Baltic Sea. The spatial data coverage has particularly improved

since the 1970s due to a multi-lateral coordination of research cruises and interna-

tional monitoring programme under the intergovernmental Helsinki Convention

(e.g. [26, 27]). In correspondence to these particular features, two specific data

analysis tools accessing BED via Internet have been developed [25, 28].

SwingStations tool has been built mainly for the analysis of temporal variations

of oceanographic parameters [28]. It allows users to select vertically distributed

data for a specified time interval from a geographical rectangle delimited by given

coordinates of its corners. The extracted data are then pooled together as if being

measured in the centre of a rectangle area and in the middle of a specific depth

layer, and step-wise averaged within prescribed time window, for example within a

month, or 90 days, or a year, etc. These average vertical profiles are further used to

plot time-depth distribution of analyzed parameter, where intervals between the

profiles are filled by interpolation. When such interpolated intervals are substan-

tially longer than the characteristic scales of studied variations, there is a risk of

misinterpretation of displayed dynamics. Therefore, user is allowed to consciously

limit extent of the time interval that can be filled by interpolation. If this time

interval is shorter than the gap between available measurements, the plot area is left

blank. Nowadays, many of these functional features are integrated into the decision

support system Nest and supplemented with some statistical analysis tools [29–31].

The Data Assimilation System [25, 32] is especially useful in the analyses of

spatial aspects of the Baltic Sea hydrographic and trophic conditions. The hydro-

graphic and nutrient data extracted for specified time intervals and regions of

the Baltic Sea are processed to reconstruct three-dimensional fields with a user-

determined resolution. The reconstruction starts from pooling together all the

measurements found within every cell of the regular three-dimensional grid formed

by columns of vertical layers with a rectangular base. The average of pooled

measurements is prescribed to a centre of the corresponding cell. At the next
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step, the grid cells with no real measurements are filled in by linear interpolation.

Since the result of 3D interpolation depends on the order of elementary one-

dimensional interpolations along each of the three axes, an average of six possible

permutations is used. To prevent unrealistic extrapolations, their extension should

be limited by specified length interval, usually in the order of a few dozen miles,

whereas concentration is kept constant further onward. After all the cells were filled

in, the field is smoothed by a Tukey’s cosine-filter [33].

The reconstructed original three-dimensional gridded fields can further be sub-

jected to any of the four arithmetic operations performed either on a single field or

between two fields. The resulting field can be stored and used in a further consecu-

tively chained algorithm, for example summing up the ammonium, nitrite, and

nitrate fields to reconstruct the field of dissolved inorganic nitrogen (DIN), pro-

ducing the N:P ratio field, performing stoichiometric calculations of nitrate or

phosphate anomalies, etc.

Both original and derivative fields can be exploited in several ways. Most

conventional are graphical presentations of spatial distribution along horizontal

(maps) and vertical (transects) planes (cf. Fig. 2). Besides graphical demonstration

and visual analysis of distribution, these plots are also very useful in finding

questionable data indicated by peculiar “spots” in the distribution. The researcher

can then analyze these data, for example comparing them to measurements made

nearby and closely in time by other research vessels, and decide whether to exclude

such data from the reconstruction. However, such plots can be produced by many

graphical program tools. The distinctive power of DAS is a possibility to compute

different characteristics from the interpolated field for a specified domain within a

chosen region of the sea. The domain may be bounded by space coordinates

(latitude, longitude and depth interval) and by specified range of interpolated

variables. Computations produce integral quantities and volume-weighted averages

of the gridded variable as well as estimates of the water volumes and bottom areas

occurring within these boundaries. For instance, reconstructed time series of the

salinity and oxygen fields can be used to estimate temporal dynamics of the

so-called “cod reproductive volume” comprising in the brackish Baltic Sea waters

with salinity over 11 psu and oxygen concentration higher than 2 mL L–1 (e.g. [34]).

There are several peculiar consequences of the described DAS implementation,

which should be borne in mind while analyzing and interpreting the original and

derivative gridded fields as well as the integral and average characteristics com-

puted from them. Each original field constructed with DAS over a specific time

interval represents one unique entity, characterizing spatial distribution averaged

over this interval. However, a “winter” field reconstructed for a given 3-month

interval may include measurements performed only in January in one part of the

region and only in March in another part. Furthermore, the actual spatial and

temporal distribution of oceanographic samples used for reconstruction may irre-

gularly differ from field to field. For instance, in generation of time-series of the

winter fields, the distribution and amount of measurements may differ between each

of 3-month intervals representing consecutive winters. Individual ammonium and

nitrate fields summed up for the reconstruction of the DIN field may each be based
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on different amount and distribution of actual samples. The annual average field

would be affected by both seasonal variations in the surface layer and possible

propagation of salt water inflow in the deep layers with related redox alterations.

In the following DAS computations, a threshold to hypoxic conditions is arbi-

trarily set at a bounding value of 2 mL O2 L
–1 (2.86 mg O2 L

–1 or 89 mM O2). Such

thresholds are often inferred from the responses and vulnerability of pelagic and

benthic animals, usually in the range of 1–4 mg O2 L
–1 (e.g. [2, 35, 36]. Further-

more, most observational programs have routinely taken “near-bottom” samples

from several meters above the bottom to both avoid contamination from the

sediments and secure the equipment. As may be assumed from estimates of oxygen

consumption and transfer in the Baltic deep layers [37, 38], when dissolved oxygen

concentration in the near-bottom waters is below 2 mL O2 L
–1, the sediment surface

beneath viscous and diffusive sub-layers is actually anoxic. In other words, the

sediments covered by hypoxic waters can be reasonably considered anoxic.

3 Long-Term Large-Scale Oxygen Dynamics

Actual observations of dissolved oxygen concentration are available in BED for the

Gotland Deep since 1902 and are shown in Fig. 3 as time series of measurements

made within certain layers. Already such, “traditional” manner of presentation can

be used as a pretext for reminding on several important features of the long-term

oxygen variations in the Baltic Sea.

As indicated by both direct measurements and paleoenvironmental reconstruc-

tions, the intermittent hypoxia appears to be an inherent property of the Baltic Sea.
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Fig. 3 Long-term variation of oxygen and hydrogen sulfide (shown as negative oxygen equiva-

lents, mL L–1) in the layers 145–155 m ( filled ) and below 230 m (open) at oceanographic station
BY15 in the Gotland Deep (57� 150–57� 250 N and 19� 500–20� 100E). For comparisons, 10 mL O2

L–1 ¼ 446 mM of oxygen; –10 mL O2 L
–1 correspond to 213 mM of hydrogen sulphide
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Available observations show occurrence of hypoxia already in the beginning of the

previous century (cf. Fig. 3), while according to Fonselius [39], hydrogen sulfide

was first found (smelled) in the samples of bottom water in 1931. Although we

cannot truly quantify the intensity of anoxia in the past because of a lack of

analytical measurements of hydrogen sulfide concentration, some proxies indicate

sporadic occurrence of hypoxic conditions both at centennial and millennium

scales. One of such proxies is the distribution of laminated sediments ([40] and

references therein). Laminae are formed due to seasonal variations both in sedi-

mentation rate and composition of sedimented material, and in anoxic conditions,

in absence of benthic macrofauna, are buried undisturbed. In contrast, sediments

formed and buried in oxic conditions are homogenized by different processes of

bioturbation performed by active animals living in the surface sediments. Another

indication of redox alterations can be found in distribution and mineral form of

metals (e.g. Fe, Mn, Mo, U, V, Cu, and Zn) that would be differently affected by

oxic vs. reduced conditions (e.g. [41–44]). As follows from the analysis of exten-

sive lamination in the upper sediment layers, the deepest parts of the Baltic Proper

have been anoxic for over 100–200 years [40, 45, 46]. Vertical distribution of

“metallic indices” implies that alterations between oxic and anoxic marine envir-

onments have occurred in the Gotland Deep at least since the 1600s [7, 41].

Although with a lesser chronological precision and certainty, analyses of both

lamination and metal’s distributions show that anoxic conditions can be traced

back to the Littorina Sea stage (ca. 6,000 years BC) and occurred also in the Gulf of

Bothnia, which then used to be saltier and sharper stratified, compared to the later

and present stages (e.g. [46, 47]).

Occasions of “inverted” vertical distribution, with oxygen concentration in

the bottom layer (deeper than 230 m) being at some moments higher than that in

the above layer (145–155 m; cf. Fig. 3), clearly illustrate the main mechanism of the

deep water ventilation – lateral advection of the saline waters that are heavy enough

to penetrate into deep layers and displace (“push up and farther”) old stagnant

waters. Since propagating water is continuously being diluted by ambient, less

saline water, it is a combination of salinity and volume of the water arriving from

the Baltic Straits, which determines how far and deep it can reach into the Baltic

Sea. Investigations of this phenomenon, which is called “the major Baltic inflow”,

date back to the end of the nineteenth century [48] and can be summarized after

Schinke and Matthäus [49] and Matthäus et al. [16] in the following way.

In the first outflow phase the high atmospheric pressure over the Baltic region,

augmented by easterly winds, forces water out of the Baltic Sea, where the sea level

decreases below normal. In addition, this type of atmospheric circulation reduces

both atmospheric precipitation and river runoff, thus further decreasing the total

water volume of the sea. During the second, main phase the well-developed zonal

atmospheric circulation between the North Atlantic and Europe generates strong

westerly winds and increases the sea level in Kattegat. Consequently, large volumes

of water are forced into the Baltic Sea through the Baltic Straits by a combined

action of sea level difference, wind stress, and “sucking” action of low atmos-

pheric pressure over the region. To produce the necessary effect, the first
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phase of elevated atmospheric pressure has to prevail over 1–2 months (usually in

September–October), while the second phase of extremely strong and persistent

westerly winds must last during several weeks. Neither condition is common for

the Baltic region. In addition, the salinity in the Kattegat should stay high enough

to provide for sufficient amount of salt [50]. Thus, the combination of consecutive

events needed to create a continuous inflow of large amount of highly saline water

(100–260 km3 with salinity higher than 17 psu; [16, 51]) happens rather seldom and

is difficult to predict (Figs. 4 and 5).

Further propagation of saline waters farther into the Baltic interior along the

chain of depressions separated by sills depends on density of the “resident” waters,

which, in turn, is defined by the recent hydrographic history. Inflowing oxygenated

waters either penetrate into near-bottom layers and displace old waters (Fig. 6) or

interleave into halocline and into intermediate, dynamically active layers just

beneath it [50]. As estimated from the chronology of hydrographic measurements,

the propagation of inflow from the Baltic Straits to the Gotland Deep, that is on a

distance of about 650 km, usually takes 4–5months (but, for instance, only 2 months

in 1993 due to specific hydrographic situation; [16]. It is important also to

remember that propagating waters are to a large extent composed of ambient Baltic

waters, whose entrainment into the saline flow increases its volume by a factor of

three [52].

In the bottom layers of the Gotland Deep, the deepest point en route of the high-

salinity waters, the relation between salinity and oxygen concentration is straight-

forward: both are increased due to lateral advection of saltier waters and are

decreased during the following stagnation. Salinity is decreased because of the

slow diapycnic mixing across the density gradients, while oxygen is decreased

because such mixing is too slow to override the biochemical consumption. In the
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deep active intermediate layers the relationship changes into the opposite – as

illustrated by the 1980s/1990s dynamics, the decreasing salinity and weakening

stratification result in improved vertical exchange and better aeration (see Fig. 5).

Further to the north, at the entrances to the Gulf of Bothnia and Gulf of Finland, the

advection brings in either oxygen-enriched waters propagated along the intermedi-

ate layers or oxygen-depleted waters pushed up from the “upstream” bottom layers,

or often a mixture of both.

This atmospherically governed and topographically conditioned ventilation

of the deep layers explains why hypoxia had occurred in the Baltic Sea already

under an absent or negligible human influence. Therefore, in contrast to other regions

[2, 3], a relative significance of natural vs. anthropogenic drivers of the basin
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scale hypoxia in the Baltic Sea has been a subject of long lasting discussion (e.g. [6,

23, 53–57]). Apparently, a measure of anthropogenic impact could be related to the

oxygen consumption that should intensify along with the increasing primary pro-

duction. Indeed, a long-term worsening of oxygen conditions since the 1900s,

clearly seen in Fig. 3 until 1993, has been widely considered as an indicator of

man-made eutrophication [6, 58]. Another indication of intensified oxygen con-

sumption is often sought in the observation that, even though inflows of 1993/1994

and 2003 were able to aerate bottom waters in the Gotland Deep up to 3–4 mL O2

L–1, that is to the levels of the 1930s, their effects did not last long and anoxia set in

faster and became “severer” than before (cf. Fig. 3).

However, as pointed out by Matthäus et al. [16], since the late nineteenth century

and till the early 1980s, the episodic major inflows had occurred more or less

regularly and in clusters, while only three strong inflows have happened during

past quarter of the twentieth century (cf. Fig. 4). As can be estimated from the salt

transport (original data by Matthäus and co-workers referred to in Fig. 4), the major

inflows that occurred from 1960 to 1975 had integrally delivered through the Baltic

Straits 24.1 � 109 t of salt, the weak inflows of 1976–1983 transported another

3.9 � 109 t and then, after a 10-year break, the latest three inflow brought in

during 10 years (1993–2003) only 2.7 � 109 t. Considering these estimates as

proxies of oxygen transport to the deep layers, the severe reduction in the natural

ventilation potential is evident. On the other hand, a rate of the net decrease of

oxygen concentration, which can roughly be estimated as a difference between

local maximal and minimal values during several “stagnation” periods in the last

50 years, spans the range of 2–12 mL O2 L–1 d–1 and was actually higher in the

1960s (cf. Fig. 3). More sophisticated estimates of the integral oxygen consump-

tion, which have also taken into account the oxygen transport supply, fell within the

same order of magnitude and did not reveal any trends either [58, 59]. This drastic

reduction of oxygen supply in combination with the relatively unchanged rate of

oxygen consumption clearly indicates that the importance of anthropogenic contri-

bution to the intensification of large-scale hypoxia should be revaluated.

In addition to site-specific data on concentration that are useful for the demon-

stration and analysis of the temporal oxygen dynamics, even more important at the

entire ecosystem scale are the sediment areas and water volumes enveloped by

hypoxia (Table 1 and Fig. 7). As was demonstrated by Andersin et al. [60] and

ourselves ([14, 17]) and can be seen in Figs. 3 and 7, the hypoxic zone extension

varies both seasonally and inter-annually. Being averaged over 1961–2005, the

seasonal changes caused by intensification of oxygen consumption for oxidation of

freshly produced and sedimented OM result in an increase of the hypoxic area from

winter (January–March) extension of 43,363 �12,567 km2 to autumn (August–

September) extension of 49,124 � 12,097 km2 (mean � standard deviation), that is

by about 13%.

Time-series in Table 1 are estimated from annually averaged fields, each of

which has been reconstructed from all the measurements made during the year and

pooled together. At the sites with regular observations, this DAS algorithm results

in averaging of several measurements, while the inclusion of sites with occasional
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a b c

Fig. 7 Extension of the hypoxic area (O2 < 2 mL L–1) in (a) August 1971 (70,528 km2),

(b) March 1993 (11,659 km2), and (c) November 2006 (72,354 km2)

Table 1 Long-term dynamics of hypoxic area (HA) and volume (HV), cod reproductive volume

(CRV) and nutrient pools below 60 m in the Baltic Proper

Year HA (km2) HV (km3) CRV (km3) DIN (t) DIP (t)

1969 51,050 1,926 518 159,337 171,753

1970 55,309 1,975 385 178,962 217,278

1971 67,092 2,049 126 167,748 197,619

1972 51,366 1,765 385 188,775 212,104

1973 63,357 1,990 310 182,233 225,555

1974 56,351 1,834 395 235,501 213,139

1975 62,400 1,793 98 230,828 209,001

1976 37,786 1,302 455 233,165 198,654

1977 50,787 1,531 440 281,760 225,555

1978 55,407 1,733 286 310,263 206,931

1979 51,876 1,573 230 320,543 190,377

1980 53,854 1,773 393 283,629 211,070

1981 58,877 1,745 97 289,236 212,104

1982 58,217 1,656 132 256,995 239,006

1983 39,594 1,189 278 284,564 209,001

1984 32,067 746 260 288,769 195,550

1985 37,423 885 204 330,356 206,931

1986 44,146 1,140 197 362,597 234,867

1987 39,867 1,013 143 363,999 169,684

1988 44,190 1,168 120 266,808 191,411

1989 43,820 1,122 75 275,218 218,312

1990 33,421 757 68 333,159 173,822

1991 25,884 660 200 406,520 203,827

1992 26,512 650 226 341,103 160,372

1993 25,070 469 298 328,019 159,337

1994 32,938 773 329 373,811 165,545

1995 40,567 894 153 393,904 167,614

1996 44,530 1,255 248 405,585 196,585

1997 45,657 1,240 271 392,502 212,104

1998 58,713 1,754 218 414,463 232,798

1999 58,622 1,799 181 399,043 256,595

2000 53,948 1,598 185 262,602 247,283

2001 62,335 1,989 190 260,733 277,288

2002 57,741 1,808 128 245,314 253,491

2003 52,607 1,883 520 254,192 255,025

2004 66,868 2,183 281 255,621 251,189

2005 58,688 1,742 128 252,790 246,248

Large-Scale Dynamics of Hypoxia in the Baltic Sea 149



sampling during specialised cruises results in a kind of “cumulative” effect, that is

concentration measured at such sites only once would represent the entire year.

That is why the long-term (1961–2005) mean annual extension of the hypoxic

area of 49,349 � 11,077 km2 is practically equal to its maximal autumn extension

presented above. In a certain sense, these annual estimates are more appropriate for

studies of ecosystem effects of hypoxia, especially in the deeper layers less subject

to seasonal variations. For instance, spatial expansion of hypoxia determines

distribution and abundance of zoobenthos [60–62] and controls the cod reproduc-

tive volume [34]. Even a short-term anoxia could result in “dead bottoms” that

would not be re-colonized fast, for example during the same year. Similarly, even a

short-term occurrence of hypoxia over restricted sediment area and water volume

would cause nutrient transformations and fluxes with long-lasting biogeochemical

consequences.

Generally, our quantitative understanding of the main governing mechanisms

has been sufficient enough to realistically simulate contemporary hypoxia and

its biogeochemical consequences in mathematical models of the Baltic Sea (e.g.

Fig. 8, [21, 63–68]).

4 Redox Alterations of Biogeochemical Cycles

Hypoxia-induced alterations of nitrogen and phosphorus biogeochemical cycles

(Fig. 9, see also Fig. 6 above) constitute another important effect of oxygen spatial

and temporal variations on ecosystem dynamics, particularly, on its eutrophication

aspects.

Many evidences point at a strong dependence between redox conditions and

phosphorus transformations in the water column and sediments of aquatic systems,

including the Baltic Sea, although exact physical–chemical mechanisms and

quantitative relationships found in different water bodies are still under debates
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(e.g. [6, 68–77]). Phenomenologically, in oxic conditions, dissolved inorganic

phosphorus (DIP) is transformed into particulate state and removed from the

water column and pore waters of sediments, while in anoxic conditions it is released

back into the solution. Local manifestation of these processes is seen in Fig. 9c

as accumulation of DIP in hypoxic and especially anoxic waters. A basin-wide

relationship between hypoxia and phosphorus pool in the Baltic Sea was first

demonstrated by us [17] on time-series estimated from three-dimensional oxygen

and phosphate fields reconstructed with DAS for every winter (January–March) of

1970–2000. Here I update this large scale quantitative description of reversible

phosphorus transformations and expand it over 1963–2005.

Within the larger Baltic Proper, including the Gulf of Finland and the Gulf of

Riga, winter-to-winter changes of hypoxic area up to 20–30 thousand square kilo-

meters induce the changes of integral DIP pool in the order of dozens and up to

hundred thousand tonnes of phosphorus (Fig. 10). Being expressed on daily basis,

the average exchange rate correspondent to empirical regression in Fig. 10b is about

0.2 mmol DIP-P m–2 day–1. Both integral and area-specific rates are quite compa-

rable to other available estimates [17–19, 72, 78, 79]. The inter-annual changes

of marine DIP pool are also comparable to and often larger than the annual net

exchange with neighbouring basins [18], [19], but also, what is even more impor-

tant, than the annual TP input from land to the entire Baltic Sea of 29.9 � 4.9 �
103 t TP (mean � SD, 1994–2006, [80]). The fact that the large scale variations of

DIP pool caused by naturally occurring major Baltic inflows are up to two orders of

magnitude larger than the variations of external phosphorus input has further

fuelled the discussion about relative significance of climatic vs. anthropogenic

drivers of the Baltic Sea eutrophication (e.g. [17, 23, 80]). However, as can be

deduced from the long-term averages of winter-to-winter changes of 0.4 � 11.2 �
103 km2 and 8 � 45 � 103 t P, these large scale internal transformations are

completely reversible, that is dozens of thousand tonnes of phosphorus are just

going back and forth between the particulate and dissolved fractions. On the other

hand, the total external input is unidirectional and, according to the recent recon-

struction by Savchuk and Wulff [21], could have brought into the Baltic Sea about

1,800 � 103 t P over past 40 years. Apparently, this permanent addition has not

been balanced by the net export to neighbouring basins and permanent sediment

burial. The resulting accumulation caused by this misbalance is the reason of a

200–300 thousand tonnes difference in DIP pool between the 1960s and the 2000s;

in spite of about the same extension and variation of the hypoxic area (cf. Fig. 10a).

Effects of hypoxia on the nitrogen biochemical cycle are less straightforward

and cannot be reliably quantified from the site-specific observations (cf. Fig. 9a and b).

On the one hand, variations of hypoxia directly determine the rate and integral

amount of denitrification, especially evident in dynamics of oxidised nitrogen. Here

we consider denitrification as a removal of nitrogen from the biotic cycling by any

processes that lead to transformation of combined nitrogen into gaseous end

products [81]. According to this biogeochemically relevant definition, denitrifi-

cation comprises both canonical heterotrophic denitrification and autotrophic ana-

mmox metabolism regardless of their localization in space and time. On the other
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hand, in the absence of oxidized nitrogen in developed anoxic conditions, nitrogen

in the form of ammonium is preserved in the system, becoming available for the

biotic cycling after the redox conditions flop over. However, as we have already

demonstrated [23], the resulting integral basin-wide effect of hypoxia on the

nitrogen pelagic pool is quite definitely negative, that is opposite to the conse-

quences for DIP pool (Fig. 11).
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Note that being interested in simultaneous effect of hypoxia on both N and P

cycles, here I use estimates that are slightly different from those used earlier in

Vahtera et al. [23] and in Fig. 10. The annual deep-water nutrient pool computed

only for the domain below 60 m (see Table 1) is used instead of the total basin-wide

integral winter amount because the total DIP amount is weaker related to the

extension of hypoxia, in contrast to their year-to-year changes (cf. Fig. 10). In an

attempt to better account for a possible denitrification also in anoxic waters, the

hypoxic volume comprising all the waters with oxygen concentration less than

2 mL L–1 is used instead of the denitrification volume with oxygen concentration

ranging from 0 to 1 mL L–1. Although these replacements have not qualitatively

affected the empirically justified theoretically casual relationships, quantitatively

they resulted in slightly higher coefficients of determination.

Simultaneous nitrogen depletion and phosphorus enrichment of the pelagic

nutrient pools result in a shift of marine ecosystem towards nitrogen limitation.

Most importantly, the high linear correlation between the hypoxic volume and the

inorganic N:P molar ratio is found not only in the deep water pools below 60 m in

the Baltic Proper (coefficient of determination R2 ¼ 0.63) but also within the entire

Baltic Proper from surface to bottom, including the Gulf of Finland and the Gulf

of Riga (Fig. 12). With a 2-year lag between annual extension of hypoxia and

basin-wide inorganic N:P ratio, the relationship becomes even stronger, rising up to

R2 ¼ 0.80 in deep layers and R2 ¼ 0.75 in the entire system. For the time being,

I have no quantitative explanation for this delay except of some vague qualitative
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guesses about the time needed for changes generated in the central deep layers to

envelope the entire water body.

In the Baltic Proper, variations in a degree of nitrogen limitation affect not

only the primary production of OM by the common phytoplankton, but also the

occurrence and extension of spectacular and noxious cyanobacteria blooms (e.g.

[82–85]) that are believed to be occurring here for millennia [86]. Even more

important in the eutrophication perspective is that these cyanobacteria fix sub-

stantial amounts of molecular dinitrogen in the range of 200–500 � 103 t N per

year [87, 88], which are quite comparable to the contemporary external input of

total nitrogen from the land and atmosphere of 850 � 103 t N per year [80]. The

significance of this nitrogen source, which is governed by the internal biogeochem-

ical feedbacks, for counteracting the nitrogen load reductions is crucially important

in discussions and decisions within the ecosystem approach to the environmental

management [23, 80, 89].

The hypoxia-related perturbations occurring mostly in the Baltic Proper are also

very important for the ecosystem dynamics in neighbouring basins. A good exam-

ple is a well-documented fate of saline, oxygen-depleted and phosphate-enriched

waters that were displaced in the Gotland Deep by the 1993/1994 deepwater inflows

(cf. Fig. 6). Being pushed up and farther, these waters reached the Eastern Gulf

of Finland by autumn 1995–spring 1996, where they significantly sharpened verti-

cal stratification and reduced deep water oxygen concentrations [90]. Extensive

autumn hypoxia, determined by these settings, not only adversely affected macro-

zoobenthos [91] but also induced massive internal loading of phosphate equivalent

to about half of annual land loads that were added to the phosphorus exported from

the west [92]. According to DAS computations, comparing to the early 1990s, this

expansion of hypoxia resulted in 1997 in almost a doubling of the annual DIP pool

up to 20 � 103 t P and decrease of the DIN pool from about 90 � 103 t N to

60 � 103 t N. Corresponding phosphorus surplus indicated by reduction of the N:P

ratio from almost Redfield to cyanobacteria-favouring values of 6–7 [85, 93, 94]

caused an expansion of cyanobacteria over the entire Gulf of Finland, in contrast to

previous years when the bloom did not extend beyond its entrance [94].
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5 Conclusions

The large-scale hypoxia is an inherent property of the Baltic Sea caused by geograph-

ically and climatically determined insufficiency of oxygen supply to the deep water

layers. Occurrence of hypoxia are documented by direct oxygen measurements from

the beginning of the twentieth century and inferred backwards over centuries and

millennia from lamination and metallic indices in the dated sediment cores. There-

fore, in contrast to local coastal areas, where the recent hypoxia is often related to

man-made eutrophication, the anthropogenic contribution into extension and inten-

sity of hypoxia in the deep offshore waters is still under debate. Apparently, the

convincing quantitative estimates of such contribution should be obtained with the

aid of mathematical models that are already now capable to realistically simulate

the long-term variations of large scale hypoxia and its biogeochemical consequences.

The extension of hypoxia varies both seasonally and from year to year. The

inter-annual variations reaching dozens of thousand square kilometres generate

large scale effects in basin-wide nutrient pools. In the expansion phase, DIN pool

is reduced by denitrification and DIP pool increases due to phosphate release from

anoxic sediments, while in the shrinkage phase the changes are opposite. The

expansion of hypoxia results in decreased N:P ratio that is favourable for the

blooms of dinitrogen fixing cyanobacteria, another common feature of the Baltic

Sea ecosystem. Nitrogen fixed by cyanobacteria becomes available for further

biotic cycling, thus to a large degree compensating for the nitrogen removal by

denitrification.

A historical misbalance between external input of phosphorus vs. its insufficient

removal by advection and sediment burial resulted in “extra” 200–300 � 103 t of

phosphorus, accumulated in the Baltic Proper since the 1960s, that in two ways

counteract the environmental management measures aimed at reducing eutrophica-

tion. First, a longer time is needed to deplete the larger phosphorus pool even by the

drastic reductions of the phosphorus land loads. Second, this excessive phosphorus

stock supports the cyanobacterial nitrogen fixation that counteracts the nitrogen

land load reductions. Therefore, it is the phosphorus load reduction that should

be the priority managerial target in the Baltic Proper. The possibility to speed up

the reduction of excessive phosphorus pool by such engineering methods as the

forced ventilation of intermediate water layers [63, 96], or the artificial co-precipi-

tation of phosphate should be studied in a greater quantitative detail.
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49. Schinke H, Matthäus W (1998) On the causes of major Baltic inflows – an analysis of long

time series. Cont Shelf Res 18:67–97

50. Stigebrandt A (2001) Physical Oceanography of the Baltic Sea. In: Wulff F, Rahm L,

Larsson P (eds) A systems analysis of the changing Baltic Sea. Springer, Berlin, Heidelberg,

New York

158 O.P. Savchuk

http://www.helcom.fi/groups/monas/CombineManual/en_GB/main
http://nest.su.se/nest
http://nest.su.se/nest
http://nest.su.se/das
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Biogeochemical Characteristics in the Elefsis

Bay (Aegean Sea, Eastern Mediterranean)

in Relation to Anoxia and Climate Changes
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K. Pagou, E. Krasakopoulou, G. Assimakopoulou, S. Zervoudaki,

Ch. Zeri, J. Chatzianestis, and R. Psyllidou-Giouranovits

Abstract Historical data on physico-chemical and biological characteristics during

the last 30 years were used to examine the seasonal nutrient and plankton dynamics

in a semi-enclosed area of the Mediterranean Sea, Elefsis Bay, in phase with the

development of intermittently hypoxic and anoxic conditions. Sediment records

covering most of the Holocene showed that the area was affected by hypoxia and/or

anoxia in the past. However, the occurrence of hypoxia in Elefsis Bay need not

necessarily be attributed to anthropogenic activities but could be naturally driven by

oceanographic – climate forcing.

The ecosystem of the Elefsis Bay seems to be very complicated and variable. Its

variability over the last 30 years can be attributed to the differences in anoxia

intense and the amount of the accumulated organic material. The first observations

in the temporal variations of environmental parameters in the bay primarily reflect

the impact of decreasing pollution during the last decade rather than climate

variability. On the contrary, the observed variation in the intensity of the hypoxia/

anoxia developed in the bay appears to be related to local climate variability.

However, this variation, together with the decrease in pollution levels in the bay

during the last years, seem to have an effect on the N:P ratio which controls

planktonic production.
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Abbreviations

Corg Organic carbon

DO Dissolved oxygen

DIN Dissolved inorganic nitrogen

DIP Dissolved inorganic phosphorus

DOC Dissolved organic carbon

DOM Dissolved organic matter

DON Dissolved organic nitrogen

DOP Dissolved organic phosphorus

MDS Multidimensional scaling analysis

NAO North Atlantic oscillation

PCA Principal component analysis

PCBs Polychlorinated biphenyls

POC Particulate organic carbon

PON Particulate organic nitrogen

POP Particulate organic phosphorus

TDN Total dissolved nitrogen

TDP Total dissolved phosphorus

TOC Total organic carbon

TON Total organic nitrogen (DON þ PON)

1 Introduction

The condition of low dissolved oxygen (DO) is known as hypoxia. Hypoxia,

defined as <2 ml/L (<89.3 mM) DO, occurs in aquatic environments when DO

becomes reduced in concentration to a point where it becomes harmful to organisms

living in that environment [1, 2]. Anoxia indicates the complete absence of oxygen,

but in some cases, there is a transition zone, the suboxic zone, which is character-

ized by oxygen concentrations less than 5 mM. The suboxic zone was discovered in

Black Sea by Murray et al. [3]. The existence of the suboxic zone makes the cycling
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of the oxygen and sulfide in aquatic ecosystems more complicated. Murray et al. [4]

suggested that the suboxic zone is defined as the layer where oxygen varied from

less than 2–10 mM and sulfide less than 5 nM [5].

The two principal factors leading to the development of hypoxia, and sometimes

to anoxia, are water column stratification, which isolates the bottom water from

exchange with the oxygen-rich surface water, and decomposition of organic matter

in the bottom water, which reduces oxygen levels. Both conditions must occur for

hypoxia/anoxia to develop and persist [6].

In general, eutrophication links anthropogenic nutrient enrichment in aquatic eco-

systems to increased supply of organic matter, which subsequently causes deleterious

environmental perturbations. It is well known that anoxia causes severe ecosystem

disturbances and also affects the nutrient biogeochemical cycles forming hydrogen

sulfide which is hazardous to numerous fauna and flora communities [1, 2, 7].

Land use changes and local climatic fluctuations play an essential role in

material cycling, such as nutrient, in the long term. However, climatic variations

are supposed to be a critical factor affecting the stratification of the waters and the

intensity of hypoxia. The intensity and local extension of anoxic marine areas is

related to the local climatic variations which may, in turn, be influenced by global

phenomena. In this frame, human-induced climatic changes may amplify the

natural oscillations of the climate system. The variability of biogeochemical pro-

cesses and periodic formation of bottom anoxia in certain regions of the European

Seas (Baltic, Black, Azov and Caspian Seas) is a well-known phenomenon with

changing intensities on annual or decadal scales. For example, in the Northern

Adriatic Sea, periodic anoxia events were caused by a simultaneous increase of

nutrients introduced into the sea by the Po River and weather conditions favorable

to stronger density stratification. It has been documented that weather conditions

directly affecting the redox balance of the Azov and Black Seas, as well as of the

shallow areas of the Baltic and Mediterranean Seas [8–10] showed that periodi-

cally, near-anoxic conditions can occur at the water–sediment interface in late

summer or early autumn due to heavy organic matter loads and/or minimal water

exchange with the central Adriatic Sea, driving change in fisheries yields. In the

Eastern Mediterranean Sea, periodical anoxic events occur in a shallow semi-

enclosed area of Aegean Sea, Elefsis Bay.

In Elefsis Bay, the anoxic layer is an intermittent feature that is developed every

year, but its intensity varies manifold. During the warm period (May–late October),

the development of a strong temperature-driven pycnocline results in the isolation

of the deeper part of the water column, leading to insufficient oxygen supply from

either atmospheric or photosynthetic sources. As a consequence, the near-bottom

layers remain periodically hypoxic and anoxic (0.00 mM for 2–3 months) with high

amounts of silicate, phosphate and ammonium [8, 11–14]. Significant low oxygen

concentrations have also been recorded in the deep layers (>150 m) of the Western

Basin of Saronikos Gulf, in Aegean Sea, since 1987. The deep layers remain phy-

sically and dynamically isolated from any lateral or vertical interactions with the

rest of the west basin [15]. In 1990–1992, the last occurred deep homogenization

resulted in the recovery of the oxygen values near the bottom layer. From 1992 till
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today, the oxygen concentrations show a continuous decreasing trend. Ever since

the last decade, hypoxic conditions prevail in the area, causing major changes in the

ecosystem.

In this work, we analyze hypoxia and anoxia during the last 30 years in a shallow

semi-enclosed area of Mediterranean Sea, Elefsis Bay. Historical data on physico-

chemical and biological characteristics from 1987 to 2009 were used to examine the

seasonal nutrient and plankton dynamics in the selected area of the Mediterranean

Sea, to establish how the variability in the hydrological pattern determines both

the nutrient composition and plankton dynamics and to link these to the DO and

environmental records. In addition, we study the ecological response to the local

climate changes.

Finally, we summarize the current knowledge in the selected semi-enclosed

polluted bay of the Eastern Mediterranean regarding the appearance of hypoxia and

mostly anoxia, in modern times (last 30 years), modern historical times (30–200 years

ago), and in the geological past (last c. 10,000 years). We present sediment records

covering most of the Holocene and explore possible connections with the presence of

past hypoxia/anoxia and the role of climate and environmental variability and human

impact. Our main objective is to answer three basic questions: where, when and why

was the study area hypoxic or anoxic in the past.

2 Description of the Area

Elefsis Bay (Longitude: between 23
�
250 4800 E 23

�
360 3600 E; Latitude: between

27
�
590 2400 N and 38

�
030 N) is a small and shallow (ca. 68 m2 with a mean and

maximum depth of 20 m and �35 m, respectively), almost enclosed embayment in

the Aegean Sea (Eastern Mediterranean Sea). It is connected to the Saronikos Gulf

by narrow and shallow channels on both the eastern and western side (8 m minimum

depth at the western and 12 m minimum depth at the eastern; Fig. 1). Estimates of the

surface flow in Elefsis Bay showed a flow of around 250 m3�s–1 from east to west

during winter and a higher (�450 m3�s–1) reversed flow in summer [16, 17]. The

Elefsis Bay differs from the Saronikos Gulf not only in its morphology but also in the

extent of pollution suffered during the last decades, mainly by industrial activities on

its coastline. A significant number of industries (oil refineries, shipyards, chemical

plants, food, metal cement industries etc.) are located along the northern coastline of

the Bay. Extended water pollution caused by organic matter and metal enrichment

from hot spots, casts a shadow over human population growth and development. In

the eastern reach of Elefsis Bay lies the city of Athens with a population of over five

million. The eastern Keratsini channel is enriched by the industrial and shipyard area

of Piraeus harbor. Until 1994, Keratsini channel was receiving the untreated domestic

and industrial sewage of the Athens Metropolitan area which was discharged into the

surface water layer of the channel and enriched the bay with metals, nutrients and

organic matter. After 1994, the sewage of the AthensMetropolitan area was primarily

treated in the Psitallia Sewage Treatment Plant and discharged into the inner
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Saronikos Gulf (Fig. 1). Additionally, by the end of 2004, the secondary stage of the

Psittalia Sewage Plant became operational.

The extended anthropogenic pollution of the area occurred after the Second

World War, when rapid population growth and development followed with increas-

ing industrialization. At that time, population growth, a large fertilizer factory

situated just outside the entrance of Pireaus Harbor and the discharge of the

untreated nutrient-rich sewage enhanced the point-source nutrient loading. After

1994, the pollution in the Bay decreased significantly, either because many indus-

tries closed or decreased the amount of their pollutants according to the European

and National directives. However, during the last years, there has been a turn

towards cleaner technologies, and the bay does not receive the large amount of

untreated sewage of Athens any longer. At the same time, the bay does not receive

any significant amounts of natural fresh waters either, since no river water flows

into the bay, except for some ephemeral streams in winter.

The aforementioned anthropogenic inputs lead to ecological stress in the bay.

Documented anoxic conditions in the deepest western part (>25 m depth) of the

Bay date back to the summer of 1973 [18], when the zooplanktonic biomass

remained near zero [19]. Following the initial documentation of anoxia, several

low DO conditions have been referred [8, 20–24]. Hypoxic and anoxic conditions

are developed every year only in the western part of the Elefsis Bay.

In summary, the physical setting of the Elefsis Bay, the narrow and shallow

connections to the Saronikos Gulf with low freshwater inflows and limited water

exchange, leads to a strong seasonal density stratification of the water mass and

influences the oxygen distribution in the basin, resulting in hypoxia and anoxia,

existing for about 5 months. The summer stratification reduces the supply of DO to

the bottom layers, whereas, oxidation of the organic matter results in the disap-

pearance of oxygen and the formation of anaerobic conditions. This situation

retains nutrients and organic matter within the basin and leads to high nutrient

accumulation.

3 History of the Area

Elefsis Bay is the result of the geodynamical evolution of the Hellenic area. It is

an embayment of tectonical origin. Active neotectonism is the prevalent driving

mechanism which formed the Elefsis bay and continues to regulate the morphology

of the broader area. Intensive faulting resulted in the fragmentation of the upper

crust into individual tectonic blocks, which undergo vertical or horizontal move-

ments. These processes led to the formation of a complicated geomorphology of the

area. This morphotectonical regime has, as a consequence, the formation of a

variety of basins, drainage systems and coastal forms. Figure 1 shows the compli-

cated coastline and the bathymetry of Elefsis Bay and Fig. 2 the drainage area.

The drainage area is relatively small and extends in the northern part of Elefsis

Bay. Historically, it contributed to the formation of the Elefsis plain where large-
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scale industrial activities take place. Small tributaries drain into the bay with low

freshwater input and sediment particle supply.

The bathymetric map differentiates the marine area in two parts; the eastern part

with smaller depth (10–25 m) and the western part, tectonically subsided, which

shows depth of more than 30 m and which acts as a sediment trap.

Systematic bottom profiling in the Elefsis Bay (Anagnostou, unpublished data)

show that in the eastern part, the thickness of the Holocene sediment cover reaches

values from 3 to 5 m and in the western part from 10 to 15 m (Fig. 3).

Historically, the bay was isolated from the Saronicos Gulf and formed land, and

probably, a small lake in the western part. According to the sea level stand evo-

lution, a connection of the lake to the sea probably took place approx. 8,000 years

ago [25–27].

The physiography of the Elefsis Bay, as a small and shallow basin, with the

narrower and shallower connections (west and east) to Saronikos Gulf and the

low freshwater input from the northern drainage basin, leads to a limited water

exchange with the Saronikos system, resulting in hypoxic and anoxic conditions in

the Elefsis Bay system.

Fig. 2 The drainage area of the Elefsis Bay. It extends in the northern boundary of the bay and

contribute with terrigenous sediment particles supply to the sedimentation processes of the bay
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Hypoxic and anoxic conditions in the water column above the sediment–water

interface are leading to an enrichment of organic matter in the sediments. The dark to

black color of the surface sediments is an index of the high content of organicmatter in

the sediments. Careful observations during the winter period (hypoxic conditions in

the water column above the sediment–water interface) have shown a very thin layer,

like a thin film (less than 1 mm) of oxidized surface sediments. During the summer

period, anoxic conditions in the water column above the sediment–water interface

lead to totally anoxic conditions in the bottom sediments (black color).

The present situation and the dynamic of the semi-enclosed marine system of

Elefsis Bay bring forth the question: are the hypoxic/anoxic conditions in the bay a

phenomenon of the last decade or a historical natural phenomenon of the studied

marine system?

To approach this issue, a representative sediment core from the western part of

the bay was taken and a sediment sampling for every three centimeter was carried

out for an organic matter analysis. The core was taken in September 1989 in the

frame of a Greek-German Bilateral Cooperation’s Project. The location of the core

sampling is the same location of the samplings for all the biochemical measure-

ments in the water column presented in this work (station K in Fig. 1).

The length of the sediment core reached 357 cm and a total number of 120

samples were taken and analyzed for determining the organic carbon content. The

dominant sediment type of the core is the silty clay type.

The results of the organic matter content of the sediments are given in Table 1.

Figure 4 shows the fluctuation of the values of the organic matter through the core.

The interpretation of the analytical results showed that an important number of

anoxic events occurred in Elefsis Bay in the past. At the bottom of the core, an

anoxic event left its footprint in the sediments, where organic matter content in the

Fig. 3 Sub-bottom profiles show clear the Holocene marine sediments cover and the pre-deposi-

tional unconformity. On the left one profile from the western part of the Elefsis bay, where the

Holocene sediments thickness reach 8–13 m. On the right the Holocene sediment cover with

thickness from 3 to 5 m
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sediments reached high values of more than 3.0%. This was followed by a number

of four remarkable anoxic events, with organic matter fluctuating from 1.0 to 1.8%.

In more recent sediments, the organic matter content fluctuates from 0.8 to 1.3%.

A trend to higher values in the very recent sediments can be seen clearly. The last

20 cm (top of the core) are sediments influenced by anthropogenic activities. The

recorded trend towards higher values also shows the impact of human activities on

the semi-enclosed Elefsis Bay. The influence of human activities in the last 20 cm

was further demonstrated by analyzing another sediment core collected from the

same station in 2001 for the presence of organic pollutants. The results have shown

that very high quantities of anthropogenic organic pollutants (aliphatic and poly-

cyclic aromatic hydrocarbons, PCBs etc.) were present in the upper part (�25 cm)

of this core. For this core, the sedimentation rate was also estimated using
210Pb measurements and found to be approximately 0.29 cm per year [28]. It is

noteworthy that the highest pollutant inputs were recorded in the 5–9 cm part of the

core, which, according to the aforementioned sedimentation rate, correspond to the

Table 1 Organic matter content in the core sediment samples

Nr Core

depth

(cm)

Corg

(%)

Nr Core

depth

Corg

(%)

Nr Core

depth

(cm)

Corg

(%)

Nr Core

depth

(cm)

Corg

(%)

1 1 3.3 31 90 0.9 61 180 1.2 91 270 1.1

2 3 3.6 32 93 1.0 62 183 1.4 92 273 1.2

3 6 4.3 33 96 1.1 63 186 1.2 93 276 1.2

4 9 4.5 34 99 0.9 64 189 1.1 94 279 1.1

5 12 4.7 35 102 1.0 65 192 1.2 95 282 1.1

6 15 2.4 36 105 1.0 66 195 1.1 96 285 1.0

7 18 1.3 37 108 1.0 67 198 1.4 97 288 1.3

8 21 1.2 38 111 1.0 68 201 1.6 98 291 1.1

9 24 1.2 39 114 1.2 69 204 1.8 99 294 1.2

10 27 1.2 40 117 1.1 70 207 1.6 100 297 1.1

11 30 1.2 41 120 1.2 71 210 1.4 101 300 1.2

12 33 1.3 42 123 1.3 72 213 1.4 102 303 3.1

13 36 1.1 43 126 1.2 73 216 1.4 103 306 2.8

14 39 1.2 44 129 1.2 74 219 1.3 104 309 3.0

15 42 1.1 45 132 1.2 75 222 1.5 105 312 2.8

16 45 1.2 46 135 1.1 76 225 1.4 106 315 2.4

17 48 1.2 47 138 1.2 77 228 1.3 107 318 2.2

18 51 1.0 48 141 1.3 78 231 1.4 108 321 1.7

19 54 1.1 49 144 1.3 79 234 1.6 109 324 1.4

20 57 1.1 50 147 1.2 80 237 1.7 110 327 1.7

21 60 1.2 51 150 1.2 81 240 1.4 111 330 1.9

22 63 1.1 52 153 1.1 82 243 1.3 112 333 1.6

23 66 1.1 53 156 1.2 83 246 1.4 113 336 1.8

24 69 0.9 54 159 1.2 84 249 1.4 114 339 1.7

25 72 1.2 55 162 1.2 85 252 1.5 115 342 1.6

26 75 1.0 56 165 1.2 86 255 1.4 116 345 1.6

27 78 1.1 57 168 1.2 87 258 1.3 117 348 1.5

28 81 0.9 58 171 1.2 88 261 1.2 118 351 1.7

29 84 1.1 59 174 1.2 89 264 1.1 119 354 1.6

30 87 1.2 60 177 1.3 90 267 1.2 120 357 1.5
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1970 and 1980 decades when many industrial units were developed indiscrimi-

nately in the area. In the first 5 cm, the pollutant inputs were clearly lower,

reflecting both the application of cleaner technologies in the industries of the area

during the last years and the discontinuance of discharging untreated effluents in

Keratsini channel in 1994.

Geological records demonstrate that the area was affected by hypoxia and/or

anoxia in the past. However, the occurrence of hypoxia in Elefsis Bay may not

necessarily be attributed to anthropogenic activities but could be naturally driven by

oceanographic–climate forcing; although in the last 50 years, both oceanographic–

climate variability and anthropogenic impact have had the potential to greatly affect

the marine environment in the semi-enclosed Elefsis Bay.

The present work placed emphasis on the appearance of hypoxia in the last

5,000 years based on organic matter analyses in a sediment core. It seems to be clear

that both oceanographic–climate and anthropogenic pressures have played a role as

drivers for hypoxia through time. The occurrence of hypoxia in Elefsis Bay on the

“geological” timescale seems to be related to climate fluctuations. Warmer periods

contributed to the stratification of the water column and to relative higher pro-

ductivity. These factors were the primary forces for hypoxia in the Elefsis Bay.
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Fig. 4 The sediment core from the western part of Elefsis Bay (depth 33 m) and the distribution of

the organic matter percentage along the core (120 samples are analyzed)
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However, it is open for future work to perform dating of the sediment core samples

in order to study the chronological follow-up of these fluctuations.

4 Elefsis Bay Characteristics

4.1 Field, Laboratory Analysis and Data Assessment

Data used in this study were obtained from four to twelve cruises per year from

1987 to 2009 (total 263 cruises), at Elefsis Bay and Saronikos Gulf, using small

boats and the research vessels « Aegaeo » and « Filia » of the Hellenic Center for

Marine Research (HCMR). At the selected station in the deepest area of Elefsis Bay

(Fig. 1), seawater samples were collected from standard depths (surface, 10 m,

20 m, near bottom) with Niskin bottles, either mounted on a rosette or individually

on a hydro wire.

The temperature, salinity and density in the water column were measured with a

CTD profiler (Sea Bird Electronics) which was equipped with pressure, temperature

and conductivity sensors. Before the 1990s, measurements were performed with

reversing thermometers attached to NIO bottles, whereas, the salinity was deter-

mined with an autolab inductive salinometer.

For the determination of oxygen, samples were first taken from a sampling bottle

with the recommended precautions to prevent any biological activity and gas

exchanges with the atmosphere [29] and analyzed immediately after collection,

on board, with the Winkler method according to [30, 31].

Water samples for nutrient analysis were collected in 100 mL polyethylene

bottles “aged” with HCl 10% and kept deep-frozen (–20�C) until their analysis
for nitrate, nitrite, silicate, dissolved organic nitrogen (DON) and dissolved organic

phosphorus (DOP) in the laboratory. Filtered samples, from 1987 to 1995, were

analyzed with a TECHNIKON CSM-6 Autoanalyser, between 1996 and 1999, with

an ALPKEM autoanalyser and after 1999 till today, with a BRAN þ LUEBBE II

autoanalyser according to standard methods ([32] for silicate; [29] for nitrate-nitrite

and [33] for phosphate).

The determination of ammonium and phosphate was performed, first using a

Hitachi and then a Perkin Elmer 20 Lambda and 25 Lambda spectrophotometer

according to standard methods ([34] for ammonium and [33], for phosphate).

For the measurement of DON and DOP, a conversion of dissolved organic matter

DOM to inorganic products, nitrate þ nitrite and soluble reactive phosphate, was

performed by a persulfate wet-oxidation in low alkaline conditions. The concentra-

tion of the inorganic products dissolved in the sample was measured automatically

by colorimetry using a BRAN þ LUEBBE II autoanalyser [35–37]. The values

obtained were corrected for the reagent blank.

Water samples for TOC analysis were collected in precombusted (480�C, 12 h)

glass ampoules, acidified with 2.5 M HCl to pH �2 and flame-sealed immediately
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on board. TOC analysis was carried out in the laboratory following the catalytic

oxidation method described by [38] using a commercially available automatic

analyzer (Shimadzu TOC-5000).

Seawater samples for the POC and PON (1–2 L for each parameter) and the

particulate phosphorus (POP; 0.2–0.3 L) determination were filtered through What-

man GF/F filters (nominal pore size 0.7 m, 25 mm) precombusted at 450�C. Filters
were stored in Petri dishes and kept continuously under deep freeze (–20�C) in the

dark until their analysis in the lab. POC and PON were measured on a EA 1108

CHN Fisons Instruments CHN analyser according to the methodology suggested by

Verardo et al. [39]. Particulate phosphorus was determined using a persulfate wet-

oxidation method [35–37].

Organic carbon in sediments were analyzed according to the Gaudette method [40].

For obtaining total chlorophyll measurements, water samples (1.5 L) were filtered

through Whatman GF/F filters. The analysis was performed fluorometrically accord-

ing to Holm-Hansen et al. [41], using a TURNER 00-AU-10 instrument.

Meso-zooplankton samples were collected by the vertical hauls of a WP-2 net

(200 mm mesh size) from near bottom to the surface. All samples were fixed by

borate-buffered formalin to 4% final concentration. Two subsamples were obtained

by the Folsom splitter: the first was used for the estimation of biomass and the

second one for the enumeration of groups and species. The dry-weight method [42]

was used for the estimation of biomass and values were expressed in mg m–3.

Taxonomic diversity of the copepod and cladoceran assemblages was calculated at

all study seasons and years with the Shannon_Wiener Index (H’). These analyses

were performed using the PRIMER program (Plymouth Marine Laboratory, UK).

In order to test similarities among seasons and years regarding the mesozooplank-

ton community composition and structure, a nonmetric Multidimensional Scaling

Analysis was performed based on the Bray-Curtis similarity index. This analysis was

performed using the PRIMER program (Plymouth Marine Laboratory, UK).

Principal component analysis (PCA) was used to extract composite variables

(principal components) from the original variables for assessing the underlying

patterns in the distribution of the measured parameters in Elefsis Bay. The PCA

solution was rotated (using VARIMAX rotation) to facilitate the interpretation of

the principal components. The factor score for each variable was calculated. The

PCA analysis was performed with the SPSS (version 17) statistical program.

Linear Regression Analysis was used to assess if there is any significant trend of

the measured parameters with time. The SPSS (version 17) statistical program was

also used.

4.2 Description of the Ecosystem Dynamics

In the last 40 years, there has been a thorough study of the Elefsis Bay mainly by the

HCMR ([8, 18, 20–23, 43–58], etc.), the NRC “Demokritos” [59–67] and the

University of Athens ([12, 13, 24, 68–72]; etc.).
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According to [22, 23], a general pattern of cycling of temperature across the year

is followed in Elefsis Bay. According to this pattern, the cooling of the upper layers

reaches a minimum temperature from February to April, with temperatures of about

12–14�C. Then, the water mass begins to warm up to maximum value of about 25�C
from August to September. In summer, temperature differences of 10�C between

the sea surface and bottom result in the development of a strong stratification, which

persists for about 5 months and causes anoxic conditions. The pycnocline is formed

at depths varying between c. 15 m in early summer and 25–30 m from August to

October [73]. As a consequence, the near-bottom layer remains periodically hyp-

oxic and anoxic for 2–3 months with high amounts of silicate, phosphate and

ammonium [8, 12–14, 50] (Fig. 5). Macrozoobethos studies in Elefsis Bay showed

seasonal changes in both number of species and individuals and the total absence of

alive zoobenthos from July to August till late autumn. It is noteworthy that in both

Fig. 5 Vertical distribution of DO and silicate concentrations in the water column of Elefsis Bay

during 1998–2004
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winter and summer, abundance and diversity were higher in the western part of the

bay than in the eastern part [54, 74–76].

4.2.1 Hydrography

The sea water of the Elefsis Bay, being an almost isolated shallow water body, is

strongly coupled with the atmosphere and exhibits a broad seasonal cycle in its

temperature and salinity throughout the year. Figure 6 shows the T/S characteristics

on a seasonal basis for years 1994 and 1995. The water temperature variations

respond fast to those of the atmosphere, and in early winter (December 1994, 1995),

typical temperatures are less than 14�C. The signature of low near-bottom tem-

peratures is preserved during summer and early fall because of the strong pycno-

cline developed in summer, which isolates the near-bottom layer. In this way, the

winter characteristics of the near-bottom layer with lower temperatures and sali-

nities are preserved until mid fall. After mid fall, densities increase rapidly through-

out the water column because the vertical mixing carries to the sea bottom the high

salinities which are developed in the surface layer during summer.

Figure 7 shows a typical seasonal evolution of the vertical structure in tempera-

ture salinity and density. The example is taken from 1995. In the upper �15 m,

temperature and salinity increase fast in summer due to atmospheric heating and

evaporation, and a strong pycnocline develops with a nearly 3-unit (26-to-29)

surface-to-bottom difference in density. This pycnocline isolates the near-bottom

layer (�25–30 m) and persists until mid fall, as shown in Fig. 7 for October 1995.

Fig. 6 T/S diagrams in Elefsis Bay during 1994–1995
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4.2.2 Biochemical Characteristics of the Water Column

Biochemical data obtained from twelve monthly samplings during 2007 as well

as from the 263 cruises obtained during 1987–2009 are used to describe the

biochemical characteristics of Elefsis Bay in phase with the stratification of the

Fig. 7 Seasonal evolution of temperature, salinity and density vertical structure in Elefsis Bay

during 1995. Dashed lines indicate plus/minus one standard deviation
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water masses and the seasonal development of hypoxia/anoxia in the western part

of Elefsis.

DO and Inorganic Nutrients

Depth profiles at Elefsis Bay showed that during the warm/stratified period

(August–October), nutrients and oxygen remain constant between 0 and 10 m,

whereas, below 10 m, there is a rapid decrease of oxygen reaching near extinction

at 20 m and anoxia near the bottom. Ammonium, phosphate and silicate increased

markedly with a depth below 10 m. Thus, during the warm months (August–

September, and in some cases, October), the bottom layer is characterized by the

presence of an anoxic zone. The thickness of the hypoxic/anoxic zone varies

between the sampling periods from 1 to 3 m to 8–10 m above the bottom . It is

noteworthy that during the winter of 2007, NO3
– represented approximately 78% of

the dissolved inorganic N pool in the water column, NO2
– represented only 8% and

NH4
+ 13%. However, during the warm/stratified period, their relative contribution

changes and NO3
– account for 24% of the total dissolved inorganic N, NO2

–

represent only the 9% of inorganic N and NH4
+ 67%. In the near-bottom layer,

(�1–2 m thick) ammonium is the dominant inorganic nitrogen species, representing

the 93% of inorganic N. With the reversal of coastal circulation during the cold

period (December–March), the water column becomes oxygenated again and

nutrient concentrations revert to their previous values. In 2007, the mean integrated

DIN concentration of the water column during warm months (August–September)

was measured 8.11 mM, whereas in cold months, a significant decrease (2.05 mM)

was observed, followed by an increase in DON concentrations indicating oxidation

of organic nitrogen to inorganic forms during the warm months. The latter is a

general pattern observed in Elefsis Bay. [50, 51, 77, 78].

Detailed concentrations of DO, ammonium and silicate obtained from all the

cruises between 1987 and 2008 in the cold period when the water column is fully

homogenized (February is taken as an example), and in the warm/stratified period

(September is taken as an example), are compiled in Fig. 8.

In winter (February), the DO, ammonium, nitrite, phosphate and silicate con-

centrations remain almost stable with depth. The DO concentrations ranged in the

surface layer (2–10 m) between 251 and 297 mM (average value 271 � 16.0 mM)

and in the near-bed layer between 204 and 291 mM (average value 250 � 23.0 mM).

The water column was characterized by low phosphate and nitrite concentrations

(average values: 0.190 � 0.160 mol/L for phosphate and 0.143 � 0.118 mol/L

for nitrite in the surface layer; 0.180 � 0.140 mol/L for phosphate and 0.160 �
0.100 mol/L for nitrite in the near-bed layer). In general, ammonium concentrations

were low in the surface layer (average values 0.437 � 0.300 mol/L), with the

exception of the rather high ammonium concentrations observed in February

1996 (high chlorophyll concentrations were also measured in February 1996), and

tended to increase slowly in the near-bottom layer (0.730 � 0.610 mol/L). Silicate

concentrations in some cases also increased in the near-bottom layer (February
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Fig. 8 Vertical distribution of DO and nutrients in Elefsis Bay in cold (February/non-stratified)

and warm (September/stratified) periods during 1987–2009
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2002 and 2003) but, in general, remain constant with depth, with an average value

of 2.30 � 0.86 mol/L. The water column in winter was characterized by rather

elevated nitrate concentrations, without any significant variation with depth (aver-

age values: 1.41 � 1.03 mol/L in the surface layer and 1.56 � 1.08 mol/L in the

near-bed layer). The DIN:P ratio was calculated around 20 in the water column,

whereas, Si:P in the water column was calculated around 25.

During the warm/stratified period when anoxic conditions prevail, the ammo-

nium concentrations increase significantly with depth against nitrite and nitrate but

in parallel with silicate and phosphate, suggesting the occurrence of the processes

of organic matter remineralization (Fig. 8). The concentration of ammonium

increased from 1.242 � 0.604 mol/L in the surface layer to 11.70 � 3.64 mol/L

in the anoxic near-bottom layer. Nitrate and nitrite reduced slightly from

0.614 � 0.120 mol/L and 0.170 � 0.120 mol/L, respectively, in the surface

layer, to 0.470 � 0.390 mol/L and 0.140 � 0.110 mol/L in the near-bottom

layer. It seems that nitrite concentrations remain stable all over the year, whereas,

nitrate concentrations clearly decreased and were almost depleted in summer.

Silicate and phosphate concentrations increased by an order of magnitude below

the pycnocline from 3.03 � 1.75 mol/L and 0.182 � 0.122 mol/L, respectively, in

the upper layer to 26.91 � 7.39 mol/L and 3.33 � 1.56 mol/L below the pycno-

cline. Si:P ratio decreased from 29.3 in the surface layer to around nine in the near-

bottom layer. It seems that the fraction of sediment-released phosphorus increases

rapidly when oxygen concentration falls significantly. Sorbed phosphate is released

from sediments to pore waters from host Fe-oxyhydroxides [79]. Once released to

pore waters, phosphate can escape from sediments via diffusional transport, resus-

pension, or irrigation by benthos [80].

DIN:P ratio also decreased below the pycnocline, from 13.1 in the surface layer

to 4.2 in the near-bottom waters, clearly showing a N-deficit in the near-bottom

waters in summer. It is likely that, besides the remineralization of organic matter

and the possible phosphate release from the sediment, an additional process takes

place and contributes to such low values of the ratio. Denitrification occurs within

the water column and the upper few millimeters of the sediments under low oxygen

conditions, converts nitrate to nitrogen gases released from the system and repre-

sents a sink of nitrate. It is evident that denitrification could be the controlling factor

of the DIN:P values in the near-bottom waters of Elefsis Bay.

The chemical characteristics of the anoxic layer indicate that denitrification

occurs, even though this has not been confirmed by direct measurements of

denitrification in the water column nor measurements of sulfide concentrations,

so the evidence for denitrification is indirect. However, under these conditions,

facultative heterotrophs switch over to alternate respiratory oxidants (electron

acceptors) and the most abundant in seawater is NO3
–. Denitrification removes

most of the NO3
–, and as sulfate reduction sets in, NH4

+ accumulates in the anoxic

waters [81–84]. It is noteworthy that in September, the bottom concentration of

ammonium was about five times higher than in July and the concentrations of

phosphate three times higher. The ammonium, phosphate and silicate accumulation

results from the oxidation of organic matter accompanying the reduction of, first,
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nitrate and then, sulfate [22]. It is known that MnO2 reduction occurs next, with

Mn4+ being the electron acceptor, followed by SO4
2– as an electron acceptor, and

sulfate reduction occurs with H2S accumulation in anoxic waters [85]. However,

the measurements of dissolved and particulate manganese in the Elefsis Bay during

2004, did not show high dissolved and/or particulate concentrations of manganese

in the near-bottom waters (0.82 mg/L for dissolved and 0.35 mg/L for particulate

manganese) [86]. Unfortunately, there are no available data from 2004 until 2008.

Although, previous data concerning the period 1992–1995, showed that in many

cases (i.e. September 1994), elevated dissolved (112 mg/L) and particulate Mn

(171 mg/L) concentrations were recorded in the near-bottom waters when anoxic

conditions occur, the role of Mn in the area cannot be established (Dasenakis and

Pavlidou, unpublished data). New measurements of dissolved and particulate man-

ganese for 2008 and 2009 still continue and the role of manganese in the anoxic

waters of Elefsis Bay will be investigated in the future.

When we examined all the data from 1987 to 2009, we observed that there were

differences between the shapes of the plots of DO or nutrients between the years.

No accumulation of nitrite was noted in the waters where DO concentrations were

higher than 2.00 mL/L (89 mM).

The DO and nutrient concentrations measured in the intermediate layer of 20 m

showed interesting differences. The layer of 20 m depth can be assumed as a

transition zone between the oxygenated surface layer and the anoxic near-bottom

layer. Our observations showed that about 50% of the DO measurements in the

transition zone was near extinction with concentrations <22 mM, whereas, the rest

of the measurements showed DO concentrations between 41 and 215 mM. On the

other hand, nitrate and nitrite peaks were observed at 20 m in most of the measure-

ments during the September period. A conspicuous nitrite-peak (1.48 mol/L)

observed in September 1996 corresponded to DO values of 156 mM, nitrate values

of 1.2 mol/L and low ammonium. It seems that in some cases, waters with relatively

high amounts of oxygen contained relatively high amounts of nitrite. The relatively

high nitrite could be explained either by the reduction of nitrate or by the oxidation

of ammonium. However, nitrification is the most likely process to occur [83].

In September 2007, maximum nitrate concentration (3.41 mol/L) at the transition

zone corresponded to nitrite concentration 0.48 mol/L, ammonium concentration

1.36 mol/L and relatively low DO concentrations (40.6 mM). These chemical

characteristics may indicate suboxic nitrification process. Probably, manganese

reduction occurred via suboxic nitrification [87], but there are no available data

of manganese measurements to support this hypothesis. However, according to

Scoullos [69], in Elefsis bay, at a depth where a transition occurs from oxic to

anoxic conditions, Mn4+, present mainly as MnO2 in the sediments, is reduced

to dissolved Mn2+ which emanates from the sediments and moves slowly upwards.

However, because of the presence of appreciable concentrations of oxygen, the Mn

liberated from the sediments quickly re-precipitates as MnO2 at the interface of the

oxic/anoxic layer which is very close to the bottom. According to this theory, it is

obvious that the Mn oxide dissolution and precipitation that can play an important

role in the water chemistry, takes place in that transition zone of Elefsis Bay [69].
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The ecosystem of Elefsis Bay seems to be very complicated and variable. Its

variability is probably related to the differences in anoxia intense and the amount of

the accumulated organic material. In general, we observed low nitrite concentra-

tions in the anoxic, ammonium-rich waters. Nitrite is the first intermediate of

denitrification and provides a diagnostic tool for its occurrence. Probably, denitrifi-

cation at very low rates occurs without much accumulation of nitrite. However,

mineralization processes (i.e. ammonification) are favored and supported by the

high concentrations of organic matter. On the other hand, benthic nutrient recycling

could be another source for the supply of the water column with ammonium.

Using data from 1987 to 2009, the mean values of DO, and nutrient concentra-

tions at the near-bottom waters were calculated for each sampling period (Fig. 9).

Low DO values (<44.6 mM) were observed during July to October near the

bottom of Elefsis Bay. The annual minimum of DO in the bottom waters of the bay

was observed during September (Fig. 9), the mean � 1SE was 4.46 � 5.36 mM
(Table 2). DO rise after October and the annual maximum was observed in January

(mean � 1SE was 256 � 17.4 mM).

Fig. 9 Seasonal variations of DO phosphate, silicate nitrate, ammonium and chlorophyll in near

bottom waters of the Elefsis Bay. Triangles connected by lines indicate the mean of each cruise

period

180 A. Pavlidou et al.



Phosphate, silicate, DIN and ammonium concentrations at the near-bottom

waters were usually maximal in September, but elevated concentrations were

found during July to November (Fig. 9). Mean (� 1SE) annual maxima in phosphate,

silicate, DIN and ammonium were 3.16 � 1.88, 27.27 � 12.25, 10.70 � 5.64 and

9.64 � 6.38 mol/L, respectively (Table 2) and the ratio of Si:DIN was 7.2. In late

November, the aforementioned nutrients start to decrease simultaneously and mini-

mum values are observed from February to April. The minimum was observed in

April. Mean �1 SE of the annual minimum concentrations of phosphate, silicate,

DIN and ammonium were 0.15 � 0.08, 2.12 � 0.99, 1.09 � 0.45 and 0.33 � 0.26

mol/L, respectively. The decreased concentrations of silicate in April reflected the

development of the spring diatom bloom.

The ratio of Si:DIN in April was 4.7. Nitrate was maximal in June. Mean

(� 1SE) annual maxima in nitrate concentration was 4.34 � 3.81 mol/L. Nitrite

was maximal in July (mean 0.79 � 0.61 mol/L). Nitrate concentrations decreased

after July, showing a minimum in September (Fig. 9) (mean 0.32 � 0.25 mol/L).

Relatively low concentrations were observed in April. Nitrite concentrations were

Table 2 Mean annual maximum and minimum values in DO, nutrients their ratios and chlorophyll

in the surface and bottom waters of Elefsis Bay during 1987–2009

Max Mina Dyeara

DO (mM) surf 276 � 15.6 188 � 25.0 89.3 � 28.1

bot 256 � 17.4 4.46 � 5.36 252 � 21.9

Phosphate (mol/L) surf 0.52 � 0.42 0.1 � 0.06 0.43 � 0.45

bot 3.16 � 1.88 0.15 � 0.08 3.01 � 1.67

Silicate (mol/L) surf 5.5 � 2.68 1 � 0.63 4.3 � 2.64

bot 27.27 � 12.25 2.12 � 0.99 25.15 � 10.1

Nitrite (mol/L) surf 0.41 � 0.32 0.05 � 0.03 0.37 � 0.33

bot 0.79 � 0.61 0.08 � 0.03 0.72 � 0.64

Nitrate (mol/L) surf 2.42 � 1.86 0.29 � 0.15 2.1 � 2

bot 4.34 � 3.81 0.32 � 0.25 4.02 � 3.93

Ammonium (mol/L) surf 1.49 � 1.03 0.22 � 0.22 1.32 � 0.98

bot 9.64 � 6.38 0.33 � 0.26 9.31 � 5.73

DIN (mol/L) surf 3.97 � 2.18 0.73 � 0.45 3.26 � 2.31

bot 10.70 � 5.64 1.09 � 0.45 9.62 � 4.97

Si:DIN surf 24.53 � 19.07 6.26 � 7.95 18.45 � 19.63

bot 9.59 � 7.9 0.96 � 0.5 8.83 � 8.23

DIN:PO4 surf 6.47 � 5.4 0.8 � 0.33 5.72 � 5.82

bot 24.89 � 16.83 2.01 � 1.3 23 � 18.23

Si:NO3 surf 24.42 � 37.49 2.14 � 1.65 22.72 � 41.35

bot 118.28 � 126.18 2.29 � 1.45 121.89 � 129.76

Si:PO4 surf 44.63 � 41.52 6.35 � 7.97 38.62 � 41.65

bot 54.42 � 39.59 6.56 � 4.08 46.97 � 41.87

Chlorophyll (mg/m3) surf 5.27 � 2.83 0.34 � 0.18 4.93 � 2.80

bot 4.67 � 0.34 0.08 � 0.02 4.59 � 3.36

Zooplankton Biomassb Water column 60.7 � 6.3 6.3 � 1.2 50.8 � 6.01

The magnitudes of seasonal difference (Dyear) are also shown
aCalculated except for 1990, 1995, 1997, 2004, 2005, 2009
bCalculated except for 1995, 1996, 2005
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minimum during March–April and September. The annual minimum concentrations

of nitrate and nitrite from February to April can be related to the biological activity

and the elevated chlorophyll values observed January–March (Fig. 9) and the con-

sumption by phytoplankton where nitrate is used for biomass formation, whereas, the

minimum in September is mostly related to the denitrification process occurring in

anoxic conditions and to the uptake by phytoplankton during the late summer peak.

The magnitudes of seasonal variation in nutrients and chlorophyll at the near-bottom

waters are shown in Table 2.

It is noteworthy that the mean ratio Si:NO3 in September was calculated as 129

and decreased dramatically in winter – February (3.8) and spring – April (6.3),

whereas, the mean Si:DIN ratio also decreased from 5.2 in September to 1.9 in

February and 2.6 in April. The DIN:P mean ratio was calculated around four in

September and increased to 18.8 in February and 12.7 in April. The Si:P mean ratio

also showed a significant variation with high values in February and also in April

(29 and 21.8, respectively) and low mean values (3.93) in September. Thus,

according to the calculated nutrient ratios in September, the limiting factor for

phytoplankton in the near-bottom waters of Elefsis Bay was nitrogen (in 93% of the

data), whereas in spring (April), the limiting factor was either nitrogen (50% of

data) or phosphorus (25% of data). Si limitation was not prominent. In February,

P limitation was recorded in 46% of the measurements and N-limitation in 31%. In

general, in the bottom layer of Elefsis Bay, nitrogen is the limiting factor, whereas,

silicate seems to be always in excess. However, the predominant species in the

phytoplankton community of Elefsis Bay, especially during spring, are diatoms

(Pagou and Assimakopoulou, unpublished data).

The annual minimum and maximum of DO and nutrients in the surface layer (the

first 10 m) of Elefsis Bay are shown in Table 2. The maximum nutrient concentra-

tions were significantly lower in the surface layer compared to the concentrations in

the near-bottom water layer.

The calculation of the ratios DIN:P, Si:P and Si:DIN in the entire water column

of Elefsis Bay (n ¼ 532) during the period 1987–2009 (both warm and cold periods

included) indicated stoichiometric P-limitation by about 11%. Furthermore, the

data indicated significant probable N-limitation (45%), whereas Si-limitation was

calculated as 15% (Fig. 10).

In the warm, well-stratified period, in particular, data (n ¼ 187) showed

P-limitation 10%, N-limitation 61% and Si-limitation 9%. In the cold period, a

significant shift from N-limitation to Si-limitation was observed. Data (n ¼ 181)

indicated P-limitation by 10%, N-limitation 30% and Si-limitation 24% (Fig. 10).

The nutrient ratios are shown in Table 2. A shift in nutrient limitation from the

surface layer to the near-bottom waters is clearly observed during the stratified

period (Table 2). The mean (� 1SE) annual maxima in the Si:NO3 ratio increases

dramatically from 24.42 at the surface waters to 118 at the bottom, whereas, the

Si:DIN ratio decreases from 24.53 at the surface to 9.59 at the bottom, indicating

the significant increase of the other forms of inorganic nitrogen and the decrease

of NO3
–.

It is obvious that nutrient ratios in the Elefsis ecosystem are highly variable.
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Organic Carbon, Nitrogen and Phosphorus

Depth profiles of organic carbon, nitrogen and phosphorus in 2007 (monthly data

from January to December) are presented in Fig. 11. It must be mentioned that

during the first week of November 2007, the water column had all the character-

istics of the warm/stratified period, so it is considered as warm/stratified period.

Indeed, it has been reported [88] that the summer of 2007 was abnormally warm in

many areas of southeastern Europe and the Balkan peninsula, as well as in Athens,

and probably, this abnormal situation influenced the water column characteristics in

early November. It is also noteworthy that during 2007, DO was not totally

depleted. In September 2007, DO concentration was measured 5.36 mM, probably

indicating the existence of a suboxic but not anoxic zone in the bay, which makes

the system more complicated. The existence of the suboxic zone in Elefsis Bay is

under investigation in the future.

DON comprises the major portion of the dissolved nitrogen pool in the water

column of Elefsis Bay, especially in the cold period. In the warm period, inorganic

N was significantly increased, especially in the bottom waters, since ammonifica-

tion processes occur in the almost anoxic waters (DO in the near bottom layer, 5.36,

20.5 and 12.9 mM in September, October and November, respectively).

As already stated, the area receives a great amount of organic pollutants due to

specific anthropogenic activities taking place there. This fact, in addition to the

increased primary productivity of the area, leads to elevated amounts of organic

Fig. 10 Atomic ratios of dissolved inorganic nitrogen (DIN), phosphorous (P) and silica (Si) in the

water column of Elefsis bay in cold (Feb) and warm (Sep) months for 1987–2009
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carbon (TOC) measured in the water column (77–140 mol/L) throughout the year

(Fig. 11). The intermittently anoxic conditions of the deep water layer do not seem

to affect TOC distribution, either because the anoxic period is short for organic

matter to decompose or the organic matter in Elefsis Bay has a strong refractory

character. The latter is sustained by increased oil pollution recorded in the area.

Indeed, high concentrations of aliphatic and polycyclic aromatic hydrocarbons have

been detected in the surface sediments of Elefsis Bay, which are similar to those

reported in other industrialized – polluted coastal areas around the world [89–91].
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Thus, Elefsis Bay can be characterized as a highly contaminated area in respect to

oil pollution [92, 93].

Given this fact, it should be expected that organic matter is enriched in carbon

relatively to nitrogen and phosphorus. Throughout 2007, molar ratios of bulk

DOC to DON concentrations (DOC:DON) ranged from 5 to 72. In the upper 10 m,

DOC:DON values varied from�12 to 26. These values are close to those reported

by Ducklow et al. [94] for bulk DOM in the western Black Sea. According to these

ratios, there is no apparent increased refractory character of DOM in the Elefsis

Bay and the natural cycling of organic matter is indicated. In the near-bottom

layer, the ratio ranges between 5 and 25 with two very high values (72 and 60) in

August and September. After September, during the end of the anoxic period

(October and November), the DOC:DON ratio is extremely low (�6). In contrast

to what it is expected, it seems that during the anoxic period, the bottom waters

are enriched in “fresh” organic matter. Since, normally under low or no oxygen

conditions, organic nitrogen forms are converted to ammonia, our findings imply

that in the Elefsis case, “new” organic matter enriched in nitrogen is released into

the bottom waters upon oxygen removal. It is suspected that the dying zoobenthic

communities during anoxic periods, which, in general, take place after August

[75], are responsible for the observed distribution of organic matter. Moreover,

the intermittent character of anoxia does not offer adequate time for organic

matter to decompose.

DOP, not available directly to living organisms, is a significant fraction of total

dissolved phosphorus (TDP) in the water column of Elefsis Bay surpassing, in

some cases, the levels of DIP. During 2007, the DOC:DOP molar ratio in the water

column of the bay ranged between 60 and 1,860. In general, the ratio was high,

implying that organic matter in the bay during the cold period, as well as above

the pycnocline during the warm period, is depleted in phosphorus relatively to

carbon. Low ratios were calculated in the near-bottom waters when anoxic condi-

tions occurred, suggesting an enrichment of phosphorus relatively to carbon in the

DOM pool. The DON:DOP average was calculated �44. In the cold period, there

was no significant variation with depth and the DON:DOP ratio fluctuated between

46 and 52. During the warm/stratified period, the DON:DOP ratio decreases

significantly in the near-bottom waters, from 67 in the surface layer, to 7. Unex-

pectedly, DOM in the anoxic-bottom waters appears enriched in phosphorus rela-

tively to carbon and nitrogen. A possible reason for DOP accumulation in the

anoxic layer of Elefsis Bay could be its release from the sediments and the

suspended particulate matter. Benitez-Nelson et al. [95] have found preferential

removal of phosphonate compounds in the anoxic Cariaco Basin during periods of

low-particle-flux. Phosphonates are among the more recalcitrant of organophos-

phorus compounds (extremely resistant to chemical hydrolysis, thermal decompo-

sition and photolysis), are prevalent in marine sediments (>25% of the total organic

P), compared to their abundance in living organisms (<1%) and in sinking particu-

late matter (typically, less than 3%) [96]. Although they could be an important sink

for P in the ocean, it is suggested that phosphonates may be an active source of DOP

in the water column under anoxic conditions. The bulk POP is not preferentially
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removed in the anoxic environment, since high POP concentrations in the deep

anoxic layer of the Elefsis Bay are recorded (Fig. 11), and specific compounds

thought to be relatively biologically unavailable (i.e., phosphonates), may be

selectively regenerated [95].

Chlorophyll and Zooplankton in Elefsis Bay

Phytoplankton biomass, as indexed by chlorophyll concentrations, presented the

typical annual cycle for temperate/subtropical coastal regions with two peaks: one

in late winter (February) and the other in autumn, though the most important maxi-

mum was often recorded in autumn (Figs. 9, 12). However, on several occasions,

an increase in chlorophyll concentrations was obvious in December. The annual

Fig. 12 Seasonal variations of chlorophyll (upper) and mesozooplankton (low) in Elefsis Bay.

Chlorophyll as mean integrated values in the water column. Biomass in the water column (0–30).

The line indicate the mean of each cruise period, i.e. January, February, . . . . December
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maxima in chlorophyll concentration were 5.27 � 2.83 mg/m3 in the surface

layer and 4.67 � 0.34 mg/m3 in the near-bottom layer. The minimum was observed

in May or August (0.34 � 0.18 mg/m3 in the surface and 0.08 � 0.02 in the

near-bottom).

Mesozooplankton biomass varied within a very wide range of values (Fig. 12)

with minimum annual mean values 6.3 � 1.2 and max 60.7 � 6.3 (Table 2). The

abrupt outbursts of a few species result in extremely large numbers of zooplankters,

followed by a strong decline. The mean annual cycle is characterized by three

successively decreasing peaks, the first one during February–March, the second in

June and the third in October. Interestingly, biomass values vary considerably

during the former two maxima periods (Fig. 12), suggesting a great interannual

variability of the annual cycle. The smaller variability of phytoplankton biomass

(chlorophyll) assumes a rather strong grazing control of mesozooplankters upon

autotrophs. The minimum annual mean values were observed during August–

September, a period of mass development of the scyphomedusa Aurelia aurita,
an important predator of mesozooplankton in the area [97].

The mesozooplankton community is characterized by a low number of species

compared to the neighboring Saronikos Gulf. In parallel, one or two species reveal

very high dominance. Species poorness and high dominance were attributed to the

pollution impact and the morphological characteristics of the bay, being shallow

and enclosed, [98]. Among the dominant species, we should refer to the copepod

Acartia clausi, which attain very high numbers during February–March, contribut-

ing up to 98% to mesozooplankton in some years (e.g. 1993, 2004 etc). This species

was found abundant in other seasons also, but with lower dominance. During

February–March, it is accompanied by the cladocerans Evadne nordmanii, Pleopis
polyphemoides. The latter also dominates in September and December. During late

spring and summer, the community appears more diversified, characterized by the

abundance of the cladocerans Penilia avirostris, Pseudoevadne tergestina and the

copepods Paracalanus parvus, Centropages ponticus, Oithona nana, Temora
stylifera. Meroplanktonic larvae can grow in large numbers in the area (e.g.

gastropods larvae, bivalves larvae and crustaceans larvae) depending on the season.

Apart from appendicularians, other zooplankton groups (e.g. chaetognaths, salps,

doliolids, siphonophores and hydromedusae) are represented by a few individuals.

Overall, the mesozooplankton community of Elefsis Bay is characterized by low

diversity, high dominance of opportunistic species and very strong temporal varia-

bility, reflecting the disturbed environment, as already mentioned in previous

studies in the area [98]. This community is significantly different from that occur-

ring in the neighboring Saronikos Gulf [99].

Statistical Analysis

All data from twelve monthly samplings in 2007 were treated with PCA to assess

the underlying patterns in the distribution of the measured parameters. According to

the results (Table 3), the first two axes (principal components) explain 63% of the
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total variance. Along the first axis are opposed DO with Phosphate, Silicate, TDP

and Total Dissolved Nitrogen (TDN). Apparently, this axis is related to the anoxic

conditions occurring in the bay. Chlorophyll and DON are opposed to DIN (ammo-

nium) along the second axis, suggesting the consumption of DIN by phytoplakton.

PCA was also performed on the time-series data for the period 1987–2004 of the

parameters DO, phosphate, silicate, nitrate, nitrite, chlorophyll and zooplankton

biomass. Phosphate and silicate are opposite to DO along the first axis, as it was also

depicted for the 2007 data. Similarly, DIN is opposed to chlorophyll along the

second axis.

The factor loadings in Table 3 are the correlation between the original variables

and the principal components. The coefficients for the correlations given in Table 3,

show that phosphorus gives the strongest correlations. Elefsis Bay is a complicated

and fragile ecosystem in which the nutrient ratios show significant variability and

hypothetically can be controlled by phosphorus inputs. This will be investigated in

the future.

5 Interannual Variability

Historical data for the last 30 years are used to examine the interannual variability

of DO, nutrients and plankton in the selected area of the Mediterranean Sea and to

investigate if the variability in the hydrological pattern affects the occurrence of the

anoxic events as well as the nutrients and plankton dynamics.

Table 3 Results of principal components analysis, factor loadings for five principal components

after rotation (VARIMAX rotation)

Principal component

Variable 1 2 3 4 5

DO –0.696 –0.558 –0.341 0.178 –0.017

PO4
3–

0.936 0.122 0.015 0.126 –0.139

SiO4
2– 0.733 0.125 0.538 –0.295 0.208

NO2
– 0.079 0.031 0.176 –0.072 0.955

NO3
– –0.169 0.163 –0.129 –0.881 0.155

NH4
+ 0.244 0.854 0.128 0.238 0.148

TOC 0.144 0.551 0.338 0.450 0.129

POC 0.084 0.015 0.979 0.031 0.099

TDP 0.913 0.108 0.062 0.249 0.254

DOP 0.562 0.052 0.10 0.316 0.662

DIN 0.176 0.921 0.079 –0.131 0.241

TON 0.472 –0.518 0.596 0.289 0.208

DON 0.491 –0.636 0.366 0.351 0.198

TDN 0.602 0.449 0.393 0.156 0.425

PON 0.118 0.173 0.941 –0.083 0.108

chlorophyll –0.150 –0.843 0.048 0.251 0.255

zoo –0.171 0.010 0.397 –0.806 –0.285

% Total Variation 43.4 19.3 13.5 9.1 6.9

For clarity, loadings with a magnitude >0.60 are shown in boldface type
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Since the 1970s, numerous measurements of temperature, salinity, DO, nutri-

ents, Chlorophyll and mesozooplankton biomass have been made, primarily to

study the functioning of the ecosystem in phase with the stratification of the

water masses and hypoxia/anoxia.

Temporal variations of DO and nutrient levels are analyzed for the waters with

DO concentrations below 89 mM. We observed that in some cases, that is, in 1987,

2000–2004 and 2007, anoxic (black circles in Fig. 13) and hypoxic (gray circles)

waters were also recorded in October and November. In 1992 and 2000, low DO

concentrations were observed during May (Fig. 13).

After 2000 till today, relatively low phosphate concentrations were observed in

the hypoxic and anoxic waters of Elefsis Bay. Additionally, low nitrate concentra-

tions were recorded after 2001 till today, with the highest concentrations recorded

in 2000 and 2001. It is noteworthy that higher silicate concentrations were recorded

in hypoxic and anoxic waters in 1998, 2000 and 2007, whereas, in 2000 and 2007,

significantly high silicate concentrations were recorded in November. Ammonium

concentrations did not show any trend, whereas, the DIN:P ratio increased signifi-

cantly after 2000, indicating phosphorus limitation for phytoplankton growth after

2000 (Fig. 14).

The Elefsis Bay time series for DO and nutrients were plotted as February–

March (cold) and July–October (warm) medians. Also, during the warm period,

time series in the surface layer and in waters with DO < 89 mM (hypoxic, suboxic

and anoxic waters) were plotted using single regression analysis and the signifi-

cance of their trends are reported in Table 4.

In the warm period (July–October) of the years 1987–2008, the chemical para-

meters did not show any significant temporal trend, with the exception of phos-

phates that revealed a decreasing trend.

Fig. 13 DO concentrations correspond to waters with DO < 89 mM. Big circles correspond to low
concentrations and small circles to high concentrations (Range: 0.00–89 mM).The blank circles
correspond to anoxic conditions (DO ¼ 0.00 mM)
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Fig. 14 Nutrient concentrations corresponding to waters with DO < 89 mM. Small circles cor-
respond to low concentrations and big circles to high concentrations (Ranges: for phosphate

0.14–7.30 mol/L; silicate 1.12–51.3 mol/L and N:P 0.4–57)
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In the winter periods from 1987 to 2009, a significantly increased trend of

silicate, nitrite, nitrate and DIN:P ratio was recorded in the water column. It is

very interesting that the Elefsis ecosystem showed an increasing trend of the DIN:P

ratio during both periods. This trend of shifting from N-limitation to P-limitation is

due to the decrease of phosphate inputs in the system in the warm period and the

increase of nitrate inputs during winter.

A decreasing trend of chlorophyll in both the surface and the near-bottom layer

was recorded from 1998 and after (Fig. 15), coinciding with the decreasing varia-

tion of nutrients (mainly phosphate). It is noteworthy that the sharp decrease of the

phytoplankton biomass during 2001–2002 coincides with the drastic decrease of

nutrients after 2000–2001, as mentioned earlier, and the significant increase of the

N:P ratio. This feature indicates a change of the system after 2000, which possibly

reflects the decrease of the nutrient enrichment in the bay mainly due to the

operation of the Sewage Treatment Plant in Psitallia started in late 1994.

On the contrary, regardless of the nonsignificant R2 values in the trend for the

zooplankton biomass (Fig. 16), the results from our data indicated that mesozoo-

plankton biomass increased over the period 1996–2004. It is noteworthy that

extreme values, above 90 mg m–3 and below 5 mg m–3, were common before

1998, when the bay was influenced by the Athens sewage outfalls. Nevertheless,

biomass showed an overall increase after 1998; this fact, in combination with the

observed parallel decline of phytoplankton biomass, could suggest a stronger

grazing control on the autotrophs after 1998 than before that year. Diversity index

values are generally low (0.5–2 bits ind–1), as it has been detected in 1984–1985 [98];

no clear seasonal pattern was depicted and a few high values (>3 bits ind–1) were

estimated in September 1989 and 2003 and in February 1999 (Fig. 17).

The community taxonomic composition and structure varied interannually as it

is shown in the MDS plot (Fig.18). Samples collected during the same season of

different years are not plotted closely (e.g. February 1987, 1995 and 1999 and

March 1997), and are plotted far from February and March of the other years.

Distances among samples are due to the low similarity level (only 38%) among

Table 4 Trends of DO, nutrient and DIN:P ratio time-series and R2 for Elefsis Bay water column,

surface layer and below thermocline with DO < 89 mM for the period 1987–2009

Cold period

(Feb–Mar)

Water column

Warm period

(July–Oct)

Water column

Warm period

Surface

Warm period

Hypoxic/anoxic

waters

DO No trend No trend No trend No trend

Phosphate No trend Decreasing

R2 ¼ 0.201

Decreasing

R2 ¼ 0.224

Decreasing

R2 ¼ 0.227

Silicate Increasing R2 ¼ 0.249 No trend No trend No trend

Nitrite Increasing R2 ¼ 0.163 No trend No trend No trend

Nitrate Increasing R2 ¼ 0.491 No trend No trend No trend

Ammonium No trend No trend No trend No trend

DIN Increasing R2 ¼ 0.176 No trend No trend No trend

DIN:P Increasing R2 ¼ 0.272 Increasing

R2 ¼ 0.223

No trend Increasing

R2 ¼ 0.183
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Fig. 15 Interannual variability of mean integrated over depth concentrations of chlorophyll during

homogenized (upper) and stratified (low) period (1987–2007) (mg/m3) in the Elefsis Bay. Febru-

ary and March are considered as homogenized period, whereas the period from July to October is

considered as stratified

Fig. 16 Interannual variability of mesozooplankton biomass in Elefsis Bay during 1987–2009
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them in the matter of species composition and dominance. Indeed, the aforemen-

tioned samples are characterized by low abundance values of A. clausi, P. poly-
phemoides or E. nordmanii, whereas, in all other years, A. clausi was highly

abundant and dominant. Similarly, differences among years existed for the samples

collected during May–June, August–September and December. This interannual

variability is related to the opportunistic character of the species that compose

the mesozooplankton community of the bay; these species do not constitute clear

seasonal assemblages as those recognized in the neighboring Saronikos Gulf [99].

In addition, the abundance of scyphomedusa A. aurita, major predator of mesozoo-

plankton, revealed significant interrannual variability, probably related to the avail-

ability to the polyps of large surface substratum by the ships occasionally anchored

in the bay. Overall, the mesozooplankton community in Elefsis Bay reflects the

strong variability of the environment, both biotic and abiotic.

Figure 19 shows climatic time series for the period 1985–2009 of mean tem-

peratures for air and sea-water in Elefsis Bay during winter and summer in parallel

to NAO index. The winter temperatures are for the period February–March and the
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Fig. 17 Interannual variability of mesozooplankton diversity (bits ind–1) in Elefsis Bay during

1987–2004

Fig. 18 MDS plot of

mesozooplankton samples

collected seasonally from

1987 till 2004 (J January; F
February; R March; M May;

N June; L July; U August;

S September; O October;

D December, 87-04:

1987–2004)
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summer temperatures for July–September. The dashed lines in air-temperature are

from reanalysis NCEP data [100], whereas, the solid are from a station of the

Hellenic National Meteorologic Service �20 km away from Elefsis. The lowest air

and water temperatures occurred in the mid 90s (1992–1993), during a period which

is characterized as a regime shift between prior long-term cooling and after-

wards warming trends in surface water in the Aegean examined for the period

1950–2000 [101]. The regime shift is also indicated in the trend changes that

occurred in the North Atlantic Oscillation (NAO) index in the same period.

Increasing/decreasing values NAO are associated with the predominance of
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Fig. 19 Upper panel: Water temperatures in Elefsis Bay during winter and summer for the period

1984–2009. Lower panel: Air temperatures for Elefsis Bay during winter and summer for the

period 1984–2006 in parallel to NAO index. Solid is data from a local meteorologic station and

dashed is data from NCEP reanalysis (see text)
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northerly/southerly winds, and consequently with cooling/warming trends, in atmo-

spheric temperatures at a particular location for which the NAO index can be con-

sidered as an appropriate indicator of the general atmospheric conditions. Summer

air temperatures are, in general, correlated with summer upper-layer sea tempera-

tures, whereas, winter air temperatures are correlated with winter sea temperatures

and summer deep-layer sea temperatures. Therefore, it is a remarkable fact that the

summer temperatures in the deeper layer (10–25 m) are very closely correlated on

climatic time-scales with the winter temperatures (0–25 m), indicating once again

that the deep layer in summer is isolated and preserves the winter characteristics.

The temperature difference between the upper (0–10 m) layer and the deeper

(10–25 m) layer during summer is an indirect indication of the strength of the

summer pycnocline; salinity also plays a role, but in Elefsis, the pycnocline is

basically due to the temperature differences as shown in Fig. 6. A remarkable signal

of variability in the strength of the summer pycnocline appears in the upper panel of

Fig. 19, during 2000 to 2009. A relatively weak pycnocline occurred in 2000 and

2001, whereas in 2003, there was a peak in the temperature difference between the

upper and the lower layer, indicating a corresponding peak in pycnocline strength,

and finally, in 2009, the pycnocline weakened again. This signal is qualitatively

correlated with the evolution of interannual anoxic/suboxic conditions in Elefsis

during the same period as shown in Fig. 13. In 2002 and 2003, strong anoxia

appeared, whereas in 2008 and 2009, higher concentrations of DO occurred in the

summer months.

It has been reported that the 1987s, 2000s, 2001s and 2007s had the warmest

summers during the last two decades [88, 102]. According to the National Obser-

vatory of Athens (NOA), temperatures were abnormally high in July 2000 and

August 2001. It is noteworthy that in July 2007, an abnormally high temperature of

46.2oC was recorded in Elefsis. In summer 2007, 26 days with temperatures greater

than 37oC were recorded. Also, in 1987, July was exceptionally warm. This has

possibly resulted in more persistent stratification in Elefsis Bay, probably affecting

the N:P ratio, which controls the planktonic production.

Overall, our analysis showed that the first observations in temporal variations in

nutrients in the bay primarily reflect the impact of decreasing pollution during the

last decade rather than climate variability. The year-to-year variability of nutrients

in Elefsis Bay, vary significantly depending on the point and diffused nutrient

loading from the coastline and the anthropogenic activity. On the contrary, the

variation in the intensity of the hypoxia/anoxia developed in the bay appears to be

related to local climate variability.

6 Conclusion

The physiography of Elefsis Bay leads to a strong seasonal density stratification of

the water mass and influences the oxygen distribution in the basin, resulting in

hypoxia and anoxia, existing for about 5 months annually. This situation leads to
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the retaining of nutrients and organic matter within the basin and also leads to high

nutrient accumulation. Relatively low nitrite concentrations (0.03–0.122 mM) char-

acterize the anoxic, ammonium-rich waters of the Bay. The nitrite concentrations

were rather elevated in the suboxic zone (0.03–2.40 mM). However, mineralization

processes (i.e. ammonification) are favored and supported by the high concentra-

tions of organic matter. On the other hand, our data imply that “new” organic matter

enriched in nitrogen is released into the bottom waters upon oxygen removal. We

believe that the dying zoobenthic communities during anoxic periods contribute

significantly to the observed distribution of organic matter. The mesozooplankton

community of Elefsis Bay is characterized by low diversity, high dominance of

opportunistic species and very strong temporal variability, reflecting the pollution

of the bay.

Sediment records covering most of the Holocene gave evidence that the area

was affected by hypoxia and/or anoxia in the past. The occurrence of hypoxia in

Elefsis Bay on the “geological” timescale seems to be related to climate fluctua-

tions. Warmer periods contributed to the stratification of the water column and to

relatively higher productivity. These factors were the primary root of hypoxia in

Elefsis Bay.

The interannual variability of the biochemical parameters showed a significantly

increasing trend of the N:P ratio and decreasing trend for chlorophyll, which

indicates a change in the ecosystem after 2000. This possibly reflects the decrease

in the pollution levels in the bay mainly due to the operation of the Sewage

Treatment Plant in Psitallia at the end of 1994.

The ecosystem of Elefsis Bay seems to be very complicated, variable and

“fragile,” due to its morphology (enclosed), bathymetry (shallow with two small

basins) and intense anthropogenic activity (domestic, industrial and naval pollu-

tion). Its variability can be attributed to the differences in anoxia intense and the

amount of the accumulated organic material. The weak water mass renewal, in

combination with organic load and high biological production, result in the entrap-

ment and recycling of a large amount of organic matter in the bay.

The first observations in temporal variations in nutrients in the bay primarily

reflect the impact of decreasing pollution during the last decade rather than climate

variability. On the contrary, the variation in the intense of the hypoxia/anoxia

developed in the bay appears to be related to local climate variability.
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RedOx Layer Model: A Tool for Analysis

of the Water Column Oxic/Anoxic Interface

Processes

E.V. Yakushev

Abstract The goal of the elaboration of the RedOx Layer Model (ROLM) was to

create an instrument for a complex analysis of the structures of the pelagic redox-

interfaces in the seas with anoxic conditions. The processes of formation and decay

of organic matter (OM), reduction and oxidation of species of nitrogen, sulfur,

manganese and iron, and transformation of phosphorus forms were parameterized.

This chapter is devoted to the detailed description of the assumptions and

parameterizations of the processes considered. Examples of the ROLM application

are given in other chapters of this volume.

Keywords Anoxic conditions, Biogeochemical modeling, Oxic/anoxic interface,

Water column redox layer
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1 Introduction

The goal of this chapter is to describe a model of the biogeochemical

transformations of the chemical elements in the changeable redox conditions. On

the one hand, this is a conceptual model that presents the theoretical mechanism

controlling the redox transformations, and on the other hand it is a biogeochemical

model construction block that can be coupled with the hydrodynamical models of

the certain geographical objects.

In contrasted to modeling in the typical oceanic and marine waters oxic

conditions, the modeling of the oxic/anoxic transformation can not only gives

numerical estimates, but can also reveals the mechanisms of the main processes

occurring there, because there is still not much known about it. From this point of

view, the main goal of oxic/anoxic modeling is to compare the knowledge of

events, processes, and systems with the observed situation. A model seems to be

the single tool that will permit one to check the hypothesis of what processes are

responsible for the origin and maintenance of the observed phenomena.

Redox interfaces of the different marine basins are characterized by a range of

common features of the water column redox interfaces [1], i.e.:

• Nitrate maximum is observed at the depth where the vertical gradient of oxygen

decreases (lower part of oxycline).

• The onset depths of increasing concentrations of ammonia and dissolved man-

ganese correspond to the depth of the oxygen depletion and the position of the

shallower phosphate minimum.

• Hydrogen sulfide appears deeper (about 10 m in the Black Sea), leaving this

space for the suboxic zone.

This similarity of the chemical parameter distributions testifies to a similarity of

the processes occurring. The parameterization of these processes becomes the aim

of the model development.

When modeling nutrient cycling in oxic conditions, it is possible to use the

stoichiometric law (Redfield ratios) and to describe the cycle of only one element.

However, when modeling of oxic/anoxic transformation, it is necessary to parame-

terize the cycles of several elements simultaneously. The model should parameter-

ize the mineralization of organic matter (OM) with oxygen, nitrate, redox metals,

sulfate, and it should describe that dissolved oxygen can be consumed for the

oxidation of the reduced compounds, etc. Another feature of the oxic/anoxic

transformation modeling is a necessity of parameterizing the redox-dependent

switches that should reflect an inhibition of the certain processes in accordance

with the redox potential.

The goal of the elaboration of this model was to create an instrument for a

complex analysis of the structures of the pelagic redox-interfaces in the seas with

anoxic conditions. This model aims to simulate the vertical distributions of

parameters, rates of processes controlling the formation of the observed distributions,
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and analyze reaction of the studied system on the variability in external forcing

factors.

The work on this model started with a coupled nitrogen and oxygen cycles model

[2] that allowed to demonstrate that the anoxic conditions form as a result of OM

oxidation in conditions of restricted aeration. The further modifications of this

model included addition of the sulfur cycle [3], Mn cycle [4], the cycles of Fe, P,

and biological components [5]. The goal of all these modification was to improve

the possibility of the model to reproduce the observed distributions. During this

work, an important role played a possibility of using the data received in different

region (the Black Sea, the Sea of Azov, the Baltic Sea, Norwegian Fjords) in the

expeditions, where we had possibility to perform measurements necessary to the

model validation.

The presented here biogeochemical O–N–S–P–Mn–Fe model ROLM (RedOx

Layer Model) allowed to simulate the main features of biogeochemical structure of

the redox interfaces [5, 6] and to analyze a potential reaction on the oxygenated

intrusions [7].

This chapter is devoted to the detailed description of the model assumptions

and parameterizations of the processes considered. Examples of an application

of ROLM for some goals are given in the other chapters of this volume [8–10].

2 Formulation of Model

ROLM describes the biogeochemical transformations of the following com-

partments listed in Table 1.

In the following description of the model, we will use the names of variables

assumed in the formulas of the model (i.e., “NO3” for NO3
�, “Mn2” for Mn(II),

“Phy” for phytoplankton, etc.).

For the formal description of the chemical and biological pathways (shown in

Fig. 1), we used our own parameterizations [2–4, 11] as well as that of others

[12–19]. The values of the coefficients necessary for the rates descriptions were

obtained from literature or from fitting model to measure the concentrations

profiles.

In general, the parameterization of rates of the biogeochemical interactions,

RateBG, is as follows:

RateBG ¼ KBGDepre1Depre2½Depinh�;

where KBG is a constant; Depre1 is a dependence on concentration of the first

reacting variable; Depre2 is a dependence on concentration of the second reacting

variable; Depinh is a dependence on concentration of a variable that inhibits the

reaction.

A simplest linear dependence (such as the first-order kinetics) is appropriate for

the reactions of substances that coexist in small concentrations as O2 and H2S or
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NO3 and Fe2. A nonlinear dependence with “switches” (quasi-linear, Michaelis–

Menten in different modifications, hyperbolic tangents) in situations when the

concentrations of the considered substances differed significantly or were mediated

by biological organisms (e.g., a description of a switch between oxic OM decay and

denitrification).

There can be also added a function of inhibition as an additional switch to

describe, for instance, a switch between the reactions in suboxic and anoxic

conditions.

The notation, typical values, and units of the model coefficients are summarized

in Tables 1–3. The values of the constant used differed during the model application

to different objects as it is described in the other chapters of this volume [8–10].

These RateBG were parameterized for specific processes as follows.

Table 1 State variables of model. Concentrations are presented in micromoles for chemical

variables and in wet weight (WW) for biological parameters

Variable Meaning Dimension

O2 Dissolved oxygen mM O

S

H2S Hydrogen sulfide mM S

S0 Elemental sulfur mM S

S2O3 Thiosulfate mM S

SO4 Sulfate mM S

N

NH4 Ammonia mM N

NO2 Nitrite mM N

NO3 Nitrate mM N

PON Particulate organic nitrogen mM N

DON Dissolved organic nitrogen mM N

P

PO4 Phosphate mM P

POP Particulate organic phosphorus mM P

DOP Dissolved organic phosphorus mM P

Mn

Mn2 Bivalent manganese mM Mn

Mn3 Trivalent manganese mM Mn

Mn4 Quadrivalent manganese mM Mn

Fe

Fe2 Bivalent iron mM Fe

Fe3 Trivalent iron mM Fe

Biological parameters

Phy Phytoplankton mg WW m�3

Zoo Zooplankton mg WW m�3

Bhe Aerobic heterotrophic bacteria mg WW m�3

Baa Aerobic autotrophic bacteria mg WW m�3

Bha Anaerobic heterotrophic bacteria mg WW m�3

Baa Anaerobic autotrophic bacteria mg WW m�3
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2.1 Biogeochemical Processes Parameterization

2.1.1 Autolysis

The process of decomposition of particulate to dissolved OM is usually described

with a first-order equation with a constant rate coefficient KPD:

Autolis P ¼ KPDPOP:

Typical values for this coefficient are 0.004–0.18 day�1 [18].

2.1.2 Mineralization of OM

Mineralization of OM is a key process for modeling of formation of the oxygen-

deficient and anoxic conditions in the marine environment, because the electron

acceptor of this reaction changes subsequently from oxygen to nitrate, to oxides

of iron and manganese and to sulfate. Mineralization of OM with CO2

(methanogenesis) or fermentation of OM to methane and CO2 should not be

significant in sea water, because of the large amount of sulfate. The rates of

mineralization with different electron acceptors are different [20]. The microbial

degradation of different groups of OM with different labilities differs over time

scales ranging from hours to millions of years [20, 21]. The detailed kinetics of

Fig. 1 Flow-chart of biogeochemical processes in the model. Explanations are in text
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Table 2 Parameters names, notations, values and units of the coefficients used in the model

Parameter Notation Value

Specific rate of decomposition of POM to DOM KPD 0.10 day�1

Mineralization in oxic conditions

Specific rate of decomposition of DON KND4 0.1 day�1

Specific rate of decomposition of PON KNP4 0.04 day�1

Temperature parameter for oxic mineralization Ktox 0.15�C�1

Oxygen parameter for oxic mineralization O2ox 0 mM
Oxygen parameter for oxic mineralization Kox 15 mM
Denitrification

Specific rate of 1st stage of denitrification KN32 0.12 day�1

Specific rate of 2nd stage of denitrification KN24 0.20 day�1

Oxygen parameter for denitrification O2dn 25 mM
NO3 parameter for denitrification NO3mi 1 � 10�3 mM
NO2 parameter for denitrification NO2mi 1 � 10�4 mM
Sulfate reduction

Specific rate of sulfate reduction with sulfate K_s4_rd 2.5 � 10�7 day�1

Specific rate of sulfate reduction with thiosulfate K_s23_rd 1.2 day�1

Oxygen parameter for sulfate reduction O2sr 25 mM
NO3 and NO2 parameter for sulfate reduction NOsr 0.5 mM
Nitrification

Specific rate of the 1st stage of nitrification KN42 0.9 day�1

Specific rate of the 2nd stage of nitrification KN23 2.5 day�1

Oxygen parameter for nitrification O2nf 1 mM
Nitrogen fixation

Specific rate of nitrogen fixation Kmax
Nfix 20 day�1

Anammox

Anammox constant Kannamox 0.03 day�1

Oxidation of the hydrogen sulfide

Specific rate of oxidation of H2S with O2 K_hs_ox 0.2 day�1

Specific rate of oxidation of S0 with O2 K_s0_ox 4.0 day�1

Specific rate of oxidation of S2O3 with O2 K_s23_ox 1.5 day�1

S0 disproportionation

Specific rate of S0 disproportionation Kdisp 0.01 day�1

Thiodenitrification

Thiodenitrification constant KT 0.8 mM�1 day�1

Oxidation and reduction of Mn and Fe

Mn(II) oxidation with O2 constant K_mn_ox 2 day�1

Mn(IV) reduction with sulfide constant K_mn_rd 22 day�1

Mn(III) oxidation with O2 constant K_mn_ox2 18 day�1

Mn(IV) reduction with sulfide constant K_mn_rd2 2 day�1

Fe oxidation with O2 constant K_fe_ox 4 day�1

Fe oxidation with Mn(IV) constant K_fe_mnox 1 day�1

Fe oxidation with NO3 constant K_fe_nox 5 day�1

Fe(III) reduction by sulfide K_fe_rd 0.05 day�1

Phytoplankton

Maximum specific growth rate KNF 1.86 day�1

Specific respiration rate KFN 0.05 day�1

(continued)
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Table 2 (continued)

Parameter Notation Value

Incident light I0 80

Optimal light Iopt 25

Extinction coefficient K 0.07

Half-saturation constant for uptake of PO4 KPO4 0.01 mM
Strength of ammonium inhibition of nitrate uptake constant Kpsi 1.46

Half saturation constant for uptake of NH4 KNH4 0.02 mM
Half saturation constant for uptake of NO3 + NO2 KNO3 0.03 mM
Specific rate of mortality KFP 0.05 day�1

Specific rate of excretion KFD 0.05 day�1

Zooplankton

Specific respiration rate KZN 0.1 day�1

Maximum specific rate of grazing of Zoo on Phy KFZ 0.5 day�1

Half-saturation constant for the grazing of Zoo on Phy

for Phy/Zoo ratio

KF 1

Maximum specific rate of grazing of Zoo on POP KPZ 0.6 day�1

Half-saturation constant for the grazing of Zoo on POP

in dependence to ratio POP/Zoo

KPP 200

Maximum specific rate of grazing of Zoo on Baut KBoaZ 0.6 day�1

Half-saturation constant for the grazing of Zoo on Baut

for Baut/Zoo ratio

KBoa 1.5

Maximum specific rate of grazing of Zoo on Bhet KBohZ 1.02 day�1

Half-saturation constant for the grazing of Zoo on Bhet

for Bhet/Zoo ratio

KBoh 1.1

Maximum specific rate of grazing of Zoo on BautA KBaaZ 0.78 day�1

Half-saturation constant for the grazing of Zoo on BautA

for BautA/Zoo ratio

KBaa 1.5

Maximum specific rate of grazing of Zoo on BhetA KBahZ 0.6 day�1

Half-saturation constant for the grazing of Zoo on BhetA

for BhetA/Zoo ratio

KBah 1

Maximum specific rate of mortality of Zoo KZP 0.001 day�1 if:

H2S < 20 mM
0.9 day�1 if:

H2S > 20 mM
Food absorbency for zooplankton Uz 0.7

Ratio between dissolved and particulate excretes

of zooplankton

Hz 0.6

Aerobic heterotrophic bacteria

Maximum specific growth rate of B_ae_het Kmax
B ae het 2 mM�1

Half-saturation constant for the dependence of maximum

specific growth rate of B_ae_het on POM and DOM content
KN
B ae het

0.5 mM

Maximum specific rate of mortality of B_ae_het KMort
B ae het

0.03 day�1 if:

O2 > 1 mM
0.99 day�1 if:

O2 < 1 mM

(continued)
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the decomposition (needed for modeling long-term processes, for instance, in the

sediments) can be described with “multi-G” models with OM divided into several

compartments with different particular degradability [16].

For the water column, we used a simpler approach. The OM was divided into

DOM and POM with different rates of mineralization with different electron

acceptors. We considered POM as a detrital labile OM that can be “mineralized

directly” in the model with instantaneous autolysis. Such an approach is widely

used in the models when it is necessary to describe the processes of mineralization

and sedimentation of the same matter. We used the stoichiometry of the minerali-

zation reactions presented by Redfield [22] and Richards [23], and assumed the

stoichiometric ratios to be the same in OM in oxic and anoxic conditions.

Mineralization in Oxic Conditions

The OMmineralization in the oxic conditions is usually described with the following

equation, initially proposed by Redfield [22]:

ðCH2OÞ106ðNH3Þ16H3PO4 þ 106O2 ¼ 106CO2 þ 16NH3 þ H3PO4 þ 106H2O:

Table 2 (continued)

Parameter Notation Value

Aerobic autotrophic bacteria

Maximum specific growth rate of B_ae_aut Kmax
B ae aut 1 mM�1

Half-saturation constant for the dependence of maximum

specific growth rate of B_ae_aut on NH4
KN
B ae aut

0.05 mM

Half-saturation constants for the dependence of maximum

specific growth rate of B_ae_aut on PO4
KP
B ae aut

0.3 mM

Maximum specific rate of mortality of B_ae_aut KMort
B ae aut

0.01 day�1 if:

O2 > 1 mM
0.99 day�1 if:

O2 < 1 mM
Anaerobic heterotrophic bacteria

Maximum specific growth rate of B_anae_het Kmax
B anae het 2 mM�1

Half-saturation constant for the dependence of maximum

specific growth rate of B_anae_het on POM and DOM
KN
B anae het

6 mM

Maximum specific rate of mortality of B_anae_het KMort
B anae het

0.01 day�1

Anaerobic autotrophic bacteria

Maximum specific growth rate of B_anae_aut Kmax
B anae aut 6.5 mM�1

Half-saturation constants for the dependence of maximum

specific growth rate of B_ae_aut on NH4
KN
B anae aut

3 mM

Half-saturation constants for the dependence of maximum

specific growth rate of B_ae_aut on PO4
KP
B anae aut

3 mM

Maximum specific rate of mortality of B_anae_aut KMort
B anae aut

0.001 day�1 if:

H2S < 16 mM
0.99 day�1 if:

H2S < 16 mM
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It is assumed that the release of phosphate (phosphatification) and release of

ammonia (ammonification) are parallel and occur with the same rate. Ammonifica-

tion is carried out by heterotrophic bacteria that use amino acids and proteins as a

source of nitrogen, leading to appearance of ammonia as the final product of

mineralization. Phosphatification is also carried out by heterotrophs [20].

The rate of this process is described as a first-order equation, with the rate

dependent on the amount of OM.

DcOM O2 ¼ KND4OM;

where OM is the concentration of OM, KND4 is the rate of mineralization with

typical values 0.1–1 day�1 [24].

The dependence of ammonification on temperature, t, can be described by

addition of a multiplier: exp(0.15t) [13, 15] with corresponding change of the

KND4 values (i.e., 0.002 day�1 in [15]). Concentrations of O2 significantly affect

the rates of oxygen consumption [20], and it can be added an additional multiplier,

i.e., O2
0.5 in [19].

In this version of the model, we parameterized the dependence of decomposition

of OM (for DON and PON) in oxic conditions as follows:

DcDM O2 ¼ expðKtoxtÞKND4DONFox;

DcPM O2 ¼ expðKtoxtÞKNP4PONFox;

where Ktox is temperature coefficient and Fox is the dependence on O2.

FoxðO2Þ ¼ 0:5ð1� tanhðKox � O2ÞÞ;

where Kox is a constant.

The rates of mineralization of dissolved (KND4) and particulate (KNP4) OM were

aussumed to differ (Table 2).

Mineralization in Suboxic Conditions

In suboxic conditions, OM mineralization can occur with oxidized compounds of

nitrogen, manganese, and iron. The concentrations of iron in the sea water are very

low and even in the sediments the contribution of total Mn reduction to carbon

oxidation is small,<10% of the total benthic mineralizaion [25]. Thus in this model

devoted to the water column, where the concentrations of the metal oxides are much

lower than in the sediments, we do not consider these processes. The most signifi-

cant process is denitrification. Denitrification is carried out by heterotrophic
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bacteria under low concentrations of oxygen if there is availability of oxidized

nitrogen compounds (mainly NO3 and NO2) [23]:

ðCH2OÞ106ðNH3Þ16H3PO4 þ 84:8HNO3 ¼ 106CO2 þ 42:4N2 þ 148:4H2O

þ 16NH3 þ H3PO4:

The relative consumption of NO3 and NO2 can be calculated in accordance with

Anderson et al. [26]:

ð1=2ÞCH2Oþ NO3
� ! NO3

� þ ð1=2ÞH2Oþ ð1=2ÞCO2;

ð3=4ÞCH2Oþ Hþ þ NO2
� ! ð1=2ÞN2 þ ð5=4ÞH2Oþ ð3=4ÞCO2:

According to the observations, denitrification and nitrification have both been

observed at O2 < 60 mM in a fjord [27], but the transition from nitrification to

nitrate reduction occurs when oxygen content decreases in various oxygen-deficient

ecosystems below 0.9–6.3 mM O2 [28]. Jost and Pollehne [29] advocate for the

value of 10 mM O2, above which the denitrification is not detectable and nitrifica-

tion is the dominant chemolithotrophic process. In the suboxic water of the Gotland

Basin, denitrification was detectable at oxygen concentrations below 9 mM [30]. For

oceanic denitrification, oxygen concentrations above around 2 mM seem to be

inhibiting [31, 32].

The influence of oxygen on the rate of denitrification is usually described with a

hyperbolic function [13, 15]. Rates of denitrification in cultures follow

Michaelis–Menten kinetic with average half saturation constant of 50 mM NO3 [20].

In this model, we considered denitrification of particulate (Denitr1_PM,

Denitr2_PM) and dissolved (Denitr1_DM, Denitr2_DM) OM carrying out in two

stages with consumption of NO3 and NO2, correspondingly:

Denitr1 PM ¼ KN32FdnoxFdnNO3PON;
Denitr2 PM ¼ KN24FdnoxFdnNO2PON;
Denitr1 DM ¼ KN32FdnoxFdnNO3DON;
Denitr2 DM ¼ KN24FdnoxFdnNO2DON;

where KN32 is the rate constant for the 1st stage of denitrification, KN24 is the rate

constant for the 2nd stage of denitrification, and Fdnox is the dependence on O2.

FdnoxðO2Þ ¼ 0:5ð1þ tanhðO2dn � O2ÞÞ;

where O2dn is a constant.

FdnNO3 and FdnNO2 are the dependences of rates on concentrations of NO3 and

NO2, respectively

FdnNO3ðNO3Þ ¼ 0:5ð1� tanhðNO3mi � NO3ÞÞ;

FdnNO2ðNO2Þ ¼ 0:5ð1� tanhðNO2mi � NO2ÞÞ;
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where NO3mi and NO2mi are the constants.

We have ignored the influence of temperature because denitrification takes place

in layers with little seasonal changes of temperature.

Sulfate Reduction

The process of sulfate reduction starts when oxygen and nitrate are exhausted.

ðCH2OÞ106ðNH3Þ16H3PO4 þ 53SO4
2� ¼ 106CO2 þ 106H2Oþ 16NH3

þ H3PO4 þ 53S2�:

There are few estimates on the rate of this process. In the Black Sea, Jørgensen

et al. [33] measured production rates between 3 and 36 nmol H2S L�1 day�1. Albert

et al. [34] measured values of up to 3.5 nmol H2S L�1 day�1 below the redox-

interface, but deeper than the zone of elevated carbon dioxide fixation.

The oxygen threshold level for the sulfate reduction in the model [3] was taken

as 5 mM according to the Cariaco Basin data, where the active sulfate-reducing

bacteria occurred at <5 mM [35].

In this model, we considered two stages of this processes that involve reaction

with sulfate and thiosulfate.

s4 rd PM ¼ K s4 rdFsoxFsnxSO4 PON;
s4 rd DM ¼ K s4 rdFsoxFsnxSO4DON;
s23 rd PM ¼ K s23 rdFsoxFsnxPONS2O3;
s23 rd DM ¼ K s23 rdFsoxFsnxDONS2O3;

where K_s4_rd and K_s23_rd are the rate constants.

Fsox and Fsnx are dependences on oxygen and nitrate:

FsoxðO2Þ ¼ 0:5ð1þ tanhðO2sr � O2ÞÞ;
FsnxðNO3þ NO2Þ ¼ 0:5ð1þ tanhðNOsr � O2ÞÞ;

where O2sr and NOsr are constants.

According to the stoichiometry of reaction with sulfate reduction, the decay of

OM (in N units) was estimated as:

DcPM SO4 ¼ 16=53ðs4 rd PMþ s23 rd PMÞ;
DcDM SO4 ¼ 16=53ðs4 rd DMþ s23 rd DMÞ:
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2.1.3 Ammonification and Phosphatification

The total ammonification of PON and DON was calculated as:

AmmonPON ¼ DcPM O2þ DcPM NO3þ DcPM SO4;
AmmonDON ¼ DcDM O2þ DcDM NO3þ DcDM SO4:

Phosphatification was estimated on the base of the Redfield ratio:

PhosPOP ¼ AmmonPON
16

;
PhosDOP ¼ AmmonDON

16
:

2.1.4 Nitrification

Nitrification, the oxidation of NH4 to NO3, occurs in several stages and is accom-

plished mainly by chemolithotrophic bacteria [20]:

NH4
þ þ 1:5O2 ! NO2

� þ 2Hþ þ H2O;
NO2

� þ 0:5O2 ! NO3
�:

Ammonia oxidation is restricted to at least suboxic environments ([29], this

volume). In the Baltic Sea this process can be indicated by a nitrate peak below the

halocline [36, 37], which should be related to highest ammonia-oxidation activities.

Estimates of the lowest oxygen threshold of nitrification vary from 0.4–0.9 to

3.1–4.9 mM [28].

The kinetic function for nitrification can be described as a first-order reaction for

the oxic waters, but in the models for low oxygen content, an approach is used

where the rate of this process depends on the content of both oxygen and ammonia

[15]. It can be described using multiplication of concentrations of oxygen and

ammonia or multiplication of the results from the Michaelis–Menten hyperbolic

formulas [15].

We used the following functions for parameterization of nitrification in two

stages:

Nitrif1 ¼ KN42NH4O2
ðO2þO2nfÞ ;

Nitrif2 ¼ KN23NO2O2
ðO2þO2nfÞ ;

where KN42 and KN23 are the rate constants, and O2nf is a constant.
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2.1.5 Nitrogen Fixation

The nitrogen fixation process is accomplished by several species of cyanobacteria

that develop in the conditions of presence of phosphate and absence of available

fixed nitrogen. In this model, we used the formulation introduced by Savchuk and

Wulff [15] applying a limiting nutrient criterion based on the N/P ratio:

Nfixation ¼Kmax
Nfix

1

1þ NO3þNO2þNH4
16PO4

� �4
PO4

PO4þ 0:3
Phy � KNF � LimLight�

LimT � Sn

where Kmax
Nfix is the maximum rate of nitrogen fixation. The latter symbols are

explained in the Tables. In the frame of this model, the nitrogen fixation results

in increase of ammonia.

2.1.6 Anammox

Anammox, the process of anaerobic ammonia oxidation:

NO2 þ NH4 ! N2 þ 2H2O

was found in the marine environment only recently, in the Black Sea [38] and in the

tropical coastal anoxic bay [39]. In the Baltic Sea, anammox could only be detected

occasionally, rates were in the range of 0.05–0.005 mmol N L�1 day�1 [40].

It is supposed that this reaction is mediated by chemolithotrophic bacteria [20].

This reaction requires a constant source of nitrite that can be provided either from

reduction of nitrate or oxidation of ammonia [41].

It was assumed that anammox would be restricted to anoxic and nonsulfidic

environments, since it was completely inhibited already at oxygen concentrations

as low as 2 mM [42]. But then it was found that anammox still proceeds under low

oxygen concentrations [78], though under suboxic conditions anammox rates are

lower than under anoxic [43].

We parameterized this process with a second-order equation:

Anammox ¼ NO2NH4Kannamox;

where Kannamox is the rate constant.
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2.1.7 Oxidation of Reduced Sulfur Forms with Oxygen

We assumed that the oxidation of H2S with O2 occurred in three stages with S2O3

are S0 are intermediate forms [44]:

2H2Sþ O2 ! 2S0 þ 2H2O;
2S0 þ O2 þ H2O ! S2O3

2� þ 2Hþ;
S2O3

2� þ 2O2 þ 2OH� ! 2SO4
2� þ H2O;

and parameterized these processes as follows:

hs ox ¼ K hs oxH2 SO2;
s0 ox ¼ K s0 oxS0O2;
s23 ox ¼ K s23 oxS2O3O2;

where K_hs_ox, K_s0_ox, and K_s23_ox are the rate constants.

2.1.8 S
0
Disproportionation

We considered the S0 disproportionation in accordance with Canfield et al. [20]:

4S0 þ 3H2O ! 2H2Sþ S2O
2�
3 þ 2Hþ:

This process is assumed to be connected with autotrophic bacteria. It was

parameterized as follows:

Disprop ¼ Kdisp S0;

where Kdisp is the rate constant.

2.1.9 Thiodenitrification (Chemolithotrophic Denitrification)

Thiodenitrification, a process of oxidation of sulfide with nitrate and nitrite, is

carried out by autotrophic bacteria [20]. The importance of chemolithotrophic

denitrification as the main loss factor for nitrogen at pelagic redox zones of the

Baltic Sea was marked out by Hannig et al. [40].

3H2Sþ 4NO3
� þ 6OH� ! 3SO4

2� þ 2N2 þ 6H2O:
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We considered it to be independent of the oxygen content:

sulfido ¼ KTH2SNO3;
sulfido2 ¼ KTH2SNO3;

where KT is the maximum specific rate of the reactions.

2.1.10 Processes of Oxidation and Reduction of Manganese

The cycles of iron and manganese at the redox interface are similar. Both metals are

present under anoxic conditions in dissolved reduced forms (Mn(II) and Fe(II)).

Under oxic conditions they are oxidized by oxygen (Fe(II) also can be oxidized by

nitrate or Mn(IV)) with formation of particulate hydroxides (MnO2 and FeOOH).

These hydroxides sink and are reduced under anoxic conditions with sulfides,

OM and ammonia (iron only). Recent studies revealed that both reduction and

oxidation of Mn occur with Mn(III) as an intermediate form [45, 46].

Many organisms are known to oxidize manganese and in theory it should be

sufficient to support chemolithoautotrophic growth ([29], this volume). Real proof

is lacking, but as genes for CO2 fixation were found in a manganese oxidizing

bacterium [47] this pathway seems very likely.

Manganese(II) Oxidation with Oxygen

It is usually assumed that bacterially mediated Mn oxidation is the only process of

Mn oxidation in natural waters [48, 49].

Mn2þ þ 0:5O2 þ 2OH� ! MnO2 þ H2O:

This rate of this process depends on the concentrations of both Mn(II) and

O2 [50].

Manganese(IV) Reduction with Sulfide

The kinetic of Mn reduction with sulfide is very fast with half time on the order of

seconds or minutes [49, 51].

MnO2 þ HS� þ 3Hþ ! S0 þMn2þ þ 2H2O:

This process can occur chemically [20, 52] and can be accomplished by

autotrophs. The experimental study of Mn(IV) reduction by bacteria Shewanella
putrefaciens [53] revealed that this processes maximum rate can reach 0.04 min�1

(about 60 day�1). This processes rate is inhibited by nitrate.
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Manganese(III) Oxidation and Reduction

Recently, production of dissolved, oxidized Mn in the form of Mn(III) by Mn(II)-

oxidizing bacteria and in incubations with Black Sea suboxic zone water has been

observed [46]. Dissolved Mn(III) has also been directly observed in the suboxic

zone [54]. Mn(III) is an important intermediate product of the Mn cycle and can

exist in both dissolved and solid forms [45].

The stoichiometry of the reactions of Mn(III) oxidation process can be the

following [20]:

4Mn2þ þ O2 þ 4Hþ ! 4Mn3þ þ 2H2O;
4Mn3þ þ O2 þ 6OH� ! 4MnO2 þ 6H2O:

Mn(III) can be also produced as an intermediate during the Mn(IV) reduction

[45, 55]:

2MnO2 þ 7Hþ þ HS� ! 2Mn3þ þ 4H2O;
2Mn3þ þ HS� ! 2Mn2þ þ S0 þ Hþ:

Mn(III) can be complexed with organic and inorganic ligands [46] and also can

form insoluble hydroxides [20]:

Mn3þ þ 2H2O ! MnOOHþ 3Hþ:

In the latest variants of the model, we added these processes connected with Mn

(III) formation and removal due to both reduction and oxidation of Mn. We

parameterized them as follows:

mn ox ¼ K mn oxO2Mn2;
mn ox2 ¼ K mn ox2O2Mn3;
mn rd ¼ K mn rdMn4H2S;
mn rd2 ¼ K mn rd2Mn3H2S;

where K_mn_ox, K_mn_ox2, K_mn_rd, and K_mn_rd2 are the rate constants.

2.1.11 Processes of Oxidation and Reduction of Iron

Iron(II) Oxidation with Oxygen

4Fe2þ þ O2 þ 2H2O ! 4Fe3þ þ 4OH�:
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The process of oxidation or iron with oxygen is much faster than that of

manganese [27]. Fe reacts with oxygen with a half-life of 1.8 min, and biological

catalysis if this reaction is assumed to be unnecessary [56]. We assumed:

fe ox ¼ K fe oxFe2O2;

where K_fe_ox is the rate constant.

Iron(II) Oxidation by Manganese(IV)

2Fe2
þ þMnO2 þ 2H2O ! FeOOHþMn2þ þ 2Hþ:

Under anaerobic conditions, Fe(II) readily reduces Mn(IV) oxides (Thamdrup et al.

1997). We assumed:

fe mnox ¼ K fe mnox Fe2Mn4;

where K_fe_mnox is the rate constant.

Iron(II) Oxidation by Nitrate

For iron oxidation by nitrate [20]:

10Fe2þ þ 2NO3
� þ 12Hþ ¼ 10Fe3þ þ N2 þ 6H2O

we assumed:

fe nox ¼ K fe nox Fe2NO3;

where K_fe_nox is the rate constant.

The oxidation of Mn2 with nitrate was not detected [49].

Iron(III) Reduction by Sulfide

2FeOOHþ H2S ! 2Fe2þ þ S0 þ 4OH�:

The rates of Fe(III) reduction by S. putrefaciens were found to be 0.02–0.20 h�1

(0.48–4.8 day�1) depending on the surface limitation effect for different forms of

Fe(III) [53]. This process was inhibited by nitrate [53]. We parameterized it as:

fe rd ¼ K fe rd Fe3H2S;

where K_fe_rd is the rate constant.
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2.1.12 Processes of Phosphorus Transformation

The transformations of phosphorus species during the synthesis and decay of OM

were assumed to follow the Redfield ratios and have been described above. We also

included in the model the processes of co-precipitation and complexation of phos-

phate connected with the formation and dissolution of oxidized forms of Mn and Fe.

The Fe:P ratio during co-precipitation with iron hydroxides has been reported to

be 4 [57] or 2.7 (T. Leipe, 2006, personal communication). Laboratory experiments

show very high ratios of Mn:P ¼ 1000 during co-precipitation of Mn hydroxides

[58]. Therefore, phosphorus removal by precipitation of Mn hydroxides may be

ignored.

It is possible, however, that Mn(III), an intermediate product between Mn(IV)

and Mn(II), can play a key role in precipitation of phosphate. Known Mn(III)

ligands that bind with enough strength to stabilize Mn(III) in solution include

inorganic ligands such as pyrophosphate [46], Mn(III)–pyrophosphate complexes

are characterized by ratio Mn:P ¼ 0.25 for Mn(HP2O7)2
3� or Mn:P ¼0.17 for

Mn(H2P2O7)3
3� [46].

In this model we assumed:

Coprecip ¼ ðfe rd� fe ox� fe mnoxÞ
2:7

� ðmn ox�mn ox2þmn rd�mn rd2Þ
0:66

;

where coefficient 0.66 is about 4 times greater than the mentioned maximum

possible Mn:P ratio, that means that about 25% of Mn(III) should have complexes

with polyphosphate. The latter part of Mn(III) can probably form complexes with

other ligands (i.e., OM).

2.2 Ecosystem Processes Parameterization

The main goal of this model was to explain processes in the redox layer processes,

so we have used a simplified model of the living organisms compared with the

existing models for the Black Sea [17, 18] and the Baltic Sea [13, 15]. The main role

of the Phy and Zoo modeling compartments was to describe the seasonality of the

production of OM. Therefore, we did not subdivide these model compartments into

groups. We also assumed that the uptake rate of inorganic nutrients by phytoplank-

ton equals the growth rate of the phytoplankton.

2.2.1 Phytoplankton (Phy)

The modeled phytoplankton evolved according to:

RPhy ¼ GrowthPhyð1� KFNÞ �MortPhy � ExcrPhy� GrazPhy;
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where GrowthPhy is the Phy specific growth rate; KFN is the specific respiration

rate of Phy; MortPhy is the specific natural mortality rate of Phy; ExcrPhy is the

specific excretion rate of Phy; GrazPhy is the loss of Phy due to zooplankton

grazing.

The phytoplankton specific growth rate,

GrowthPhy ¼ KNFf tðtÞf iðiÞminff PðPO4Þ; fNðNO3NO2;NH4Þg is a function of

temperature, light, and availability of nutrients with the maximum specific growth

rate KNF;

The following formula [59] was chosen for dependence on temperature:

f tðtÞ ¼
0:2þ 0:22ðexpð0:21tÞ � 1Þ

ð1þ 0:28 expð0:21tÞÞ :

To describe the dependence on light in accordance with [60]:

f iðiÞ ¼ f ’ð’Þ
I0
Iopt

expð�khÞ exp 1� I0
Iopt

expð�khÞ
� �

we used the following parameters: incident light (I0 ¼ 80), optimal light

(Iopt ¼ 25), extinction coefficient (k ¼ 0.07), depth: (h) and variation of light

with latitude and time:

f ’ð’Þ ¼ cosð’� 23:5 sin
2T

365:2

� �
;

where T is time (days) and ’ is latitude (degrees).

For nutrient limitation parameterization, we used a minimum function that

allowed to switch between limitation on P or N:

minff ðPO4Þ; f ðNO3;NO2;NO3Þg:

The hyperbolic dependences were used for phosphate limitation description:

f ðPO4Þ ¼ 0:5ð1� tanhðKPO4 � PO4ÞÞ

with KPO4, a half-saturation constant for the uptake of PO4 by phytoplankton.

The dependence on nitrogen species was described following [12]:

fNðNO3;NO2;NH4Þ ¼ f 0NðNO3;NO2Þ þ f 00NðNH4Þ

¼ ðNO3 þ NO2Þ expð�KpsiNH4Þ
KNO3

þ ðNO3 þ NO2Þ þ NH4

KNH4
þ NH4

;

where KNH4 and KNO3 are half-saturation constants for the uptake of NH4 and

(NO3 + NO2) by phytoplankton. The constant, Kpsi, determines the strength of

ammonium inhibition of nitrate uptake.
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The excretion rate of Phy was described as:

ExcrPhy ¼ KFDPhy

with specific rate of excretion KFD.

The natural mortality rate of Phy was described as:

MortPhy ¼ KFPPhy

with specific rate of mortality KFP.

2.2.2 Zooplankton (Zoo)

Since only a few metazoans are adapted to very low oxygen concentrations or even

anoxic waters, protozoa seem to be the only organism left to fulfill the function of

grazers, preying on either other protozoa, flagellates or prokaryotes ([29], this

volume, [61]). Their abundance decreases with increasing concentrations of H2S.

In the central Baltic redox zone, ciliates seem to be the major grazers of bacteria

within the suboxic part of the redox zone showing a peak at the oxic–anoxic

interface [62]. Detmer et al. [63] reported a peak of ciliates at the chemocline

followed by a drastic decrease further downwards in the sulfidic water. The similar

observations exist for the Black Sea [64], the Cariaco Trench [65], and anoxic

fjords [66]. This results in a decrease of grazing pressure on the prokaryotic

populations over the pelagic redox zone which might at least compensate the effect

of reduced bacterial productivity on the standing stock of prokaryotes ([29], this

volume). A more pronounced increase in prokaryote abundance below the redox

zone might be limited by increased mortality due to bacteriophages [67].

The modeled zooplankton evolved according to:

RZoo ¼ GrazingUz �MortZoo� KZNZoo;

where Grazing ¼ GrazPhy + GrazPOP + GrazBact is the grazing of zooplankton

on phytoplankton (GrazPhy), detritus (GrazPOP) and bacteria (GrazBact),

Uz ¼ 0.7 is the food absorbency for zooplankton, MortZoo is the specific natural

mortality rate of Zoo; KZN is the specific respiration rate of Zoo.

The grazing of zooplankton on phytoplankton was described with a modified

Michaelis–Menten dependence:

GrazPhy ¼ KFZZooðPhy=ZooÞ=ðPhy=Zooþ KFÞ;

where KFZ is the maximum specific rate of grazing of Zoo on Phy and KF is a

half-saturation constant for the grazing of Zoo on Phy for Phy/Zoo ratio.
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The grazing of zooplankton on phytoplankton was described with a modified

Michaelis–Menten dependence:

GrazPOP ¼ KPZZooðPOP=ZooÞ=ðPOP=Zooþ KPP=0:001Þ;

where KPZ is the maximum specific rate of grazing of Zoo on POP and KPP half-

saturation constant for the grazing of Zoo on POP in dependence to ratio POP/Zoo.

The grazing of Zoo on bacteria

GrazBact ¼ GrazB ae aut þ GrazB ae het þ GrazB anae het þ GrazB anae aut

was described as a sum of grazing of the certain groups of bacteria.

Aerobic autotrophic bacteria:

GrazB ae aut ¼ KBoaZZooðB ae aut=ZooÞ
ðB ae aut=Zooþ KBoaÞ ;

where KBoaZ is the maximum specific rate of grazing of Zoo on Baut and KBoa is a

half-saturation constant for the grazing of Zoo on Baut for Baut/Zoo ratio.

Aerobic heterotrophic bacteria:

GrazB ae het ¼ KBohZZooðB ae het=ZooÞ
ðB ae het=Zooþ KBohÞ ;

where KBohZ is the maximum specific rate of grazing of Zoo on Bhet and KBoh is a

half-saturation constant for the grazing of Zoo on Bhet for Bhet/Zoo ratio.

Anaerobic autotrophic bacteria:

GrazB anae aut ¼ KBaaZZooðB an aut=ZooÞ
ðB an aut=Zooþ KBaaÞ ;

where KBaaZ is the maximum specific rate of grazing of Zoo on BautA and KBaa is a

half-saturation constant for the grazing of Zoo on BautA for BautA/Zoo ratio.

Anaerobic heterotrophic bacteria:

GrazB anae het ¼ KBahZZooðB an het=ZooÞ
ðB an het=Zooþ KBahÞ ;

where KBahZ is the maximum specific rate of grazing of Zoo on BhetA and KBah is a

half-saturation constant for the grazing of Zoo on BhetA for BhetA/Zoo ratio.

MortZoo ¼ KZPZooZoo is the zooplankton mortality rate, with maximum spe-

cific rate of mortality of zooplankton KZP depending on the H2S:
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KZP ¼ 0:001 day�1 for H2S < 20 mM and

KZP ¼ 0:9 day�1 for H2S > 20 mM

KZN is the specific rate of respiration of zooplankton.

2.2.3 Aerobic Heterotrophic Bacteria (B_ae_het)

The modeled aerobic heterotrophic bacteria evolved according to:

RB ae het ¼ CB ae het �MortB ae het � GrazB ae het;

where

CB ae het ¼ Kmax
B ae het � ðDcPM O2 þDcDM O2Þ � f B ae hetðDONþ PONÞ �B ae het

is the growth rate of B_ae_het that we parameterized to be propositionally

connected with the rates of aerobic mineralization of particulate (DcPM O2) and

dissolved (DcDM O2) OM.

Kmax
B ae het is the maximum specific growth rate of B_ae_het.

f B ae hetðDONþ PONÞ ¼ PONþDON
PONþDONþKN

B ae het

is the dependence of maximum spe-

cific growth rate of B_ae_het on POM and DOM content,

KN
B ae het is a half-saturation constant for the dependence of maximum specific

growth rate of B_ae_het on POM and DOM content.

MortB ae het ¼ KMort
B ae hetB ae het2 is the rate of mortality of B_ae_het, with

maximum specific rate of mortality KMort
B ae het ¼ 0:03 day�1 if O2 > 1 mM and

KMort
B ox het ¼ 0:99 day�1 if O2 < 1 mM.

GrazB ae het is the grazing of Zoo on B_ae_het.

2.2.4 Aerobic Autotrophic Bacteria (B_ae_aut)

In the suboxic part of the redox zone, alternative reactions allow chemolithoau-

totrophy ([29], this volume). The processes of Mn reduction, Fe reduction, H2S

oxidation by O2, NO3 and NO2, anammox and disproportionation of S0 are usually

considered as autotrophic.

The importance of nitrifying bacteria within suboxic environments is well

known [68]. However, in this layer CO2 fixation rates are near the detection limit

([29], this volume) and can be assigned only to the activity of chemolithoau-

totrophic ammonia-oxidizers [69]. This view will probably be modified by new

findings that Crenarchaeota are also involved in the marine nitrogen cycle. It is

assumed that the marine Crenarchaeota are also autotrophs [70, 77] and for the

Black Sea it was suggested that both Gammaproteobacteria and Crenarchaeota
contribute to nitrification [71].
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The contribution of anammox bacteria (oxidation of NH4 with NO2 to N2 and

H2O) to CO2 fixation seems as well to be of minor importance, as their energy gain

is in the same range as that of aerobic ammonia oxidizers [72]. Since these bacteria

use nitrate or nitrite under anoxic conditions with an energy yield as low as

nitrifying bacteria, they cannot contribute more to CO2 fixation than the nitrifiers.

The modeled aerobic autotrophic bacteria evolved according to:

RB ae aut ¼ CB ae aut �MortB ae aut � GrazB ae aut;

where

CB ae aut ¼ Kmax
B ae aut � ðNitrif1þ Nitrif2þ S0 oxþ S2O3 oxþmn oxþ fe ox

þ anammoxÞ � fNPB ae autðNH4; PO4Þ � B ae aut

is the growth rate of B_ae_aut, connected with nitrification, and oxidation by O2 of

reduced species of S, Mn, and Fe and anammox. These processes are usually

considered as autotrophic [20].

Kmax
B ae aut is the maximum specific growth rate of B_ae_aut.

fNPB ae autðNH4; PO4Þ ¼ min NH4

NH4þKN

B ae aut

PO4

PO4þKP

B ae aut

� �
is the dependence of

maximum specific growth rate of B_ae_het on NH4 and PO4,

where: KN
B ae aut and K

P
B ae aut are half-saturation constants for the dependence of

maximum specific growth rate of B_ae_aut on NH4 and PO4 content.

MortB ae aut ¼ KMort
B ae autB ae aut2 is the rate of mortality of B_ae_aut with maxi-

mum specific rate of mortality:

KMort
B ae aut ¼ 0:1 day�1 if O2 > 1 mM and KMort

B ae aut ¼ 0:99 day�1 if O2 < 1 mM.

GrazB ae aut is the grazing of Zoo on B_ae_aut.

2.2.5 Anaerobic Heterotrophic Bacteria (B_anae _het)

Bacterial growth estimations around redox zones lie in the limits from 0.02 to

0.6 day�1 [29]. In certain conditions, the rate of growth of sulfate reduction bacteria

can be very fast (with doubling times 4 h) [20]. but the averaged growth rates of

about 0.1 day�1.[29]

The modeled anaerobic heterotrophic bacteria evolved according to:

RB anae het ¼ CB anae het �MortB anae het � GrazB anae het;
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where

CB anae het ¼ Kmax
B anae hetðDcPM NO3 þ DcDM NO3 þ DcPM SO4

þDcDM SO4Þf B anae hetðDONþ PONÞB anae het

is the growth rate of B_anae_het connected with denitrification and sulfate reduc-

tion of POM and DOM.

Kmax
B anae het is the maximum specific growth rate of B_anae_het.

f B anae hetðDONþ PONÞ ¼ PONþDON
PONþDONþKN

B anae het

is the dependence of maximum

specific growth rate of B_anae_het on OM content.

KN
B anae het is a half-saturation constant for the dependence of maximum specific

growth rate of B_anae_het on POM and DOM content.

MortB anae het ¼ KMort
B anae hetB anae het2 is the rate of mortality of B_ae_het with

maximum specific rate of mortality KMort
B anae het.

GrazB anae het is the grazing of Zoo on B_anae_het.

2.2.6 Anaerobic Autotrophic Bacteria (B_anae_aut)

For anoxic layer, a clear dominance of the oxidation of reduced sulfur compounds

to fuel chemolithoautotrophy could be demonstrated [29].

The modeled anaerobic heterotrophic bacteria evolved according to:

RB anae aut ¼ CB anae aut �MortB anae aut � GrazB anae aut;

where

CB anae aut ¼ Kmax
B anae autðmn rd þ fe rd þ hs ox þ hs no3 þ hs no2 þ DispropÞ

fNPB anae autðNH4; PO4ÞB anae aut is the growth rate of B_anae_aut connected with

sulfide oxidation with Mn, Fe, O2, NO3, and NO2, and disproportionation of S0.

Kmax
B anae autis the maximum specific growth rate of B_anae_aut.

fNPB anae autðNH4;PO4Þ ¼ min NH4

NH4þKN
B anae aut

PO4

PO4þKP
B anae aut

n o
is the dependence of

maximum specific growth rate of B_anae_aut on NH4 and PO4, where:

KN
B anae aut and KP

B anae aut are half-saturation constants for the dependence

of maximum specific growth rate of B_ae_aut on NH4 and PO4 content.

MortB anox aut ¼ KMort
B anox autB anox aut2 is the rate of mortality of B_anox_aut

with maximum specific rate of mortality

KMort
B anae aut ¼ 0:001 day�1 if H2S < 16 mM and KMort

B anae aut ¼ 0:99 day�1 if

H2S > 16 mM.

GrazB anae aut is the grazing of Zoo on B_anae_het.
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The mortality of anaerobic autotrophic bacteria was assumed to be dependent on

H2S because from observations in the Black Sea (N. Pimenov, 2005, personal

communication) an abrupt decrease of dark CO2 fixation is marked at about

H2S > 20 mM. Jost and Pollehne ([29], this volume) described that the lower

boundary of the carbon fixation peak in the Baltic Sea is within the sulfidic layer,

at a concentration of about 10–15 mM hydrogen sulfide. This sulfide concentration

seems to be the upper limit for a peak of enhanced carbon dioxide fixation

[33, 69, 73].

2.3 Equations for the Biogeochemical Sources RC

The list of the formulation for the sources RC for chemical and biological

compartments of the model as an algebraic sum of reactions described above is

given in Table 3.

ROLMwas coupled as a biogeochemical model with the general ocean turbulent

model, GOTM [74], and we used GOTM software to perform numerical

calculations and to estimate the vertical diffusion coefficient. The code of ROLM

is available along with the GOTM code at http://www.gotm.net.

3 Discussion

The earlier performed applications of ROLM for analyzing the water column redox

layer structure enabled common features to be revealed that demonstrate the

similarity of the redox-layer formation mechanism in the different geographical

regions [5–7].

Modeling results showed that the manganese cycle (formation of sinking Mn

(IV) and presence of dissolved Mn(III)) is the main reason of oxygen and hydrogen

sulfide absence of direct contact. The particulate manganese may be a primary

oxidant of hydrogen sulfide into elementary sulfur. The intense vertical transfer of

detritus particles with the heavy particles of Mn(IV) oxide is a cause of the

existence of the suboxic zone with no detectable oxygen concentrations. This

makes possible the presence processes of anoxic oxidation of reduced compounds,

such as methane, reduced iron, and ammonium [5].

The formation of Mn(IV) might considerably affect the distribution of the

suspended matter and the formation, the layer of turbidity [75]. The theoretical

requirement of the occurrence of seasonal variations of the particulate manganese

concentrations was also confirmed by means of the model [5] that treated this

phenomenon according to the competition for dissolved oxygen between the OM

supplied from the upper layers and the reduced compounds supplied from the

hydrosulfide zone. The competition results in the fact that the processes of OM

mineralization become more intense in the summer; hence, less oxygen is available
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for the oxidation of the reduced forms of manganese, iron, and sulfur. At the same

time, more oxygen is available for the formation of particulate manganese and iron.

Because of the small concentrations, the role of the iron cycle is insignificant in the

processes of the redox interfaces in the water column compared with those in the

sediments.

Application of ROLM allowed to explain the formation of so-called “phosphate

dipole” [76]. The shallow minimum of phosphate above the sulfidic boundary can

be formed due to formation of complexes between Mn(III) and P-containing ligands

[6, 10].

The results of applications of this latest version of ROLM are described in the

other chapters of this volume [8–10].
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Modelling of the Meromictic Fjord

Hunnbunn (Norway) with an Oxygen

Depletion Model (OxyDep)

E.V. Yakushev, E.I. Debolskaya, I.S. Kuznetsov, and A. Staalstrøm

Abstract A biogeochemical model OxyDep coupled with three-dimensional

hydrodynamic model GETM was used to simulate the hydrophysical and biogeo-

chemical regimes of the meromictic Fjord Hunnbunn over the summer period. The

main goal was to parameterize the oxygen depletion processes resulting in forma-

tion of suboxic and anoxic conditions in the water column. OxyDep considered

five state variables: dissolved oxygen, inorganic nutrient, dissolved organic matter,

particulate organic matter, and biota. This model parameterized the main processes

responsible for the changing of the water column oxygen conditions – i.e. organic

matter (OM) synthesis; OM decay due to oxic mineralization and denitrification;

consumption of oxygen from sulphur and metals oxidation; and the processes at

the boundaries (air–water exchange and the sediment–water exchange). Results of

numerical experiments have reproduced the main features of the observed structure

and have allowed to reveal the main components responsible for the formation of

biogeochemical structure of the meromictic water objects. With the hydrodynami-

cal model block used it was impossible to reproduce the presence of a permanent

pycnocline. We suppose that special attention must be paid when using terrain

following vertical coordinates (i.e. GETM) to avoid spurious vertical mixing. The

results also showed that an application of simplified biogeochemical model blocks

can be used as a useful tool for analysing and forecasting oxygen and nutrient

regime changes.

E.V. Yakushev (*) and A. Staalstrøm

Norwegian Institute for Water Research, Gaustadalleen 21, 0349 Oslo, Norway

e-mail: eya@niva.no

E.I. Debolskaya

Water Problems Institute of The Russian Academy of Science, Gubkina 3, 119991 Moscow,

Russia

I.S. Kuznetsov

Leibniz Institute for Baltic Sea Research, Warnem€unde, Seestrasse 15, 18119 Rostock, Germany

E.V. Yakushev (ed.), Chemical Structure of Pelagic Redox Interfaces: Observation
and Modeling, Hdb Env Chem (2013) 22: 235–252, DOI 10.1007/698_2011_110,
# Springer-Verlag Berlin Heidelberg 2011, Published online: 20 July 2011

235

mailto:eya@niva.no


Keywords Anoxia, Hydrogen sulphide, Hypoxia, Modelling, Oxygen depletion,

Stratified basin

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

2.1 Hunnbunn Hydrophysical and Hydrochemical Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

2.2 GETM Application and Set Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

2.3 OxyDep Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

2.4 Sinking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

2.5 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Abbreviations

BIO Biota

DIN Dissolved inorganic nitrogen (i.e. a sum of nitrate, nitrite, and ammonia)

DOM Dissolved organic matter

GETM General Estuarine Transport Model

NUT Inorganic nutrient

OM Organic matter

OXY Dissolved oxygen

OxyDep Oxygen Depletion biogeochemical model

POM Particulate organic matter

PSU Practical salinity units

1 Introduction

Oxygen depletion and anoxia formation are common features observed in many

inland waters and coastal areas. These conditions arise, when transport rates of

organic matter (OM) and oxygen into deeper layers do not balance and oxygen is

used up during OM decomposition. The OM decomposition then continues via

denitrification (consumption of oxidized forms of nitrogen: nitrate, NO3 and nitrite,

NO2), and finally with reduction of sulphate (a major constituent in seawater).

According to recent estimates [1], dead zones connected with low oxygen content

have spread exponentially since the 1960s. Formation of oxygen-deficient, hypoxic,

and anoxic conditions depend on the combined influence of eutrophication (amounts

of nutrient loading) and intensity of mixing and water renewal.

The natural state of such complex systems with changeable redox conditions can

be efficiently analyzed with mathematical models. The problem of an elaboration of

a biogeochemical block for different redox conditions is connected with a necessity
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of parameterizing switches between the processes dominating in oxic conditions

(i.e. nitrification), hypoxic conditions (denitrification), and suboxic conditions (loss

of oxygen for mineralization of reduced forms of sulphur and redox metals).

As mentioned in another chapter of this book [2], a threshold from oxic to hypoxic

conditions is arbitrarily set at a bounding value of 2 mg O2 L
�1 (~63 mM O2). Such

thresholds can be connected with responses and vulnerability of pelagic and benthic

animals, usually in the range of 1–4 mg O2 L
�1 [3]. The threshold between hypoxic

and suboxic conditions (about 10–30 mM O2 [4]) should reflect the oxygen level

where oxygen becomes an auxiliary oxidant compared with nitrates and oxidized

forms of metals.

The goal of this study was to elaborate a simplified biogeochemical model for

the oxygen regime simulation and to apply it for a concrete object. This model

should parameterize the changes in the biogeochemical processes in case of change

of the oxygen concentrations from oxic to suboxic levels. We used a coupled

Oxydep/GETM model to calculate the seasonal variability of the meromictic

Fjord Hunnbunn.

2 Materials and Methods

2.1 Hunnbunn Hydrophysical and Hydrochemical Structure

At present, the Fjord Hunnbunn (Fig. 1) is a natural meromictic pool with the high

concentrations of hydrogen sulphide in deep layers. Stratification of the lake is

caused by a strong halocline. Wind and tidal waves arriving from the sea through

the narrow channel Talbergsundet (length of 1.8 km) are mixed in the upper 2 m

less saline layer, while the saline bottom layer remains unmixed. The maximum

depth of the Fjord is about 11 m [5, 6].

Meanwhile, a history of the observations in the Hunnbunn reveal that the oxygen

conditions there were much better in the past. Information from the past indicates

that there were oysters in the nineteenth century [6]. An intensive eutrophication

period and an absence of periodic dredging after the 1950s resulted in changes of

the surface layer ecosystem: disappearance of the oysters, decline of seagrass beds,

appearance of large amounts of green algae.

The present vertical hydrochemical structure of the Fjord Hunnbunn (Fig. 2) is

typical for the coastal objects with anoxic conditions in the water column.

In 2009, the chemical structure of Hunnbunn was studied twice: in spring,

07.05.2009 and in late summer, 19.08.2009. We used a specially designed pump

system for the redox-layers studies that allowed us to sample water with fine-scale

resolution and prevented atmospheric oxygen from interfering with our results. The

analytical determinations were made at the NIVA chemical laboratory according to

the accredited national and international techniques [7]. During sampling, we used

an AADI Oxygen Optode to measure the in situ oxygen concentrations.
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The results of the studies performed in August 2009 are shown in Fig. 2. The

vertical hydrochemical structure is typical for coastal objects with anoxic

conditions in the water column. The concentration of dissolved inorganic nitrogen

DIN (a sum of nitrate, nitrite, and ammonia) in the surface layer in May were high

(5 mM), and concentrations of phosphate (0.06 mM) were low. Just below the

oxygen maximum, at 4 m, the concentrations of phosphate increased to 6.5 mM,

while concentrations of DIN decreased to 0.4 mM. There were no measurements in

Fig. 1 A map of the Fjord

Hunnbunn. Depth isolines are

shown with 2-m interval. The

position of hydro chemical

data is marked with a red dot
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the vicinity of the oxygen maximum peak, but it is possible to assume that in May

there were enough nutrients to support the high primary production.

In August, we made a fine resolution sampling for both oxygen and for nutrients.

The oxygen concentration was slightly less than in May (10.7 ml/l in August), but

the saturation value exceeded 194%, indicating very high primary production. In

the vicinity of the oxygen maximum, we found 0.33 mM of phosphate, 1.2 mMDIN,

and 10 mM of silicate. The vertical gradient of phosphate was more than 5 mMm�1

and DIN was 12 mMm�1. Such large gradients ensure a permanent flux of nutrients

from anoxic zone, sufficient to support the constant extremely high primary pro-

duction throughout the year. The data received in August, 2009, revealed that below

the depth of oxygen and nitrate depletion, reduced forms of sulphur (hydrogen

sulphide), nitrogen (ammonia), manganese (Mn(II)), and iron (Fe(II)) were present.

The concentrations of hydrogen sulphide increased in the bottom layer (10 m) to

more than 600 mM (for a comparison, in the Black Sea the concentrations of

hydrogen sulphide are 380 mM at the depth of 2,000 m). The concentrations of

ammonia and phosphate in the Hunnbunn bottom layer are extraordinarily high and

correspond to their concentrations in the pore water of the sediments from produc-

tive regions. All this indicates a very high level of OM concentrations in the

Hunnbunn sediments and the bottom layer.

The concentrations of reduced forms of Mn and Fe are typical for the anoxic

waters [8]. Mn does not accumulate in OM, and its distribution is determined by the

flux from the sediments, if the water above is anoxic. That is why the observed

maximum concentration of Mn(II) in Hunnbunn (12 mM) is comparable with that in

the Black Sea (10–12 mM) and the Gotland Deep of the Baltic Sea (5–30 mM).

Usually, Mn species are not observed in the oxic layer, because the oxidized heavy

particles of Mn(IV) sink down just after their formation. The presence of significant

concentrations of Mn and Fe species in the oxic zone points to an existence of their

flux from the shore, that can also be observed in some other coastal regions.

The permanently observed redox-layer turbidity maximum in the Fjord Hunnbunn

is a typical feature of anoxic systems. The nature of this turbid layer is not clear yet,

but it is known that particulate forms of sulphur (element sulphur), manganese, iron,

and bacteria can be found there. In case of the Fjord Hunnbunn, an additional large

contribution to the turbidity can be made by photosynthetic purple bacteria, that can

oxidize hydrogen sulphide using light. Usually, they are found in the upper part of the

turbidity maximum and sometimes the turbidity maximum has two peaks as was

observed inMay 2009. The turbidity maximum in the Fjord Hunnbunn, might also be

a “joint” maximum, where the redox-layer turbidity maximum combines with the

phytoplankton maximum, typical for all the surface waters.

At present the OM produced in the Fjord Hunnbunn accelerates the depletion

of oxygen and production of hydrogen sulphide, that lead to a positive feedback in a

further increase in the flux of nutrients to the euphotic zone.

The anoxic layers of Fjords as Hunnbunn can be flushed with the a pulse

of oxygen-rich cold water during the winter mixing either every year (Elefsis Bay

in the Mediterranian Sea [9]) or every several years (Baerumsbassenget in the Oslo

Fjord [10]) or every several decades (Fjord Framvaren). The probability of the
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winter mixing depends on the topography, hydrophysical regime, and climate

(weather conditions during the winter). The permanent pycnocline that exists in

the Fjord Hunnbunn at the depth 2.5–3 m greatly hampers the flushing of the

bottom layer.

2.2 GETM Application and Set Up

The model GETM (http://www.getm.eu) was used to simulate hydrodynamic and

thermal regime of the Fjord, connected with the time-dependent changes in stratifi-

cation and an influence of the tidal wave coming through the narrow channel. The

density stratification changed in the Fjord not only due to meteorological factors,

but with the seasonal fluctuations in salinity of water flowing through the channel

[6]. The period of the tidal wave equaled to 12 h, the amplitude at the entrance to

the lake was 0.5 m. The salinity at the entrance to the Fjord varied between 27 PSU

in winter to 7 PSU during the spring flood.

These model simulations covered one year with a horizontal resolution of

50 � 50 m and 10 vertical layers. GETM is a terrain following model (sigma-

coordinates model) and the vertical grid step changed from 20 cm to 1 m. The

simulation is carried out on a grid with 90 � 47 � 10 points. The time-step of

calculations was 2 s.

The model was forced by the atmospheric forcing (seasonal changes in temper-

ature and wind), and by providing information on temperature, salinity, and sea

surface elevations at the lateral boundaries.

Freshwater discharge was not included in this simulation, because there are no

significant fresh water flowing into Hunnbunn.

The general equation that is used for the coupled hydrodynamical–

biogeochemical models is the following:

@C

@t
þrC~V �rðKrCÞ ¼ RC � @

@z
ðwCCÞ (1)

Where the first term reflects the changes with time, the second term reflects

advective transport, and the third term reflects turbulent exchange. RC is the

biogeochemical sink/source terms for the considered variables, C is the concentra-

tion of a variable and wC is the sinking rate of the particulate matter. We used

GETM to calculate the velocities (~V) and the turbulent coefficient (K).

2.3 OxyDep Description

The idea behind OxyDep is to parameterize the changes of the biogeochemical

processes in the water column and at the sediment/water boundary in case of
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transition from oxic to suboxic conditions, and from suboxic to anoxic conditions in

the simplest possible way. We aimed to receive a simple tool capable of being

coupled to detailed 3Dmodels (i.e. GETM [11], ROMS [12], HAMSOM/ECOSMO

[19]) first of all for applications in shallow water, i.e. estuaries, inlets, and Fjords.

The amount of variables (Ci) and processes included in the parameterizations

should depend on the different processes’ time scales and the scales of concentra-

tions [13]. In case of studying the behaviour of large concentration scale parameters

(i.e. oxygen and nutrient, with characteristic concentrations of 101–102 mM) at

relatively large time scale (seasonal) it is possible to merge the biological variables

in one compartment (with characteristic concentrations less than 10�2–10�1 mM)

that was made here. List of the state variables (Ci) of the model is presented in the

Table 1.

The flow-chart of biogeochemical processes considered in the OxyDep is shown

in Fig. 3. Notations, values, units, and names of the model’s parameters are given

in Table 2. The biogeochemical changes of the considered variables, RCi, were

described with the following system of equations:

RBIO ¼ GrowthBIO� RespBIO� ExcrBIO�MortBIO

RPOM ¼ �DissPOM þMortBIO� DecayPOM

RDOM ¼ DissPOM þ ExcrBIO� DecayDOM

RNUT ¼ �GrowthBIOþ RespBIOþ DecayPOM þ DecayDOM � DenitrOM

ROXY ¼ COtoNRNUT þ SMnOXY

NUT

POM

DOM

BIO

OXY

Fig. 3 Flow-chart of

biogeochemical processes

in the OxyDep

Table 1 State variables of the OxyDep

Variable Meaning Units

BIO

That is all the biota from bacteria to fish. BIO grows due to photosynthesis,

loses inorganic matter due to respiration, and loses total (particulate and

dissolved) organic matter due to metabolism, mortality, cannibalism, etc. mM N

NUT

That is the oxidized forms of nutrients (i.e. NO3 and NO2 for N), that don’t

need additional oxygen for nitrification. mM N

POM That is all kinds of labile particulate organic matter (detritus). mM N

DOM

That is all kinds of labile dissolved organic matter and reduced forms of

inorganic nutrients (i.e. NH4 and Urea for N). mM N

OXY Concentrations of dissolved oxygen. mM O
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Table 2 Notations, values, units, and names of parameters used in the model

Notation Value Units Parameter

GrowthBIO d�1 Specific growth rate

fiðiÞ – Photosynthesis dependence on irradiance

f’ð’Þ – Irradiance dependence on latitude

ftðtÞ – Photosynthesis dependence on temperature

f nðNUTÞ – Photosynthesis dependence on nutrient

KNB 4.0 d�1 Maximum specific growth rate

I0 80. W m�2 Optimal Irradiance at the surface

k 0.10 m�1 Extinction coefficient

Iopt 25. W m�2 Optimal irradiance

bm 0.12 �C�1 Coefficient for uptake rate dependence on t

cm 1.4 – Coefficient for uptake rate dependence on t

KNUT 0.02 – Half-saturation constant for uptake of NUT by BIO

KBN 0.05 d�1 Specific respiration rate

KBP 0.01 d�1 Specific rate of mortality in oxic conditions

KBD 0.10 d�1 Specific rate of excretion

KA
BP 0.5 d�1 Specific rate of mortality in anoxic conditions

KC
BP 0.6 d�1 Specific rate of additional mortality (cannibalism)

BIOCan 1. mM N Threshold BIO value for cannibalism

KCan 0.8 – Coefficient for the cannibalism description

KPD 0.10 d�1 Specific rate of POM decomposition (autolis)

DecayDOM d�1 Mineralization of POM

KPOM 0.003 d�1 Specific rate of POM oxic decay

KS
POM 0.001 d�1 Specific rate of POM denitrification

DecayDOM d�1 Mineralization of DOM

KDOM 0.05 d�1 Specific rate of DOM oxic decay

KS
DOM 0.0005 d�1 Specific rate of DOM denitrification

tda 13. – Coefficient for dependence of decay on t

Bda 20. – Coefficient for dependence of decay on t

Bu 0.22 d�1 m�1 Burial coefficient for lower boundary

NUTDen 1. mM N Threshold NUT value for denitrification

COtoN �8,625 – O to N Redfield ratio (138/16)

fsðOXYÞ –

Function parameterizing a switches between oxic and

suboxic processes

O2
bf 20 mM O

Oxygen threshold concentration, in which the changes

between suboxic and oxic processes occur

tL 100,000 s Relaxation time

CO
L0

0 mM O Concentrations of OXY in the sediments in oxic conditions

CO
Li

0 mM O

Concentrations of OXY in the sediments in suboxic

conditions

CD
L0

2 mM N Concentrations of DOM in the sediments in oxic conditions

CD
Li 5 mM N

Concentrations of DOM in the sediments in suboxic

conditions

a0 31.25 mM O, Coefficient for the oxygen saturation calculations

a1 14.603 Coefficient for the oxygen saturation calculations

a2 0.4025 �C�1 Coefficient for the oxygen saturation calculations

wC 0.5 m d�1 Sinking velocity
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These biogeochemical sources where added to the general equation. These

processes were parameterized as follows:

The specific growth rate of BIO,

GrowthBIO ¼ KNB ftðtÞ fiðiÞ fnðNUTÞBIO
is a function of temperature, light, and availability of nutrients with the maximum

specific growth rate KNB.

To describe the dependence of light in accordance to:

fiðiÞ ¼ f’ð’Þ i

Iopt
exp 1� i

Iopt

� �
:

we used the following parameters: light (i ¼ I0exp(�kh) ), incident light (I0),
optimal light (Iopt), extinction coefficient (k), depth (h), and variation of light

with latitude and time:

f ’ð’Þ ¼ cos ð’�’e sin ð2T=365:2ÞÞ;

where T is time (days) and ’ is latitude (degrees), ’e ¼ 23.5 is the ecliptic degree.

The following formula was chosen for dependence on temperature (t) with the

coefficients bm and cm:

ftðtÞ ¼ expðbmt� cmÞ:

A dependence with fast saturation of nutrient availability was used for NUT

limitation description instead of traditional Michaelis–Menten formula:

f nðNUTÞ ¼ ðNUT=BIOÞ2
ðNUT=BIOÞ2 þ K2

NUT

;

where KNUT is a “half saturation constant” for this dependence.

BIO respiration is described by specific rate of respiration KBN as

RespBIO ¼ KBNBIO:

The excretion rate of BIO with specific rate of excretion KBD was described as

ExcrBIO ¼ KBDBIO:

The natural mortality rate of BIO with specific rates of mortality KBP in oxic and

KA
BP in anoxic conditions was described as:

MortBIO ¼ KBPBIOþ fS OXYð ÞKA
BPBIO

þ KC
BPð0:5ð1� tanh BIOCan � KCanBIOð ÞBIO:
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The last term was added to parameterize an additional mortality due to “canni-

balism”, that starts when the BIO concentrations exceeds the threshold

value BIOCan.

We considered the formation of DOM from POM (autolysis) with a constant

specific rate as:

DissPOM ¼ KPDPOM:

The DOM decay took place due to oxic decay in oxic conditions (first term in the

following equation) and denitrification in suboxic conditions (second term):

DecayDOM ¼ KDOMf
D
t ðtÞDOMþ KS

DOMf
D
t ðtÞfS OXYð Þf DN NUTð ÞDOM;

where f Dt ðtÞ and f Dt NUTð Þ are dependences of decay on temperature and NUT.

The POM decay was parameterized as:

DecayPOM ¼ KPOMf
D
t ðtÞPOMþ KS

POMf
D
t ðtÞfS OXYð Þf DN NUTð ÞPOM:

The dependences of decay on temperature, f Dt ðtÞ, was parameterized as:

f Dt ðtÞ ¼Bda
t2

t2 þ t2da
;

where Bda and tda are temperature control coefficients, and f Dt NUTð Þ is the depen-
dences of decay on NUT (checking for availability of NO3 and NO2 necessary for

denitrification).

f DN NUTð Þ ¼ 0:5 1þ tanh NUT � NUTDenÞð Þ;ð

where NUTDen is a threshold value.

The changes between the processes occurring in oxic and suboxic conditions

were parameterized with soft switches based on hyperbolic tangents functions

shown in Fig. 4:

fO OXYð Þ ¼ 1� 0:5 1þ tanh OXY� O2
bf

� �� �

and

fS OXYð Þ ¼ 0:5 1þ tanh OXY� O2
bf

� �� �
;

where O2
bf is a constant that defines the oxygen concentration, in which the changes

occur.
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Changes in the OXY content were calculated with the Redfield ratio. Besides

this, we parameterized an additional sink of oxygen for oxidation of reduced forms

of sulphur and Mn. On the base of the estimates received in [14], we assumed for

the oxygen deficient and suboxic conditions the consumption of oxygen for the

mentioned purpose is similar to that for ammonia (that is a dominant part of DOM

in OxyDep):

SMnOXY ¼ fS OXYð ÞKDOMf
D
t ðtÞDOM:

Changes in the NUT due to denitrification on particulate and dissolved organic

were described as:

DenitrOM ¼ KS
POMf

D
t ðtÞfS OXYð Þf DN NUTð ÞPOM

þ KS
DOMf

D
t ðtÞfS OXYð Þf DN NUTð ÞDOM:

Loss of NUT for oxidation of the reduced forms of sulphur and metals was

ignored.

Therefore, OxyDep parameterize the changes in the main biogeochemical pro-

cesses connected with variations of oxygen concentrations between high normoxic

to suboxic, with following oxygen depletion to 0.

Notations, values, units, and names of parameters used in the model are given in

Table 2.
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Fig. 4 Functions used as switches between oxic and suboxic processes (shown in Table 1.)

assuming oxygen concentration O2
bf ¼ 20 mM as a threshold value
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2.4 Sinking

The sinking parameterized as the last term of equation (1) was considered for BIO

and POM with the same sinking velocity wC. (Table 2).

2.5 Boundary Conditions

In case of the upper boundary, the surface fluxes of the modelled chemical

constituents were assumed to be zero, except for OXY. The O2 surface flux is

prescribed by:

QO2
¼ pvelðOxsat� OXYÞ;

where pvel is the wind coefficient, Oxsat ¼ a0(a1 + a2t) is the concentration of

oxygen saturation as a function of temperature t, according to [15].

Simulations were carried out based on a mean wind speed of 2 m s�1.

Parameterization of the lower boundary conditions under changing redox con-

ditions requires description of changes in intensity and even directions of fluxes of

certain parameters.

For particulate organic matter (BIO, POM), we assumed the decrease of concen-

trations due to burial (modified on the base of an approach used in [16]):

QCi
¼ �BuHvertCi;

where Bu is the burial rate. Hvert is the model’s vertical resolution.

The changes of the bottom layer concentrations of DOM and NUT in oxic

conditions, following the approach used in [17], we parameterized as:

QCi
¼ t�1

L ðCLi � CiÞ:

The term on the right hand side describes a “relaxation” of Ci towards the

constant CLi in the sediment with the relaxation time scale tL. This term is used

to ensure that the “observed” concentration in the sediment does not exceedingly

diverge from simulated Ci which is strongly influenced by biogeochemical pro-

cesses and by the horizontal advection.

When oxic conditions are present in the bottom water, the flux of oxygen nitrate

into the sediments along with the absence of fluxes of H2S, Mn(II), Fe(II) into the

water should be observed.

In the case of suboxic conditions in the bottom water, there should be an increased

flux of oxygen into the sediments. To reflect this we assumed for OXY:
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QCi
¼ t�1

L ðCO
Li
� OXYÞ þ fsðOXYÞt�1

L ðCO
L0
� OXYÞ;

where CO
Li and C

O
L0 are concentrations of OXY in the sediments in oxic and suboxic

conditions The same dependence was used for NUT, that should reflect the flux of

nitrate into the sediments necessary to support denitrification there.

For DOM, we assumed the same dependence modified:

QCi
¼ t�1

L ðCD
Li
� DOMÞ þ fsðOXYÞt�1

L ðCD
L0
� DOMÞ;

where CD
Li and C

D
L0 are concentrations of DOM in the sediments in oxic and suboxic

conditions, correspondingly, that allowed to parameterize a sudden increase of

ammonia in case of depletion of oxygen at the water/sediment boundary. An

additional term of oxygen sink SMnOXY allowed also to parameterize a flux from

the sediment of reduced forms of sulphur, Mn, and Fe that occur in suboxic

conditions [18].

At the open channel boundary that was positioned in 1.5 km from the Hunnbunn,

we parameterized a uniform distributions of OXY (280 mM), NUT(0.5 mM), BIO

(0.01 mM), DOM (0 mM), and POM (0 mM).

3 Results and Discussion

The results of modelling of the Fjord Hunnbunn structure along a transect from

the channel mouth to the head of the Fjord (see Fig. 1 green line) in summer

(a snapshot) is shown in Fig. 5.

According to the observation [6], the spring consolidation of the pycnocline and

its subsequent dissolution from August is the most notable feature of the Hunnbunn

hydrography. A goal of the hydrophysical block of the model was to reproduce a

structure including a pycnocline that will be stable for a significant period of time

necessary for a formation of anoxic layer.

Our model was able to reproduce the formation of pycnocline, but it was not stable

and dissolved shortly after its formation. Numerical experiments with different verti-

cal stretching of the model’s layers (with decreased distance between the layers below

the surface and increased above the bottom and visa versa) always demonstrated

the dissolution of the pycnocline because of intense mixing along the slopes.

The calculated summer hydrophysical structure (Fig. 5) was characterized by a

gradual decrease of temperature from about 15.3 �C at the surface to 15.0 �C over

the bottom, while salinity increases from 14.0 PSU at the surface to 15.0 PSU at

the bottom.

With this hydrophysical structure, the model allowed simulation of the main

features of the vertical biogeochemical structure of a water body with the bottom

anoxia. Using the BIO model compartment allowed parameterizing of processes of
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OM synthesis that resulted in the formation of high concentrations of DOM and

POM. BIO had a maximum in the upper 0–2 m layer with concentrations 3.5 mM N

(about 50 mg Chl-a L�1) and decreased to 0 below 6 m depth. Concentrations of

DOM varied from 5 mM in the euphotic later to approximately 3 mM at the 4–8 m

depth, and increased to about 4–4.5 mM above the bottom. Maximum concentra-

tions of POM were found directly at the bottom. The bottom layer near the channel

mouth was enriched with BIO and organic matter compounds compared with the

opposite flow slope.

Oxygen regime was determined by three factors: (1) production and consump-

tion due to the synthesis and decay of OM, (2) exchange with the atmosphere, and

(3) exchange at the bottom. OXY was characterized by maximum concentrations

(200–280 mM) in the surface 0–2 m layer, where photosynthesis took place. Gas

exchange secured high concentrations of oxygen in the surface layer. Below this

layer oxygen was consumed by mineralization of OM (first of all in the dissolved

form, DOM). The sinking of POM and BIO led to an enrichment of the bottom layer

with OM. Here dissolved oxygen was quickly depleted for the mineralization of the

water column POM and DOM, bottom POM and securing the flux from the

sediments of DOM and reduced forms of sulphur and metals. This facilitated the
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reproduction of anoxic conditions directly in the bottom and suboxic conditions in

the 1–2 m layer above the bottom. The NUT (nitrate and nitrite) concentrations

increased from about 2 mM N in the upper layer to 3.5–4 mM N at 4–6 m depth

following by a decrease of concentrations above the bottom due to denitrification.

The model failed to simulate the formation of a thick 5 m anoxic zone in the

modern Fjord Hunnbunn, but allowed reasonable reproduction of the characteristic

features of a vertical biogeochemical structure with the bottom anoxia. The oxygen

concentrations corresponding to suboxic conditions (less than 30 mM) were

observed in the deep part of the modelled basin in a 2-m layer above the bottom.

We hypothesise that a similar structure was in the Fjord Hunnbunn earlier when the

oxygen regime was better [6].

The main reason for the difference between the simulated results and observed

picture is that the hydrophysical block of the model failed to simulate the forma-

tion of a permanent developed pycnocline (halocline) that prevents the vertical

exchange between the upper and low layers. We hypothesise that using a model

with vertical sigma-coordinates (i.e. GETM) makes it very difficult to simulate a

hydrophysical structure of shallow regions with pronounced pycnocline/halocline

feature such as Fjord Hunnbunn and similar Fjords, lagoons and inlets. A necessity

for the same amount of layers in all the grid points of the sigma-coordinates models

results in significant changes of the physical vertical resolution (from about 1 m to

0.2 m in this model). At the slopes of the water body the enhanced exchange along

the sigma-surfaces leads to an increased vertical transport of heat and salt that

doesn’t exist in nature.

4 Conclusions

We hypothesise that an application of a simplified biogeochemical model, OxyDep

coupled with a 3D model (such as GETM, ROMS, HAMSOM) can be a useful tool

for analysing and forecasting of oxygen and nutrient regime changes. In particular,

it is possible to use the parameterized seasonal organic matter variability for

studying of propagation of pollutants and carbonate system dynamics.

Special attention must be paid when using terrain following vertical coordinates

to avoid spurious vertical mixing. The setup for the vertical coordinates in this

particular model application needs to be tuned further to achieve more realistic

vertical mixing. A z-coordinate model would probably conserve the vertical strati-

fication like the one observed in Hunnbunn better.
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Numerical Modelling of Biogeochemical Regime

Response to Decadal Atmospheric Variability

During 1960–2000 in the Black Sea

Yunchang He, Emil Stanev, Evgeniy Yakushev, and Joanna Staneva

Abstract Based on an analysis of observations and one-dimensional coupled hydro-

physical biogeochemical model, long-term variability of the physical and biogeo-

chemical structure of oxic and suboxic layers in the Black Sea is studied here. The

correlation between large-scale atmospheric forcing [2 m air temperature, surface

level pressure, surface wind and North Atlantic oscillation (NAO) index] and local

responses is the main point. The comparison of model performance with respect

to spatial and temporal distribution of biogeochemical variables against observed

vertical distribution patterns is quite good. It is demonstrated that during 1960–2000,

the long-term variability of winter-mean-simulated SST in the Black Sea

is reasonably well correlated with the variability of 2 m air temperature. Further-

more, it is demonstrated that the thermal state of the upper ocean impacts largely the

variability of concentration of biogeochemical variables, such as oxygen and nitrate.

The teleconnection between NAO and Black Sea biogeochemistry manifests differ-

ently for the periods 1960–2000. The corresponding regime shifts are also associated

in a vital way with the large-scale forcing.

Keywords Atmospheric forcing, Biogeochemical model, Black Sea, Decadal

variability, Oxygen
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Abbreviations

AT Air temperature

CIL Cold intermediate layer

DPT Dew point temperature

GOTM General Ocean Turbulent Model

NAO North Atlantic oscillations

OM Organic matter

ROLM Redox-Layer Model

SST Sea surface temperature

1 Introduction

Permanent anoxic conditions are observed in lakes, fjords and ocean basins such

as Black Sea, Baltic Sea and Cariaco Trench, which are characterized by

extremely stable stratification. In the Black Sea, the biogeochemical system

adjusted to the physical stratification in an unique way, building thus the largest

anoxic environment in the world. Major changes of biogeochemical variables are

observed across levels of constant density, while gradients along density are

extremely small [1–3]. A typical vertical profiles observed in the centre of the

Black Sea are shown in Fig. 1. Oxygen is almost at atmospheric saturation in the

upper layer (0–40 m) and drops sharply below the detection limit of 3 mM at about

the depth of 60 m. The first appearance of the hydrogen sulphide occurs at about

80 m and then increased continuously to more than 40 mM of about 150 m. The

nitrate maximum appears at about 60 m, and the ammonia starts to increase at

about 75 m several metres above the sulphidic boundary. The same profiles are

shown versus density in the figure on the right (Fig. 1). It is noteworthy that

biogeochemical structure of the water column is characterized by no-overlap of

dissolved oxygen and hydrogen sulphide layers. The corresponding layer is

known as the suboxic layer (the zone without oxygen and hydrogen sulphide,

[4]). Yakushev et al. [5] numerically proved with the model that the manganese

cycle in the Black Sea could explain this layering.

The present-day vertical structure is very stable and has been established as

a consequence of the re-connection between the Black Sea and the Mediterranean.

Some analyses of long-term variations of chemical [6] and ecological [7, 8] systems

in the Black Sea identify regime shifts, which could be due to either anthropogenic

or climatic forcing.

254 Y. He et al.



0 100 200

Oxygen(μM)

Nitrate(μM)

0 1 2 3 4 5 0 1 2 3 4 5

Nitrate(μM)

Oxygen(μM)

300

Knorr 172-08 Station 5

400

14

0

50

D
ep

th
(m

)

100

150

0

50

D
ep

th
(m

)

100

150
0 5 10 15 20 0 5 10 15 20

0 10 20 30 40 50

14.5

15

15.5

16

16.5

17

0 20 40 60

Sulfide(µM)Sulfide(µM)

Ammonium(µM) Ammonium(µM)

σ-
t

14

14.5

15

15.5

16

16.5

17

σ-
t

0 100 200 300 400
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The motivation for this study is to test the capability of a

complex biogeochemical model to reproduce interannual variability triggered by

the atmosphere. In this chapter, we use a 1D model, a first step that is necessary to

understand the possible reaction of natural water systems to atmospheric forcing.

Testing performance of 1D biogeochemical model and validation against observa-

tions will also be illustrated here. Major interest is on the upper layer variability. The

chapter is structured as follows. We first describe the numerical model and sensitiv-

ity experiments carried out, which is followed by a discussion of results and short

conclusions.

2 Model and Materials

2.1 Description of the Model

The biogeochemical model used in this study is Redox-Layer Model (ROLM, [5]).

This model includes production and decay of organic matter (OM), and reduction

and oxidation of nitrogen, sulphur, manganese and iron. The following compart-

ments are included (Fig. 2): dissolved oxygen (O2), hydrogen sulphide (H2S), total
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elemental sulphur (S0), thiosulphate (S2O3), sulphate (SO4), ammonia (NH4), nitrite

(NO2), nitrate (NO3), particulate organic nitrogen (PON), dissolved

organic nitrogen (DON), phosphate (PO4), particulate organic phosphorus (POP),

dissolved organic phosphorus (DOP), bivalent manganese (Mn2), trivalent manga-

nese (Mn3), quadrivalent manganese (Mn4), bivalent iron (Fe2), trivalent iron (Fe3),

phytoplankton (Phy), zooplankton (Zoo), aerobic heterotrophic bacteria (Bhe),

aerobic autotrophic bacteria (Bae), anaerobic heterotrophic bacteria (Bha) and

anaerobic autotrophic bacteria (Baa). ROLM was chosen for the multi-decadal

calculations because this model describes losses of oxygen for both mineralization

of organic matter and oxidation of the reduced forms of sulphur,

nitrogen, manganese and iron. ROLM considers also the transformation of nitrogen

from reduced to oxidized forms (i.e. between NO3, NO2 and NH4). Unlike the other

existing models for the Black Sea [9, 10], organic mater production due to photo-

synthesis and chemosynthesis is parameterized, and thus feedbacks between the

upward fluxes of nutrients and organic mater production are accounted for. A

detailed description of the model is presented by Yakushev [5].

The model is coupled online with the General Ocean Turbulent Model (GOTM,

[11]). This is a one-dimensional water column model for the most important hydrody-

namic and thermodynamic processes related to vertical mixing. The basic set of

equations (1–7) for temperature T, salinity S, mean horizontal velocity components

u and v, pressure P, turbulent kinetic energy (TKE) k and the TKE dissipation rate e are:

@T

@t
¼ @

@z
ðu0t þ u0Þ @T

@z

� �
� gTðT � ToÞ; (1)

@S

@t
¼ @

@z
ðu0t þ u0Þ @S

@z

� �
� gSðS� SoÞ; (2)

@u

@t
¼ @

@z
ðut þ uÞ @u

@z

� �
þ fv; (3)

@v

@t
¼ @

@z
ðut þ uÞ @v

@z

� �
� fu; (4)

@P

@z
¼ �gr; (5)

@k

@t
¼ uk

@2k

@z2
þ Pþ B� e; (6)

@e
@t

¼ ue
@2e
@z2

þ e
k
ðce1Pþ ce3B� ce2eÞ; (7)
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where u0t and u0 are molecular and turbulent diffusivity of temperature and salinity,

u and ut are molecular and turbulent viscosity (momentum), f is the Coriolis

parameter, and ue and uk are the turbulent diffusivities of energy dissipation and

TKE, respectively. Relaxation with the time scale 1/g(T, S) towards prescribed

profiles (T, S) is enabled in deep layers to compensate for the missing fluxes in

one-dimensional model.

The shear stress production P and the buoyancy production B are:

P ¼ ut
@u

@z

� �2

þ @v

@z

� �2
 !

; (8)

B ¼ �u0tN
2; (9)

where

N2 ¼ �g

r0

@r
@z

is the Brunt–V€ais€al€a frequency.

The turbulent viscosity and diffusivity can be calculated using the relation of

Kolmogorov and Prandtl:

ut ¼ cm
k2

e
; u0t ¼ c0m

k2

e
: (10)

The turbulent diffusivities for k and e are:

uk ¼ cm
sk

k2

e
; ue ¼ cm

se

k2

e
: (11)

All parameters in the above formula are listed in Table 1 [11, 12]. The surface

fluxes is calculated by means of bulk formulae which was developed by Kondo

[13]. Meteological forcing and dew point temperature are specified, while the solar

radiation is not prescribed.

The physical model is coupled to and solves one-dimensional vertical diffusion

equations for 24 non-conservative substances of the type:

@Ci

@t
¼ @

@z
ðu0t þ uÞ @Ci

@z

� �
� @

@z
ðWC þWMÞ � Ci

� �
þ RCi

; (12)

Table 1 Parameters of the K-e model [26]

Model constant Value Definition

ce1 1.44 Empirical coefficient of dissipation equation

Ce2 1.92 Empirical coefficient of dissipation equation

ce3 (B < 0) �0.4 Empirical coefficient of dissipation equation for stable stratification

ce3 (B > 0) 1 Empirical coefficient of dissipation equation for unstable stratification

se 1.3 Schmidt number for TKE diffusivity

sk 1 Schmidt number for TKE diffusivity
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where Ci is the concentration of a model variable, WC the sinking velocity of

particulate matter; WMe accounts for the contribution of settling of Mn hydroxides,

and RCi
describes biogeochemical production or consumption. These terms given

by Yakushev [5] were used in the present study parameter values. Meanwhile, some

parameters about phytoplankton on specific growth, respiration, mortality and

excretion rate changed a little according to other literatures to make the model

results more closer to the real situation.

2.2 Analysis of Forcing and Initial Data

2.2.1 Forcing Data

Forcing data for the physical model consists of radiation (including clouds), 10 m

wind speed, 2 m air temperature and dew point temperature, as well as sea level

pressure. They are produced by the European Centre for Medium-Range Weather

Forecasts (ECMWF) and were kindly made available for the period 1958–2002 in

the frame of Southern European Seas: Assessing and Modelling Ecosystem changes

(SESAME) project by the INGV, Italy. The temporal sampling rate is 6 h. The data

have spatial resolution of 0.25�. From these data, we extract forcing corresponding

to an open sea location (32.625�E, 43.177�N). Atmospheric variability is charac-

terized by a pronounced seasonal cycle, which is exemplified in Fig. 2 by the mean

year for the 45-year model integration period. In the study, all the atmospheric

forcing data are calculated in winter-mean (December–February).

The Black Sea regime shifts appear to be sporadic events forced by the strong

transient decadal perturbations, and therefore differ from the multi-decadal scale

cyclical events observed in pelagic ocean ecosystems under low-frequency climatic

forcing [14]. The North Atlantic oscillation (NAO) index is known to be the most

prominent mode of low-frequency variability controlling atmospheric circulation

and climate over the North Atlantic and Eurasia [15]. The positive winter NAO

index is associated with stronger north-south pressure gradient, more cold and dry

air conditions in the Mediterranean and Black Sea region, and more moisture

and heat transported in Scandinavian area. Conversely, the negative NAO index

supports warmer air temperatures in the southern Europe. The NAO index for the

period 1960–2000, defined as the normalized sea level pressure difference mea-

sured in meteorological stations located at Gibraltar and Iceland [16], was obtained

from the Climate Prediction Centre of National Weather Service in NOAA (http://

www.cpc.noaa.gov/products/precip/CWlink/pna/nao_index.html). Monthly values

were averaged for winter season (December–February).
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2.2.2 Initial Conditions

Initial conditions correspond to the annual mean temperature and salinity profiles

for the interior part of the basin. Because the model is one-dimensional (no

horizontal fluxes are computed or prescribed), we relax temperature and salinity

below the depth of CIL to climatology. At every time step, temperature and salinity

profiles used for relaxation are interpolated to the actual GOTM model grid.

This procedure ensures that the simulations remain consistent with the dominating

stratification in deep layers. At the same time, upper layer characteristics are free to

adjust to surface forcing.

At the sea surface, all chemical and ecological constituents were set to zero

except for O2, NO3 and PO4 that were parameterized as follows [5]. At the lower

boundary, which is at the depth of 200 m, constant values were specified: NH4

¼ 20 mM, H2S ¼ 60 mM, MnII ¼ 8 mM, FeII ¼ 0.4 mM, PO4 ¼ 4.5 mM, which

corresponds to existing observations.

2.3 Numerical Experiments

We define two scenarios, which we run for 45 years each with data described

above. The difference between them is that in the first one called Scenario (I) we

use the full atmospheric signal, which contains interannual (I) variability. In

second scenario, we substitute the atmospheric forcing by the mean year, which

is perpetually repeated for 45 times; therefore, the name of this scenario is

perpetual (P).

In view of the simple conditions of the 1D physical biochemical model, the

meteorological forcing was the only driving source. Four sensitivity experiments in

1-year run on air temperature, dew point temperature, wind and sea level pressure

were designed to test the main affecting factors. On the basis of the scenario P, we

designed six sensitivity experiments on AT, DPT, wind and SLP independently.

The first sensitivity experiment run by increasing 2� on AT value, and the other

meteorological forcing kept unchanged. The second sensitivity experiment run by

decreasing 2� on AT value, and the others parameters kept unchanged. The similar

experiments run with increasing and decreasing 2� on DPT, increasing and decreas-
ing 1 m s�1 on wind, and increasing and decreasing 7 Pa on SLP independently.

All the sensitivity experiments run 2 years, as well as the reference run without

any change in meteorological forcing.

For oxygen distribution at CIL (between 50 and 75 m) in sensitivity experiments

(Fig. 3), air temperature with reduction of 2� caused oxygen concentration go up

to nearly 9 mM, from 30 mM at reference to 40 mM. On the contrary, air tempera-

ture increasing 2� made oxygen concentration go down around 10 mM all the year.

The dew point temperature increased 2�, the oxygen concentration decreased to the
maximum of 3 mM in summer when compared to that of reference, and vice versa.

The wind either increased or decreased 1 m s�1, and oxygen concentration at CIL
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goes up, especially in spring bloom. The change in sea level pressure had negligible

effect on oxygen concentration at CIL. From the analysis and comparison, the effect

on oxygen at CIL among all meteorological forcing in the sensitivity experiments,

the changes in wind and air temperature, should be the more important factors,

and then the dew point temperature was less important affecting factors on varia-

bility of oxygen at suboxic zone. For nitrate concentration experiments at the

same layer (Fig. 4), the variability of air temperature and dew point temperature

brought obvious change, and the decrease of 2� in air temperature caused nitrate

concentration going up 1 mM. On the contrary, the increase of 2� in air temperature

caused nitrate concentration going down 2 mM. The change in dew point temp-

erature had a similar effect on nitrate, while the influence was less to half. Whether

wind increased 1 m s�1 or decreased 1 m s�1, the concentration of nitrate went up

less than 1 mM. The variability of 7 Pa on sea level pressure caused very weak

influence on nitrate concentration.
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2.4 Model Validations

The performance of the model is illustrated below by validating the simulations

against observations from the Knorr Black Sea Cruise in the centre of the Black Sea

Western Gyre in 2003. Because the processes in the Black Sea align to isopycnals,

we present simulated profiles against depth and density separately. Figure 5 reveals

the typical vertical distribution of temperature, salinity, oxygen and hydrogen

sulphide. Overall, the comparison is quite good; however, some differences are to

be mentioned: the cold intermediate layer (CIL) in the model is a little more diffuse

than in the observations, and the oxygenated water penetrates slightly deeper in the

upper layer. As a success of the simulation, one could mention the approximate

agreement of the isopycnic depth of the suboxic layer (a layer characterized by the

absence of dissolved oxygen and hydrogen sulphide; Murray et al. [4]) in the

observations and simulations.

Here, we will describe the model performance at the depths above and around

the depth interval where suboxic layer is usually observed (Fig. 6). In the numerical

simulations, position of suboxic zone is at the density layer of 15.2–15.7 kg m�3.
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Large variations were observed in the distributions of oxygen in surface layers

mostly due to temperature change. Maximum of oxygen of about 380 mM occurred

at sea surface, which was similar to the observed data [8]. The profile reached zero

concentration (less than 0.5 mM) at sy 15.2 kg m
�3, which was little thinner than in

the observed data (15.3–16.0 kg m�3) [17]. Vertical distribution of nitrogen com-

pounds (NH4, NO2, NO3) showed that onset of NH4 appears at about sy 15.4 kg m
�3,

and the maximum of NO2 appeared at the depth where the concentrations of NH4

and NO3 were equal. The onset of Mn2 increased greatly where the onset of H2S

occurred. The vertical distribution of H2S was similar in summer and winter.

The maximum of NO3 appeared approximately at the depth where the O2 dropped

below 10 mM.

The depth of redox layer was 65 and 90 m, correspondingly. In the model, the

oxidation of Mn2 resulted in the formation of alternative electron acceptors, which

had a sinking rate to accelerate the downward transport. O2 dropped to 0 at the

same depth where Mn2 onset appeared that was same as in the observations [5].
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Furthermore, Yakushev and Debolskaya [18] suggested that the reduction of

Mn4 by H2S was very intensive, and the reaction can be balanced by the flux

from below. Hence, we may conclude that the main biogeochemical features of
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the redox layer in the central Black Sea known from observations are well

reproduced by the 1D model.

3 Interannual Variability of Simulated Biogeochemistry

Responses

Decadal and interannual variability in atmospheric state, in particular in the European

region, is well pronounced when analysing data for winter months. Interannual

variability in the physical system has been analysed by Stanev et al. [3, 19] and

Tsimplis et al. [20]. One important result from the above studies is that the deep

layers of the Black Sea do not show pronounced sensitivity to interannual variations

in forcing. This is due to the strong stratification decoupling surface and deep

layers. However, as it has been demonstrated by Staneva et al. [21], responses in

the upper layers and down to the depth of CIL are very clear. Recently, the response

of a number of biogeochemical parameters to long-term atmospheric variability has

been addressed by Oguz [22].
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There is a consensus that during periods of positive winter NAO index, cold and

dry air intrusions into the Black Sea region dominate. Conversely, during times of

negative NAO index, warmer air temperatures dominate the Black Sea region.

Figures 7 and 8 showed the comparison between winter NAO index and air temp-

erature, sea level pressure, wind, SST anomaly and CIL temperature anomaly in

winter during 1962–2000. All the data were 5-year moving averaged. Clearly, there

were three peaks of the winter NAO index in 1976, 1984 and 1995, separately.

From 1960s to 1973, the negative winter NAO index dominates; the air temperature

had a decreasing trend, also with SST, CIL temperature and dew point temperature.

The following 9 years between 1974 and 1982, the winter NAO index changed from

positive to negative, also in turn, frequently. At the same time, the air temperature

increased a little about 1�, and the same trends appeared for SST, CIL temperature

and dew point temperature. At the third period in 1983–1995, positive winter NAO

index took the main role, and the air temperature, SST, CIL temperature and dew

point temperature also decreased. After 1995, all the situations varied again.

From the wind components in winter time, the southwest wind prevailed the four

decades from 1960s to 1990s in the observation station. It was similar to the

observation statistics wind data [23], and an occurrence of the SW wind regime

(61%) is approximately two times as much as of the NE regime (28%) during the
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period 1950–2004 in the Black Sea. The interannual variability in the Black Sea

diagnosed from GOTM does not reveal a very clear correlation between analysed

variables and NAO index, in particular when shorter periods are concerned. As

explained by Oguz [22], NAO is not the only one relevant for the region climatic

index; therefore, perfect correlation is not to be expected.

Summarizing the above results, we remind that the trend variabilities of air

temperature, dew point temperature, SST and CIL temperature show some correla-

tion with winter NAO index. This could indicate that shifts in the response pattern

of physical variables of the Black Sea are possible.

Long-term variations in the structure of thermohaline had been discussed by

many scientists. According to Belokopitov [24], extreme cold winters occurred in

1964, 1972, 1976, 1985 and 1993.

A two-layer structure can be distinguished in the vertical distribution of oxygen

in the Black Sea (Fig. 1). A 90–110% saturated with oxygen upper layer is at or

above atmospheric solubility due to gas exchange and biological production.

It shows significant seasonal variations, and the concentrations there vary from

300–370 mM in February–April to 200–250 mM in July–August depending on the

seasonality of temperature-influenced air–water exchange and OM production

and decomposition [8]. In the lower layer, the oxygen concentrations decrease.

A layer of decreasing oxygen concentration (oxycline) coincides with the main

pycnocline (halocline). Oxygen decreases quasi-linearly with depth from

250–300 mM above the main pycnocline to 10–20 mM at the density level of sy
15.50–15.60 kg m–3. The vertical gradient of oxygen in this layer is 7–10 mM m–1.

Below this depth, the vertical gradient of oxygen decreases significantly to 0.5–1.5

mM m–1. Around the densities of sy, 15.90–16.00 kg m–3 dissolved oxygen

decreases to below detection [8].

A supply of oxygen from the upper layer to the lower one depends on an

intensity of the vertical mixing. In case of the presence of a strong thermohaline

structure, oxygen is consumed faster than it can be replaced by vertical and lateral

fluxes at a depth of CIL, about 70 m. But after a cold winter, the vertical mixing

intensifies and the oxygen concentrations increase. Such an increase in mixing

should also affect supply of nutrients (i.e. nitrate) to the surface layer and there-

fore its potential biological productivity. This means that the yearly variability of

oxygen, phytoplankton and nitrate concentrations at both surface and CIL may have

also certain correlations with winter NAO index.

According to the model simulations (Fig. 9), the NAO index in winter influences

the anomalies of oxygen, phytoplankton and nitrate concentrations at both surface

and CIL. The oxygen concentration at the surface (Fig. 9a) had same trend of incre-

asing with NAO in 1962–2000 that is opposite to temperature (Fig. 7a). Before

1990, the oxygen anomaly kept negative and became positive in the most time of

1990s, when it might be caused by high solubility of oxygen due to the colder

SST. From the middle 1970s to middle 1980s, oxygen maintained relatively stable,

while phytoplankton and nitrate appeared maximum. Furthermore, the correlation

of general trend between winter NAO and phytoplankton and nitrate in surface

layers was clearly negative. Noteworthy is that the correlation between above
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phytoplankton and nitrate in the surface layer is much stronger than oxygen, which

may reflect that at surface phytoplankton concentration depends on nitrate, while

the surface layer oxygen can be affected by other factors, i.e. temperature-forced

changes in the air–water exchange (Figs. 5a and 7a).

Meanwhile, an interannual variability of oxygen at CIL correlate better with an

interannual variability of phytoplankton and nitrate both in the CIL and at the

surface (Fig. 9b–f). An increase in oxygen concentrations at CIL depends on the

intensity of mixing as well as an increase in nitrate and phytoplankton. It was

notable that nitrate was preserved stable in 1960s and in the first half of 1970s at

surface and at CIL. Both surface and CIL phytoplankton and nitrate concentrations

and oxygen at CIL increased very rapidly in the late half of 1970s, when the winter

NAO shifted very intensively. Consistent with the above analysis, one comes to the

conclusion that the winter NAO can be regarded as a potential long-term forcing

explaining the decadal variability of biogeochemical process.
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4 Discussion and Conclusions

We demonstrated in this chapter that the coupled numerical model simulations

reveal a pronounced interannual variability of state variables in the Black Sea,

allowing to conclude that changes in NAO during the past 40 years could be

considered as important driver for changes in the Black Sea biogeochemistry.

Both at surface layer and at CIL layer, the concentrations of oxygen, nitrate and

phytoplankton directly or indirectly respond to the long-term winter NAO index.

The basic points of our findings may be briefly summarized as follows:

(1) Winter NAO index had a overall increasing trend, except for the abrupt

transitions during a decade from 1973 to 1982, when SST and CIL temper-

ature followed generated echoes, that is, the trends changed correspond-

ingly. The general decreasing trend of SST is opposite to the winter NAO

index.

(2) Winter NAO index abrupt shift frequently may bring great changes on

meteorological, physical and biogeochemical variables in the Black Sea.

The variabilities in air temperature and wind caused by the winter NAO

index influence SST and ventilation flux, and then affect oxygen, nitrate

and phytoplankton. The ventilation flux from surface to CIL which led by

wind variability changed the distributions of biogeochemical variables. After

analysis on the results of the sensitivity experiments, the roles of meteorolog-

ical forcing on affect oxygen, phytoplankton and nitrate from important to

less important were air temperature, wind component U, then V, dew point

temperature, and last sea level pressure.

(3) A performed model analysis can reveal a mechanism of reaction of the Black

Sea biogeochemical regime on the decadal atmospheric variability. More

intense ventilation should lead to an increase in both oxygen content in the

CIL and supply of nutrient to the surface layer, which will potentially increase

the biological productivity Therefore, the periods of increased concentrations

of nitrate and phytoplankton should be correlated with the oxygen increase in

the CIL, while the oxygen dynamics in the upper layer can be in a larger degree

controlled by an interannual variability of the temperature.

The general response pattern of hydrophysical and biogeochemical variables in

the Black Sea to NAO may be described as being mostly shaped by air temperature.

However, taking into consideration the fact that most processes in the Black Sea

are controlled by wind [25], one could expect that in 3D modelling framework

wind will also have a pronounced impact. The fact that the results presented here

do not fully support variations in temporal distribution of O2 and H2S derived from

observations [6] could be due to the following problems: (1) in the present model,

interannual changes in river runoff and eutrophication due to it has not been con-

sidered; (2) horizontal transport processes are also expected to play an important

role. Therefore, the next step to do when simulating the long-term variability

is to apply a 3D modelling framework.
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Conclusions

E.V. Yakushev

Abstract This book is aimed at a systematic description of the knowledge

accumulated on studying of chemical structure of pelagic redox interfaces, oxygen

depletion and connected processes. It presents the principal particular features of

the water column redox structure, including the distributions of certain parameters

and microbiological features. The book also presents studies devoted to the inter-

annual variability of some oxygen-depleted systems and modelling. The mono-

graph is written by a team of scientists joined by a common understanding of the

complicated phenomena and processes that are connected with the redox-interfaces

structure formation and oxygen depletion development. The book is based on

numerous observational data, collected by the authors of the chapters during sea

and shore expeditions, on the archive data, as well as on a wide scientific literature.

Keywords Anthropogenic factor, Baltic Sea, Black Sea, Climate change, Oxygen

depletion, Redox zone

This conclusion completes one more generalization concerning the investigations

of water column redox interfaces and oxygen depletion events in the sea water. This

scientific topic attracts an increasing interest of the marine science community in

the recent years because of the global character of these events and their possible

connection with Global Change. The research shows how complicated and diverse

natural processes and phenomena are, their interaction in the redox layers and

temporal changes of the redox-conditions. Redox interfaces are discussed in the

context of studying of processes typical of the changeable redox conditions

appearing during oxygen depletion. The oxygen depletion events are connected
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with anthropogenic and climatic forcing, and already oxygen-depleted systems are

more sensitive to the potential future changes. Thus, this book presents a descrip-

tion of the knowledge accumulated today (2012) that is necessary for understanding

of the changes in the marine oxygen-depleted systems in the future.

This new monograph significantly complements many issues assessed (that are

listed in the Introduction) and also reflects the opinions of the scientists who

prepared this book. Modern science, methods and priorities are developing fast.

This requires an adequate scientific response, which is reflected in publications.

This new book about the nature of the oxygen depletion events presents the

scientific views of the researchers referring to different generations and scientific

backgrounds and therefore from different perspective. However, they are centered

on the general concept of oxygen depletion development, formation of the redox

layers properties and basic principles. They refer to the interrelation between the

natural environment and society, which is a “system approach” or view of the

modern Ocean.

The book starts with an analysis of the vertical biogeochemical structure of the

water column redox interface of the Black Sea. A characteristic feature of the Black

Sea redox layer is that certain redox reactions occur in a very narrow layers (2–5 m)

of a constant water density. That leads to the correspondence of vertical chemical

distributions to specific density levels. Analysis of the vertical distributions of the

ratios between C, S, Si, N, P revealed the layers with significant systematic

differences from the theoretical Redfield’s and Richard’s values. These anomalies

can testify to a presence of such processes as denitrification/anammox and the

processes of the “phosphate dipole” formation.

The ranges of depth and density for reactions that control the decrease of

nitrogen (denitrification/annamox) and the formation of the shallow minimum

and deep maximum of phosphate in the redox layer are shown based on the analyses

of stoichiometric ratios between the main nutrients. Assuming that silicate concen-

tration does not change under the conditions of the redox layer, the rates of

the processes of nitrogen decrease (denitrification/anommox) were calculated.

According to these calculations, the range of the probable denitrification/anommox

rates is (0.012–0.046) mM day�1, which is in agreement with existing results of

these processes measurements. Based on the same approach, the rates of formation

of the shallow phosphate minima (0.008–0.032) mM day�1 and the deep phosphate

maxima (0.006–0.024) mM day�1 were calculated. The obtained estimates of the

rates of transformations of the main nutrients at the redox interface have a large

significance for studying of the phosphorus and nitrogen dynamics at the seasonal

and interannual scales in connection with different scenarios of climate variability

and anthropogenic forcing.

Organisms living below the euphotic zone in marine environments are depen-

dent on the organic matter supplied to this environment. Here, the quantity and

quality of organic carbon is in most cases the limiting factor for heterotrophic

growth. In some cases oxygen also becomes limiting for metabolic processes in

deeper layers, mostly as an effect of reduced water circulation. The supply of both

oxygen and organic carbon to layers below the euphotic zone of most marine

systems is essential to maintain aerobic organisms, as nearly all eukaryotic living
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organisms depend on oxygen as the terminal electron acceptor when generating

energy by respiration of organic material.

Combining the assessment of fluxes of electron acceptors and donors that fuel

chemolithoautotrophy with observations on the microbial taxonomic structure

within marine redox gradients was made. Although modern molecular techniques

help to identify the acting organisms and verify chemolithoautotrophy on the

process level, there are still gaps that need to be solved. Within the energetic

frame of contributing reactions, there is still the option of the presence of hitherto

undescribed physiological pathways. In this environment, characterized by strong

gradients, new approaches need verification by incubation independent methods to

eliminate artifacts. At the moment, there is no satisfying explanation for the extent

of the carbon dioxide fixation rates, especially in the anoxic part of the redox zones.

An improvement of techniques of in situ rate measurements and the integration of

in situ molecular approaches like metatranscriptomics or proteomics regarding

carbon dioxide fixing key enzymes is needed.

Fluorescent in situ hybridization (FISH) was used to analyze the abundance and

phylogenetic composition of physiological active anaerobic microbial communities

(sulphate-reducing bacteria and methanogenic archaea) that lived in the aerobic

waters and in the oxic/anoxic transitional zone (redox layer) of the Black Sea.

Biogenic sulphate reduction and methane formation were detected at these

interfaces by radioisotope techniques.

In the oxic subsurface water layer, the active cells of sulphate-reducing and

methanogenic microorganisms were much more abundant in the samples collected

in summer than in winter samples from the deep-sea zone. The presence of

physiologically active anaerobic microorganisms in oxic and chemocline waters

of the Black Sea correlates with the hydrochemical data on the presence of sulphide

and methane at corresponding depths.

Thus, the results of both FISH and radioisotope measurement of the rates of

sulphate reduction and methanogenesis indicate active sulphate reduction in the

aerobic waters of the Black Sea. The aerobic surface waters and the redox layer

differed in both the total microbial numbers and the phylogenetic composition of

the physiologically active anaerobic microbial community. High abundance of SRB

of the genera Desulfotomaculum and Desulfovibrio, which exhibit relatively high

aerotolerance, was discovered in the oxidized surface horizons. In the chemocline

zone, the cells of Desulfomicrobium and, to a lesser degree, Desulfovibrio were

found. However, Desulfomicrobium and Desulfomicrobium prevailed in anaerobic

enrichment cultures obtained from the water samples of the aerobic and chemocline

zone, respectively.

These results demonstrate a significant biogeochemical and ecological role

of sulphate-reducing bacteria and methanogenic archaea in the aerobic zone,

chemocline and upper anaerobic horizons of the Black Sea.

The joint analysis of manganese and iron species distributions (dissolved Mn,

dissolved bound Mn, dissolved Fe(II) and Fe(III), particulate Fe and Mn) data

obtained in the north-eastern Black Sea, the Gotland and Landsort Deeps of the Baltic

Sea and the Oslo Fjord enabled common features to be revealed that demonstrate the

similarity of the redox-layer formation mechanism in these geographical regions.
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The research shows that Mn bound in stable complexes with hypothetical

organic matter or pyrophosphate is observed in the redox zones at significant

concentrations (up to 2 mM), and is likely present as Mn(III), an intermediate

product of the oxidation of Mn(II) and reduction of Mn(IV). This bound Mn

plays an important role in the cycle of Mn, and in the cycles of other elements in

the redox zone both as oxidizer and as complexing agent. The bound Mn existed in

two forms – colloidal (0.02–0.40 mm) and truly dissolved (<0.02 mm) perhaps

resulting from complexing with different types of ligands.

Redox interfaces are characterized by a formation of a so-called “phosphate

dipole” with a minimum above the sulphidic boundary and a maximum just below,

with a steep increase in concentrations between the two. The hypothesis that the P

and Mn cycles are interconnected by the formation of complexes between Mn(III)

and P-containing ligands can explain the presence of the shallow phosphate mini-

mum above the sulphide-interface. The presence of the deep phosphate minimum

(below the H2S boundary) is probably due to the formation of P-containing iron

particles. Further studies of the relation between the Mn(III), pyrophosphates and

polyphosphates are necessary to better understand the ecology of seas with anoxic

conditions, because the flux of phosphates to the anoxic zone affects the processes

of OM production.

The flushing events, river input and sporadically increasedmixing and anoxygenic

photosynthesis play an important role in the formation of redox zones. Response time

for changes in themicrobial processes involved in reduction and/or reoxidation ofMn

and Fe lags behind that for oxygen injection into water. Concentrations of redox-

sensitive species of Mn and Fe should thus be useful for tracing of prior redox

conditions changes.

Modelling results confirm that the manganese cycle (formation of sinking down

Mn(IV) and presence of dissolved Mn(III)) is the main reason of absence of oxygen

and hydrogen sulphide direct contact. Because of the low concentrations, the role of

the iron cycle is insignificant in the formation of the main features of the boundary

layer structure between the hydrosulphide and oxic waters. The model experiments

enabled the role of a number of factors to be assessed. We suggest that in nature all

the factors analyzed (amount of Mn, intensity of mixing, sinking rate) are not

constant and can vary from region to region and from time to time. Their exact

combination results in the shape of the distributions of the observed parameters.

Further studies of the manganese and iron cycling under the changeable redox

conditions are necessary to understand the consequences of oxygen depletion

development, i.e. effects for the transformation of nutrient and hazardous substances.

It is necessary for understanding of the reaction of the oxygen-depleted systems to

Global Change.

Depth profiles of sulphur species, including sulphide oxidation intermediates

(zero-valent sulphur and thiosulphate), nutrients, metals (Mn, Fe), oxygen, temper-

ature, salinity and turbidity were measured in the Gotland Deep, central in the

eastern Gotland Basin (the Baltic Sea). It was found that the highest concentrations

of more oxidized sulphide oxidation intermediate, thiosulphate, were located below

the highest concentrations of zero-valent sulphur. This paradox was explained by
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bacterial nitrate reduction coupled with thiosulphate oxidation. The same process

utilizing zero-valent sulphur is less effective due to particulate form of the latter.

Oxic water intrusions were traced in both the redox transition zone (RTZ) and

deep water column by decrease in concentrations of reduced sulphur and nitrogen

species (sulphide, zero-valent sulphur, thiosulphate) as well as in increase of nitrate

concentration. Two turbidity maxima were found in the redox transition zone.

Turbidity maximum, which coincides with past oxic water intrusion, was found

in the deep sulphide-rich water layer. The depth distributions of metals and

nutrients in most of the profiles indicate instability of the redoxcline and oxic

water intrusions at and below the redoxcline.

Detailed study of the RTZ and water column profiles of Gotland Deep revealed

that RTZ in this system can be relatively stable and dominated by oxic water

intrusions below the oxic–anoxic water boundary. Oxygen intrusion in the deep

water was also documented. Though no oxygen was detected below the RTZ,

decrease in ammonia, sulphide and thiosulphate concentrations and increase in

temperature, salinity and turbidity at 180–220 m depth are the result of recent

oxic water intrusion. Even in the profiles with relatively stable RTZ, no phosphate

minimum above the sulphide onset and no maximum at sulphide detection depths

were found.

Concentrations of sulphide oxidation intermediates were relatively low. At the

RTZ the highest concentrations of zero-valent sulphur and thiosulphate were

1.10 mmol L�1 and 1.51 mmol L�1, respectively. In the deep water below RTZ

the highest concentrations of zero-valent sulphur and thiosulphate were found to be

1.27 mmol L�1 and 3.34 mmol L�1, respectively. Similar concentrations for

thiosulphate and zero-valent sulphur were reported in the RTZ of the other regions.

Oxygen is the main electron acceptor for sulphide oxidation at RTZ. Below RTZ,

Fe(III) and Mn(IV) are responsible for sulphide oxidation and production of

sulphide oxidation intermediates in the deep water column. In profiles with rela-

tively stable redoxcline, the maximum of thiosulphate concentrations was found at

the level, which is 3–9 m deeper than that for the maximum of zero-valent sulphur

concentrations. Onset of thiosulphate concentration coincides with depth of nitrate

depletion. We propose that thiosulphate oxidation coupled to nitrate reduction is the

reason for the thiosulphate depletion in the chemocline. Zero-valent sulphur is not

removed by this mechanism due to its low solubility in non-sulphidic waters that

makes zero-valent sulphur less bio-available.

Based on the measurements at more than 1,700 stations during the last three

decades in the north-eastern Black Sea, analysis of seasonal and interannual

variability of chemical characteristics of Cold Intermediate Layer (CIL) and

redox layer is given. Studied species include main nutrients, dissolved oxygen,

hydrogen sulphide and carbon system elements.

The reported investigations showed that the biogeochemical system of the redox

layer and the CIL of the Black Sea are subject to interannual changes. Surface

layers ventilation with dissolved oxygen (DO) down to the depth of the CIL occurs

in winter. The intensity of ventilation is predetermined by climate forcing which is

possibly regulated by the large-scale climate formations like the North Atlantic
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Oscillation (NAO) that affects the temperature of air and surface water, and they in

turn set up the upper boundary conditions for the downward transport of DO.

No clear trend of pH decrease in the Black Sea CIL testifying a progressive

acidification was revealed. The CIL pH variability was significantly correlated with

the CIL oxygen changes, which were logically consistent with the interannual

variability of the winter vertical mixing intensity.

This ventilation sets the upper boundary conditions for the downward transport

of DO. The Black Sea hydrogen sulphide boundary oscillates in the density field

with an amplitude of sy ~ 0.05–0.15 kg m�3 depending on the climate variability,

which is well related to the NAO index. The position of the sulphide boundary

indicates on the volume of the oxic layer in the Black Sea and plays a major role in

the functioning of the ecosystem. Therefore, the variations of chemical parameters

distribution in the density field of the Black Sea redox layer are a good indicator of

global climate change.

Historical data on physico-chemical and biological characteristics during the last

30 years were used to examine the seasonal nutrient and plankton dynamics in a

semi-enclosed area of the Mediterranean Sea, Elefsis Bay, in phase with the

development of intermittently hypoxic and anoxic conditions. Sediment records

covering most of the Holocene showed that the area was affected by hypoxia and/or

anoxia in the past. However, the occurrence of hypoxia in the Elefsis Bay need not

necessarily be attributed to the anthropogenic activities but could be naturally

driven by oceanographic-climate forcing.

The Elefsis Bay ecosystem seems to be very complicated and variable. Its

variability over the last 30 years can be attributed to the differences in anoxia

intensity and the amount of the accumulated organic material. The first obser-

vations in temporal variations of environmental parameters in the bay primarily

reflect the impact of decreasing pollution during the last decade rather than climate

variability. On the contrary, the observed variation in the intense of the hypoxia/

anoxia developed in the bay appears to be related to local climate variability.

However, this variation together with the decrease of the pollution in the bay during

the last years, seems to have an effect on the N:P ratio that controls the planktonic

production.

The physiography of Elefsis Bay leads to strong seasonal density stratification of

the water mass and influence the oxygen distribution in the basin resulting in

hypoxia and anoxia, existing for about 5 months annually. This situation retains

nutrients and organic matter within the basin and leads to high nutrient accumula-

tion. Relatively low nitrite concentrations (0.03–0.12 mM) characterize the anoxic,

ammonium-rich waters of the Bay. The nitrite concentrations were rather elevated

in the suboxic zone (0.03–2.40 mM). However, mineralization processes (i.e.

ammonification) are favoured and supported by the high concentrations of organic

matter. On the other hand, the data imply that “new” organic matter enriched in

nitrogen is released into the bottom waters upon oxygen removal. It may be that the

dying zoobenthic communities during anoxic periods contribute significantly to the

observed distribution of organic matter. The mesozooplankton community of

Elefsis Bay is characterized by low diversity, high dominance of opportunistic

species and very strong temporal variability, reflecting the pollution of the bay.
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The occurrence of hypoxia in Elefsis Bay on a “geological” timescale seems to

be related to climate fluctuations. Warmer periods contributed to stratification of

the water column and to relative higher productivity. These factors were the

primary forcing for hypoxia in the Elefsis Bay.

The interannual variability of the biochemical parameters showed significant

increasing trend of the N:P ratio and decreasing trend for chlorophyll, which

indicates a change of the ecosystem after 2000. This possibly reflects the decrease

of the pollution in the bay mainly due to the operation of the Sewage Treatment

Plant in Psitallia in the end of 1994.

The Elefsis Bay ecosystem seems to be very complicated, variable and “fragile”,

due to its morphology (enclosed), bathymetry (shallow with two small basins)

and intense anthropogenic activity (domestic, industrial and naval pollution). Its

variability can be attributed to the differences in anoxia intensity and the amount of

the accumulated organic material. The weak water mass renewal in combination

with the organic load and the high biological production results in the entrapment

and recycling of large amount of organic matter in the bay.

The first observations in temporal variations in nutrients in the bay primarily

reflect the impact of decreasing pollution during the last decade rather than climate

variability. On the contrary, the variation in the intense of the hypoxia/anoxia

developed in the bay appears to be related to local climate variability.

The large-scale hypoxia is an inherent property of the Baltic Sea caused by

geographically and climatically determined insufficiency of oxygen supply to the

deep water layers. Occurrence of hypoxia was documented by direct oxygen

measurements from the beginning of the twentieth century and inferred backwards

over centuries and millennia from lamination and metallic indices in the dated

sediment cores. Therefore, in contrast to local coastal areas, where the recent

hypoxia is often related to man-made eutrophication, the anthropogenic contribu-

tion into extension and intensity of hypoxia in the deep offshore waters is still under

debate. Apparently, the convincing quantitative estimates of such contribution

should be obtained with the aid of mathematical models that are now capable to

realistically simulate the long-term variations of large-scale hypoxia and its bio-

geochemical consequences.

The extension of hypoxia varies both seasonally and from year to year. During

1961–2005, the hypoxic zone covered by waters with oxygen concentration less

than 2 mL L�1 extended on average over a huge area of about 50,000 km2.

The interannual variations reaching dozens of thousand square kilometres gen-

erate large-scale effects in basin-wide nutrient pools. In the expansion phase,

dissolved inorganic nitrogen (DIN) pool is reduced by denitrification and dissolved

inorganic phosphorus (DIP) pool increases due to phosphate release from anoxic

sediments, while in the shrinkage phase the changes are opposite. These changes

reached hundreds thousand tonnes of N and P The resulting excess of phosphate

pool over the “Redfield” demand by phytoplankton is favorable for the dinitrogen

fixation by cyanobacteria in amounts sufficient to compensate for denitrification

and to counteract possible reductions of the nitrogen land loads.
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The expansion of hypoxia results in decreased N:P ratio that is favourable for the

blooms of dinitrogen fixing cyanobacteria, another common feature of the Baltic

Sea ecosystem. Nitrogen fixed by cyanobacteria becomes available for further

biotic cycling, thus to a large degree compensating for the nitrogen removal by

denitrification.

A historical imbalance between external input of phosphorus vs. its insufficient

removal by advection and sediment burial resulted in an “extra” (200–300) � 103

tonnes of phosphorus, accumulated in the Baltic Proper since the 1960s, that in two

ways counteract the environmental management measures aimed at reducing eutro-

phication. Firstly, a longer time is needed to deplete the larger phosphorus pool

even by the drastic reductions of the phosphorus land loads. Secondly, this exces-

sive phosphorus stock supports the cyanobacterial nitrogen fixation that counteracts

the nitrogen land load reductions. Therefore, it is the phosphorus load reduction

that should be the priority managerial target in the Baltic Proper. The possibility

to speed up the reduction of excessive phosphorus pool by such engineering

methods as the forced ventilation of intermediate water layers or the artificial

co-precipitation of phosphate should be studied in a greater quantitative detail.

In contrast to modelling in the typical oceanic and marine waters oxic condi-

tions, the modelling of the oxic/anoxic transformation can not only give numerical

estimates, but can also reveal the mechanisms of the main processes occurring

there, because there is still not much known about it. From this point of view the

main goal of oxic/anoxic modelling is to compare knowledge of events, processes

and systems with the observed situation. A model seems to be the single tool that

will permit one to check the hypothesis of what processes are responsible for the

origin and maintenance of the observed phenomena.

The goal of the elaboration of the RedOx Layer Model (ROLM) was to create an

instrument for a complex analysis of the structures of the pelagic redox-interfaces in

the seas with anoxic conditions. The processes of formation and decay of organic

matter (OM), reduction and oxidation of species of nitrogen, sulphur, manganese

and iron, and transformation of phosphorus forms were parameterized. ROLM can

be used as a construction block of the vertical one-dimensional models (i.e. the

General Ocean Turbulent Model, GOTM) or three-dimensional models.

The earlier performed applications of ROLM for analyzing the water column

redox layer structure enabled common features to be revealed that demonstrate the

similarity of the redox-layer formation mechanism in the different geographical

regions. Modelling results demonstrate that formation of sinking Mn(IV) and

presence of dissolved Mn(III) is the main reason of a presence of suboxic zone

with absence of both oxygen and hydrogen sulphide. The particulate manganese

may be a primary oxidant of hydrogen sulphide into elementary sulphur. The

intense vertical transfer of detritus particles with the heavy particles of Mn(IV)

oxide is a cause of the existence of the suboxic zone with no detectable oxygen

concentrations. This makes possible the presence processes of anoxic oxidation of

reduced compounds, such as methane, reduced iron and ammonium. The formation

of Mn(IV) might considerably affect the distribution of the suspended matter and

the formation the layer of turbidity. The theoretical requirement of the occurrence
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of seasonal variations of the particulate manganese concentrations was also con-

firmed by means of the model that treated this phenomenon according to the

competition for dissolved oxygen between the organic matter supplied from the

upper layers and the reduced compounds supplied from the hydrosulphide zone.

The competition results in the fact that the processes of organic matter mineraliza-

tion become more intense in the summer; hence, less oxygen is available for the

oxidation of the reduced forms of manganese, iron and sulphur. At the same time,

more oxygen is available for the formation of particulate manganese and iron.

Because of the small concentrations, the role of the iron cycle is insignificant in the

processes of the redox interfaces in the water column compared with those in the

sediments. Application of ROLM allowed to explain the formation of so-called

“phosphate dipole”. The shallow minimum of phosphate above the sulphidic

boundary can be formed due to formation of complexes between Mn(III) and

P-containing ligands.

The chapters included in this volume present examples of the ROLM application

for analysis of the distributions of forms of manganese, iron and sulphur in the

redox layer and for simulating of the Black Sea biogeochemical regime interannual

changes.

A biogeochemical model OxyDep coupled with three-dimensional hydro-

dynamic model GETM (General Estuarine Transport Model) was used to simulate

the hydrophysical and biogeochemical regimes of the meromictic Fjord Hunnbunn

over the summer period. The main goal was to parameterize the oxygen depletion

processes resulting in formation of suboxic and anoxic conditions in the water

column. OxyDep considered five state variables: dissolved oxygen, inorganic

nutrient, dissolved organic matter, particulate organic matter and biota. This

model parameterized the main processes responsible for the changing of the

water column oxygen conditions, i.e. OM synthesis; OM decay due to oxic miner-

alization and denitrification; consumption of oxygen from sulphur and metals

oxidation and the processes at the boundaries (air–water exchange and the

sediment-water exchange). Results of numerical experiments have reproduced the

main features of the observed structure and have allowed to reveal the main

components responsible for the formation of biogeochemical structure of the

meromictic water objects.

With the hydrodynamical model block used it was impossible to reproduce the

presence of a permanent pycnocline. Therefore a special attention must be paid when

using terrain following vertical coordinates to avoid spurious vertical mixing. The

setup for the vertical coordinates in this particular model application needs to be

tuned further to achieve more realistic vertical mixing. A z-coordinate model would

probably conserve the vertical stratification like the one observed in Hunnbunn better.

The results showed that an application of a simplified biogeochemical model,

OxyDep coupled with a three-dimensional model (such as GETM, ROMS,

HAMSOM) can be a useful tool for analyzing and forecasting of oxygen and

nutrient regime changes. In particular, it is possible to use the parameterized

seasonal organic matter variability for studying of propagation of pollutants and

carbonate system dynamics.

Conclusions 281



A long-term variability of the physical and biogeochemical structure of oxic and

suboxic layers in the Black Sea was studied on the basis of an analysis of

observations and one-dimensional coupled hydrophysical (GOTM) biogeochemical

(ROLM) model.

The comparison of model performance with respect to spatial and temporal

distribution of biogeochemical variables against observed vertical distribution

patterns is quite good. It is demonstrated that during 1960–2000, the long-term

variability of winter-mean simulated SST in the Black Sea is reasonably well

correlated with the variability of 2 m air temperature. Furthermore, it demonstrated

that the thermal state of the upper ocean impacts largely the variability of concen-

tration of biogeochemical variables, such as oxygen and nitrate. The teleconnection

between NAO and Black Sea biogeochemistry manifests differently for the periods

1960–2000. The corresponding regime shifts are also associated in a vital way with

the large-scale forcing.

The coupled numerical model simulations reveal a pronounced interannual

variability of state variables in the Black Sea allowing to conclude that changes

in NAO during the past 40 years could be considered as important driver for

changes in the Black Sea biogeochemistry. Both at surface layer and CIL, the

concentrations of oxygen, nitrate and phytoplankton directly or indirectly respond

to the long-term winter NAO index.

The basic points of our findings may be briefly summarised as follows:

• Winter NAO index had an overall increasing trend, except for the abrupt

transitions during a decade from 1973 to 1982, when SST and CIL temperature

followed generated echoes, that is, the trends changed correspondingly. The

general decreasing trend of SST is opposite to the winter NAO index.

• Winter NAO index abrupt shift frequently may bring great changes on meteoro-

logical, physical and biogeochemical variables in the Black Sea. The changes of

air temperature and wind caused by the winter NAO index influences SST and

ventilation flux then affect oxygen, nitrate and phytoplankton. The ventilation

flux from surface to CIL led by wind variability changed the distributions of

biogeochemical variables.

• A performed model analysis can reveal a mechanism of reaction of the Black

Sea biogeochemical regime on the decadal atmospheric variability. More intense

ventilation should lead to an increase of both oxygen content in the CIL and

supply of nutrient to the surface layer. This will potentially increase the

biological productivity. Therefore, the periods of increased concentrations of

nitrate and phytoplankton should be correlated with the oxygen increase in the

CIL, while the oxygen dynamics in the upper layer are in a larger degree

controlled by an interannual variability of the temperature.

The general response-pattern of hydrophysical and biogeochemical variables in

the Black Sea to NAO may be described as being mostly shaped by air temperature.

However, taking in consideration the fact that in most processes in the Black Sea

are controlled by wind one could expect that in 3-D modelling framework wind will

also have a pronounced impact. The fact that the results presented do not fully
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support variations in temporal distribution of DO and hydrogen sulphide derived

from observations could be due to (1) absence in the model of interannual changes

in river runoff and eutrophication, (2) absence of horizontal transport that is

expected to also play an important role. Therefore the next step to do when

simulating the long-term variability is to apply a 3-D modelling framework.

The presented in the book chapters reflect a snapshot of the present state of the

investigations devoted to the studies of the water column redox interfaces and

the oxygen-depleted systems.

The findings of this book show that oxygen depletion are affected by both

anthropogenic and natural factors. The regulation of anthropogenic activity (i.e.

treatment plant construction in the Elefsis Bay or a significant decrease of the

nutrient discharge to the Baltic Sea) play an important role in the improvements of

coastal systems. But climatic factors seem to play a more dominant role. In the

Black Sea, nutrient controls in the Danube avoid hypoxia on the Northeastern Shelf,

but the Sea hydrogen sulphide boundary position is NAO controlled. The Baltic Sea

hypoxic water volume increases due to warming climate and due to an enrichment

of the sediments with phosphorus caused by anthropogenic eutrophication that

happened mainly in 1970s–1980s.

The oxygen condition of natural waters is an important element of water quality,

and oxygen depletion need to be studied in the context of local or regional

anthropogenic influence and Global Change.
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