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Preface

The material in this monograph has sprung out of my own research and courses I
have given on the undergraduate and graduate levels at Linköping University
during the last couple of decades.

The book is about dispersion interactions, also known as van der Waals and
Casimir interactions. Most scientists know at least a little about van der Waals
interactions but not so many have even heard of Casimir interactions. About seven
decades ago, the Casimir forces were predicted to exist but the large interest they
initially attracted faded away due to lack of reliable experimental verification. They
had a renaissance about two decades ago when experimental technique had
improved to such an extent that one could make quantitative comparison between
theory and experiment. The interest then virtually exploded and Casimir interac-
tions is now a research field of its own, across the globe. Both the van der Waals
and Casimir interactions are of electromagnetic origin; they are induced interac-
tions; one can say that they are siblings or two sides of the same coin, or limiting
results of the same phenomenon. These interactions are important in physics,
chemistry, biology, medicine, colloidal science, food industry, cosmetic industry,
paint industry, construction industry (concrete reinforcement), and mining industry
(gold enrichment using flotation); they are also important in, e.g., water purification
and water desalination, and even in cosmology (dark energy). Since these inter-
actions are active in so many different fields of science and technology, the for-
malism has developed in many parallel branches. This leads to a confusing diversity
in the notation and in whom to give credit for each step in the development.

I derive the interactions beginning with the forces between individual atoms or
molecules in gases and ending up with interactions in macroscopic structures. Force
between objects is just one manifestation of the interactions; surface tension, sur-
face energy, cohesion, adhesion, capillary forces, and binding of an object are other
effects. I have limited the material to planar, spherical, and circular cylindrical
structures. The formalism is based on electromagnetic normal modes. In this for-
malism, the van der Waals and Casimir forces originate in different types of modes:
van der Waals forces involve surface modes; Casimir forces involve vacuum
modes. The van der Waals interactions are obtained if one neglects retardation
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effects, i.e., effects of the finite speed of light. In doing so, the formalism becomes
much easier to handle. In the overwhelming majority of situations, one obtains
good enough results in this approximate treatment. This has motivated me to devote
one part of the book, Part II, to this approximate formalism, producing van der
Waals interactions. Another part, Part III, treats the full formalism producing dis-
persion interactions, where van der Waals and Casimir interactions are found as
different limiting cases. The intention is to have a self-contained book. Therefore, I
have included a part, Part I, containing material needed from electromagnetism,
complex analysis, statistical physics, and a chapter discussing the concept of normal
modes in general and of electromagnetic normal modes in particular. This part also
contains a chapter, Chap. 6, with a brief description of other approaches, not based
on the normal modes.

This book is aimed at M.Sc. and Ph.D. students, last year M.Sc. students,
Postdocs, teachers, and professional scientists. The book is suitable as the main text
of a course, complimentary to more general courses in electromagnetism, surface
physics, and condensed matter. Since the formalism is based on electromagnetic
normal modes and I show how these are obtained, the book is also useful for
scientists interested in the modes themselves, like those involved in plasmonics and
nanoantennas. It may also be useful for physicists wanting to broaden their fields in
the direction of biology and chemistry; this is in line with the general trend that the
scientific focus shifts away from physics toward these other disciplines and espe-
cially toward interdisciplinary work.

Linköping, Sweden Bo E. Sernelius
May 2018

vi Preface



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Part I Background Material

2 Electromagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Maxwell’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Unit System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Constitutive Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 The Fresnel Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6.1 Reflection and Transmission for Normal
Incidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6.2 Oblique Incidence . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6.3 Anisotropic Media . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.7 Special Considerations for 2D Sheets . . . . . . . . . . . . . . . . . . . 32
2.7.1 Fourier Transforms of a Special Function . . . . . . . . . 32
2.7.2 Method of Images . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7.3 Screening Functions in a 2D System . . . . . . . . . . . . 39

2.8 Fields from a Time-Dependent Electric or Magnetic
Dipole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 Complex Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Analytic Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Laurent Expansion and Residues . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Contour Integration in the Complex Plane . . . . . . . . . . . . . . . 47

3.3.1 Integration Around a Pole . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Argument Principle and Its Extension . . . . . . . . . . . 50

vii



3.4 Analytic Properties of Response Functions . . . . . . . . . . . . . . . 51
3.4.1 Kramers Kronig Dispersion Relations . . . . . . . . . . . 57

Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Statistical Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1 Thermodynamic Potentials and Legendre Transformations . . . . 61
4.2 Distribution Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Internal Energy and Helmholtz Energy for System

of Mass-Less Bosons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5 Electromagnetic Normal Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1 Normal Modes and Their Properties . . . . . . . . . . . . . . . . . . . . 69

5.1.1 The Quantum Mechanical Harmonic Oscillator . . . . . 74
5.1.2 Classical Versus Quantum Systems . . . . . . . . . . . . . 80

5.2 Interaction from Normal Modes . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Different Mode Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.3.1 Vacuum Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.2 Bulk Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.3 Surface Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.4 Modes for a Gap Between Two Half Spaces . . . . . . . . . . . . . . 97
5.4.1 Transverse Magnetic Modes . . . . . . . . . . . . . . . . . . 100
5.4.2 Transverse Electric Modes . . . . . . . . . . . . . . . . . . . . 103
5.4.3 Modes in Non-retarded Treatment . . . . . . . . . . . . . . 106

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6 Different Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1 Summation of Pair Interactions . . . . . . . . . . . . . . . . . . . . . . . 109
6.2 Interactions Between Objects at Small Separations:

The Proximity Force Approximation . . . . . . . . . . . . . . . . . . . 115
6.2.1 General Expression for Half Spaces, Cylinders

and Spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Many-Body Approach in Non-Retarded Treatment . . . . . . . . . 118
6.4 Many-Body Approach in Fully Retarded Treatment . . . . . . . . 120
6.5 Brief Compilation of Methods or Approaches . . . . . . . . . . . . . 122
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7 General Method to Find the Normal Modes in Layered
Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.1 The Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

viii Contents



Part II Non-Retarded Formalism: van der Waals

8 Van der Waals Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.1 Equation of State for Ideal Gas . . . . . . . . . . . . . . . . . . . . . . . 135

8.1.1 2D Version . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.2 Equation of State for Non-ideal Gas . . . . . . . . . . . . . . . . . . . . 138

8.2.1 2D Version . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.3 Van der Waals Force Between Two Atoms . . . . . . . . . . . . . . 142

8.3.1 Zero Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.3.2 Finite Temperature . . . . . . . . . . . . . . . . . . . . . . . . . 149

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

9 Van der Waals Interaction in Planar Structures . . . . . . . . . . . . . . . 153
9.1 Adapting the General Method of Chap. 7 to Planar

Structures and to the Neglect of Retardation . . . . . . . . . . . . . . 153
9.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

9.2.1 Single Planar Interface . . . . . . . . . . . . . . . . . . . . . . 156
9.2.2 Planar Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
9.2.3 2D Planar Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
9.2.4 Thin Planar Diluted Gas Film . . . . . . . . . . . . . . . . . 159

9.3 Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.3.1 Interaction Between Two Gold Half Spaces . . . . . . . 160

9.4 Two Slabs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
9.4.1 Interaction Between Two Gold Slabs . . . . . . . . . . . . 164

9.5 Two 2D Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.5.1 Interaction Between Two Graphene Sheets . . . . . . . . 165
9.5.2 Interaction Between Two 2D Metal Films . . . . . . . . 166

9.6 Film-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
9.6.1 Interaction Between Graphene and an Au-Wall . . . . 168
9.6.2 Interaction Between a 2D Metal Film

and an Au-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
9.7 Atom-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

9.7.1 Li-Atom–Au-Wall Interaction . . . . . . . . . . . . . . . . . 171
9.8 Atom in Planar Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
9.9 Atom-Fllm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

9.9.1 Li-Atom–Graphene-Sheet Interaction . . . . . . . . . . . . 175
9.9.2 Li-Atom–2D-Metal-Film Interaction . . . . . . . . . . . . . 176

9.10 Atom in Between Two Planar Films . . . . . . . . . . . . . . . . . . . 176
9.11 Alternative Derivations of the Normal Modes . . . . . . . . . . . . . 178

9.11.1 Two 2D Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
9.11.2 A 2D Film Next to a Wall . . . . . . . . . . . . . . . . . . . 181
9.11.3 Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.12 Interaction Between Two Atoms from Summation
of Pair Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Contents ix



9.13 Spatial Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
9.13.1 The Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
9.13.2 Electric Modes at a Single Interface . . . . . . . . . . . . . 192
9.13.3 Magnetic Modes at a Single Interface . . . . . . . . . . . 195
9.13.4 Electric Modes Associated with a Gap Between

Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 198
9.13.5 Magnetic Modes Associated with a Gap Between

Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 204
9.13.6 Van der Waals Interactions Between Two Half

Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

10 Van der Waals Interaction in Spherical Structures . . . . . . . . . . . . . 209
10.1 Adapting the General Method of Chap. 7 to Spherical

Structures and to the Neglect of Retardation . . . . . . . . . . . . . . 209
10.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

10.2.1 Solid Sphere or Ball . . . . . . . . . . . . . . . . . . . . . . . . 212
10.2.2 Spherical Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
10.2.3 Thin Spherical Diluted Gas Film . . . . . . . . . . . . . . . 214
10.2.4 2D Spherical Film . . . . . . . . . . . . . . . . . . . . . . . . . 215

10.3 Atom-Ball Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
10.3.1 Li-Atom–Au-Ball Interaction . . . . . . . . . . . . . . . . . . 218

10.4 Force on an Atom in a Spherical Cavity . . . . . . . . . . . . . . . . . 219
10.4.1 Force on a Li-Atom in a Spherical Gold Cavity . . . . 220

10.5 van der Waals Interaction Between Two Atoms . . . . . . . . . . . 221
10.6 Force Between Two Spherical Objects . . . . . . . . . . . . . . . . . . 221

10.6.1 Interaction Between Two Gold Balls . . . . . . . . . . . . 222
10.6.2 Interaction Between Two Graphene Spheres . . . . . . . 222

10.7 Force on an Atom in a Spherical Gap . . . . . . . . . . . . . . . . . . 223
10.8 Force on an Atom Outside a 2D Spherical Shell . . . . . . . . . . . 224

10.8.1 Interaction Between a Li-Atom and a Graphene
Sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

10.9 Force on an Atom Inside a 2D Spherical Shell . . . . . . . . . . . . 226
10.9.1 Force on a Li-Atom Inside a Graphene Sphere . . . . . 228

10.10 Interaction Between Two 2D Concentric Spherical Shells . . . . 228
10.10.1 Interaction Between Two Concentric Graphene

Spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
10.11 Force on an Atom in Between Two 2D Spherical Films . . . . . 230
10.12 Force Between Two Atoms from Summation of Pair

Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

x Contents



11 Van der Waals Interaction in Cylindrical Structures . . . . . . . . . . . 233
11.1 Adapting the General Method of Chap. 7 to Cylindrical

Structures and to the Neglect of Retardation . . . . . . . . . . . . . . 233
11.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

11.2.1 Solid Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
11.2.2 Cylindrical Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
11.2.3 Thin Cylindrical Diluted Gas Film . . . . . . . . . . . . . . 238
11.2.4 2D Cylindrical Film . . . . . . . . . . . . . . . . . . . . . . . . 239

11.3 Force on an Atom Outside a Cylinder . . . . . . . . . . . . . . . . . . 241
11.3.1 Force Between a Li-Atom and a Gold Cylinder . . . . 242

11.4 Force on an Atom in a Cylindrical Cavity . . . . . . . . . . . . . . . 243
11.4.1 Force on a Li-Atom in a Cylindrical Gold Cavity . . . 245

11.5 Force on an Atom in a Cylindrical Gap . . . . . . . . . . . . . . . . . 245
11.6 Force Between Two Cylindrical Objects . . . . . . . . . . . . . . . . . 247

11.6.1 Interaction Between Two Gold Cylinders . . . . . . . . . 247
11.7 Force on an Atom Outside a 2D Cylindrical Shell . . . . . . . . . 248

11.7.1 Interaction Between a Li-Atom and a Graphene
Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

11.8 Force on an Atom Inside a 2D Cylindrical Shell . . . . . . . . . . . 250
11.8.1 Force on a Li-Atom Inside a Graphene Cylinder . . . 251

11.9 Interaction Between Two 2D Coaxial Cylindrical Shells . . . . . 251
11.9.1 Interaction Between Two Coaxial Cylindrical

Graphene Shells . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
11.10 Force on an Atom in Between Two 2D Coaxial Cylindrical

Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

Part III Fully Retarded Formalism: Casimir

12 Casimir Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
12.1 Casimir-Polder Interaction Between Two Atoms . . . . . . . . . . . 259

12.1.1 Zero Temperature Casimir-Polder Potential
Between Two Atoms . . . . . . . . . . . . . . . . . . . . . . . 263

12.1.2 Finite Temperature Casimir-Polder Potential
Between Two Atoms . . . . . . . . . . . . . . . . . . . . . . . 265

12.2 Equation of State for Casimir-Polder Gas . . . . . . . . . . . . . . . . 268
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

13 Dispersion Interaction in Planar Structures . . . . . . . . . . . . . . . . . . 273
13.1 Adapting the General Method of Chap. 7 to Planar

Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
13.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

13.2.1 Single Planar Interface . . . . . . . . . . . . . . . . . . . . . . 276
13.2.2 Planar Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Contents xi



13.2.3 2D Planar Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
13.2.4 Thin Planar Diluted Gas Film . . . . . . . . . . . . . . . . . 280

13.3 Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
13.3.1 Interaction Between Two Gold Half Spaces . . . . . . . 281

13.4 Two Slabs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
13.4.1 Interaction Between Two Gold Slabs . . . . . . . . . . . . 283

13.5 Two 2D Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
13.5.1 Interaction Between Two Graphene Sheets . . . . . . . . 285
13.5.2 Interaction Between Two 2D Metal Films . . . . . . . . 287

13.6 Film-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
13.6.1 Interaction Between Graphene and an Au-Wall . . . . 289
13.6.2 Interaction Between a 2D Metal Film

and an Au-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
13.7 Atom-Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

13.7.1 Li-Atom–Au-Wall Interaction . . . . . . . . . . . . . . . . . 293
13.8 Atom in Planar Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
13.9 Atom-Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296

13.9.1 Li-Atom–Graphene-Sheet Interaction . . . . . . . . . . . . 298
13.9.2 Li-Atom–2D-Metal-Film Interaction . . . . . . . . . . . . . 300

13.10 Atom in Between Two Planar Films . . . . . . . . . . . . . . . . . . . 301
13.11 Alternative Derivations of the Normal Modes . . . . . . . . . . . . . 303

13.11.1 Two 2D Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
13.11.2 A 2D Film Next to a Wall . . . . . . . . . . . . . . . . . . . 308
13.11.3 Two Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 310

13.12 Casimir Interaction Between Two Atoms from Summation
of Pair Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

13.13 Spatial Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313
13.13.1 Modes at a Single Interface . . . . . . . . . . . . . . . . . . . 321
13.13.2 Modes Associated with a Gap Between Two

Half Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326
13.13.3 Dispersion Interactions Between Two Gold

Plates in Vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . 333
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 336

14 Dispersion Interaction in Spherical Structures . . . . . . . . . . . . . . . . 339
14.1 Adapting the General Method of Chap. 7 to Spherical

Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
14.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

14.2.1 Solid Sphere or Ball . . . . . . . . . . . . . . . . . . . . . . . . 345
14.2.2 Spherical Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
14.2.3 Thin Spherical Diluted Gas Film . . . . . . . . . . . . . . . 347
14.2.4 2D Spherical Film . . . . . . . . . . . . . . . . . . . . . . . . . 349

xii Contents



14.3 Coated Sphere in a Medium . . . . . . . . . . . . . . . . . . . . . . . . . 350
14.4 Atom-Ball Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

14.4.1 Li-Atom–Au-Ball Interaction . . . . . . . . . . . . . . . . . . 353
14.5 Force on an Atom in a Spherical Cavity . . . . . . . . . . . . . . . . . 354

14.5.1 Force on a Li-Atom in a Spherical Gold Cavity . . . . 358
14.6 Casimir-Polder Interaction Between Two Atoms . . . . . . . . . . . 359
14.7 Force on an Atom in a Spherical Gap . . . . . . . . . . . . . . . . . . 361
14.8 Force on an Atom Outside a 2D Spherical Shell . . . . . . . . . . . 362

14.8.1 Interaction Between a Li-Atom and a Graphene
Sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

14.9 Force on an Atom Inside a 2D Spherical Shell . . . . . . . . . . . . 364
14.9.1 Force on a Li-Atom Inside a Graphene Sphere . . . . . 365

14.10 Interaction Between Two 2D Spherical Shells . . . . . . . . . . . . . 365
14.10.1 Interaction Between Two Concentric Graphene

Spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
14.11 Force on an Atom in Between Two 2D Spherical Films . . . . . 368
14.12 Force Between Two Atoms from Summation of Pair

Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 369
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

15 Dispersion Interaction in Cylindrical Structures . . . . . . . . . . . . . . . 373
15.1 Adapting the General Method of Chap. 7 to Cylindrical

Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
15.2 Basic Structure Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

15.2.1 Solid Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378
15.2.2 Thin Cylindrical Diluted Gas Film . . . . . . . . . . . . . . 378
15.2.3 2D Cylindrical Film . . . . . . . . . . . . . . . . . . . . . . . . 382

15.3 Force on an Atom Outside a Cylinder . . . . . . . . . . . . . . . . . . 384
15.3.1 Force Between a Li-Atom and a Gold Cylinder . . . . 389

15.4 Force on an Atom Outside a 2D Cylindrical Shell . . . . . . . . . 389
15.4.1 Interaction Between a Li-Atom and a Graphene

Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391

16 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393

Appendix A: Interaction Power Laws Depending on Shape
and Orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397

Appendix B: Transforming Between Unit Systems . . . . . . . . . . . . . . . . . . 401

Appendix C: The Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403

Appendix D: Dielectric Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Contents xiii



Acronyms

2D Two Dimensional
3D Three Dimensional
a.u. atomic units
ABC Additional Boundary Condition
BC Boundary Condition
CGS Centimeter Gram Second
MC Matching Condition
ME Maxwell’s Equation
MKSA Meter Kilogram Second Ampére
PFA Proximity Force Approximation
QED Quantum Electrodynamics
QFT Quantum Field Theory
RPA Random Phase Approximation
SI Système International (d’unités)
TE Transverse Electric
TM Transverse Magnetic
vdW van der Waals

xv



Symbols

a Polarizability
aat: Atomic dielectric polarizability
anl 2l pole polarizability at a spherical interface n

an 2ð Þ
l

2l pole polarizability from inside a spherical interface n

ank;m Multipole polarizability at a cylindrical interface n

an 2ð Þ
k;m

Multipole polarizability from inside a cylindrical interface n

b 1=kBT
bat: Atomic magnetic polarizability
�i �i k;xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ~nix=ckð Þ2
q

� 0ð Þ
� 0ð Þ k;xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x=ckð Þ2
q

e Dielectric function
~e Extended dielectric function
fi zð Þ Ricatti-Bessel function of the third kind
gi Wave impedance gi k;xð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

li k;xð Þ=ei k;xð Þp

~gi Extended wave impedance ~gi k;xð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~li k;xð Þ=~ei k;xð Þp

h Heaviside step function
kT thermal wave length, kT ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p�h2b=m
q

l Magnetic permeability, chemical potential
~l Extended magnetic permeability
in Point along the imaginary axis in complex frequency plane
ni zð Þ Ricatti-Bessel function of the third kind
~P Polarization tensor
ve Electric susceptibility
vm Magnetic susceptibility
viðzÞ Ricatti-Bessel function of the second kind
wiðzÞ Ricatti-Bessel function of the first kind
X Volume of a 3D system

xvii



x Point along the real axis in complex frequency plane
A Area of a 2D system
a0 Bohr radius
B Magnetic induction
c Speed of light in vacuum
D Displacement
~D Displacement in system with ~e
E Electric field
E Internal energy
e Electron charge without the minus sign
e Exponential e
E Energy density stored in the electromagnetic fields
F The Helmholtz (free) energy
G The Gibbs (free) energy
H Magnetic field
~H Magnetic field in system with ~l

H 1ð Þ
m zð Þ Bessel function of the third kind, Hankel function

H 2ð Þ
m zð Þ Bessel function of the third kind, Hankel function

�h Plank’s constant divided by 2p
i Imaginary i
Im (z) Modified Bessel function
J Current density
J�m zð Þ Bessel function of the first kind
KmðzÞ Modified Bessel function
K Surface current density
k 2D wave vector
kB Boltzmann constant
me Electron mass
n Index of refraction n k;xð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e k;xð Þl k;xð Þp

~n Extended index of refraction ~n k;xð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~e k;xð Þ~l k;xð Þp

P The partition function
q 3D wave vector
W Wronskian W ½f ðxÞ; gðxÞ� ¼ f ðxÞgðxÞ0 � f ðxÞ0gðxÞ
Ym zð Þ Bessel function of the second kind
Subscripts ?: vector component perpendicular to interface or in-plane

component perpendicular to in-plane component k,
k: vector component parallel to interface or in-plane component
parallel to in-plane component k,
L: longitudinal version, i.e., parallel to q,
T : transverse version, i.e., perpendicular to q

z General point in complex frequency plane

xviii Symbols



Chapter 1
Introduction

This book is about (electromagnetic) dispersion forces. These forces appear between
all objects in the universe. They areweak butmay still be the dominating forces on the
micrometer and nanometer scales. They were first discovered empirically, for atoms
and molecules, by J. D. van der Waals [1] in the 1870s in his research on liquids
and gases. The origin of the forces was not understood until much later. F. London
[2], gave the explanation in terms of fluctuating dipoles in 1930, an explanation that
prevails today. The forces were named after van der Waals. The potential varies with
distance, r , as r−6 and the attractive force as r−7. The idea of intermolecular forces
was not new and the correct distance dependence was predicted already by T. Young
[3] in 1805; the correct origin of the interactionswas proposed by P. N. Lebedev [4] in
a speculative manner in 1894, inspired by the work by H. Hertz [5]. Generalization
of these forces are acting between larger objects of mesoscopic and macroscopic
size. Here, they are caused by fluctuations in the charge- and current-densities in the
objects. The force depends on the shape and material of the objects. If the objects
are submerged in a fluid the force can even be repulsive [6–8]. Even with vacuum
in between the objects the force can in principle be repulsive for metamaterials of
chiral type but the initial suggestions that the sign of the force in vacuum could be
altered by metamaterials turned out to be unrealistic [9].

Two decades later than the date of London’s explanation one realized that the
forces drop off faster with distance beyond some separation value, characteristic of
each system. This realization had its origin in the Netherlands in the 1940s where
J. T. G. Overbeek performed experiments on suspensions of quartz powder. In order
for the theory, that he and E. J. W. Verwey had developed for the stability of colloids,
to work the long range forces had to fall off faster than as r−7. He gave the problem
to his students H. B. G. Casimir and D. Polder and they explained [10] it, for a pair
of atoms, to be an effect of the finite speed of light.

Casimir was intrigued by the effect and wanted to explore it further by studying
the most simple of systems. In 1948 he made a gedanken experiment [11] where he
studied two ideal (totally reflecting) metal plates in vacuum. He found there is an
attractive force between them. This force is called Casimir force. For realmetal plates
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2 1 Introduction

Fig. 1.1 Schematic
illustration of the variation of
the force between two
objects with separation, d,
on a log-log plot. This is the
typical behavior for most
systems at intermediate and
large separations. For very
small separations the
interaction is modified when
contact is approached. We
have refrained from adding
axis scales since these
depend on the shape of the
objects and the materials
they are made from

this same force is found for large separations, beyond the characteristic separation
value where retardation effects are in effect.

For a general system we call the interaction Casimir interaction at separations
large enough for retardation effects to be in place; for shorter distances we call it
van der Waals interaction.1 When we refer to the interaction covering both the van
der Waals and Casimir regions we refer to dispersion interactions. For atoms the
interaction in the whole range with van der Waals and Casimir regions is called
Casimir-Polder interaction.

When temperature is increased from zero, effects are noted first at very large
separations; the interaction is enhanced.When the temperature is further enhanced the
separation above which temperature effects are seen moves toward lower and lower
values. The typical variation2 of the force between two objects with separation, d, in
a log-log plot is shown schematically in Fig. 1.1; in the Casimir gedanken experiment
there is no van der Waals range; in the non-retarded treatment there is no Casimir
range.

This was a very brief historical background of dispersion interactions. We refer
the reader to review articles [12–16] and books [17–26] for a fuller presentation.

The present text is divided into three parts: background material, Part I, the non-
retarded formalism, Part II, and the fully retarded formalism, Part III.

1This notation is not universal. Some call the Casimir interaction retarded van derWaals interaction
and some call the van der Waals interaction non-retarded Casimir interaction.
2There are rare exceptions to this behavior. In the case of two pristine graphene sheets the van der
Waals and Casimir asymptotes have the same slope.
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Part I contains background material, material included to make the book as self-
contained as possible. It includes some electromagnetism, some complex analysis,
and some statistical physics. It furthermore contains a brief description of alternative
methods tofind the interactions. It endswith a chapter on normalmodes in general and
the electromagnetic normal modes in particular. It consists of six chapters, Chaps.
2–7. Chapter 2 treats electromagnetism and defines our electromagnetic notation
and unit system; Chap. 3 is devoted to complex analysis and introduces the concept
of analytic functions, discusses contour integration in the complex plane, the argu-
ment principle and its extensions, and the analytic properties of response functions;
Chap. 4 presents a brief discussion of the various thermodynamic potentials that
may be defined in a system of equilibrium, and gives the distribution functions for
massive and massless particles; Chap. 5 introduces the concept of normal modes in
general and of electromagnetic normal modes in particular, demonstrates how the
modes lead to interactions, discusses modes of different types, and ends with the
example of a system consisting of two half spaces separated by a gap; Chap. 6 is a
compilation of alternative methods to attain the dispersion forces, ranging from the
summation of pair interactions, especially useful in diluted systems, to the proximity
force approximation that comes very handy at small distances between the objects,
where other methods run into trouble; Chap. 7 does not really belong to the back-
ground material but it had to be placed here since it is the foundation on which the
material in both Part II and Part III are built. This very short chapter sets the notation
and gives a detailed prescription for how the normal modes can be found in a large
number of layered structures. In the following parts this method is applied to three
important examples, viz., planar, spherical, and circular-cylindrical layered systems.

Part II is devoted to the non-retarded formalism. This approximate formalism is
much easier to use than the fully retarded formalism. In the majority of situations the
non-retarded formalism produces good enough results. Part II contains four chapters,
Chaps. 8–11. InChap. 8 the equations of state for ideal and non-ideal gases are derived
since this is where the interaction was discovered in the first place, followed by the
derivation of the van der Waals interaction between two polarizable atoms. This last
derivation is done in line with the general methods of Chap. 5 using both (5.57)
and (5.59), with the same result. Numerical results are presented for some alkali-
metal dimers. Chapters 9, 10, and 11 are devoted to planar, spherical, and cylindrical
structures, respectively. Each chapter begins with an adaptation of Chap. 7 to the
specific geometry in neglect of retardation. Then follows the treatment of the basic
structure elements: a single interface; a layer; a 2D film; a diluted gas film. A general
structure can be formed by stacking these basic elements on top of each other in the
planar case; concentrically in the spherical case; coaxially in the cylindrical case.
Two of these basic structure elements might need some comment: a 2D film could
represent a very thin metallic layer, e.g., a metallic coating or a graphene or graphene
like sheet; a diluted gas film is very useful as we will find later. It can be used to
find the interaction experienced by an atom somewhere in the structure. At the end
of Chap. 9 we have added three extra sections. In the first, Sect. 9.11, we present
alternative derivations of the normal modes for some specific planar geometries; in
the second, Sect. 9.12, we rederive the expression we found in Sect. 8.3 for the van
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der Waals interaction between two atoms by applying the method of summation of
pair interactions on the geometry of two half spaces; in the third, Sect. 9.13, we study
the effects of spatial dispersion. Appendix A consists of two tables, Table A.1 and
Table A.2. In Table A.1 we have compiled the power laws for the van der Waals
interaction of objects and compared them to the prediction from the summation of
pair interactions.

Part III is devoted to the fully retarded formalism. It contains five chapters, Chaps.
12–16. Chapter 12 begins with the derivation of the Casimir-Polder interaction
between two polarizable atoms followed by the equation of state for a Casimir-
Polder gas. The interaction is derived in line with the general methods of Chap. 5
using (5.59). Numerical results are presented for some alkali-metal dimers. In this
chapter we also take the opportunity to discuss quantum and classical contributions.
At zero temperature the dispersion interaction is a purely quantummechanical effect.
At finite temperature there is also a classical contribution. At very high temperatures
and/or very large separations between two objects the classical contribution dom-
inates. The interactions at finite temperature are derived in line with the general
methods of Chap. 5 using (5.64). Chapters 13, 14, and 15 are devoted to planar,
spherical, and cylindrical structures, respectively. Each chapter begins with an adap-
tation of Chap. 7 to the specific geometry. Then follows the treatment of the basic
structure elements: a single interface; a layer; a 2D film; a diluted gas film. A general
structure can be formed by stacking these basic elements on top of each other in the
planar case; concentrically in the spherical case; coaxially in the cylindrical case.
Two of these basic structure elements might need some comment: a 2D film could
represent a very thin metallic layer, e.g., a metallic coating or a

graphene or graphene like sheet; a diluted gas film is very useful as we will find
later. It can be used to find the interaction experienced by an atom somewhere in
the structure. At the end of Chap. 13 we have added three extra sections. In the first,
Sect. 13.11, we present alternative derivations of the normal modes for some specific
planar geometries; in the second, Sect. 13.12, we rederive the expression we found in
Sect. 12.1 for the Casimir interaction between two atoms by applying the method of
summation of pair interactions on the atom-wall geometry; in the third, Sect. 13.13,
we study the effects of spatial dispersion. At the end of Chap. 14 we have added
an extra section, Sect. 14.12, where we rederive the full Casimir-Polder interaction
between two atoms by applying the method of summation of pair interactions on the
atom-ball geometry. Appendix A consists of two tables, Table A.1 and Table A.2.
In Table A.2 we have compiled the power laws for the Casimir interaction between
a number of objects and compared them to the prediction from the summation of
pair interactions. Before the appendices we have added an extra chapter with a brief
summary and some remarks.

Appendix B consists of Table B.1 which shows how expressions in CGS units
translate into corresponding expressions in SI units. We have included this table to
make life easier for readers that are unfamiliar with the CGS unit system.Appendix C
specify our definition of the Fourier transform. There are several different varieties in
the literature. They differ in the placement of factors of 2π and/or sign conventions;
we could have had a factor of

√
2π in the denominator of both the Fourier transform
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and in the inverse Fourier transform to increase the formal symmetry; the convention
in optics is to have a minus sign in the exponent inside the integral defining the tem-
poral Fourier transform and a corresponding plus sign in the inverse transform; our
opposite sign convention is more convenient for us since then a Fourier component
characterized by (q, ω) is for positive ω a plane wave moving in the q direction;
with the other sign convention it would move in the opposite direction. Appendix
D lists a number of useful analytical expressions for dielectric functions used in the
numerical calculations in the book.
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8 Background Material

The main material of this book is found in Part II and Part III. In order to have a
reasonably self-contained presentation we have included this background part.

The formalism we use throughout is based on electromagnetic normal modes.
The interactions we derive are all of electromagnetic origin. This demands that the
reader has a solid knowledge in electromagnetism. We have included a chapter,
Chap. 2, on electromagnetism to refresh the readers knowledge or to fill in any
gaps. In many text books on electromagnetism metals are treated in an idealized
way, where the conduction carriers screen out all electric fields. Here we have had
to go beyond that simplified view and treat metals on the same footing as all other
materials. The response of different materials, not the least metals, when subjected to
electromagnetic fields of various frequencies is an important part of the formalism.

In many situations in our derivations we perform contour integrations in the com-
plex frequency plane, e.g., when we use the argument principle to find the interac-
tions. A solid course in complex analysis is not compulsory in the curriculum of
every physics education. We have included a chapter, Chap. 3, on this subject and
hope that this will add a new very useful tool to the readers toolbox, if it is not already
there. It is also needed in the description of the analytical properties of the response
functions of different materials.

Wehave also added a short chapter,Chap. 4, on statistical physics. This is needed to
justify the origin of the zero point energy andwhy it is important for the interactions. It
is also important for the motivation for what state functions determine the interaction
at zero and at finite temperature.

One chapter, Chap. 5, is devoted to normal modes in general and electromagnetic
normal modes in particular. The dispersion interactions at zero temperature is a
quantum effect. We show why quantum effects appear in quantum systems and not
in classical systems.

A short chapter, Chap. 6, briefly describes competing or complementing tech-
niques used to find the dispersion interactions, not involving electromagnetic normal
modes.

The last chapter, Chap. 7, describes our technique to find the normal modes in lay-
ered structures. It is valid for both the non-retarded and the fully retarded formalisms.
This is the reason for placing the chapter here before thematerial is divided into those
formalisms. Later the material is limited to the three most common geometries, viz.,
the planar, spherical, and circular cylindrical. Our technique can be applied to many
more geometries.

http://dx.doi.org/10.1007/978-3-319-99831-2_2
http://dx.doi.org/10.1007/978-3-319-99831-2_3
http://dx.doi.org/10.1007/978-3-319-99831-2_4
http://dx.doi.org/10.1007/978-3-319-99831-2_5
http://dx.doi.org/10.1007/978-3-319-99831-2_6
http://dx.doi.org/10.1007/978-3-319-99831-2_7


Chapter 2
Electromagnetism

Abstract Since the interactions treated in this book all are of electromagnetic origin
this chapter on electromagnetism takes a central part of the background material. We
start, in Sect. 2.1 by discussing Maxwell’s equations; we give these on differential
form and also on Fourier transformed form. Then we motivate our choice of unit
system, in Sect. 2.2. Next, in Sect. 2.3, we treat the constitutive relations relating
the auxiliary fields, D and H, to the true fields, E and B; here we also discuss
the different versions of the auxiliary fields depending on the book keeping of the
sources. In derivations, it is often easier to handle potentials instead of the fields
themselves. This motivates the section, Sect. 2.4, on potentials in which we also
discuss gauge transformations and in particular the Coulomb and Lorentz gauges. A
very important factor for the formation of the normal modes of the system is how
the fields behave at the boundary between regions. This is governed by the boundary
conditions, Sect. 2.5. These, result in the Fresnel equations, Sect. 2.6. We have added
a section, Sect. 2.7, on how to handle 2D sheets in the system. Finally, we end with
the fields from time-dependent electric and magnetic dipoles, in Sect. 2.8; these are
needed in the derivation of the Casimir-Polder interactions between atoms.

2.1 Maxwell’s Equations

In principal, all we experience in our every-day life is of electromagnetic origin. At
present, we believe that there are four fundamental interactions or forces in nature.
These are the weak and strong nuclear forces, the gravitational force and the electro-
magnetic force. The nuclear forces are of very short range and are negligible outside
the atom nucleus. The gravitational force is very weak and the force between two
objects is negligible if not at least one of the objects is big as a planet. So here
on earth all objects are attracted by earth but the attraction between the objects are
negligible. Themoon is big enough to cause the tide. Apart from these sparse gravita-
tional effects all other effects are due to electromagnetism. Despite the huge variety

© Springer Nature Switzerland AG 2018
B. E. Sernelius, Fundamentals of van der Waals and Casimir Interactions,
Springer Series on Atomic, Optical, and Plasma Physics 102,
https://doi.org/10.1007/978-3-319-99831-2_2

9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99831-2_2&domain=pdf


10 2 Electromagnetism

of effects electromagnetism is governed by a handful of fundamental equations,
Maxwell’s equations.

JamesClerkMaxwell summarized the knowledge in electromagnetism in the form
of four equations [1] that has come to be known asMaxwell’s equations (MEs). They
are relations between four fields, the electric field (E), the displacement field (D), the
magnetic induction (B), and themagnetic field (H); two are fundamental fields,E and
B, and two are auxiliary fields, or help fields, D and H. The standard form of MEs is

∇ · D = 4πρ f

∇ · B = 0
∇ × E + 1

c
∂B
∂t = 0

∇ × H − 1
c

∂D
∂t = 4π

c J f ,

(2.1)

where c is the speed of light in vacuum and the sources ρ f and J f are the charge
and current density, respectively. The subscript f denotes free and indicates that the
sources include the external ones and the conduction sources if any; bound sources
are not included. The total charge and current densities in the system can in general
be divided into three groups,

ρt = ρext + ρc + ρb,

Jt = Jext + Jc + Jb,
(2.2)

where the subscripts t , ext, c, and b stand for total, external, conduction, and bound,
respectively. The fields and source densities are all macroscopic averages; they are
averaged over a volume as small as possible but still large compared to the volume
per charge.

MEs and the D and H fields depend on how we look upon the different contribu-
tions to the charge and current densities; which are sources and which are part of the
system itself. In the most extreme choice one considers the system be the vacuum
and all charge and current densities be sources. Then the D field is identical to the E
field and theH field is identical to the B field. The corresponding version of MEs is1

∇ · E = 4πρt

∇ · B = 0
∇ × E + 1

c
∂B
∂t = 0

∇ × B − 1
c

∂E
∂t = 4π

c Jt .

(2.3)

We want to be able to treat metals on the same footing as insulators so we let ρc

and Jc belong to the system and the only external sources are ρext and Jext. TheD and
H fields are then different from what they are in the standard treatment. We denote
this by entering a tilde above these vectors. Of course the true fields, E and B, are
the same whatever version of MEs one chooses. The form we will use throughout is

1The microscopic version of MEs looks exactly like this but the fields and source densities are then
not macroscopic averages.
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∇ · D̃ = 4πρext

∇ · B = 0
∇ × E + 1

c
∂B
∂t = 0

∇ × H̃ − 1
c

∂D̃
∂t = 4π

c Jext.

(2.4)

Before we continue we aught to say some words about the unit system. The
observant reader has noticed that we are not using the conventional SI unit system.

2.2 Unit System

We use Gaussian units, also known as CGS-units. This is not due to retrograde rea-
sons. There is a very strong reason. This unit system is so much better when treating
the fundamentals of electromagnetism. The SI unit system is good for electronics.
Since SI units are the conventional ones we use them when we present numerical
results; sometimes we use other systems more proper for the specific situation at
hand, like atomic units or eV for energy and Å for distance.

Some readers may be so attached to the SI system that they may feel lost. For
those we have included a table in the appendix, Table B.1, with a prescription for
how to transform an expression in CGS units into the corresponding expression in
SI units.

First we compile a list of benefits from using the CGS units instead of the SI units,
also known as rationalized MKSA units. Then we give a brief description of how
unit systems are constructed.

Advantages of CGS Compared to SI:

• Factors of speed of light appear explicitly and appropriately. We are helped by
this in our formalism. When neglecting retardation effects we just let (ω/cq) go
toward zero, with the result that terms drop out from MEs and the formalism gets
simplified; if we neglect magnetic effects we just let c go toward infinity in all
expressions.

• E and D, as well asH and B, become identical in vacuum. There are no “strange”
ε0 orμ0 appearing. This means that the difference between the auxiliary fields and
their corresponding true fields is fully due to the medium. In SI units the auxiliary
field and its true field are quite different in size and have different units.

• E and B have the same amplitudes for plane waves in vacuum. This is very bene-
ficial for the readers intuition since half of the energy carried by the wave is stored
in the electric field and half in the magnetic field.

• It is easy to convert into atomic units: just let e, me and � be unity. Atomic units
are very favorable for condensed matter physicists doing actual calculations on a
computer; one has not to be afraid that numbers become too large or too small for
the computer to handle. In all steps of the calculation the numbers are of the order
of unity. When the calculations are done one just puts back the three constants.

• Relativistic electrodynamics is easily formulated.
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Fig. 2.1 Experiments used
to determine unit systems: a
Force between charges Q1
and Q2; b Force between
currents I1 and I2. See the
text for details

(a) (b)

The only advantages of SI as compared to CGS are that SI is chosen as the system
of legal metrology and that most people have gotten so used to it.

How are unit systems constructed?

One starts from two experiments:

1. The force between two charges Q1 and Q2, the distance r apart, Fig. 2.1a.

F = ke
Q1Q2

r2
(2.5)

2. The force between two long, parallel, current carrying wires, of length L , the
distance R apart, Fig. 2.1b.

F = km
2I1 I2
R

L (2.6)

The parameters ke and km are two constants, where ke
/
km = c2 and c is the speed

of light in vacuum. One of the constants may be chosen at will.
In the construction of the SI system one chose the value of km by determining the

unit of current, Ampère, by stating that the force per meter wire, for wires separated
by 1 m is 2 × 10−7 N, when the current of 1 A is running through both wires. This
seems like an odd choice to make! With this choice the currents running in our
everyday wires are of the order of 1 A. This was the only reason for making that
choice. This leads to km = 10−7 Vs

/
Amwhich in turn leads to ke = 10−7 c2Vs

/
Am.

These are awkward constants to carry around in the equations. Instead one intro-
duced {

ke = 1
/
4πε0;

km = μ0
/
4π

→ μ0ε0 = 1
/
c2, (2.7)

where ε0 = 8.8541878 × 10−12 As
/
Vm, the dielectric constant of vacuum andμ0 =

4π × 10−7 Vs
/
Am, the magnetic permeability of vacuum.
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These numbers have nothing to dowith some physical properties of vacuum. They
are simply the result of the definition of the SI unit system. InCGSone chooses ke = 1
and no mysterious ε0 or μ0 appears. The basic units in SI are m, kg, s and Ampère.
The basic units in CGS are cm, g, s and statcoulomb.

2.3 Constitutive Relations

The auxiliary fields are related to the true fields according to the constitutive relations.
The D and H fields are defined as

D ≡ E + 4πP,

H ≡ B − 4πM,
(2.8)

where P andM are the polarization and magnetization of the medium, respectively.
In most media there is a linear relation between P and E and between M and H as
long as the fields are not too strong. These relations are in general not local. In a
homogenous and isotropic medium the relations are

P (r, t) = ∫ ∫ d3r ′dt ′χe
(
r − r′, t − t ′

)
E
(
r′, t ′

)
,

M (r, t) = ∫ ∫ d3r ′dt ′χm
(
r − r′, t − t ′

)
H
(
r′, t ′

)
,

(2.9)

where χe and χm are the electric and magnetic susceptibilities, respectively. These
relations are so-called convolution integrals. They show that the polarization and
magnetization depend on the electric field and the magnetic field, respectively in all
points in space and in principle at all times. Now,we believe in causalitywhichmeans
that the polarization and magnetization can not depend on the electric fields at later
times, in the future, only on present or past times. This means that χe (r, t) ∝ θ (t)
and χm (r, t) ∝ θ (t), where θ (t) is the Heaviside step function. This is common for
all so-called time-correlation functions describing the response of the system to a
perturbation. The convolution integrals have the very nice property that

P (q, ω) = χe (q, ω)E (q, ω) ,

M (q, ω) = χm (q, ω)H (q, ω) ,
(2.10)

i.e., the Fourier transforms (C.1) have this very nice multiplication rule. For this
simple relation to hold in “r and t” space the Fourier transforms of the dielectric
function and susceptibility must be constants, i.e., independent of frequency and
momentum. This is a good approximation in some limited regions of the ωq plane.
For dielectrics (semiconductors or insulators) it is valid for small momenta and
frequencies.



14 2 Electromagnetism

Now,

D (q, ω) = [1 + 4πχe (q, ω)
]
E (q, ω) = ε (q, ω)E (q, ω) ,

B (q, ω) = [1 + 4πχm (q, ω)
]
H (q, ω) = μ (q, ω)H (q, ω) ,

(2.11)

where the dielectric function and magnetic permeability are defined by:

ε (q, ω) ≡ 1 + 4πχe (q, ω) ,

μ (q, ω) ≡ 1 + 4πχm (q, ω) .
(2.12)

If the system is anisotropic the susceptibilities are tensors. Then the dielectric function
and magnetic permeability are also tensors and the term 1 in their definitions above
is replaced by a unit tensor.

All vector fields, F (q, ω), can be divided into a longitudinal, F ‖ q, and a trans-
verse, F⊥q, part,

F = FT + FL ,

∇ · FT = 0,
∇ × FL = 0.

(2.13)

The response of the system is in general different for longitudinal and transverse
fields. This means that the dielectric function and magnetic permeability both have
longitudinal and transverse versions. In the limit of small q the versions coincide.
Most, but not all, electromagnetic problems occur in this limit since the relevant
photon momentum is so extremely small. We will in the main part of the text drop
the subscript L or T on the material functions but we should keep in mind that in
relations involving longitudinal and transverse fields the longitudinal and transverse
versions, respectively should be used.

It is useful to have the relation between the magnetization and the magnetization-
current-density and between the polarization and induced charge density. So far we
have only considered bound charges and for these the relations are

∇ × Mb = 1
cJ

m
b ,

∇ · Pb = −ρb.
(2.14)

Note that the magnetization-current-density is a transverse vector field. When we
discuss the unbound carriers in conducting media we find the analogous relations for
these by just replacing the subscript b with c.

We need two more equations. The first is the equation of continuity,

∂ρ

∂t
+ ∇ · J = 0. (2.15)

This equation is valid for the total densities, or for the separate parts of the densities.
Then in particular

∂ρc

∂t
+ ∇ · Jc = 0. (2.16)
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Let Jc from now on denote the polarization current in the unbound carriers. The
magnetization current will carry a superscript m.

The second equation is Ohm’s law,

Jc (q, ω) = σ (q, ω)E (q, ω) , (2.17)

where σ (q, ω) is the conductivity.
Because of the non-local character of the response functions it is often favorable

to work in Fourier space. MEs and other differential equations will also be more easy
to handle. Transformation to Fourier space is done using the transformations given
in (C.2).

Let us now start from (2.3) after the MEs have been Fourier transformed,

iq · E = 4πρt = 4π (ρext + ρb + ρc),

iq · B = 0,
iq × E − iω

c B = 0,
iq × B + iω

c E = 4π
c Jt = 4π

c

(
Jmb + Jmc + Jext + Jb + Jc

)
.

(2.18)

Note that we have included the magnetization currents from bound and unbound
carriers. Next we make the substitution ρb = −iq · Pb in the first equation and Jb =
−iωPb in the fourth and combine with E on the left side. We furthermore make the
substitution Jmb = ciq × Mb in the fourth line and combine with B on the left side

iq · D = 4πρf = 4π (ρext + ρc),

iq · B = 0,
iq × E − iω

c B = 0,

iq × H + iω
c D = 4π

c Jf = 4π
c

(
Jmc + Jext + Jc

)
.

(2.19)

Next wemake the substitution ρc = −iq · Pc in the first equation and Jc = −iωPc

in the fourth and combine with D on the left side. We furthermore make the substi-
tution Jmc = ciq × Mc in the fourth line and combine with H on the left side

iq · D̃ = 4πρext,

iq · B = 0,
iq × E − iω

c B = 0,
iq × D̃ + iω

c D̃ = 4π
c Jext.

(2.20)

The constitutive relations for the two formalisms is summarized in the following
equation:

D = E + 4πPb = εE,

H = B − 4πMb = B/μ,

D̃ = E + 4πPb + 4πPc = εE + 4πPc = ε̃E,

H̃ = B − 4πMb − 4πMc = B/μ − 4πMc = B/μ̃.

(2.21)
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Now we determine the dielectric function ε̃ using Ohm’s law and the equation of
continuity. Ohms law gives that the substitution we made in the fourth line becomes
−iωPc (q, ω) = Jc (q, ω) = σ (q, ω)E (q, ω) and 4πPc (q, ω) = (4π i/ω) σ (q, ω)

× E (q, ω). The substitution in the first line becomes ρc (q, ω) = q · Jc (q, ω) /ω =
σ (q, ω)q · E (q, ω) /ω. Both demonstrate that the full dielectric function for a con-
ducting medium is

ε̃ (q, ω) = ε (q, ω) + 4π i

ω
σ (q, ω) . (2.22)

Let us nowdistinguish between longitudinal and transverse functions. Thefirst two
equations in (2.20) involve longitudinal fields. The third can be separated into two,
one transverse and one longitudinal; the longitudinal just givesBL = 0, i.e. redundant
with the second equation. The fourth can be separated into two, one transverse and
one longitudinal. The longitudinal is (iω/c) D̃L = (4π/c) Jext,L . We operate on both
sides with (c/ω)q· and find iq · D̃L= (4π/ω)q · Jext,L = 4πρext, i.e. identical to the
first equation. In the last step we used the equation of continuity in (2.15). Thus we
have

iqD̃L = iqε̃LEL = 4πρext,

iqBL = 0,
iq × ET− iω

c BT = 0,
iq × H̃T + iω

c D̃T = iq × BT /μ̃T + iω
c ε̃TET = 4π

c Jext,T ,

(2.23)

where
ε̃L (q, ω) = εL (q, ω) + 4π i

ω
σL (q, ω) ,

ε̃T (q, ω) = εT (q, ω) + 4π i
ω

σT (q, ω) .
(2.24)

2.4 Potentials

In many cases it is easier to deal with potentials than with the vector fields. So we
devote this section to potentials. Let us now start from the two homogeneous MEs.
The first equation,

∇ · B = 0, (2.25)

is fulfilled if we let2

B = ∇ × A. (2.26)

Let us now make use of this relation in the second of the homogeneous MEs

∇ ×
(
E + 1

c

∂A
∂t

)
= 0. (2.27)

2The divergence of a curl is zero.
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This is fulfilled3 if what is inside the parentheses is the gradient of a scalar, 
. Thus
for a choice of potentials the fields are obtained from the relations

E = −∇
 − 1
c

∂A
∂t ,

B = ∇ × A.
(2.28)

From these relations we see that the B-field is always purely transverse. Further-
more, the first term of the E-field is longitudinal and the second term can have both
longitudinal and transverse parts.

We still have a rather large flexibility to choose the potentials to fit our particular
problem, but a change in the scalar potential, 
, has to be accompanied by a change
in the vector potential, A, and vice versa. Let us assume that we have made a choice
of A and 
. Adding a gradient of a scalar function to A will not change B. We are
allowed to change the potentials in the following way:

A → A′ = A + ∇�,


 → 
′ = 
 − 1
c

∂�
∂t .

(2.29)

These transformations are called gauge transformations. The fields, the real quan-
tities, are not changed with such transformations; only the potentials, the auxiliary
functions, are. Let us now turn to the remaining MEs, the inhomogeneous ones. For
simplicity we assume vacuum, or use the version in (2.3). We have

∇ · (∇
 + 1
c

∂A
∂t

) = −4πρ,

∇ × (∇ × A) + 1
c

∇∂

∂t + 1

c2
∂2A
∂t2 = 4π

c J,
(2.30)

which may be rewritten as4

∇2
 + 1
c

∂
∂t (∇ · A) = −4πρ,

∇ (∇ · A) − ∇2A + 1
c

∇∂

∂t + 1

c2
∂2A
∂t2 = 4π

c J,
(2.31)

and after rearrangements in the second one we have

∇2
 + 1
c

∂
∂t (∇ · A) = −4πρ,

∇2A − 1
c2

∂2A
∂t2 − ∇ (∇ · A + 1

c
∂

∂t

) = − 4π
c J.

(2.32)

These are two coupled differential equations; each of them contains both A and

. They can be decoupled by proper gauge transformations. In Coulomb gauge or
transverse gauge we choose

∇ · A = 0. (2.33)

3The curl of a gradient is zero.
4For Cartesian coordinates ∇ × (∇ × A) = ∇ (∇ · A) − ∇2A is a valid replacement.
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With this choice the vector potential is purely transverse. This means that the first
equation in (2.28) can be seen as a separation of longitudinal and transverse parts
for the E-field; the first term is longitudinal and the second transverse. The scalar
potential satisfies Poisson’s equation:

∇2
 = −4πρ. (2.34)

This means that the scalar potential is instantaneous. There are no retardation effects
for the scalar potential. So if for example someone on the moon were to play around
with some charges, the potential would here on earth change immediately, without
any time delay as if information could be transferred faster than with the speed of
light. We will now get rid of the scalar potential from the equation for the vector
potential. Let us take the time derivative of Poisson’s equation. We have

∇ ·
(

∇ ∂


∂t

)
= −4π

∂ρ

∂t
. (2.35)

The equation of continuity, is valid for the free charge densities and currents, for the
induced quantities, and for the total ones. Thus we have

∇ ·
(

∇ ∂


∂t

)
= 4π∇ · J. (2.36)

This means that the longitudinal parts of ∇∂
/∂t and 4πJ are the same. Since the
first is purely longitudinal, in the present choice of gauge, we have

∇ ∂


∂t
= 4πJL . (2.37)

We have divided the current density into transverse and longitudinal parts:

J = JT + JL ,
∇ · JT = 0,
∇ × JL = 0.

(2.38)

Thus the decoupled differential equations for the potentials are in Coulomb gauge:

∇2
 = −4πρ,

∇2A − 1
c2

∂2A
∂t2 = − 4π

c JT .
(2.39)

From this follows the corresponding Fourier transformed relations,


(q, ω) = 4πρ(q,ω)

q2 ;
A(q, ω) = 4πJT (q,ω)

cq2
1

1−(ω/cq)2
.

(2.40)
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Another common gauge is the Lorentz gauge. In this case we put

∇ · A + 1

c

∂


∂t
= 0, (2.41)

and get
∇2
 − 1

c2
∂2

∂t2 = −4πρ,

∇2A − 1
c2

∂2A
∂t2 = − 4π

c J.
(2.42)

On Fourier transformed form the equations are


(q, ω) = 4πρ(q,ω)

q2
1

1−(ω/cq)2
;

A(q, ω) = 4πJ(q,ω)

cq2
1

1−(ω/cq)2
.

(2.43)

We note that in Lorentz gauge the scalar potential and all Cartesian components
of the vector potential obey the wave equation and show retardation effects.

We should keep in mind that the potentials are auxiliary functions, help functions.
The real functions are the E- and B-fields. These are the same whatever gauge we
choose and show retardation effects. Note that it is the factor 1/

[
1 − (ω/cq)2

]
in

(2.40) and (2.43) that make the potentials retarded. Letting (ω/cq) go toward zero
removes the retardation effects.

2.5 Boundary Conditions

In this section we will derive the very useful boundary conditions at an interface
between two media.

Throughout this book we make the basic approximation that the interfaces are
perfectly smooth in the parallel directions and perfectly abrupt in the perpendicular
direction. We assume that the material parameters, ε, ε̃, μ, and μ̃, are valid all the
way up to the interface so that the constitutive relations for the fields can be used
very close to the interface. This is clearly an approximation since the fields and the
material parameters are macroscopic quantities.

We will now use the result we have found for Maxwell’s macroscopic field equa-
tions in the case of charge- and current-distributions to find the boundary conditions
for the fields at boundaries between regions of different materials.

We start with the D-fields and Maxwell’s first equation, Gauss’ law, (all three
versions),

∇ · D̃ = 4πρext,

∇ · D = 4πρ f ,

∇ · E = 4πρt ,

(2.44)
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Fig. 2.2 A Gaussian
“pillbox” of volume V ,
height h and bottom-and-top
area �a placed over the
interface between regions 1
and 2

and integrate the equations over a small pillbox of volume V centered on the interface
with its two flat surfaces parallel to the interface as illustrated in Fig. 2.2

∮

S
D̃ · ndS = ←

[∫

V
∇ · D̃ = ∫

V
4πρext

]

→
= 4πqext

∮

S
D · ndS = ←

[∫

V
∇ · D = ∫

V
4πρ f

]

→
= 4πq f

∮

S
E · ndS = ←

[∫

V
∇ · E = ∫

V
4πρt

]

→
= 4πqt

(2.45)

The notation we use here means the following: we start with the main equation inside
the brackets; then in general we perform derivations and simplifications of the right
hand side in one or several steps in the right direction; the derivations of the left hand
side is performed in the left direction. In this example we only need one derivation in
each direction. The one to the right is trivial; in the one to the left we use the Gauss
(divergence) theorem.5

Let the height h be very small so that the area of the curved surface of the cylinder
is negligible compared to those of the flat surfaces. This gives for a small “pill box”

[
D̃2 · n − D̃1 · n

]
�a = 4π(ρs)ext�a,

[D2 · n − D1 · n]�a = 4π(ρs) f �a,

[E2 · n − E1 · n]�a = 4π(ρs)t�a.

(2.46)

After eliminating �a we find

[
D̃2 − D̃1

]
· n = 4π(ρs)ext,

[D2 − D1] · n = 4π(ρs) f ,

[E2 − E1] · n = 4π(ρs)t = 4πρs .

(2.47)

Thus, we find that if there is no external charge density at the interface the normal
component of D̃ is continuous across the interface. If, on the other hand, there is an

5Gauss’ divergence theorem:
∫
V ∇ · Adv = ∮S A · ndS.
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Fig. 2.3 A Stokesian
rectangle at the interface
between regions 1 and 2

external charge density at the interface there is a jump in the normal component equal
to 4π times the external surface-charge density. Similarly, if there is no free surface
charge density at the interface, which is most often the case at an interface between
two dielectrics, the normal component of D is continuous across the interface. For
metallic systems there are, with high probability, free surface charge densities at the
interface and then the jump in the normal component of the D-field is just 4π times
the free surface-charge density. Finally, if the total surface-charge density, i.e., the
contribution from external charges, conduction charges and bound charges, reduce
to zero the normal component of E is continuous across the interface. Otherwise, the
jump is equal to 4π times the total surface-charge density.

Next we turn to the B-field and Maxwell’s second equation,

∇ · B = 0. (2.48)

There are no sources in this case. We may use exactly the same derivations as for the
electric fields and find that the normal component of B is always continuous across
an interface.

Now we are done with the normal components and continue with the tangential
components. We begin with theE-field andMaxwell’s third equation, Faraday’s law.
We start with static fields,

∇ × E = 0. (2.49)

We apply the Stokes (curl) theorem6 on the Stokesian rectangle given in Fig. 2.3.

∮

Γ

E · dl =
∫

s

(∇ × E) · n0da = 0. (2.50)

The rectangle is chosen such that the interface normal n lies in the plane of the
rectangle and is parallel to the short sides. The normal to the rectangle is n0 (points
into the paper in Fig. 2.3) and Γ denotes the contour around the rectangle. We let the
length of the short sides go toward zero and their contributions to the line integral
can be neglected. We find that

6Stokes’ curl theorem:
∫
S (∇ × A) · ndS = ∮

�
A · dl.
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(E2 − E1) · (n0 × n) dl = − [(E2 − E1) × n] · n0dl = 0, (2.51)

where dl is the length of the long sides, and

(E2 − E1) × n = 0. (2.52)

The rectangle can be rotated an arbitrary angle around n and at every choice (2.52)
is fulfilled. Thus, the tangential component of the E-field is continuous.

Now, for time dependent fields there is an extra term in the thirdMaxwell equation
and ∮

Γ

E · dl =
∫

s

(∇ × E) · n0da = −1

c

∫

s

(
∂B
∂t

)
· n0da

︸ ︷︷ ︸
→0

. (2.53)

The extra term will not change the results since the area of the rectangle goes to zero
when the length of the short sides goes to zero.

Finally we treat theH-field for static fields and the derivation is completely anal-
ogous to that for the E-field but now we have a surface current density linking the
Stokesian rectangle at the interface,

(
H̃2 − H̃1

)
× n = − 4π

c Kext

(H2 − H1) × n = − 4π
c K f

(B2 − B1) × n = − 4π
c Kt .

(2.54)

The tangential component of the H̃-field is continuous across the interface only if
there is no external surface current at the interface; the tangential component of the
H-field is continuous across the interface only if there is no free surface current at the
interface; the tangential component of the B-field is continuous across the interface
only if there is no surface current at all at the interface.

Now for time dependent fields we have

∮

�

H̃ · dl = ∫
s

(
∇ × H̃

)
· n0da = 1

c

∫

s

(
∂D̃
∂t

)

· n0da
︸ ︷︷ ︸

→0
∮

�

H · dl = ∫
s

(∇ × H) · n0da = 1
c

∫

s

(
∂D
∂t

)
· n0da

︸ ︷︷ ︸
→0

∮

�

B · dl = ∫
s

(∇ × B) · n0da = 1
c

∫

s

(
∂E
∂t

)
· n0da

︸ ︷︷ ︸
→0

,

(2.55)

and the extra terms do not change the results.
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We can summarize the boundary conditions in the following way:

• Always:
Tangential component of E continuous.
Normal component of B continuous.

• In absence of free surface densities (charge and current):
Tangential component of H continuous.
Normal component of D continuous.

• In absence of external surface densities (charge and current):
Tangential component of H̃ continuous.
Normal component of D̃ continuous.

2.6 The Fresnel Equations

In this section we will study how a plane wave behaves when impinging on an
interface between two media and derive the “Fresnel Equations” with which we here
mean the equations for the amplitude reflection and transmission coefficients7; the
coefficient r is the ratio of the reflected wave’s complex electric field amplitude to
that of the incidentwave; the coefficient t is the ratio of the transmittedwave’s electric
field amplitude to that of the incident wave. We make some basic assumptions. The
interface is flat with unlimited extent (to avoid edge effects); there are no external
charge- or current-densities at the interface. We make no further restriction on the
two media than that they are isotropic and linear (the constitutive relations hold).
They may be dielectrics or metals and even magnetic. We start by looking at normal
incidence

2.6.1 Reflection and Transmission for Normal Incidence

We let the interface lie in the xy-plane. The incoming wave moves in medium 1 in
the z-direction toward the interface. There will be a reflected wave and a transmitted.
This is illustrated in Fig. 2.4. Subscript 0, 1 and 2 represent incident, reflected and
transmittedwave, respectively.We have introduced the refractive index, ñi = √ε̃i μ̃i ,
and the wave impedance, η̃i = √μ̃i/ε̃i . The tilde above the material functions and
H-fields indicate that we treat metals on the same footing as dielectrics. We need one
electric and one magnetic field to characterize the waves. We have choosen the E-

7The Fresnel Equations can also mean the equations for the power reflection and transmission
coefficients.
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Fig. 2.4 Normal incidence.An incomingwave inmedium1 ismoving perpendicular to the interface
separating medium 1 and medium 2. There is one reflected wave and one transmitted

and H̃-fields since these have the same boundary conditions, viz. that the tangential
components are continuous across the interface.

We make the ansatz

E0 = ex E0
0e

i(q1z−ωt)

E1 = −ex E0
1e

i(−q1z−ωt)

E2 = ex E0
2e

i(q2z−ωt)
(2.56)

The scalar amplitudes, E0
i , are time-independent and may be complex valued,

allowing for a phase difference between the waves.

q1 = ñ1
ω
c = √μ̃1ε̃1

ω
c ,

q2 = ñ2
ω
c = √μ̃2ε̃2

ω
c .

(2.57)

From the third ME we have H̃ = η̃−1q̂ × E and

H̃0 = ey η̃−1
1 E0

0e
i(q1z−ωt),

H̃1 = ey η̃−1
1 E0

1e
i(−q1z−ωt),

H̃2 = ey η̃−1
2 E0

2e
i(q2z−ωt).

(2.58)

The boundary conditions for tangential components give

E0
0 − E0

1 = E0
2 , (2.59)

and
H̃ 0

0 + H̃ 0
1 = H̃ 0

2 , (2.60)



2.6 The Fresnel Equations 25

or
η̃−1
1

(
E0
0 + E0

1

) = η̃−1
2 E0

2 . (2.61)

This gives

E0
1 = η̃−1

2 −η̃−1
1

η̃−1
2 +η̃−1

1
E0
0 = η̃1−η̃2

η̃1+η̃2
E0
0 ,

E0
2 = 2η̃−1

1

η̃−1
2 +η̃−1

1
E0
0 = 2η̃2

η̃1+η̃2
E0
0 ,

(2.62)

and hence
r = η̃1−η̃2

η̃1+η̃2
,

t = 2η̃2
η̃1+η̃2

.
(2.63)

In the non-magnetic case we have

r = ñ2−ñ1
ñ2+ñ1

,

t = 2ñ1
ñ2+ñ1

.
(2.64)

Now, we continue with oblique incidence.

2.6.2 Oblique Incidence

We make the ansatz
E0 = E0

0e
i(q0·r−ωt),

H̃0 = η̃−1
1 q̂0 × E0,

E1 = E0
1e

i(q1·r−ωt),

H̃1 = η̃−1
1 q̂1 × E1,

E2 = E0
2e

i(q2·r−ωt),

H̃2 = η̃−1
2 q̂2 × E2.

(2.65)

Note that we again use the H̃ fields instead of the fundamental B fields because
the boundary conditions for these fields are the same as for the E fields. Now, the
tangential components of thefields have tobe continuous across theboundary. For this
to be possible the periodicities of the field vectors have to be equal at the boundary:

q0 · ex = q1 · ex = q2 · ex . (2.66)

For symmetry reasons all three propagation vectors are coplanar, i.e. are in the
same plane, the plane of incidence (the surface normal n is also in this plane).

This means that
q0 sin θ0 = q1 sin θ1 = q2 sin θ2 = k. (2.67)
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This can also be viewed as conservation of themomentum parallel to the interface.
This conservation holds if the interface is smooth. A rough interface or an intention-
ally created periodic structure at the interface can relax this condition. Momentum
parallel to the interface can then be absorbed from, or provided to, the reflected and
refracted waves.8

Now,
q0 = q1 ⇒ θ0 = θ1, (2.68)

and
ñ1 sin θ1 = ñ2 sin θ2, Snell′s law. (2.69)

Now we have determined the propagation direction of the reflected and refracted
waves. The amplitudes of the field components are obtained from using the boundary
conditions. It is enough to use the boundary conditions for the tangential components
of the E and H̃ fields. The conditions for the normal components of the B and D̃
fields give no more information.

The boundary conditions are:

(E0 + E1) × n = E2 × n,(
H̃0 + H̃1

)
× n = H̃2 × n.

(2.70)

The last can be rewritten in terms of the electric field vectors and we have

(E0 + E1) × n = E2 × n,(
η̃−1
1 q̂0 × E0 + η̃−1

1 q̂1 × E1
)× n = (η̃−1

2 q̂2 × E2
)× n.

(2.71)

Any plane wave impinging on the interface can be written as a linear combination
of two waves, one with the electric vector polarized parallel to the plane of incidence
(p-polarized), and one with the electric vector perpendicular to the plane of incidence
(s-polarized). We may treat these components separately. We begin with s-polarized
waves.

2.6.2.1 E Perpendicular to the Plane of Incidence

The geometry is illustrated in Fig. 2.6. All E-vectors are in the negative y-direction,
i.e., pointing into the paper. This means that the first boundary condition makes:

E0
0 + E0

1 = E0
2 . (2.72)

8Note that in metallic systems and in regions with dissipation qi and sin θi may both be complex
valued but their product is real valued. The complex valued “angle” θi in that case does not have
the simple geometric meaning of the angle of reflection or angle of refraction.
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Fig. 2.5 Oblique incidence:
A plane electromagnetic
wave comes in from the left
in medium 1 toward the
interface between medium 1
and 2, the xy-plane, at the
angle of incidence, θ0. There
is a reflected wave at the
angle of reflection, θ1, and a
refracted wave at the angle
of refraction, θ2. The wave
vectors of the incident, the
reflected, and the refracted
waves are q0, q1, and q2,
respectively

The second we expand using the triple curl product9

n × (q̂0 × E0
)+ n × (q̂1 × E1

) = η̃1
η̃2
n × (q̂2 × E2

)

q̂0 (n · E0)︸ ︷︷ ︸
0

−E0
(
n · q̂0

)

︸ ︷︷ ︸
cos θ0

,

+ q̂1 (n · E1)︸ ︷︷ ︸
0

−E1
(
n · q̂1

)

︸ ︷︷ ︸
− cos θ1

= η̃1
η̃2
q̂2 (n · E2)︸ ︷︷ ︸

0

− η̃1
η̃2
E2
(
n · q̂2

)

︸ ︷︷ ︸
cos θ2

,

(2.73)

or

E0 cos θ0 − E1 cos θ1 = η̃1

η̃2
E2 cos θ2, (2.74)

or since θ1 = θ0 we have

(
E0
0 − E0

1

)
cos θ0 = η̃1

η̃2
E0
2 cos θ2. (2.75)

Combining the two relations gives

E0
1 = cos θ0−(η̃1/η̃2) cos θ2

cos θ0+(η̃1/η̃2) cos θ2
E0
0 ,

E0
2 = 2 cos θ0

cos θ0+(η̃1/η̃2) cos θ2
E0
0 .

(2.76)

Thus the Fresnel equations for the amplitude- reflection and -transmission coef-
ficients are

9The triple curl product: A × (B × C) = B (A · C) − C (A · B).
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Fig. 2.6 The same as
Fig. 2.5 but now for a specific
polarization, viz. s-polarized
waves, where the E vectors
are perpendicular to the
plane of incidence. They are
pointing into the page

r s = cos θ0−(η̃1/η̃2) cos θ2
cos θ0+(η̃1/η̃2) cos θ2

,

t s = 2 cos θ0
cos θ0+(η̃1/η̃2) cos θ2

.
(2.77)

For our purpose it is more favorable to express the coefficients in terms of the
conserved wave number, k, in the plane of the interface. We have

sin (θi ) = k/qi = ck/ (ñiω) ,

cos (θi ) ≡
√
1 − sin2 (θi ) =

√
1 − (ck/ñiω)

2 = i (ck/ñiω) γi ,

γi =
√
1 − (ñiω/ck)2,

(2.78)

and the final results are10

r s (k, ω) = μ̃2(ω)γ1(k,ω)−μ̃1(ω)γ2(k,ω)

μ̃2(ω)γ1(k,ω)+μ̃1(ω)γ2(k,ω)
,

t s (k, ω) = 2μ̃2(ω)γ1(k,ω)

μ̃2(ω)γ1(k,ω)+μ̃1(ω)γ2(k,ω)
.

(2.79)

For non-magnetic materials this simplifies into

r s (k, ω) = γ1(k,ω)−γ2(k,ω)

γ1(k,ω)+γ2(k,ω)
,

t s (k, ω) = 2γ1(k,ω)

γ1(k,ω)+γ2(k,ω)
.

(2.80)

10Here we neglect spatial dispersion [2], i.e. we neglect the q-dependence of the material response
functions ε̃ and μ̃. Taking spatial dispersion into account is possible but the formalism becomes
much more complicated [3]. Neglecting spatial dispersion has also the effect that the transverse and
longitudinal versions of the response functions are equal (neglecting spatial dispersion means that
one takes the small-q limit and in that limit the longitudinal and transverse versions are equal).
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Now we continue with p-polarized waves.

2.6.2.2 E Parallel to the Plane of Incidence

The geometry is illustrated in Fig. 2.7. Now all H̃-vectors are pointing in the y-
direction, i.e., out of the plane of the figure.

We can make use of our results from the s-polarized case. We just change the
electric fields to the electric fields divided by the wave impedance in the condition
for the E-fields:

E0
0 + E0

1 = E0
2 ⇒ 1

η̃1

(
E0
0 + E0

1

) = 1

η̃2
E0
2 , (2.81)

and in the condition for the H̃-fields we change the electric fields divided by the wave
impedance to the electric fields:

(
E0
0 − E0

1

)
cos θ0 = η̃1

η̃2
E0
2 cos θ2 ⇒ (

E0
0 − E0

1

)
cos θ0 = E0

2 cos θ2, (2.82)

from which we obtain
E0
1 = cos θ0−(η̃2/η̃1) cos θ2

cos θ0+(η̃2/η̃1) cos θ2
E0
0 ,

E0
2 = 2 cos θ0

cos θ2+(η̃1/η̃2) cos θ0
E0
0 .

(2.83)

Thus the Fresnel equations for the amplitude-reflection and -transmission coeffi-
cients are

Fig. 2.7 The same as
Fig. 2.5 but now for a specific
polarization, viz. p-polarized
waves, where the H̃ vectors
are perpendicular to the
plane of incidence. They are
pointing out of the page
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r p = cos θ0−(η̃2/η̃1) cos θ2
cos θ0+(η̃2/η̃1) cos θ2

,

t p = 2 cos θ0
cos θ2+(η̃1/η̃2) cos θ0

.
(2.84)

We proceed as for the s-polarized case and express the amplitude reflection coef-
ficient in terms of the conserved wave-number, k, in the plane of the interface. We
find

r p (k, ω) = ε̃2(ω)γ1(k,ω)−ε̃1(ω)γ2(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
,

t p (k, ω) = 2
√

ε̃1(ω)ε̃2(ω)
√

μ̃2(ω)/μ̃1(ω)γ1(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
.

(2.85)

For non-magnetic materials this simplifies into

r p (k, ω) = ε̃2(ω)γ1(k,ω)−ε̃1(ω)γ2(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
,

t p (k, ω) = 2
√

ε̃1(ω)ε̃2(ω)γ1(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
.

(2.86)

Thus we have found that for isotropic materials and in neglect of spatial dis-
persion the Fresnel equations for the amplitude-reflection and -transmission
coefficients at an interface between medium 1 and 2 are

r s (k, ω) = μ̃2(ω)γ1(k,ω)−μ̃1(ω)γ2(k,ω)

μ̃2(ω)γ1(k,ω)+μ̃1(ω)γ2(k,ω)
,

t s (k, ω) = 2μ̃2(ω)γ1(k,ω)

μ̃2(ω)γ1(k,ω)+μ̃1(ω)γ2(k,ω)
,

r p (k, ω) = ε̃2(ω)γ1(k,ω)−ε̃1(ω)γ2(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
,

t p (k, ω) = 2[ñ2(ω)/η̃1(ω)]γ1(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)
.

(2.87)

2.6.3 Anisotropic Media

In an anisotropic medium the dielectric function and refractive index have tensor
properties. If a thin film is made from a material that is isotropic in bulk form it still
tends to become anisotropic with different properties in the direction perpendicular
to its interfaces as compared to in a direction parallel to its interfaces [4]. Then the
Fresnel equations are modified. Fresnel amplitude reflection coefficients for a wave
impinging at an interface between an isotropic medium i and an anisotropic medium
j , from the i-side are [5]
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r si j = ñi cos θi−
√

ñ2xx, j−ñ2i sin
2θi

ni cos θi+
√

ñ2xx, j−ñ2i sin
2θi

,

r p
i j = ñxx, j ñzz, j cos θi−ñi

√
ñ2zz, j−ñ2i sin

2θi

ñxx, j ñzz, j cos θi+ñi
√

ñ2zz, j−ñ2i sin
2θi

,
(2.88)

where the refractive index tensor for the film is
⎛

⎝
ñxx, j 0 0
0 ñxx, j 0
0 0 ñzz, j

⎞

⎠ . (2.89)

Here ñxx, j and ñzz, j are the refractive indices ofmedium j in the planeof the interfaces
and perpendicular to the interfaces respectively. From the j-side we have

r sji = −r si j , (2.90)

r p
ji = −r p

i j . (2.91)

We have let the film be parallel to the xy-plane. We use the identities (2.78)

ñi cos θi = i
√

1−(ñiω/ck)2

(ω/ck) ,

ñi sin θi = 1
(ω/ck) ,

(2.92)

to find the alternative expressions

r si j =
√

1−(ñiω/ck)2−
√
1−(ñxx, jω/ck)

2

√
1−(ñiω/ck)2+

√
1−(ñxx, jω/ck)

2
,

r p
i j =

ñxx, j ñzz, j
√

1−(ñiω/ck)2−ε̃i

√[
1−(ñzz, jω/ck)

2
]

ñxx, j ñzz, j
√

1−(ñiω/ck)2+ε̃i

√[
1−(ñzz, jω/ck)

2
] .

(2.93)

Now, let us findoutwhat the amplitude reflection coefficientswill be at an interface
between two isotropic media where one of them now has an anisotropic coating of
the type we just discussed. For a system 1|2|3 where media 1 and 3 are isotropic and
medium 2 is anisotropic we have:

r s123 = r s12+r s23e
i2βs2

1+rs12r
s
23e

i2βs2
,

r p
123 = r p

12+r p
23e

i2β
p
2

1+r p
12r

p
23e

i2β
p
2
,

(2.94)

where

βs
2 = ω

c d
√
ñ2xx,2 − ñ21sin

2θ1 = ikd
√
1 − (ñxx,2ω/ck

)2
,

β
p
2 = ω

c d
ñxx,2
ñzz,2

√
ñ2zz,2 − ñ21sin

2θ1 = ikd ñxx,2
ñzz,2

√
1 − (ñzz,2ω/ck

)2
,

(2.95)
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and d is the thickness of medium 2.

2.7 Special Considerations for 2D Sheets

In many cases we have to deal with very thin layers or sheets. Sometimes these
can be considered to be two-dimensional (2D). They can be thin coatings on an
object or free standing thin films like graphene sheets. We have devoted this section
to systems containing sheets like this. Here, we need to modify and specify our
notation. We let the 2D sheet be parallel to the xy-plane and the three-dimensional
(3D) and 2D spatial vectors be denoted byR and r, respectively. Thus,R = (r; z) =
x x̂ + yŷ + zẑ. The corresponding vectors in Fourier space are q and k, respectively,
i.e., q = (k; qz) = kx x̂ + ky ŷ + qz ẑ. We follow rather closely an earlier published
presentation [6] of this material but have here extended it to include the effects of
magnetic permeabilities.

2.7.1 Fourier Transforms of a Special Function

The Fourier transform of the function F (R) = 1/R appears in different versions in
what follows so we compile the results in this subsection. This function is basically
theCoulombpotential between two electrons, v (R) = e2/R, butwithout the charges.

The 3D spatial Fourier transform is

F (q) =
∫

d3Re−iq·R 1

R
= 4π

q2
; (2.96)

the 2D Fourier transform performed over a plane the distance z from the xy-plane is

F (k; z) = ∫ d2re−ik·rF (r; z) = ∫ d2re−ik·r 1√
r2+z2

= 2π
k e−k|z|; (2.97)

the 2D Fourier transform performed over the xy-plane is

F (k) = ∫ d2re−ik·rF (r) = ∫ d2re−ik·r 1
r = 2π

k . (2.98)

These versions appear in expressions involving the scalar potential in Coulomb
gauge and when retardation effects are negligible. When retardation is important the
function has a temporal dependence, F (R, t) = δ (t − R/c) /R. Then the following
Fourier transforms are important: The 3D spatial and temporal Fourier transform,

F (q, ω) = ∫ d3R
∞∫

−∞
dte−i(q·R−ωt) δ(t−R/c)

R = 4π
q2

1
1−(ω/cq)2

; (2.99)
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the 2D Fourier transform performed over a plane the distance z from the xy-plane,

F (k; z, ω) = ∫ d2re−ik·rF (r; z, t) = ∫ d2r
∞∫

−∞
dte−i(k·r−ωt)

δ
(
t−√

r2+z2/c
)

√
r2+z2

= 2πe−kγ (0)(k,ω)|z|
kγ (0)(k,ω)

;
(2.100)

the 2D Fourier transform performed over the xy-plane,

F (k, ω) = ∫ d2re−ik·rF (r, t) = ∫ d2r
∞∫

−∞
dte−i(k·r−ωt) δ(t−r/c)

r

= 2π
kγ (0)(k,ω)

,

(2.101)

where in the last two equations

γ (0) (k, ω) =
√
1 − (ω/ck)2. (2.102)

One further relation is useful to have, viz.

∂F(k;z,ω)

∂z = −kγ (0) (k, ω)
|z|
z

2πe−kγ (0)(k,ω)|z|
kγ (0)(k,ω)

= −|z|
z 2πe

−kγ (0)(k,ω)|z|. (2.103)

2.7.2 Method of Images

When there is a 2D layer carrying charge- and/or current-densities next to a wall,
it is useful to be able to find the image charge- and current-densities produced in
the wall. This is what we focus on in this subsection. We start from a given time
dependent charge- and current-density in the 2D layer, calculate the potentials and
from these the E- and B-fields. We first make an ansatz for the image densities and
then determine these by using the standard boundary conditions. We use the Lorentz
gauge in which the scalar and vector potentials are given in (2.43).


(q, ω) = 4πρ(q,ω)

q2
1

1−(ω/cq)2
,

A(q, ω) = 4πJ(q,ω)

cq2
1

1−(ω/cq)2
.

(2.104)

The electric field in terms of the potentials was given in (2.28). This leads to the
following relation between the Fourier transforms

E (q, ω) = −iq
(q, ω) + iω

c
A (q, ω) . (2.105)

Thus,
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E (q, ω) = −iq
4πρ (q, ω)
[
q2 − (ω/c)2

] + iω

c2
4πJ (q, ω)
[
q2 − (ω/c)2

] . (2.106)

Now, in our system the charge- and current-densities are surface densities,

ρ (R, t) = ρs (r, t) δ (z) ,

J (R, t) = K (r, t) δ (z) ,
(2.107)

and
ρ (k; z, ω) = ρs (k, ω) δ (z) ,

J (k; z, ω) = K (k, ω) δ (z) ,
(2.108)

which means that
ρ (q, ω) = ρs (k, ω) ,

J (q, ω) = K (k, ω) .
(2.109)

Thus, we have for the electric field from surface charge- and current-densities, con-
fined to the xy-plane

E (q, ω) = −iq
4πρs (k, ω)
[
q2 − (ω/c)2

] + iω

c2
4πK (k, ω)
[
q2 − (ω/c)2

] , (2.110)

in vacuum. If the source densities are embedded in a mediumwith dielectric function
ε̃m (ω) and magnetic permeability μ̃m (ω) the electric field is

E (q, ω) = −iq
1

ε̃m

4πρs (k, ω)
[
q2 − (ñmω/c)2

] + iωμ̃m

c2
4πK (k, ω)

[
q2 − (ñmω/c)2

] . (2.111)

The magnetic induction is

B (q, ω) = iq × A (q, ω) = i
1

c
q × 4πK (k, ω)

[
q2 − (ω/c)2

] , (2.112)

in vacuum and

B (q, ω) = i
μ̃m

c
q × 4πK (k, ω)

[
q2 − (ñmω/c)2

] , (2.113)

in a medium. The electric field is expressed in terms of the charge- and current-
densities, while the magnetic induction is expressed in terms of the current density,
only. It is possible to express also the electric field in terms of the current density,
only.

Wemay use the equation of continuity to eliminate ρs (k, ω) in favor of K‖ (k, ω).
The equation of continuity reads
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∇ · J(R, t) + ∂ρ (R, t)

∂t
= 0. (2.114)

The relation for the Fourier transforms becomes

iq · J(q, ω) − iωρ (q, ω) = 0. (2.115)

In the present system with surface densities we have from (2.109)

iq · K (k, ω) = iωρs (k, ω) . (2.116)

Since K is in the plane we get

ik · K (k, ω) = iωρs (k, ω) . (2.117)

The scalar product picks out the longitudinal part of the surface current density. Thus
we have

ρs (k, ω) = (k/ω) K‖ (k, ω) . (2.118)

We use this relation to eliminate the charge density from the field relations. To be
as general as possible we from now on assume that the 2D layer is embedded in a
medium. Without losing generality, we choose the x-axis to point along k. A general
vector quantity has a component normal to the planar interfaces.We attach a subscript
n to this component. The in-plane part of the vector has a longitudinal and a transverse
part. The longitudinal is parallel and the transverse perpendicular to k. We attach the
subscripts ‖ and ⊥, respectively, to these components. The current density has no
normal component. To summarize we have

K‖ = Kx x̂; E‖ = Ex x̂; B‖ = Bx x̂;
K⊥ = Ky ŷ; E⊥ = Ey ŷ; B⊥ = By ŷ;
Kn = 0ẑ; En = Ez ẑ; Bn = Bz ẑ.

(2.119)

In the source plane the field components are

E‖ (k, ω) = −i 2π
ε̃m (ω)

(k/ω) γm (k, ω) K‖ (k, ω) ,

E⊥ (k, ω) = iωμ̃m (ω)

c2
2π

kγm (k,ω)
K⊥ (k, ω) ,

En (k, ω) = 0,
B‖ (k, ω) = 0,
B⊥ (k, ω) = 0,
Bn (k, ω) = i μ̃m (ω)

c
2πK⊥(k,ω)

γm (k,ω)
,

(2.120)

where γm (k, ω) =
√
1 − [ñm (ω) ω/ck

]2
.

In a plane parallel to the source plane (xy-plane) and at the distance z we have
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E‖ (k; z, ω) = −i 2π
ε̃m (ω)

(k/ω) γm (k, ω) e−γm (k,ω)k|z|K‖ (k, ω),

E⊥ (k; z, ω) = iωμ̃m

c2
2π

kγm (k,ω)
e−γm (k,ω)k|z|K⊥ (k, ω),

En (k; z, ω) = 2π
ε̃m (ω)

z
|z|e

−γm (k,ω)k|z|ρs (k, ω)

= 2π
ε̃m (ω)

z
|z|

k
ω
e−γm (k,ω)k|z|K‖ (k, ω),

B‖ (k; z, ω) = γm (k, ω) k z
|z|

μ̃m

c
2πK⊥(k,ω)

γm (k,ω)k e−γm (k,ω)k|z|

= z
|z|

μ̃m

c 2πK⊥ (k, ω) e−γm (k,ω)k|z|,

B⊥ (k; z, ω) = −γm (k, ω) k z
|z|

μ̃m

c
2πK‖(k,ω)

γm (k,ω)k e−γm (k,ω)k|z|

= − z
|z|

μ̃m

c 2πK‖ (k, ω) e−γm (k,ω)k|z|,

Bn (k; z, ω) = i μ̃m

c
2πK⊥(k,ω)

γm (k,ω)
e−γm (k,ω)k|z|,

(2.121)

where we have used (2.118) in the third relation.
Now, we turn to the image densities. In the spirit of image theory we assume

that the fields outside the substrate can be reproduced by the fields from the actual
source densities in the 2D layer (the distance d from the interface) plus the fields
from the mirror densities (the distance d from the interface on the opposite side ),
both sources embedded in the medium with dielectric function ε̃m (ω) and magnetic
permeability μ̃m (ω). The field inside the substrate we assume can be reproduced by
another mirror density at the position of the 2D layer embedded in the medium with
dielectric function ε̃s (ω) and magnetic permeability μ̃s (ω). The mirror densities of
the first kind is indicated by a prime and those of the second kind by a double prime.

We begin with the longitudinal current densities. The boundary condition that the
in plane electric field is continuous across the medium-substrate interface gives

γm (k, ω)

ε̃m (ω)
e−γm (k,ω)kd

[
K‖ (k, ω) + K‖′ (k, ω)

] = γs (k, ω)

ε̃s (ω)
e−γs (k,ω)kd K‖′′ (k, ω) .

(2.122)
The condition that the normal component of the displacement field D̃ = ε̃E is con-
tinuous across the interface gives

e−γm (k,ω)kd
[
K‖ (k, ω) − K‖′ (k, ω)

] = e−γs (k,ω)kd K‖′′ (k, ω) . (2.123)

Combining these two equations results in the two mirror densities

K‖′ (k, ω) = ε̃mγs−ε̃sγm
ε̃mγs+ε̃sγm

K‖ (k, ω) ,

K‖′′ (k, ω) = 2ε̃sγm
ε̃mγs+ε̃sγm

e−(γm−γs )kd K‖ (k, ω) .
(2.124)

Now, let us continue with the transverse current densities. The boundary condition
that the in plane transverse electric field is continuous across the interface gives

μ̃m (ω)

γm (k, ω)
e−γm (k,ω)kd

[
K⊥ (k, ω) + K⊥′ (k, ω)

] = μ̃s (ω)

γs (k, ω)
e−γs (k,ω)kd K⊥′′ (k, ω) .

(2.125)
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Then we use the condition that the in plane longitudinal component of the H̃-field is
continuous across the interface. Since H̃ = B/μ̃ this gives

e−γm (k,ω)kd
[
K⊥ (k, ω) − K⊥′ (k, ω)

] = e−γs (k,ω)kd K⊥′′ (k, ω) . (2.126)

These two equations result in the mirror densities

K⊥′ (k, ω) = μ̃sγm−μ̃mγs
μ̃sγm+μ̃mγs

K⊥ (k, ω) ,

K⊥′′ (k, ω) = 2μ̃mγs
μ̃sγm+μ̃mγs

e−(γm−γs )kd K⊥ (k, ω) .
(2.127)

In later sections we will need the single primed mirror densities in (2.124) and
(2.127).

2.7.2.1 Non-retarded Treatment

If we want to be general and also include magnetic effects in the non-retarded treat-
ment we cannot just put c = ∞ everywhere. Retardation effects disappear if we put
ω/cq = 0. Now, (2.111) and (2.113) become

E (q, ω) = −iq
1

ε̃m

4πρs (q, ω)

q2
[
1 − (ñmω/cq)

2
] + iμ̃m (ω/cq)

cq

4πK (q, ω)
[
1 − (ñmω/cq)

2
]

= −iq
1

ε̃m

4πρs (q, ω)

q2
, (2.128)

and

B (q, ω) = i
4πμ̃m

cq2
q × K (k, ω) , (2.129)

respectively. Note that c still remains in (2.129).
We now proceed just like in the fully retarded treatment and find the field com-

ponents in the source plane,

E‖ (k, ω) = −i 2π
ε̃m (ω)

(k/ω) K‖ (k, ω) ,

E⊥ (k, ω) = 0,
En (k, ω) = 0,
B‖ (k, ω) = 0,
B⊥ (k, ω) = 0,
Bn (k, ω) = i 2πμ̃m (ω)

c K⊥ (k, ω) ,

(2.130)

and in a plane parallel to the source plane,
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E‖ (k; z, ω) = −i
2π

ε̃m (ω)
(k/ω) e−k|z|K‖ (k, ω) ,

E⊥ (k; z, ω) = 0,

En (k; z, ω) = 2π

ε̃m (ω)

z

|z|e
−k|z|ρs (k, ω)

= 2π

ε̃m (ω)

z

|z|
k

ω
e−k|z|K‖ (k, ω) ,

B‖ (k; z, ω) = k
z

|z|
μ̃m (ω)

c

2πK⊥ (k, ω)

k
e−k|z|

= z

|z|
μ̃m (ω)

c
2πK⊥ (k, ω) e−k|z|,

B⊥ (k; z, ω) = −k
z

|z|
μ̃m (ω)

c

2πK‖ (k, ω)

k
e−k|z|

= − z

|z|
μ̃m (ω)

c
2πK‖ (k, ω) e−k|z|

= − z

|z| μ̃m (ω) (ω/ck) 2πρs (k, ω) e−k|z| = 0,

Bn (k; z, ω) = i
2πμ̃m (ω)

c
K⊥ (k, ω) e−k|z|. (2.131)

Note that we found that B⊥ vanishes in the non-retarded treatment by substituting
K‖ in favor of ρs according to (2.118), a substitution producing a factor of (ω/ck).

Now we follow the derivation in the previous section. We first use the boundary
condition that the in plane electric field is continuous across the medium-substrate
interface. This gives

1

ε̃m (ω)
e−kd

[
K‖ (k, ω) + K‖′ (k, ω)

] = 1

ε̃s (ω)
e−kd K‖′′ (k, ω) . (2.132)

Then we use the condition that the normal component of the displacement field
D̃ = ε̃E is continuous across the interface. This gives

e−kd
[
K‖ (k, ω) − K‖′ (k, ω)

] = e−kd K‖′′ (k, ω) . (2.133)

Combining these two equations results in the mirror densities

K‖′ (k, ω) = ε̃m−ε̃s
ε̃m+ε̃s

K‖ (k, ω) ,

K‖′′ (k, ω) = 2ε̃s
ε̃m+ε̃s

e−kd K‖ (k, ω) .
(2.134)

Now, we turn to the magnetic fields. We first use the boundary condition that the
in plane magnetic field is continuous across the medium-substrate interface. This
gives
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2π

c
e−kd

[
K⊥ (k, ω) − K ′⊥ (k, ω)

] = 2π

c
e−kd K ′′⊥ (k, ω) , (2.135)

or
K⊥ (k, ω) − K ′⊥ (k, ω) = K ′′⊥ (k, ω) . (2.136)

Then we use that the normal component of the magnetic induction is continuous
across the interface,

i
2πμ̃m (ω)

c
e−kd

[
K⊥ (k, ω) + K ′⊥ (k, ω)

] = i
2πμ̃s (ω)

c
K ′′⊥ (k, ω, ) e−kd

(2.137)
or

μ̃m (ω)
[
K⊥ (k, ω) + K ′⊥ (k, ω)

] = μ̃s (ω) K ′′⊥ (k, ω) . (2.138)

Combining these two equations results in the mirror densities

K⊥′ (k, ω) = μ̃s (ω)−μ̃m (ω)

μ̃s (ω)+μ̃m (ω)
K⊥ (k, ω) ,

K⊥′′ (k, ω) = 2μ̃m (ω)

μ̃s (ω)+μ̃m (ω)
K⊥ (k, ω) .

(2.139)

2.7.3 Screening Functions in a 2D System

The expression for the dielectric function, ε̃, in terms of the dynamical conductivity,
σ̃ , is different in 2D and 3D systems. The relations are

ε̃3D (q, ω) = 1 + α̃3D (q, ω) = 1 + 4π iσ̃ 3D (q, ω) /ω,

ε̃2D (k, ω) = 1 + α̃2D (k, ω) = 1 + 2π iσ̃ 2D (k, ω) k/ω,
(2.140)

where α̃ is the polarizability. The relations between the induced current densities and
the electric field are

J (q, ω) = σ̃ 3D (q, ω)E (q, ω) ,

K (k, ω) = σ̃ 2D (k, ω)E (k, ω) .
(2.141)

The tilde above the polarizabilities and conductivities indicates that both bound and
conduction carriers, if any, contribute to these functions. Sometimes it is convenient
to introduce another correlation function, χ , the polarization bubble (in the language
of Feynman diagrams), or lowest order contribution to the density-density correlation
function,

α̃3D (q, ω) = −v3D (q) χ3D (q, ω) = −4πe2χ3D (q, ω) /q2,

α̃2D (k, ω) = −v2D (k) χ2D (k, ω) = −2πe2χ2D (k, ω) /k.
(2.142)
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In different places in this book we give numerical results for systems containing
graphene or 2D electron gases. Let us first discuss the dielectric function of graphene.
We begin with an undoped graphene sheet. In a general point, z, in the complex
frequency plane, away from the real axis the density-density correlation function
is [7]

χ2D (k, z) = − g

16�

k2√
v2k2 − z2

, (2.143)

where v is the carrier velocity which is a constant in graphene (E = ±�vk), and g
represents the degeneracy parameter with the value of 4 (a factor of 2 for spin and a
factor of 2 for the cone degeneracy). In our numerical calculations here and in earlier
works [8–13] we use the value [14] 8.73723 × 105 m/s for v.

Doping the graphene sheet leads to a much more complicated dielectric function.
However it has been derived by several groups [9, 14–16].

The density-density correlation function in a general point in the complex fre-
quency plane, z, away from the real axis is [9]

χ2D (k, z) = −D0

{
1 + x2

4
√
x2−z̃2

[
π − f (x, z̃)

]}
,

f (x, z̃) = asin
(
1−z̃
x

)+ asin
(
1+z̃
x

)

− z̃−1
x

√
1 − ( z̃−1

x

)2 + z̃+1
x

√
1 − ( z̃+1

x

)2
,

(2.144)

where D0 = √gn/π�2v2 is the density of states at the Fermi level and n is the doping
concentration. We have used the following dimension-less variables: x = k/2kF ;
y = �ξ/2EF ; z̃ = �z/2EF .

The same result holds for excess of electrons and excess of holes. The results have
been derived within the so-called conical approximation where the conduction and
valence bands consist of two sets of cone-pairs; in each cone-pair (see Fig. 2.8) the
valence band is represented by a cone with its point pointing upward and the conduc-
tion band is represented by an identical cone but with its point pointing downward;
they are vertically aligned with their points coinciding, meaning zero band-gap. In
the undoped case this point is where the Fermi-level is; in the n-doped case the
Fermi-level is further up in the conduction band; in the p-doped case the Fermi-level
is further down in the valence band.

In the calculations one often uses the function at the imaginary frequency axis.
We have [9, 10] derived a very useful analytical expression valid along the imaginary
axis, an expression in terms of real valued functions of real valued variables:
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Fig. 2.8 The two cone-pairs in the interesting part of the graphene band-structure. The lower cones
with their points pointing upward are the top of the valence bands; the two upper cones are the
bottom of the conduction bands. The band gap has zero value. In pristine (undoped) graphene the
Fermi surface consists of two points in the Brillouin zone; in n-doped graphene it consists of two
rings encircling the occupied electron states; in p-doped graphene it consists of two rings encircling
the unoccupied electron states

χ2D (k, iξ)= −D0

{
1 + x2

4
√

y2+x2
[π − g (x, y)]

}
,

g(x, y) = atan [h(x, y)k (x, y)] + l (x, y) ,

h (x, y) =
2

{[
x2(y2−1)+(y2+1)

2
]2+(2yx2)

2
}1/4

√
(x2+y2−1)

2+(2y)2−(y2+1)
,

k (x, y) = sin

{
1
2 atan

[
2yx2

x2(y2−1)+(y2+1)
2

]}
,

l (x, y) =
√

−2x2(y2−1)−2(y4−6y2+1)+2(y2+1)
√
x4+2x2(y2−1)+(y2+1)

2

x2 ,

(2.145)

where the arcus tangens function is taken from the branch where 0 ≤ atan < π .
The density-density correlation function on the imaginary frequency axis has been
derived before in a compact and inexplicit form (see [17] and references therein).
Here we have chosen to express it in an explicit form in terms of real valued functions
of real valued variables.

The 2D polarizability of an electron gas in the Random Phase Approximation
(RPA) is given by [18]

α2D (Q, i�) = y
Q

{
1 − 1

Q2

[√(
Q4 − �2 − Q2

)2 + (2�Q2
)2

+(Q4 − �2 − Q2
)2]1/2

}
,

(2.146)
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where
y = me2

�2kF
; � = �ξ

4EF
; Q = k

2kF
;

kF = √
2πn2D; EF = �

2k2F
2m .

(2.147)

These analytical expressions will be used in the numerical derivations in later
chapters.

2.8 Fields from a Time-Dependent Electric or Magnetic
Dipole

For the derivation of the Casimir-Polder interaction between two polarizable atoms
we need the complete expression for the electric field from a time-varying electric
dipole. If one wants to include also magnetic effects one needs the complete expres-
sion for the magnetic fields as well and for the electric and magnetic fields from a
time-varying magnetic dipole.

It is possible to derive the complete fields [19, 20] from a linear electric dipole
in the limit d � r , where d is the linear extent of the dipole. Heald and Marion
[19] based their derivation on the so-called Hertzian-dipole model; Kort-Kamp and
Farina [20] used a multipole expansion of an arbitrary but localized charge and
current distribution, with an arbitrary time dependence, to find the fields.

The fields for an electric dipole at the origin, pointing in the z-direction, are

E (r, t) =
(
2 [p]

r3
+ 2 [ ṗ]

cr2

)
cos θer +

(
[p]

r3
+ [ ṗ]

cr2
+ [ p̈]

c2r

)
sin θeθ , (2.148)

and

B (r, t) =
(
[ ṗ]

cr2
+ [ p̈]

c2r

)
sin θeϕ. (2.149)

The square brackets means that the time argument is the retarded time, t − r/c.
The terms varying as 1/r are the radiation fields. The effects of the time dependence

of the charge and current densities are two fold; one is the time delay of the response;
the other is that time derivatives enter the expressions.

For completeness we also give the total fields from a time-dependent magnetic
dipole. These can easily be obtained using the duality in electromagnetic theory.
With our notation this means that in absence of external sources all relations are
valid even after the following replacements:
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

E → H̃, H̃ → −E
D̃ → B, B → −D̃
P → M, M → −P
p → m, m → −p
ε̃ → μ̃, μ̃ → ε̃

χe → χm, χm → χe

αat. → βat., βat. → αat..

(2.150)

The MEs and the constitutive relations are the same after the replacements. They
pairwise replace each other. These replacements may be used even in the presence
of sources if these are dipoles.

The fields from a time-varying magnetic dipole are

E (r, t) = −
(
[ṁ]

cr2
+ [m̈]

c2r

)
sin θeϕ, (2.151)

and

B (r, t) =
(
2 [m]

r3
+ 2 [ṁ]

cr2

)
cos θer +

(
[m]

r3
+ [ṁ]

cr2
+ [m̈]

c2r

)
sin θeθ . (2.152)
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Chapter 3
Complex Analysis

Abstract Complex analysis, the theory of functions of a complex variable, is one of
the most powerful mathematical instruments of applied mathematicians, engineers,
and physicists. We benefit greatly from large segments of this theory. In this chapter
we discuss those areas of complex analysis that we need in order to make the pre-
sentation as self-contained as possible. We will keep the treatment brief and will not
present any proofs of statements or theorems. Instead we demonstrate that the claim
holds for specific examples and thereby making the statement at least believable.
The interested reader is referred to Churchill (Complex variables and applications,
1960) [1] for further reading. We start by introducing basic concepts like analytic
functions, singular points, poles, residues, and contour integration. Then we con-
tinue with response functions. A fundamental property that all physical systems have
and that is needed for the interactions treated in this book to occur is that the system
responds to an external perturbation. The response of the system to various pertur-
bations are described by response functions, correlation functions. The differential
equations all show time-reversal symmetry but the response functions are all retarded
time-correlation functions which means that the response comes after the perturba-
tion; they obey the causality principle. This means that they have some characteristic
properties in the complex frequency plane. We show how this is handled starting
from the simplest of systems, the vacuum.

3.1 Analytic Functions

The Fourier transformed functions that we have discussed so far are complex valued
functions of two real valued variables, e.g., f (q, ω), where the (angular) frequencyω

is real valued. One can gain much by letting the variable be complex valued. We will
find in Sect. 3.4 that by moving up an infinitesimal distance above the real axis will
make the response functions casual. One can say that physics occurs on the real axis
or just above. However, mathematical calculations can be performed throughout the
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hole complex frequency plane where a general point is represented by the coordinate
z. The response functions are much more well-behaved on the imaginary frequency
axis than on the real frequency axis. This fact alone makes it worth trying to perform
as much of the calculation as possible along that axis. Let us now concentrate on
the time- and frequency-dependence of the functions and suppress the spatial and
q-dependence. First we need to define what we mean by analytic functions.

The complex-valued function, f (z), of the complex variable z is analytic at a
point z0 if its derivative f ′ (z)1 exists not only at z0 but at every point z in some
neighborhood of z0. It is analytic in a domain of the z plane if it is analytic in every
point in that domain.

If a function is analytic at some point in every neighborhood of a point z0 except
at the z0 itself, then z0 is called a singular point or singularity, of the function.

If there is some neighborhood of a singular point z0 throughout which f (z) is
analytic, except at the point itself, then z0 is called an isolated singular point.

Now, the function 1/z is analytic everywhere except at z = 0 where it has an
isolated singular point. The function |z|2 is nowhere analytic and has no singular
points.

Let us now discuss some elementary functions that will appear later in the for-
malism. We begin with the exponential function that is defined by

exp (z) = ex (cos y + i sin y) , (3.1)

where z = x + iy. It is analytic in the whole z plane, which makes it an entire
function. The exponential function is periodic with the period 2π i which means that
its inverse, the logarithm, has branches.

The hyperbolic sine and cosine functions are defined as

sinh z = ez − e−z

2
, (3.2)

and

cosh z = ez + e−z

2
, (3.3)

respectively. They are entire functions since an entire function of an entire function
is also entire.

The hyperbolic cotangent is defined by

coth z = ez + e−z

ez − e−z
, (3.4)

and the function has isolated singular points at z = inπ where n is an integer. At
those points the denominator vanishes.

1 f ′ (z) = lim
�z→0

f (z+�z)− f (z)
�z .
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The hyperbolic functions will appear when we calculate the interactions at finite
temperature. The last elementary function we will treat here is the logarithmic func-
tion. It will appear when we use the argument principle both at zero and finite
temperature. It is defined as

ln z = ln r + iθ, (3.5)

where we have expressed z on polar form, z = reiθ , and ln r is the ordinary logarithm
of a real variable. Unless otherwise stated we stick to the principle branch of the
function which means that the angle θ is limited to −π < θ ≤ π . The function
is analytic in the domain z �= 0, −π < θ < π and all points on the negative real
axis are singular points; there is a branch cut along the whole negative real axis.
The singular point z = 0, common to all branch cuts for the multivalued logarithm
function, is a so-called branch point.

3.2 Laurent Expansion and Residues

Theorem 3.1 Let z0 be an isolated singular point of the function f (z). There exists
a positive number r1 such that the function is analytic in every point z for which
0 < |z − z0| < r1. In that region the function may be represented by a so-called
Laurent series:

f (z) =
∞∑

n=0

an(z − z0)
n + b1

z − z0
+ b2

(z − z0)
2 + b3

(z − z0)
3 + · · · . (3.6)

The parameter b1 is called the residue of f at the isolated singular point z0.
The Laurent series consists of two parts, one with positive exponents and one with

negative. The part with negative exponents is called the principle part. Suppose that
the principle part consists of a finite number of terms. If the highest negative power
is m the singular point is called a pole of order m of the function f . A pole of order
m = 1 is called a simple pole. When the principle part of f about the point z0 has an
infinite number of terms, the point is called an essential singular point of f .

3.3 Contour Integration in the Complex Plane

Contour integration is, as we shall see, a very useful tool in many situations. We start
be stating the Cauchy-Gorsat theorem.

Theorem 3.2 If a function f is analytic at all points interior to and on a closed
contour C, then ∫

C

f (z) dz = 0. (3.7)
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Fig. 3.1 A closed contour in
the complex plane. The
arrows indicate the direction
of integration. The contour
encloses the gray region
which is the interior of the
contour. The interior is
always to the left when one
follows all parts of the
integration path

An example of a contour and its interior is shown in Fig. 3.1.According to the theorem
a contour integration around a region where the integrand is analytic produces a zero
result. What happens when the integrand is not analytic? This is what we will discuss
next and we start by demonstrating what the result is when we integrate around a
singular point.

3.3.1 Integration Around a Pole

We let the function f (z) have an isolated singular point, a pole, in z0 and place a
circular contour, Fig. 3.2, of radius r centered around z0. We express the relative
coordinate on the contour on polar form, z − z0 = r exp(iθ) and use the Laurent
expansion of f (z) as given in (3.6). Thus we have

f (z) =
∞∑

n=0

anr
n exp(inθ) +

m∑

n=1

bnr
−n exp(−inθ). (3.8)

All terms are of the type rn exp(inθ) where n is an integer, positive or negative. The
term’s contribution to the contour integration is

∫

C
rn exp(inθ)dz

=
2π∫

0
rn exp(inθ)r exp(iθ)idθ

= irn+1
2π∫

0
exp [i (n + 1) θ ]dθ

=
{
0, n �= −1
2π i, n = −1.

(3.9)

Fig. 3.2 Circular integration
path around an isolated
singular point
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Fig. 3.3 Contour consisting
of C and small circles, Ci ,
around each pole i

Only one term survives the integrations and we find that

∫

C

f (z)dz = 2π ib1 = 2π iRes (z0) . (3.10)

Let us now study Fig. 3.3 where the function f (z) is analytic in all but a few
points, denoted by ×, of the interior of contour C . We draw small circles around
each singular point. The function f (z) is analytic in the interior of the contour made
up from C and all circular contours in the figure so the contour integration around
this contour is zero,

∫

C

f (z)dz +
∫

C1

f (z)dz +
∫

C2

f (z)dz + · · · +
∫

Cn

f (z)dz = 0. (3.11)

Thus we find
∫

C
f (z)dz = ∫

−C1

f (z)dz + ∫

−C2

f (z)dz + · · · + ∫

−Cn

f (z)dz

=2π i [Res (z1) + Res (z2) + · · · + Res (zn)] ,
(3.12)

where with −Ci we mean Ci taken in the opposite direction. The integration around
Ci is done in the clockwise direction and the one around−Ci in the counterclockwise
direction. Now, we have more or less proven the next theorem, the Residue Theorem.

Theorem 3.3 Let C be a closed contour within and on which the function f is
analytic except for a finite number of singular points z1, z2, . . . , zn interior to C. If
K1, K2, . . . , Kn denote the residues of f at those points, then

∫

C

f (z)dz = 2π i (K1 + K2 + · · · + Kn) , (3.13)

where the integral is taken counterclockwise around C.

This is a very useful theorem. We end this subsection with another one, establishing
the Cauchy’s integral formula.
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Theorem 3.4 Let f be analytic everywhere within and on a closed contour C. If z0
is any point interior to C, then

f (z0) = 1

2π i

∫

C

f (z)

z − z0
dz, (3.14)

where the integral is taken at the positive sense around C.

3.3.2 Argument Principle and Its Extension

The argument principle, or rather its extension, will turn out to be very helpful in the
normal-mode formalism. We state this as a theorem here.

Theorem 3.5 Let the function f be analytic in the interior of and on a closed contour
C except for at most a finite number of poles interior to C. Furthermore, let f have
no zeros on C and at most a finite number of zeros in the interior of C. Then

1

2π i

∫

C

d

dz
ln f (z) dz = N0 − N∞, (3.15)

where N0 and N∞ is the total number of zeros and total number of poles, respectively,
of f inside C. A zero of orderm0 is countedm0 times and a pole of orderm∞ is counted
m∞ times. The contour integral is assumed to be performed in the positive sense,
i.e., counterclockwise.

The argument principle has gotten its name from that the integral produces the
change, in units of 2π radians, in the argument of the function f (z) as the point z
makes a cycle about C in the positive sense.

Let us now make this result believable. Let us choose the function f (z) =
(z − z0)

m0/(z − z∞)m∞ . This function has one zero of order m0 at z0 and one pole
of order m∞ at z∞. We assume that these points are inside C . Then we have

1
2π i

∫

C

d
dz ln f (z) dz

= 1
2π i

∫

C

d
dz [m0 ln (z − z0) − m∞ ln (z − z∞)] dz

= 1
2π i

∫

C

(
m0
z−z0

− m∞
z−z∞

)
dz = 1

2π i 2π i (m0 − m∞) ,

(3.16)

where in the last step we used the residue theorem (3.13). Everything is fine.
The generalized argument principle can be stated in the following way:

Theorem 3.6 Let the function f be analytic and have no zeros on the closed contour
C and have at most a finite number of zeros and poles inside C. Let another function
ϕ be analytic on and inside C. Then
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1

2π i

∫

C

ϕ (z)
d

dz
ln f (z) dz =

∑
ϕ (z0) −

∑
ϕ (z∞), (3.17)

where the sums on the right hand side run over the zeros and poles of f. A zero of order
m0 is counted m0 times and a pole of order m∞ is counted m∞ times. The contour
integral is assumed to be performed in the positive sense, i.e., counterclockwise.

Here we use the same function f (z) as in the previous example and find

1
2π i

∫

C
ϕ (z) d

dz ln f (z) dz

= 1
2π i

∫

C

(
m0ϕ(z)
z−z0

− m∞ϕ(z)
z−z∞

)
dz = m0ϕ (z0) − m∞ϕ (z∞) ,

(3.18)

where we in the last step used the Cauchy integral (3.14). Everything is fine.

3.4 Analytic Properties of Response Functions

In this sectionwewill discuss the analytical properties of the correlation functions that
describe the response of the system to various perturbations. From these properties
we can derive the very useful Kramers Kronig dispersion relations. We begin with
the simplest example, the response to the introduction of a charge density or current
density in vacuum. We start with the potentials in static electromagnetism, i.e. we
let the charge density be static and the current density stationary. Then we have

∇2Φ (r) = −4πρ (r)
∇2A (r) = − 4π

c J (r) .
(3.19)

The scalar potential and each component of the vector potential satisfy the same type
of differential equation. We can concentrate on one of them, the scalar potential say.
Fourier transformation gives

(iq)2Φ (q, ω) = −4πρ (q, ω) . (3.20)

Thus,

Φ (q, ω) = 4π

q2
ρ (q, ω) , (3.21)

or

Φ (q, ω) = v (q, ω) ρ (q, ω)
/
e2; v (q, ω) = 4πe2

q2
, (3.22)
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where v (q, ω) is the Fourier transform of the Coulomb potential, the potential energy
between two electrons a distance r apart. Thus, we obtain the following convolution
integral relating the potential to the charge distribution:

Φ (r, t) = 1

e2

∫ ∫
d3r ′dt ′v

(
r − r′, t − t ′

)
ρ

(
r′, t ′

)
(3.23)

The function v (r, t) is obtained from its Fourier transform, v (q, ω), above using
the inverse Fourier transform. Note that its Fourier transform is independent of ω.
This means that the function will be a delta function of time. The Coulomb potential
is instantaneous. Let us now show that this really is the case. We have

v (r, t) =
∫

d3q

(2π)3

∞∫

−∞

dω

2π
v (q, ω) ei(q·r−ωt)

=
∫

d3q

(2π)3

∞∫

−∞

dω

2π

4πe2

q2
ei(q·r−ωt)

=
∫

d3q

(2π)3
4πe2

q2
ei(q·r)

∞∫

−∞

dω

2π
ei(−ωt)

= δ (t)

∞∫

0

dq

(2π)3
2πq2

1∫

−1

dx
4πe2

q2
eiqrx

= δ (t)

∞∫

0

dq

(2π)3
2πq2 4πe

2

q2

1

iqr
eiqrx

∣∣1−1

= δ (t)
2e2

πr

∞∫

0

dq
sin (qr)

q

= δ (t)
2e2

πr

π

2
= δ (t)

e2

r
. (3.24)

Thus

Φ (r, t) = 1

e2

∫ ∫
d3r ′dt ′δ

(
t − t ′

) e2

|r − r′|ρ
(
r′, t ′

)

=
∫

d3r ′ 1

|r − r′|ρ
(
r′, t

) =
∫

d3r ′ ρ
(
r′)

|r − r′| , (3.25)

since the charge distributionwas assumed to be static. Ifwe repeat the sameprocedure
for the vector potential we get
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A (r) = 1

c

∫
d3r ′ J

(
r′)

|r − r′| . (3.26)

We now continue with the same examples but in dynamic electromagnetism. We
have to specify the gauge. We chose the Lorentz gauge (2.42). We have

∇2Φ − 1
c2

∂2Φ
∂t2 = −4πρ,

∇2A − 1
c2

∂2A
∂t2 = − 4π

c J.
(3.27)

Both potentials satisfy the same type of equation, the wave equation. We concen-
trate on the equation for the scalar potential

(iq)2Φ (q, ω) − (−iω)2

c2
Φ (q, ω) = −4πρ (q, ω) . (3.28)

Rearrangement gives

Φ (q, ω) = u (q, ω) ρ (q, ω)
/
e2; u (q, ω) = 4πe2

q2

1

1 − (
ω

/
cq

)2 . (3.29)

Before we continue let us return to the wave equation above. It is quadratic in
the time derivative, which means that it describes a system that has time inversion
symmetry.

This means that if we are not careful we will find that the potential at a certain
time will depend on the charge distribution not only at preceding times but also at
future times. This is in conflict with causality. We believe that the response always
comes after the perturbation. Note that the response function has poles at ω = ±cq,
both on the real axis. The causality is achieved by adding a positive infinitesimal
imaginary part to the frequency in the response function, u (q, ω). This is equivalent
to moving the poles down to a position at an infinitesimal distance below the real
axis (see Fig. 3.4)a,

u (q, ω) = 2πe2

q2

[
1

ω/cq+iδ+1 − 1
ω/cq+iδ−1

]

= 2πe2

q2

[
1

ω/cq+1 − 1
ω/cq−1

]

+ 2π2e2i
q2

[−δ
(
ω

/
cq + 1

) + δ
(
ω

/
cq − 1

)]
.

(3.30)

The poles of retarded correlations functions are always below the real frequency
axis in the complex frequency plane. If we do not add these imaginary parts half of
the response to a perturbation will be in the form of a retarded response and half in
the form of an advanced response.
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Now, we have

u (r, t) =
∫

d3q

(2π)3

∞∫

−∞

dω

2π
u (q, ω) ei(q·r−ωt), (3.31)

or
u (r, t) = u1 (r, t) + u2 (r, t)

= ∫ d3q
(2π)3

∞∫
−∞

dω
2π

[
u1 (q, ω) + u2 (q, ω)

]
ei(q·r−ωt),

(3.32)

where
u1 (q, ω) = 2πe2

q2

[
1

ω/cq+1 − 1
ω/cq−1

]
;

u2 (q, ω) = 2π2e2i
q2

[−δ
(
ω

/
cq + 1

) + δ
(
ω

/
cq − 1

)]
.

(3.33)

Thus,

u1 (r, t) = ∫ d3q
(2π)3

∞∫
−∞

dω
2π

2πe2

q2

[
1

ω/cq+1 − 1
ω/cq−1

]
ei(q·r−ωt)

= [ω → ωcq]

= ∫ d3q
(2π)3

∞∫
−∞

dω
2π

2πe2cq
q2

[
1

ω+1 − 1
ω−1

]
ei(q·r−cqωt)

= ce2

4π2

∞∫

0
dqq2 1

q

1∫

−1
dxeiqrx

∞∫
−∞

dω
[

1
ω+1 − 1

ω−1

]
e−icqωt

= ce2

4π2

∞∫

0
dqq2 sin(qr)

qr

∞∫
−∞

dω 1
ω
e−icqωt

[
eicqt − e−icqt

]

= ce2

2π2r

∞∫

0
dq sin (qr) 2i sin (cqt)

∞∫

0
dω 1

ω
[−2i sin (cqωt)]

= 2ce2

π2r

∞∫

0
dq

[
1
2 cos (qr − cqt) − 1

2 cos (qr + cqt)
]

π
2 sign (cqt)

= ce2

4πr sign (t)
∞∫

−∞
dq [cos (qr − cqt) − cos (qr + cqt)]

= ce2

4πr sign (t) [2πδ (r − ct) − 2πδ (r + ct)]

= ce2

2r [δ (r − ct) + δ (r + ct)]

= e2

2r [δ (t − r /c) + δ (t + r /c)] ,

(3.34)
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and

u2 (r, t) = ∫ d3q
(2π)3

∞∫
−∞

dω
2π

2π2e2i
q2

[−δ
(
ω

/
cq + 1

) + δ
(
ω

/
cq − 1

)]
ei(q·r−ωt)

= [ω → ωcq]

= ∫ d3q
(2π)3

∞∫
−∞

dω
2π

2π2e2icq
q2 [−δ (ω + 1) + δ (ω − 1)]ei(q·r−cqωt)

= i ce
2

4π

∞∫

0
dqq2 1

q

1∫

−1
dxeiqrx

[−eicqt + e−icqt
]

= ice2

4π

∞∫

0
dqq2 sin(qr)

qr [−2i sin (cqt)]

= ce2

πr

∞∫

0
dq sin (qr) sin (cqt)

= ce2

4πr

∞∫
−∞

dq [cos (qr − cqt) − cos (qr + cqt)]

= ce2

4πr [2πδ (r − ct) − 2πδ (r + ct)] =
= ce2

2r [δ (r − ct) − δ (r + ct)]

= e2

2r [δ (t − r /c) − δ (t + r /c)] .

(3.35)

Thus, we end up with

u (r, t) = u1 (r, t) + u2 (r, t)
= e2

2r [δ (t − r /c) + δ (t + r /c)] + e2

2r [δ (t − r /c) − δ (t + r /c)]
= e2

r δ (t − r /c) ,

(3.36)

and
Φ (r, t) = 1

e2
∫ ∫

d3r ′dt ′u
(
r − r′, t − t ′

)
ρ

(
r′, t ′

)

= 1
e2

∫ ∫
d3r ′dt ′ e2

|r−r′ |δ
(
t − t ′ − ∣∣r − r′∣∣/c

)
ρ

(
r′, t ′

)

= ∫ ∫
d3r ′dt ′ 1

|r−r′ |δ
(
t − t ′ − ∣∣r − r′∣∣/c

)
ρ

(
r′, t ′

)

= ∫
d3r ′ ρ(r′,t−|r−r′|/c)

|r−r′ | .

(3.37)

Treating the vector potential in the same fashion we arrive at

A (r, t) = 1

c

∫
d3r ′ J

(
r′, t − ∣∣r − r′∣∣/c

)

|r − r′| . (3.38)

If we had chosen Coulomb gauge instead of Lorentz gauge we would have
obtained

Φ (r, t) = ∫
d3r ′ ρ(r′,t)

|r−r′ | ,

A (r, t) = 1
c

∫
d3r ′ JT (r′,t−|r−r′|/c)

|r−r′ | .
(3.39)

So, in Lorentz gauge both potentials are retarded but in Coulomb gauge the scalar
potential is instantaneous. Even though the pair of potentials look quite different in
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(a) (b)

Fig. 3.4 The position of the poles for a retarded response function (a), and for an advanced function
(b)

(a) (b)

Fig. 3.5 The position of the poles for a time-ordered response function at T = 0 (a), and for a
time-ordered response function at T �= 0 (b)

the two gauges they produce exactly the same electromagnetic fields and these are
retarded.

Now we have discussed a response function of the simplest system, viz. the vac-
uum. The most important response function for the topic of this text is the dielectric
function. For a metallic system we may write

ε̃ (q, ω) = ε (q, ω) + α (q, ω) , (3.40)
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where ε (q, ω) is the contribution from the bound electrons and the polarizability,
α (q, ω), is the contribution from the conduction electrons.

For a metallic system the RPA (Random Phase Approximation) often works very
well. The result for the polarizability can be written as

α0 (q, ω) = vq
�
2

∫
d3k

(2π)3
n(k)

[
1 − n (k + q)

]

×
[

1

ω + 1
�

(
εk+q − εk

) − 1

ω − 1
�

(
εk+q − εk

)
]

, (3.41)

where the integral is the limit of a summation over the electron states characterized
by the momentum, k, and the spin. The factor of two in front of the integral comes
from the summation over spin. The electron energy in state k is denoted by εk and
n(k) is the occupation number of state k. All poles of this function are found on
the real axis. The retarded version, the one that represents the actual behavior of
the real system when it is exposed to a perturbation, is obtained by, as in Fig. 3.4a,
shifting the poles down an infinitesimal distance below the real axis. This is done
by adding an infinitesimal imaginary part to ω in both terms of the integrand. Other
versions can be usefulmathematically. Adding negative imaginary parts produces the
advanced version, as in Fig. 3.4b,which gives a response that always comes before the
perturbation. The time-ordered version is very useful in diagrammatic perturbation
theory based on Feynman diagrams. This is achieved by adding a negative imaginary
part to ω in the first term and a positive in the second, which results in the position
of the poles shown in Figs. 3.5a and 3.5b.

3.4.1 Kramers Kronig Dispersion Relations

In this section we will derive the Kramers Kronig dispersion relations. These are
very important and useful in physics. Just to give an example: assume that we in an
experiment can measure one of the imaginary or real parts of a response function
for all frequencies. Then we may with these relations find the other part for all
frequencies.

The true response functions, the retarded versions, have all poles in the lower half
of the complex frequency plane. We may use the contour shown in Fig. 3.6 and the
integrand of (3.14) where now z0 = ω0 and perform the contour integration. The
radius of the large semicircle is assumed to go to infinity and the radius of the small
semicircle to zero. The integrand is chosen such that the integration along the large
semicircle produces zero. Some of the response functions go toward unity for large
frequencies. For these we subtract unity. Thus the function f (z) then may represent,
e.g., ε̃(z) − 1, μ̃(z) − 1, ñ(z) − 1, σ(z), χe(z), χm(z), α(z), and β(z).

In the present case z0 is not inside the contour so the result of the integral is zero.
The contribution from the straight part is
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Fig. 3.6 The contour used
for the Cauchy integral to
find f (z0) when z0 is
situated on the real axis

P

∞∫

−∞
dω

f (ω)

ω − ω0
≡ lim

ε→0

⎡

⎣
ω0−ε∫

−∞
dω

f (ω)

ω − ω0
+

∞∫

ω0+ε

dω
f (ω)

ω − ω0

⎤

⎦ , (3.42)

where the P denotes the principle value. The contribution from the small semicircle is
−iπ f (ω0). The integrand has a simple pole at ω0, the center of the small semicircle,
and from (3.9) we see that an integration the angle θ around the circle in clockwise
direction gives−iθ f (ω0) and here θ = π . The contribution from the large semicircle
is zero. Thus we have

P

∞∫

−∞
dω

f (ω)

ω − ω0
− iπ f (ω0) = 0, (3.43)

and

f (ω0) = 1

iπ
P

∞∫

−∞
dω

f (ω)

ω − ω0
. (3.44)

Separation of real and imaginary parts gives

Re f (ω0) = 1
π
P

∞∫
−∞

dω Im f (ω)

ω−ω0
,

Im f (ω0) = − 1
π
P

∞∫
−∞

dωRe f (ω)

ω−ω0
.

(3.45)

We may limit the integration to the positive frequency axis by using the fact that the
real part of f (ω) is an even function and the imaginary part an odd function. The
results are

Re f (ω0) = 2
π
P

∞∫

0
dω ωIm f (ω)

ω2−(ω0)
2 ,

Im f (ω0) = − 2
π
P

∞∫

0
dωω0Re f (ω)

ω2−(ω0)
2

(3.46)
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Often one performs calculations along the imaginary axis. In the finite temperature
formalism one ends up there. Also at zero temperature it can be favorable to stay on
the imaginary axis since the response functions are more well-behaved there. To find
the value of the function at a point iξ at the imaginary axis we can use (3.14) and
let the contour be the same as in Fig. 3.6 except that now the small semicircle is not
present. The point iξ is now inside the contour. We find

f (iξ) = 1

2π i

∫

C

dz
f (z)

z − iξ

= 1

2π i

∞∫

−∞
dω

f (ω)

ω − iξ

= 1

2π i

∞∫

−∞
dω

f (ω) (ω + iξ)

ω2 + ξ 2

= 1

π i

∞∫

0

dω
ωiIm f (ω) + iξRe f (ω)

ω2 + ξ 2

= 1

π

∞∫

0

dω
ωIm f (ω) + ξRe f (ω)

ω2 + ξ 2
,

(3.47)

wherewe again havemade use of the fact that the real part of f (ω) is an even function
and the imaginary part an odd function. Both terms in this integral give the same
contribution. Let us now show that the second term gives the same result as the first.
We have

1
π

∞∫

0
dω′ ξ

(ω′)2+ξ 2 Re f
(
ω′)

= 1
π

∞∫

0
dω′ ξ

(ω′)2+ξ 2
2
π
P

∞∫

0
dω ωIm f (ω)

ω2−(ω′)2

= 1
π

2
π

∞∫

0
dωωIm f (ω) P

∞∫

0

dω′ ξ[
(ω′)2 + ξ 2

] [
ω2 − (ω′)2

]

︸ ︷︷ ︸
π

2(ω2+ξ2)

= 1
π

∞∫

0
dωωIm f (ω)

(ω2+ξ 2)
.

(3.48)

In the first line we changed dummy variables, in the second we used (3.46), and in
the third we changed the order of the two integrations. Thus we have shown that
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1

π

∞∫

0

dω
ξRe f (ω)(
ω2 + ξ 2

) = 1

π

∞∫

0

dω
ωIm f (ω)(
ω2 + ξ 2

) , (3.49)

and hence we have three different versions for the Kramers Kronig dispersion rela-
tion, generalized to the imaginary frequency axis, viz.,

f (iξ) = 1

π

∞∫

0

dω
ωIm f (ω) + ξRe f (ω)

ω2 + ξ 2
, (3.50)

f (iξ) = 2

π

∞∫

0

dω
ξRe f (ω)(
ω2 + ξ 2

) , (3.51)

and

f (iξ) = 2

π

∞∫

0

dω
ωIm f (ω)(
ω2 + ξ 2

) . (3.52)
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Chapter 4
Statistical Physics

Abstract The formalism we use throughout this book in the description of dis-
persion interactions is limited to systems in thermodynamic equilibrium. In some
situations like when we want to find the force between two objects these may be con-
sidered to be part of the boundary of the system of electromagnetic normal modes. In
other situations like when we want to derive the equation of state for a gas of atoms
both the normal modes and the atoms are part of the same system in thermal equilib-
rium. Equilibrium systems are often described by thermodynamic potentials like the
internal energy, the Helmholtz energy, and the Gibbs energy. Which of the potentials
are most favorable to use depends on the boundary conditions for the system. To
make the reader familiar with thermodynamic potentials we have included a section,
Sect. 4.1, where all common potentials are discussed and how one transforms from
one to another using Legendre transformations. Another section, Sect. 4.2, contains a
compilation of distribution functions for massive fermions and bosons, for massless
bosons and for classical particles. The last section, Sect. 4.3, contains a determination
of which potential is suitable to use when calculating the force between two objects
in a system of massless bosons in thermal equilibrium at finite temperature.

4.1 Thermodynamic Potentials and Legendre
Transformations

The thermodynamic state of a system is determined by a number of variables. How
many variables that are needed depends on the complexity of the system. Let us
as an example choose a one-component gas, i.e., a system composed of a large
number of atoms of one kind. The system is surrounded by a boundary that divides
it from its surroundings. The boundary can have different properties that affects
the behavior of the system. For an open system both energy and particles can pass
through its boundaries; in a closed system energy (heat and work) but not particles
can pass through its boundaries; in an isolated system neither particles nor energy
pass through the boundaries. For an open system of a one-component gas one needs
three variables to specify the state of the system. These span a 3D space. Each point
in this space represents one state of the system.

© Springer Nature Switzerland AG 2018
B. E. Sernelius, Fundamentals of van der Waals and Casimir Interactions,
Springer Series on Atomic, Optical, and Plasma Physics 102,
https://doi.org/10.1007/978-3-319-99831-2_4
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Just like in electrostatics it is useful to introduce potentials. In electrostatics with
a conservative electric field one introduces the scalar potential, Φ, which satisfies

∮
dΦ = 0, (4.1)

where dΦ is the exact differential. We have

dΦ = (
∂Φ
∂x

)
y,z
dx +

(
∂Φ
∂y

)
x,z
dy + (

∂Φ
∂z

)
x,y

dz

= ∇Φ · dl = −E · dl,
(4.2)

and ∮
E · dl = 0. (4.3)

For a thermodynamic system one may introduce several potentials by changing
the variables defining the coordinate system. Let us study one of them, Ψ ,

∮
dΨ = 0. (4.4)

The integrand is an exact differential,

dΨ = A (x, y, z) dx + B (x, y, z) dy + C (x, y, z) dz (4.5)

where

A (x, y, z) = (
∂Ψ
∂x

)
y,z

,

B (x, y, z) =
(

∂Ψ
∂y

)
x,z

,

C (x, y, z) = (
∂Ψ
∂z

)
x,y

.

(4.6)

For exact differentials follows that
(

∂A
∂y

)
x,z

= (
∂B
∂x

)
y,z

,(
∂A
∂z

)
x,y

= (
∂C
∂x

)
y,z

,(
∂B
∂z

)
x,y

=
(

∂C
∂y

)
x,z

.

(4.7)

Now we are ready to discuss the thermodynamic potentials for the open system
of a one-component gas. We start with the internal energy, E . The three natural
coordinates for E(S, V, N ) are the entropy, S, the volume, V , and the number of
particles, N . The exact differential is

dE = T dS − pdV + μdN , (4.8)
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where

T =
(

∂E

∂S

)
V N

; −p =
(

∂E

∂V

)
SN

; μ =
(

∂E

∂N

)
SV

. (4.9)

E is the energy that is overall conserved; it cannot be destroyed or created; it can be
transformed between different forms and it may leave or enter the system through
its boundaries. The other potentials have the dimension of energy but need not be
conserved.1 The first term, T dS, in the differential is the heat flow into the system, the
second, pdV , is the work done by the system, and the third term, μdN , is the energy
added to the system from adding particles. For a gaswith several components one just
adds a termμidNi for each additional component; for each additional component the
dimension of the system increases with one unit. (For a closed system theμdN drops
out and we would have a 2D system.) Now, T, S, p, V, μ, and N are all candidates
for variables spanning the 3D space. They come in conjugate pairs where one is
extensive and one is intensive; S, V , and N are extensive, i.e., scales with the size of
the system; T, p, and μ are intensive, i.e., independent of the system size.

We have the differential for E . Can we find the expression for E? Yes we can!
All three variables are extensive and scales with the size of the system, This means
that for any positive number α we have

αE (S, V, N ) = E (αS, αV, αN ) . (4.10)

Now take the derivative with respect to α on both sides of the equation. We find

E (S, V, N ) = S
(

∂E
∂S

)
V N

+ V
(

∂E
∂V

)
SN

+ N
(

∂E
∂N

)
SV= ST (αS, αV, αN ) − V p (αS, αV, αN ) + Nμ (αS, αV, αN )

= T (αS, αV, αN ) S − p (αS, αV, αN ) V + μ (αS, αV, αN ) N .

(4.11)

This is valid for any α. Choose α = 1. This gives

E (S, V, N ) = T (S, V, N ) S − p (S, V, N ) V + μ (S, V, N ) N , (4.12)

or more compact
E(S, V, N ) = T S − pV + μN . (4.13)

We can now find all other thermodynamic potentials by using a Legendre transfor-
mation, just like in classical or analytical mechanics. This means that we subtract
one of the terms in the expression of a potential. The effect is that the variable in that
term is replaced by its conjugate variable and we have a new potential. We start from

1Some words about the adjective “free” traditionally attached to Gibbs free energy and Helmholtz
free energy: this indicates that it is a part of the energy (internal energy), the part that can be used
to produce work with the given boundary conditions. At a 1988 IUPAC meeting, to set unified
terminologies for the international scientific community, the adjective “free” was banished. This
standard, however, has not yet been universally adopted and it can be quite useful to keep the word
free to indicate that these free energies are not energies that are overall conserved.
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the Internal Energy:

E(S, V, N ) = T S − pV + μN
dE = TdS − pdV + μdN
T = (

∂E
∂S

)
V N

; −p = (
∂E
∂V

)
SN

; μ = (
∂E
∂N

)
SV

.

(4.14)

We subtract the T S term and find
the Helmholtz (Free) Energy:

F(T, V, N ) = E − T S = −pV + μN
dF = −SdT − pdV + μdN
−S = (

∂F
∂T

)
V N

; −p = (
∂F
∂V

)
T N

; μ = (
∂F
∂N

)
T V

.

(4.15)

Next, we subtract the −pV term from the Helmholtz energy and find
the Gibbs (Free) Energy:

G(T, p, N ) = F + pV = μN
dG = −SdT + Vdp + μdN

−S = (
∂G
∂T

)
pN

; V =
(

∂G
∂p

)
T N

; μ = (
∂G
∂N

)
T p

.

(4.16)

If instead we subtract the μN term from the Helmholtz energy we find
the Thermodynamic Potential:

�(T, V, μ) = F − μN = −pV
d� = −SdT − pdV − Ndμ

−S = (
∂�
∂T

)
Vμ

; −p = (
∂�
∂V

)
Tμ

; −N =
(

∂�
∂μ

)
T V

.

(4.17)

Let us now return to the internal energy and subtract the −pV term to find
the Enthalpy:

H(S, p, N ) = E + pV = T S + μN
dH = TdS + VdP + μdN

T = (
∂H
∂S

)
pN

; V =
(

∂H
∂p

)
SN

; μ = (
∂H
∂N

)
Sp

.

(4.18)

Now we have specified the five most common thermodynamic potentials which
have been given names. There are two more that have not been given names. The
first we find by subtracting the term μN from the internal energy. The result is

one Unnamed Potential

FF(S, V, μ) = E − μN = T S − pV
dFF = TdS − pdV − Ndμ

T = (
∂FF
∂S

)
Vμ

; −p = (
∂FF
∂V

)
Sμ

; −N =
(

∂FF
∂μ

)
SV

.

(4.19)
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The last potential is obtained by subtracting the term μN from the Enthalpy. We find
another Unnamed Potential

GG(S, p, μ) = H − μN = T S
dGG = TdS + Vdp − Ndμ

T = (
∂GG
∂S

)
pμ

; V =
(

∂GG
∂p

)
Sμ

; −N =
(

∂GG
∂μ

)
Sp

.
(4.20)

We have so far generated seven state functions. The internal energy is a function
of only extensive variables. The other six are functions of a mixture of extensive and
intensive variables. To find a potential that depends on only intensive variableswe can
subtractμN from theGibbs energy, subtract−pV from the thermodynamic potential
or subtract T S from the last unnamed potential. The result is a trivial potential equal
to zero. However its exact differential is the Gibbs-Duham relation:

0 = SdT − V dp + Ndμ. (4.21)

We will make use of E and F in the calculation of the interactions at zero and
finite temperatures. Gibbs energy, G, will be used in the derivation of the ideal and
non-ideal gas laws.

4.2 Distribution Functions

Microscopic particles like the electrons are indistinguishable; we can not detect any
difference when two electrons are interchanged. Since all measurable quantities are
related to the absolute value of quantum-mechanical wave-functions there are two
types of indistinguishable particles: one type, fermions, where the wave function
changes sign when two particles are interchanged; one, bosons, where the sign does
not change. From this difference between fermions and bosons follows the difference
in how the particles are distributed over the particle states.

The distribution function for fermions, the Fermi-Dirac distribution function, is

n (εi ) = 1/
[
eβ(εi−μ) + 1

]
, (4.22)

and for bosons, the Bose-Einstein distribution function, is

n (εi ) = 1/
[
eβ(εi−μ) − 1

]
, (4.23)

where μ is the chemical potential. The value of μ is determined from the relation

N =
∑
i

n (εi ) , (4.24)
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where N is the total number of particles. The number of particles in the system is
assumed to stay constant for massive particles, i.e., particles having a rest mass.

There are other particles lacking a rest mass, like photons, phonons and the normal
modeswe are concernedwith in this book. These are so-calledmassless bosons. They
obey the distribution function for massless bosons,

n (εi ) = 1/
[
eβεi − 1

]
. (4.25)

Here, the chemical potential is zero. The number of this type of particles are not
conserved.

For classical, macroscopic, distinguishable particles the distribution is given by
the Boltzmann distribution function,

n (εi ) = nB (εi ) = 1/eβ(εi−μ). (4.26)

Even for indistinguishable atoms if the temperature is not extremely low the term
±1 in the denominators of the two distribution functions for massive particles is
negligible compared to the exponential term. Dropping this ±1 term gives for both
massive fermions and massive bosons the Boltzmann distribution function.

4.3 Internal Energy and Helmholtz Energy for System
of Mass-Less Bosons

In this section we will discuss the energies important for our formalism and show
what energy governs the interaction in the system. We start with the internal energy,
E . It can be written as

E = ∑
i

εi
[
n (εi ) + 1

2

]

= ∑
i

εi

[
1

eβεi −1 + 1
2

]
= ∑

i
εi

1
2

[
eβεi +1
eβεi −1

]
= ∑

i
εi

1
2 coth (βεi/2),

(4.27)

where i runs over the particles.
Next we derive the Helmholtz energy, F. To do that we need to introduce the

partition function, P,

P ≡ tr
(
e−βH

) = Π
i

∞∑
n=0

e
−βεi

(
n+ 1

2

)
= Π

i

e−β
1
2 εi

1 − e−βεi
= Π

i

1

2 sinh (βεi/2)
, (4.28)

where now n is an integer. The eigenvalues of the number operator are integers. The
n (εi ) in (4.27) is the expectation value of the number operator of particle i with
energy εi . The expectation value is not an integer. Now,
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F = − 1

β
lnP = − 1

β

∑
i

− ln [2 sinh (βεi/2)] =
∑
i

1

β
ln [2 sinh (βεi/2)] .

(4.29)

It can be difficult to realize which energy to use for finding the interaction in
a system[1]. Let us study two objects the distance r apart. The system is kept at
constant temperature, T . We want to calculate the interaction potential V (r), such
that the force between the objects is F (r) = −dV (r)/dr . We want to determine
what energy function V (r) is. For every r -value there will be a number of modes
with energies that depend on r . The total energy is

E (r) =
∑
i

{
n [εi (r)] + 1

2

}
εi (r) =

∑
i

[
ni (r) + 1

2

]
εi (r). (4.30)

Let us now see what happens when we change r with dr . It is enough to study one
of the modes. Thus we have

dE (r) = d {[n (r) + 1/2] ε (r)}
= [n (r) + 1/2] dε (r) + ε (r) dn(r)

dε(r)dε (r)
= d
 + dΦ.

(4.31)

The first term is due to mechanical work, which is the energy we are interested in,
and the second to heat exchange with the surroundings. At zero temperature the force
is F = −dE (r)/dr ; at finite temperature the force is F = −d
(r)/dr , where 
 is
the free energy.

What free energy is involved? Let us find out. We start by calculating the other
energy term,

Φ (r) =
ε(r)∫

ε (r) dn(ε(r))
dε(r) dε (r)

= [ε (r) n [ε (r)]]ε(r) −
ε(r)∫

n [ε (r)]dε (r) + constant

=ε (r) n [ε (r)] − 1
β
ln

(
1 − e−βε(r)

)
,

(4.32)

and


 = E − Φ

= ε (r)
{
n [ε (r)] + 1

2

}−ε (r) n [ε (r)] + 1
β
ln

(
1 − e−βε(r)

)
= 1

2ε (r) + 1
β
ln

(
1 − e−βε(r)

) = 1
β
ln

(
eβε(r)/2

) + 1
β
ln

(
1 − e−βε(r)

)
= 1

β
ln

(
eβε(r)/2 − e−βε(r)/2

) = 1
β
ln [2 sinh (βε (r) /2)]

= F.

(4.33)

Thus, from (4.29) we see that this free energy is the Helmholtz energy.
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Chapter 5
Electromagnetic Normal Modes

Abstract Normal modes appear in all physical systems. In this chapter we explain
what is meant with normal modes and what are their properties. Furthermore we
discuss the differences in classical and quantum systems. Then we move on to elec-
tromagnetic normal modes, the key subject of this book. We show in detail how they
lead to interactions in all systems, even in vacuum, and to forces between objects.
Given the modes, we demonstrate how the interactions can be derived in a system in
thermal equilibrium, at zero as well as at non-zero temperature. In a system ofmacro-
scopic objects in vacuum one finds three types of mode: bulk modes, surface modes,
and vacuum modes. The bulk modes are responsible for the stability and binding of
the objects themselves; we demonstrate that they lead to the well-known exchange
and correlation energy of metals; these energies are due to longitudinal modes but we
show that there are also a transverse counterpart although much weaker. The surface
modes give rise to surface tension for liquid objects and surface energy for solids;
they are also responsible for the van der Waals interaction between the objects. The
vacuum modes are responsible for the Casimir force.

5.1 Normal Modes and Their Properties

We are all surrounded by normal modes in our daily life; sometimes they are a
nuisance; sometimes a blessing. If you were to drive in an old car and gradually
increase the speed you could experience that when you reach a certain speed the car
starts to vibrate and make unwanted noise. Then you have excited a normal mode
in the system car. Similar annoying experience you could have from a humming
heat pump or refrigerator. On the other side of the spectrum is when you listen to
a nice piece of opera or to your favorite music instrument. Here normal modes are
also excited. Other examples are: soldiers who are in step across a bridge can hit the
right resonance frequency and make the bridge oscillate; for each step they take the
amplitude of oscillation increases and the bridgemay eventually collapse. According
to the legend of the walls of Jericho the attackers were blowing in horns andmade the
walls collapse. These examples are all from mechanical systems but normal modes
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Fig. 5.1 A mass m attached
to a spring of spring constant
k. The spring is attached to a
horizontal wall. The
coordinate x is relative the
equilibrium position when
the spring has been stretched
due to the gravitational force

appear in all types of physical system e.g. in electromagnetic systems, the topic of
this book. We keep to mechanical systems for a while and turn to mathematics.

Each physical system is governed by a system of coupled differential equations.
The normalmodes of a system are solutions to the system of homogeneous equations,
i.e., the equations in absence of external sources. The normal modes can be chosen
as bases functions. Hence any excitation of the system can be expressed as a linear
combination of these functions.

Let us give some simple illustrating examples of mechanical systems. In a simple
mechanical system the key equation is Newtons second law, i.e., F = ma. The force
equals the mass times acceleration. The first example, Fig. 5.1, is a mass,m, attached
to a spring of spring constant k. The spring is attached to a horizontal wall. The mass
is pulled downward in the gravitational field.We let the spring stretch until the spring
force equals the gravitational force. This is the equilibrium point. If we express x as
the displacement from the equilibrium point we have the equation of motion as

mẍ + kx = 0 , (5.1)

where a time derivative is indicated by a dot. A double dot means a second order
derivative with respect to time. This is just Newton’s second law where we have
moved the two quantities to the same side of the equal sign.

On Fourier transformed (C.2) form it is

(−ω2 + k/m
)
x = 0, (5.2)

with a non-trivial solution for

ω = √
k/m . (5.3)

For two masses, Fig. 5.2, and two springs we have

ω1,0 = √
k/m = ω0,

ω2,0 = √
2k/m = √

2ω0,
(5.4)

where the first frequency is the frequency with which the lower mass is oscillating
if we keep the upper in fixed position; the second frequency is the frequency with
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Fig. 5.2 Two equal masses,
m, connected by a spring of
spring constant k, attached to
an identical spring which in
turn is attached to a
horizontal wall. The
coordinates, xi , i = 1, 2, are
relative the equilibrium
positions when the springs
have been stretched due to
the gravitational force

which the upper mass is oscillating if we keep the lower in fixed position. When we
let them both loose we have the two normal modes from the coupled equations

mẍ1 + 2kx1 − kx2 = 0 ,

mẍ2 + kx2 − kx1 = 0 ,
(5.5)

where x1 and x2 are the displacements of the upper and lower mass, respectively,
from the equilibrium positions. Fourier transforming gives (C.2)

(−mω2 + 2k −k
−k −mω2 + k

)(
x1
x2

)
= 0 . (5.6)

There are non-trivial solutions if the determinant of the matrix is zero so the
condition for modes is

∣∣∣∣
−mω2 + 2k −k

−k −mω2 + k

∣∣∣∣ = 0 . (5.7)

This gives

(−mω2 + 2k
) (−mω2 + k

)− (−k)2 = 0 , (5.8)

and after rearrangement

ω4 − ω2

(
3k

m

)
+
(
k

m

)2

= 0 , (5.9)

and substitution of k/m in favor of ω2
0,

ω4 − 3ω2ω2
0 + ω4

0 = 0 . (5.10)
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Fig. 5.3 A general number of n masses along a line connected to each of their nearest neighbor
with a spring of spring constant k. The equilibrium nearest neighbor distance is a and the total
length of the system is L = na

This equation has two (positive) solutions,

ω1 = ω0

√
3−√

5
2 ,

ω2 = ω0

√
3+√

5
2 .

(5.11)

Thus the system has two normal modes. In the first mode the two masses move in
the same direction and in the second, with higher frequency, they move in opposite
directions.

Next we study a variable number of masses attached to springs as in Fig. 5.3. We
find for one mass1

ω0 = √
2k/m, (5.12)

for three masses,

ω0 ×

⎧
⎪⎪⎨

⎪⎪⎩

√
1 − 1/

√
2

1√
1 + 1/

√
2

, (5.13)

for five masses,

ω0 ×

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

√
1 − √

3/
√
2√

1 − 1/2
1√

1 + 1/2√
1 + √

3/
√
2

, (5.14)

and for seven masses,

1Note that the ω0 is different from in the previous example. Here, ω0 is the frequency of oscillation
of a mass when the neighboring masses are kept at fixed positions. All masses are attached to two
springs.
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Fig. 5.4 The dispersion curve for a chain of masses connected with springs. The equilibrium
distance between the masses is a. The results are for 3, circles, 5, squares, and 7, plusses, masses,
respectively. The insets show, for each of the three modes in the three-mass chain, how the atoms
move. What is shown is the displacements at the two turning points of the oscillations

ω0 ×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
1 −

√
2 + √

2/2√
1 − √

2/2√
1 −

√
2 − √

2/2
1√

1 +
√
2 − √

2/2√
1 + √

2/2√
1 +

√
2 + √

2/2

. (5.15)

Ifwewere to plot all thesemodes in a commonfigure as functions ofmode number,
i = 1, 2 . . . n, they would give a rather unorganized impression. If we on the other
handwere to plot them as functions of q = 2π/λ = iπ/L all points would fall on one
and the same curve, ωq = 2

√
k/m sin (qa/2). Curves like this are named dispersion

curves. In Fig. 5.4 we give the results for three masses, circles, five masses, squares,
and seven masses, plusses. In the insets are shown how, for the case of three masses,
the masses move when these modes are excited. What is shown is the displacements
at the two turning points of the oscillations. We see that in the mode with lowest
frequency all three masses move back and forth in the same direction. In the second
mode the middle mass stands still and the other two move in opposite directions. In
the mode with highest frequency the outer masses move in the same direction and the
middle one in the opposite. The displacements we discuss here are along the springs,
so the excitations are longitudinal. The system also has transverse excitations which
we do not consider here.
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In general a dispersion curve is a curve that describes the relation between the
angular frequency, ω, and a variable that characterizes the mode; in this case
the wave number, q, or wave length, λ. If the dispersion curve is a straight
line we say that it shows no dispersion; if it is curved it shows dispersion. The
light dispersion curve in vacuum is a straight line. In a medium it is curved.
The dielectric function and refractive index both increase monotonically with
frequency in between all regions of absorption. This is true for all media and
means that light of higher frequencies, shorter wavelengths, is refracted more
than light of lower frequencies. This is why light is dispersed, spread out, in
a glass prism and different colors are separated. This effect made London [1]
coin the name dispersion forces for the forces treated in this book. (This effect
is also why the sky is blue and the sunset red.)

In a classical treatment, as apposed to quantummechanical, the amplitude of oscil-
lation is a continuous variable. The energy of the system increases with amplitude. In
general one may obtain the normal modes of the system with a classical treatment.
This is very fortunate. Let us now treat the system of a single mass attached to a
spring quantum mechanically. The system can be viewed as a particle of mass m
in a potential V = kx2/2. This is a classical problem in quantum mechanics, the
Harmonic Oscillator problem.

5.1.1 The Quantum Mechanical Harmonic Oscillator

In solids the vibrational modes of the atoms are quantized because of first quantiza-
tion. These quantized vibrational modes are called phonons. An electron can scatter
and emit a phonon which later is absorbed in a scattering process involving a second
electron. This causes an indirect interaction between the electrons. This is an exam-
ple of second quantization. Phonons in solids can usually be described as harmonic
oscillators. The one-dimensional harmonic oscillator has the Hamiltonian

H = p2

2m
+ k

2
x2 . (5.16)

To solve it we introduce the dimensionless coordinate ξ :

ω2 = k
m ,

ξ = x
(
mω
�

)1/2
,

1
i

∂
∂ξ

= p(�mω)−1/2,

(5.17)

where
ω = √

k/m, (5.18)
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Fig. 5.5 The harmonic
oscillator potential and the
quantum mechanical
solutions. The wave
functions are plotted with
their energy eigenvalues as
base lines

and

H = �ω

2

(
− ∂2

∂ξ 2
+ ξ 2

)
. (5.19)

The harmonic oscillator Hamiltonian has a solution in terms of Hermite polyno-
mials. In Fig. 5.5 we have plotted the first six wave functions. The states are quantized
such that

Hϕn = �ω

(
n + 1

2

)
ϕn , (5.20)

where n is an integer.
It is customary to define two dimensionless operators as follows:

a = 1
21/2

(
ξ + ∂

∂ξ

)
= (

mω
2�

)1/2 (
x + ip

mω

)
,

a† = 1
21/2

(
ξ − ∂

∂ξ

)
= (

mω
2�

)1/2 (
x − ip

mω

)
.

(5.21)

They are Hermitian conjugates of each other. They are sometimes called raising
and lowering operators, but we shall call them creation (a†) and destruction
operators (a). The Hamiltonian may be written in terms of them as

H = �ω
2

[
aa† + a†a

]

= �ω
2

(
− ∂2

∂ξ 2 + ξ 2
)

.
(5.22)

For any function f (ξ) we have
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[
a, a†

]
f (ξ) ≡ [

aa† − a†a
]
f (ξ) = f (ξ) ,

[a, a] f (ξ) ≡ [aa − aa] f (ξ) = 0 ,[
a†, a†

]
f (ξ) ≡ [

a†a† − a†a†
]
f (ξ) = 0 ,

(5.23)

which can be written as [
a, a†

] = 1 ,

[a, a] = 0 ,[
a†, a†

] = 0 .

(5.24)

These three commutation relations, plus the Hamiltonian

H = �ω

2

[
aa† + a†a

] = �ω

2

[
aa† − a†a + 2a†a

] = �ω
[
a†a + 1/2

]
, (5.25)

completely specify theHarmonic oscillator problem in terms of operators.With these
four relationships, one can show that the eigenvalue spectrum is indeed (5.20), where
n is an integer. The eigenstates are

|n〉 = (a†)
n

(n!)1/2 |o〉 , (5.26)

where |o〉 is the state which obeys

a |o〉 = 0 , (5.27)

and where the n! is for normalization. If one operates on this state by a creation
operator, one gets

a† |n〉 = 1

(n!)1/2 (a†)n+1 |o〉 = (n + 1)1/2

[(n + 1)!]1/2 (a†)n+1 |o〉 = (n + 1)1/2 |n + 1〉 ,

(5.28)
the state with the next higher integer. Thus the only matrix element between states is

〈
n′∣∣ a† |n〉 = (n + 1)1/2δn′, n+1 . (5.29)

If we take the Hermitian conjugate of this matrix element,

〈n| a ∣∣n′〉 = (n + 1)1/2δn′, n+1 . (5.30)

and exchange dummy variables n and n′, we obtain
〈
n′∣∣ a |n〉 = (n)1/2δn′, n−1 . (5.31)

or
a |n〉 = (n)1/2 |n − 1〉 . (5.32)
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So the destruction operator lowers the quantum number. Thus operating by the
sequence

a†a |n〉 = a†(n)1/2 |n − 1〉 = (n)1/2a† |n − 1〉 = n |n〉 , (5.33)

gives an eigenvalue n, which verifies the eigenvalue (5.20). The description of the
harmonic oscillator in terms of operators is equivalent to the conventional method
of using wave functions ϕn (ξ) of position.

In the Heisenberg representation of quantum mechanics, the time development of
operators is given by

O(t) = eiHt/�Oe−iHt/�, (5.34)

so that the operator obeys the equation

�∂ O(t)

∂ t
= i [H, O(t)] . (5.35)

For the destruction operators, this becomes

∂

∂ t
a = i/� [H, a] = iω

[
a†aa − aa†a

] = iω
[
a†, a

]
a = −iω a, (5.36)

which has the simple solution
a(t) = e−iω t a . (5.37)

The reference point of time may be selected arbitrarily, so that the operators have
an arbitrary phase factor associated with them. This phase is unimportant, since it
cancels out of all final results. The Hermitian conjugate of this expression is

a†(t) = eiω t a† . (5.38)

Thus using (5.21) we can represent the time development of the position operator
as

x(t) =
(

�

2mω

)1/2 (
ae−iω t + a†eiω t

)
. (5.39)

This result for x(t) will be used often in discussing phonon problems.
In a solid there are many atoms that mutually interact. The vibrational modes

are collective motions involving many atoms. Some experience can be gained by
studying the normal modes of a one-dimensional harmonic chain:

H =
∑

i

p2i
2m

+k

2

∑

i

(xi − xi+1)
2 . (5.40)
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The quantum mechanical solution begins by defining some normal coordinates,
assuming periodic boundary conditions:

xl = 1
N 1/2

∑

q
eiqal xq , xq = 1

N 1/2

∑

l
e−iqal xl ,

pl = 1
N 1/2

∑

q
e−iqal pq , pq = 1

N 1/2

∑

l
eiqal pl .

(5.41)

This choice maintains the desired commutation relations in either real space or
wave vector space:

[xl , pm] = i�δl,m ,[
xq , pq ′

] = i�δq,q ′ .
(5.42)

The Hamiltonian becomes in wave vector space

H = 1

2m

∑

q

pq p−q+m

2

∑

q

ω2
q xq x−q , (5.43)

where

ω2
q = 4k

m
sin2

(qa
2

)
. (5.44)

The Hamiltonian has the form of a simple harmonic oscillator for each wave
vector. We define

aq = (mωq

2�

)1/2 (
xq + i

mωq
p−q

)
,

aq† = (mωq

2�

)/2 (
x−q − i

mωq
pq
)

,
(5.45)

which obey the commutation relations,
[
aq , aq ′†

] = δq,q ′ ,
[
aq , aq ′

] = 0 ,
[
aq†, aq ′†

] = 0,

(5.46)

and the Hamiltonian can be written as

H =
∑

q

�ωq
[
aq

†aq + 1/2
]
. (5.47)

These collective modes of vibration are called phonons. They are the quantized
version of the classical vibrationalmodes in the solid. These are the same commutator
relations and Hamiltonian, as in the simple harmonic oscillator. Each wave vector
behaves independently, as a harmonic oscillator, with a possible set of quantum
numbers nq = 0, 1, 2, ... The state of the system at any time is
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ϕ = ∣∣nq1, nq2, ....., nqn〉 =
∏

q

∣∣nq 〉 =
∏

q

[
a†q
]nq

(
nq !
)1/2 |o 〉, (5.48)

so that the expectation value of the Hamiltonian is

〈H〉 =
∑

q

�ωq
[〈
nq
〉+ 1/2

]
. (5.49)

In thermal equilibrium the states have an average value of nq which is given in
terms of the temperature β = 1/kBT ,

〈nq〉 ≡ Nq = 1

eβ �ωq − 1
≡ nB(ωq) . (5.50)

The system fluctuates around this average value. The position operator in wave
vector space, and real space, is

xq(t) =
(

�

2mωq

)1/2 (
aqe−iωq t + a†−qe

iωq t
)

,

xl(t) = ∑

q

(
�

2mNωq

)1/2
eiqal

(
aqe−iωq t + a†−qe

iωq t
)
.

(5.51)

In 3D the result is similar in the harmonic approximation and for one atom per
unit cell

Qq,λ(t) = i
(

�

2Mωq,λ

)1/2
ξq,λ

(
aq,λe−iωq,λ t + a†−q,λe

iωq,λ t
)

,

Qi (t) = i
∑

q,λ

(
�

2MNωq,λ

)1/2
ξq,λ

(
aq,λe−iωq,λ t + a†−q,λe

iωq,λ t
)
eiq·Ri (0) ,

(5.52)

and
H = 1

2M

∑

q,λ

(
Pq,λP−q,λ + M2ω2

q,λ Qq,λQ−q,λ

)
,

= ∑

q,λ

�ωq,λ

(
a†q,λaq,λ + 1/2

)
.

(5.53)

The polarization vector is real valued and ξ−q,λ = −ξq,λ .
To summarize:

The normal modes are massless bosons. The Hamiltonian is

H =
∑

i

(
a†i ai + 1/2

)
�ωi , (5.54)
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where a†i ai and �ωi are the number operator and energy of mode number i ,
respectively. The energy can be written as

E =
∑

i

(ni + 1/2) �ωi . (5.55)

The occupation number for mode number i , ni , can be the result of an external
stimuli or it can be due thermal excitations. If the system is in thermal equilib-
rium the expectation value of the number operator is the distribution function
for massless bosons,

ni = 1/ (exp (β�ωi ) − 1) , (5.56)

where β = 1/kBT .

5.1.2 Classical Versus Quantum Systems

We found that for a system of masses connected by springs the number of modes
were equal to the number of masses. Each mode oscillates with a specific frequency,
the mode frequency. This is true for both the classical and quantum mechanical
treatments. In the classical treatment the total energy and the amplitude of oscillation
are continuous variables. In the quantum mechanical treatment there is an energy
quanta, �ωi , for each mode i and the total energy and amplitude of oscillation are
discrete variables, see Fig. 5.5. Macroscopic systems are usually treated classically.
Quantum mechanics is a theory that is superior to classical mechanics and is also
valid for macroscopic objects. How come then that we do not see energy quanta in
a macroscopic mass-in-a-spring system? We illustrate this in Table5.1, where we
compare various quantities for a macroscopic mass of 15g in a macroscopic spring
of length 50cm and spring constant 2.94N/mwith themicroscopic system consisting
of a carbon monoxide molecule attached to a surface, see Fig. 5.6. The carbon atom
moves in a potential that is parabolic in a region around the equilibrium position.
Thus it behaves as if a spring was connecting the carbon and oxygen atoms. We see
that the energy quanta in the macroscopic system is as small as 10−14 eV which is
much too small to be observed, or resolved. In the quantum system it is 166 meV.

On the third row from the bottom of the table are shown how many quanta on
the average are excited at room temperature. In the classical system one trillion2 of
quanta are excited while in the quantum system not even a single quanta is excited.
On the last two rows of the table we show result from applying a constant force
field so strong that the spring is stretched by 10%. The relaxation energy is then
2.3 × 1016 eV and 504 meV in the classical and quantum case, respectively. The

2one trillion in the short scale corresponding to one billion in the long scale.
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Table 5.1 Comparison between amacroscopic (classical) and amicroscopic (quantummechanical)
mass-in-a-spring system. See the text for details

Quantity Classical Quantum mechanical

Spring length: l 50 cm 1.13 Å

Mass: m 15 g 2 × 10−26 kg

Spring constant: k 2.94 N/m 1264 N/m

Angular frequency: ω0 14 s−1 2.5 × 1014 s−1

Frequency: ν 2.23 Hz 4 × 1013 Hz

Energy quanta: E = �ω0 9.218 × 10−15 eV 166 meV

Number of quanta excited at
300 K

2.8 × 1012 1.6 × 10−3

Relaxation energy:
Erelax = k(�l)2/2

2.3 × 1016 eV 504meV

Number of quanta:
n0 = k(�l)2/2E

2.5 × 1030 3.0

Fig. 5.6 A schematic
illustration of a carbon
monoxide molecule
adsorbed on a solid surface.
The oxygen atom is stuck to
the surface and the carbon
atom is sticking out

number of excited quanta is in the classical case as high as one nonillion3 while it is
just three in the quantum system.

Thus the reason quantum effects are not observed in a macroscopic system is
that the energy quantum is so extremely small that there is no way to observe the
discreteness in the energy and amplitude of oscillation.

5.2 Interaction from Normal Modes

At zero temperature the interaction energy, or Casimir energy, of a system can be
expressed as the sum of the zero-point energies of all electromagnetic normal modes
of the system.4

3One nonillion in the short scale corresponding to one quintillion in the long scale.
4It is rather the shift of the zero-point energies when the interactions, one is concerned with, are
“turned on” that should appear in the equation. See Chap.3 of [2].
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E =
∑

i

1

2
�ωi . (5.57)

In a simple system with a small number of well-defined modes this summation may
be performed directly; this method is called the mode-summation method. In most
cases it is more complicated. The complications can e.g. be that the modes form
continua or that it is difficult to find the zero-point energies explicitly. An extension
of the so-called argument principle [2–4] can then be used to find the results (see
Sect. 3.3.2).

In what follows we let z denote a general point in the complex frequency plane,
ω a point along the real axis, and iξ a point along the imaginary axis, respectively.

Let us study a region in the complex frequency plane where two functions are
defined; one, ϕ(z), is analytic in the whole region and the other, f (z), has poles
and zeros inside the region. The following relation holds for a counterclockwise
integration along a contour around the region:

1

2π i

∮
dzϕ (z)

d

dz
ln f (z) =

∑
ϕ (zo) −

∑
ϕ (z∞) , (5.58)

where z0 and z∞ are the zeros and respectively, of function f (z). If we choose the
function f (z) to be the function in the defining equation for the normal modes of the
system, f (ωi ) = 0, the function ϕ (z) as �z/2, and let the contour enclose all the
zeros and poles of the function f (z) then (5.58) produces the energy in (5.57). The
second term on the right-hand side is just the subtraction of the zero-point energies
in absence of the interactions as discussed in the note below (5.57). In the original
argument principle the function ϕ(z) is replaced by unity and the right-hand side then
equals to the number of zeros minus the number of poles of the function f (z) inside
the integration path. By using this theorem we end up with integrating along a closed
contour in the complex frequency plane. In most cases it is fruitful to choose the
contour shown in Fig. 5.7. We have the freedom to multiply the function f (z) with
an arbitrary constant without changing the result on the right-hand side of (5.58). If
we choose the constant carefully we can make the contribution from the curved part
of the contour vanish and we are only left with an integration along the imaginary
frequency axis:

E = �

4π

∞∫

−∞
dξ ln f (iξ) , (5.59)

where the result was obtained from an integration by parts. At finite temperatures it
is Helmholtz’ free energy,

F =
∑

i

1

2
�ωi (r) + 1

β
ln
(
1 − e−β�ωi (r)

) =
∑

i

1

β
ln

(
2 sinh

1

2
β�ωi

)
, (5.60)
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Fig. 5.7 Integration contour
in the complex z plane suited
for zero temperature
calculations. Crosses and
circles are poles and zeros,
respectively, of the function
f (z). The radius of the circle
is let to go to infinity.
Adapted from [2]

that is of interest (see Sect. 4.3). Also here we may use the generalized argument
principle but nowwith ln [2 sinh (β�z/2)] /β instead of�z/2 forϕ(z) in the integrand
[2, 5]. There is one complication. This new function has poles of its own in the
complex frequency plane. We have to choose our contour so that it includes all poles
and zeros of the function f (z) but excludes the poles of ϕ(z). The poles of function
ϕ(z) all fall on the imaginary frequency axis. The same contour as in Fig. 5.7, is used
but nowwe let the straight part of the contour lie just to the right of, and infinitesimally
close to, the imaginary axis. We have

F = 1
2π i

−∞∫

∞
d (iξ) 1

β
ln
(
2 sinh 1

2β�iξ
)

d
d(iξ)

ln f (iξ)

= �

4π

+∞∫

−∞
dξ coth

(
1
2β�iξ

)
ln f (iξ) .

(5.61)

The coth function has poles on the imaginary z-axis and they should not be inside
the contour. The poles are at

zn = iξn = i
2πn

�β
; n = 0,±1,±2, . . . , (5.62)

and all residues are the same, equal to 2/�β. The integration is performed along the
imaginary axis and the path is deformed along small semicircles around each pole.
The integration path is illustrated in Fig. 5.8. The integration along the axis results
in zero since the integrand is odd with respect to ξ . The only surviving contributions
are the ones from the small semicircles. The result is
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Fig. 5.8 Integration contour
in the complex z plane suited
for finite temperature
calculations. Crosses and
circles are poles and zeros,
respectively, of the function
f (z). The small semi circles
are centered at the poles of
the coth function in the
integrand. The radius of the
large semi circle is let to go
to infinity. Adapted from [2]

F = �

4π i

∑

ξn

2π i

2

2

�β
ln f (iξn) = 1

2β

∑

ξn

ln f (iξn); ξn = 2πn

�β
; n = 0, ±1, ±2, . . . .

(5.63)
Since the summand is even in n we can write this as

F = 1

β

∑

ξn

′ ln f (iξn); ξn = 2πn

�β
; n = 0, 1, 2, . . . , (5.64)

where the prime on the summation sign indicates that the n = 0 term is multiplied
by a factor of one half. This factor of one half is because there is only one term
with |n| = 0 in the original summation but two for all other integers. When the
temperature goes to zero the spacing between the discrete frequencies goes to zero
and the summation may be replaced by an integration:

F = 1

β

∑

ξn

′ ln f (iξn) → �β

2π

1

β

∞∫

0

dξ ln f (iξ) = �

∞∫

0

dξ

2π
ln f (iξ) = E , (5.65)

andwe regain the contribution to the internal energy from the interactions, the change
in zero-point energy of the modes.

Sometimes the integrand is less well behaved when integrating along the imag-
inary frequency axis. Then it might be better to use a contour shown in Fig. 5.9.
One integrates along the whole real axis, just below the poles and zeros and then
back again just above the axis. This contour can be used both for zero and finite
temperature.
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Fig. 5.9 Integration contour
in the complex z plane suited
for both finite and zero
temperature calculations
when the integrand is not
well behaved along the
imaginary axis. Crosses and
circles are poles and zeros,
respectively, of the function
f (z). The integration is
performed along the whole
real axis, just below and just
above. Adapted from [2]

To summarize so far, at zero temperature the internal interaction energy is obtained
from (5.59) and at finite temperature theHelmholtz free interaction energy is obtained
from (5.64). The only input from the system is the mode condition function, f (z).
Casimir forces, pressures, surface tensions, works of adhesion and cohesion, and so
on are obtained from how these energies vary when parameters of the system are
changed.

All derivations of the mode conditions are simplified if retardation effects are
neglected. The forces obtained if this is done are van der Waals (vdW) forces. If
retardation is included in all steps the result span thewhole separation region covering
both Casimir and van der Waals forces. Since the non-retarded derivations are so
much simpler to perform, the results somuch simpler to handle and since the distances
in the system often are small enough for retardation effects to be negligible we
derive the results both without and with retardation effects included. The treatment
in this work is limited to objects of a certain class of geometrical shape. One of
the coordinates of a proper chosen coordinate system should be constant at the
interface between two media. The fully retarded treatment is based on solutions to
the Helmholtz equation while in the non-retarded treatment the Laplace equation
takes its role. There are 11 coordinate systems in which the Helmholtz equation is
separable and 13 for the Laplace equation, so there are quite a few shapes where
the treatment is applicable. One should note that the thickness of the layers are not
constant in all geometries. They are in the three specific geometries that we apply
the theory to here.

5.3 Different Mode Types

In this section we will derive the electromagnetic normal modes in three simple
geometries: in empty space, vacuum; in the bulk of a medium; at a flat interface
between twomedia. Thesemodes are calledVacuumModes,BulkModes andSurface
Modes, respectively. The normalmodes are obtained by solvingMaxwell’s equations
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in absence of external sources, i.e., solving the homogeneous equations. To find the
surface modes we also need to involve the boundary conditions at the interface.

5.3.1 Vacuum Modes

The vacuum modes were found to be responsible for the Casimir force. This force
was found by Casimir [6] to act between two ideal (totally reflecting) metal plates
in vacuum. They can also be responsible for the Dark Energy in the Universe. When
we look for the modes we have a system absent of any external sources. Thus we
start from (2.4) without external sources. Now the equations we start from are

∇ · E = 0 ,

∇ · B = 0 ,

∇ × E + 1
c

∂B
∂t = 0 ,

∇ × B − 1
c

∂E
∂t = 0 ,

(5.66)

since in vacuum D̃ ≡ E and H̃ ≡ B. It is favorable to use the Fourier transformed
(C.2) versions,

q · E = 0 ,

q · B = 0 ,

q × E − ω
c B = 0 ,

q × B + ω
c E = 0 .

(5.67)

From the first two equations we see that both fields are transverse; there is no lon-
gitudinal solution. From the third equation we find that B = (c/ω)q × E. Here we
see that B is perpendicular to both E and q. Next we substitute this expression for B
in the forth equation and find

q × (q × E)
︸ ︷︷ ︸

q (q · E)
︸ ︷︷ ︸

0

−E(q·q)=−q2E

+(ω/c)2E = 0 . (5.68)

Thus [
(ω/c)2 − q2

]
E = 0 . (5.69)

Had we instead extracted the E field from the fourth equation and made the sub-
stitution in the third equation we would have obtained the same results but with B
replacingE. There is a trivial solution to (5.69) viz. thatE is zero fromwhich follows
that also B is zero. The nontrivial solution, the normal mode, is found by letting the
factor in front of E be zero. Thus, the normal mode in vacuum has the dispersion
curve ω = cq and the fields form a transverse plane wave.
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When neglecting retardation one lets the speed of light in vacuum, c, go to infinity.
Ifwe had done that in (5.66)wehad found there are neither longitudinal nor transverse
solutions. Thus, there are no vacuum modes in the non-retarded treatment.

5.3.2 Bulk Modes

Bulk modes are modes in the interior of a macroscopic object where the effect of
its boundaries can be neglected. These modes are responsible for the stability and
binding of the object. The exchange and correlation energy of a metal, e.g., can be
obtained from how these modes change when the object is formed.

We have found that the interaction energy is just the change in the zero-point
energy of the normal modes of the system caused by the interaction. Thus if we
know the dielectric properties of the system we can determine the normal modes
and the interaction energy without involving the complicated many-body theory and
even without the use of quantum mechanics. We may get away with using the theory
of classical electromagnetic waves, the Maxwell’s equations.

If we have a continuum of excitation modes like in a free-electron system there
is a normal mode squeezed in between each nearest pair of single-particle excitation
modes, and these come infinitely close to each other. Thus it is in practice impossible
to keep track of all individual modes and how their energies change with interaction.
Then we have to rely on the extension of the argument principle. However, often
one may to a good approximation replace the continuum with one or a few discrete
modes and the simple approach can be applied.We should note that in the interacting
system there are no longer any pure single-particle excitations; in each excitation,
characterized by a change in momentum and frequency all electrons are involved;
when an electron is promoted from one state to another, all other electrons adjust to
this change. Thus all excitations are really collective and in principle not different in
this respect from the plasmon excitation. The difference is that all but the plasmon are
still bound to the original region of the single-particle continuum; only the uppermost
mode is pushed away a finite distance in energy and becomes the plasmon.We should
also remember that all objects are finite in size. This means that there are no true
continuum of single-particle excitations, all regions are discrete. When we make
calculations on a macroscopic object we let the size go to infinity and the distance
between the excitation energies goes to zero. In Fig. 5.10 we show the excitation
spectrum for a metal (Be) treated within RPA. The single-particle excitations occur
within the shaded area. To the left in the figure one may see the plasmon dispersion
curve. There are also transverse modes not shown in this figure. Just like in the
longitudinal case there is one transverse mode squeezed in between each nearest
pair of single-particle excitations. Then there is one mode above the light-dispersion
curve in vacuum.5 We have not shown this in the figure because this upper mode

5Actually these transverse modes are each a pair of modes, degenerate in isotropic systems, because
there are two independent polarization directions for transverse modes.
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Fig. 5.10 The longitudinal-excitation spectrum for Bemetal in RPA. All single-particle excitations
occur within the shaded area. The plasmon dispersion curve is pushed out from the continuum for
small momenta but merges with the continuum for larger momenta. If we follow the vertical line
to the left from small energies toward higher we move through a very dense region of modes, the
continuum. There is one longitudinal mode squeezed in between each neighboring pair of single-
particle excitations. Then there is a break followed by a single mode, the plasmon

comes much higher in energy. The light dispersion curve in vacuum is so steep that
if plotted in Fig. 5.10 it would not be separated from the vertical axis.

To illustratewhat happenswith themodeswhen the interaction turns onwe study a
simplemodel dielectric function, which gets its contributions from the four excitation
energies, 1, 2, 3 and 4 with weights 1, 2, 3 and 2, respectively

ελ (ω) = 1 − λ

[
1

ω − 1
+ 2

ω − 2
+ 3

ω − 3
+ 2

ω − 4

+ 1

−ω − 1
+ 2

−ω − 2
+ 3

−ω − 3
+ 2

−ω − 4

]
, (5.70)

where λ is the coupling constant. When λ = 1 we have full interaction and when
λ = 0 there is no interaction at all. Figure5.11 illustrates the dielectric function.
This can be viewed as modeling of the dielectric function in Fig. 5.10 along the thick
vertical line to the left in the figure. The four excitation energies are then single-
particle excitation-energies for a given wave number.

To find the modes we start fromMaxwell’s equations (2.4) in absence of external
sources

∇ · D̃ = 0 ,

∇ · B = 0 ,

∇ × E + 1
c

∂B
∂t = 0 ,

∇ × H̃ − 1
c

∂D̃
∂t = 0 .

(5.71)
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It is favorable to use the Fourier transformed (C.2) versions,

ε̃q · E = 0 ,

q · B = 0 ,

q × E − ω
c B = 0 ,

q × 1
μ̃
B + ω

c ε̃E = 0 .

(5.72)

We see that the first two equations concern longitudinal modes and the last two
transverse. The dielectric function in the first equation is consequently the longitu-
dinal version and the magnetic permeability and dielectric function in the forth are
the transverse versions. We begin with the longitudinal modes.

5.3.2.1 Longitudinal Modes

Now, the second line of (5.72) shows that there is no mode with a longitudinal B-
field. On the other hand from the first line we find that the condition for a longitudinal
E-field is

ε̃ (q, ω) = 0 . (5.73)

Thus, the mode-condition function for longitudinal modes is

f (q, ω) = ε̃ (q, ω) . (5.74)

In Fig. 5.11 we notice that in a system represented by themodel dielectric function
of (5.70) there are four modes. The three left most modes are supposed to represent
the continuum and the forth the split off plasmon mode. The normal modes are
shifted from the white to the black positions indicated in the figure by circles. The
solid curve is for λ = 1 and the dotted one is for λ = 0.01. We note that the zeros
when λ goes to zero are at the positions of the poles for λ = 1. The model dielectric
function could approximate a real function for a specific q, like along the vertical
line in Fig. 5.10. The modes are characterized by q, but we see that each q has several
modes, i.e. there are several branches of modes.

The contribution to the interaction energy (per unit volume) from longitudinal
modes is then

E = �

2

∫
d3q

(2π)3

∞∫

−∞

dξ

2π
ln ε̃ (q, iξ) . (5.75)

This energy contains the self-energy of the electrons. If we treat the electrons as
point particles this energy is infinite. We subtract this energy by making a correction
to the wave-vector integration,
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Fig. 5.11 The dielectric
function with λ equal to
unity, solid curve, and equal
to 0.01, dotted curve. The
interaction shifts the
longitudinal modes toward
higher energies, from open
circles to filled ones. The
modes are obtained from the
relation ε(ω) = 0

E = 1

2

∫
d3q

(2π)3

⎡

⎣�

∞∫

−∞

dξ

2π
ln ε̃ (q, iξ) − nvq

⎤

⎦ , (5.76)

where n is the electron density and vq = 4πe2/q2, the Fourier transform of the
Coulomb potential.

For a metal the interaction energy in (5.76) is the exchange and correlation energy
per unit volume. The exchange and correlation energy is the change in the interaction
energy when the solid is formed. So the reference system is a system where all
electrons are very far apart so that they do not affect each other. The interaction energy
in the reference system is the number of electrons times the interaction energy for a
system consisting of a single electron in vacuum.Both the longitudinal and transverse
contributions to this energy diverges if one does not introduce a cut off in the wave-
vector integration and/or the frequency integral. The longitudinal contribution is just
the energy stored in the electric field emerging from the electron. If we assume
that the electron is a true point particle this energy diverges; if we assume that the
electron has a finite radius the energy is finite; if the radius is chosen to be the
classical electron radius the energy equalsmec2, the electron rest-energy (this is how
the classical electron radius has been defined). A finite electron radius is equivalent
to a wave-vector cutoff.

5.3.2.2 Transverse Modes

From the third line of (5.72) we find B = (c/ω) q × E. Substituting for B in the
fourth line gives

q × q × E
︸ ︷︷ ︸

−q2E

+ω2

c2
ε̃μ̃E = 0 , (5.77)
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Fig. 5.12 The dielectric function with λ equal to unity, solid curve, and equal to 0.01, dotted
curve. The interaction shifts the transverse modes toward lower energies, from open circles to filled
ones. The highest mode is shifted toward higher energy. The modes are obtained from the relation
ε(ω) = (cq/ω)2. Note that we have chosen a nonrealistic cq-value. For a realistic system it would
be several orders of magnitude larger; then the shifts of the modes bound to the continuum would
be much smaller

and [
ε̃μ̃ω2 − (cq)2

]
E = 0 . (5.78)

Thus the condition for transverse modes is

[
ε̃ (q, ω) μ̃ (q, ω) ω2 − (cq)2

] = 0 . (5.79)

The dominating majority of materials are non-magnetic. For these materials
μ̃ (q, ω) ≈ 1. We will let μ̃ (q, ω) ≡ 1 in most of our examples. We still keep the
μ̃ (q, ω) in the formulas to leave open for the possibility of finding interesting mag-
netic effects.

In Fig. 5.12 the filled circles indicate the modes for λ = 1. The open circles give
the modes when the interaction goes toward zero. We see that four of these modes
appear where the mode-condition function for λ = 1 has its poles. However, now
there is a fifth open circle. It appears at ω = cq, i.e. at the light dispersion curve
in vacuum. This illustrates the fact that we have to be cautious when applying the
calculation scheme based on the generalized argument principle.

The contribution to the interaction energy (per unit volume) from transversemodes
is then

E = 2
�

2

∫
d3q

(2π)3

∞∫

−∞

dξ

2π
ln

[
μ̃T (q, iξ) ε̃T (q, iξ) ξ 2 + (cq)2

ξ 2 + (cq)2

]
, (5.80)
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where we have taken care of the fifth open circle by introducing the denominator in
the argument of the logarithm. The extra factor of two in front of the integral is from
a summation over the two independent polarization directions of transverse modes.
Note that we have added a subscript T on the material functions to indicate that they
are the transverse versions of the functions.

This result is not yet fully complete. As it stands it is divergent. We want the
interaction energy relative the reference system where all electrons are so far apart
that they do not affect each other. Let us assume that we have N electrons in the
system of a large volume 
. Thus we subtract the corresponding energy when there
is only one electron in the volume.Wemake this subtraction N times. The transverse
dielectric function for a one-electron system is6

ε̃T (iξ) = 1 + 4πe2

me


1

ξ 2
. (5.81)

The interaction energy in the one-electron system is

E = 2�

2

∫ d3q
(2π)3

∞∫

−∞
dξ
2π ln

{(
1+ 4πe2

me

1
ξ2

)
ξ 2+(cq)2

ξ 2+(cq)2

}

= 2�

2

∫ d3q
(2π)3

∞∫

−∞
dξ
2π ln

{
1 + 1




4πe2

me

ξ 2+(cq)2

}
.

(5.82)

The total energy for N such systems is

E = 2�

2

∫ d3q
(2π)3

∞∫

−∞
dξ
2π N ln

{
1 + 1




4πe2

me

ξ 2+(cq)2

}

= �
∫ d3q

(2π)3

∞∫

−∞
dξ
2π ln

{[
1 + 1




4πe2

me

ξ 2+(cq)2

]N}

= �
∫ d3q

(2π)3

∞∫

−∞
dξ
2π ln

[
1 + N




4πe2

me

ξ 2+(cq)2

]

= �
∫ d3q

(2π)3

∞∫

−∞
dξ
2π ln

[
1 + n

4πe2

me

ξ 2+(cq)2

]

= �
∫ d3q

(2π)3

∞∫

−∞
dξ
2π ln

[
1 + (ωpl)

2

ξ 2+(cq)2

]
,

(5.83)

where we have used the fact that 
 is very large and have introduced the plasma
frequency, ωpl = √

4πne2/me. We subtract this energy and obtain

6This expression resembles the Drude result for the longitudinal dielectric function of a metallic
system but it is the exact transverse dielectric function for a system with a single electron in state
k = 0.



5.3 Different Mode Types 93

E = 2�

2

∫ d3q
(2π)3

∞∫

−∞
dξ
2π ln

[
ε̃T (q,iξ)ξ 2+(cq)2

[ξ 2+(cq)2]
[
1+(ωpl)

2
/[ξ 2+(cq)2]

]

]

= �
∫ d3q

(2π)3

∞∫

−∞
dξ
2π ln

[
ε̃T (q,iξ)ξ 2+(cq)2

ξ 2+(cq)2+(ωpl)
2

]
.

(5.84)

This result is convergent. Note that it is very important to use the transverse dielectric
function. The transverse and longitudinal versions are equal for small momenta but
differ substantially for large momenta. It is the large-momentum region that makes
the original result divergent.

Thus to get a convergent result we have subtracted the transverse contribution to
the self-energy of each electron. This contribution to the self-energy is obtained as
the interaction energy when there is a single electron in vacuum. The transverse part
appears in Feynman’s [7] derivation of the Lamb shift for hydrogen. Both Feynman
and Bethe [8] subtracted the contribution from the free electron in the treatment of
the Lamb shift but in that problem the singularity does not fully go away. Still a
logarithmic singularity remains. They both used a cutoff to get finite results.

The appearance of singularities in quantum electrodynamics is quite common.
Fortunately most properties of interest involve the difference in value when the
system changes state and this difference is finite. The reason this did not work out
for the Lamb shift is that one used a non-relativistic treatment of the electron, an
approximation that broke down for high frequencies. We were more lucky here. We
too have treated the electron non-relativistically but the integrands vanish long before
we reach regions were this matters.

For a metal the transverse contribution to the correlation energy is much smaller
that that from the longitudinal modes, see Fig. 5.13. The transverse contribution is
neglected. The dominating contribution is the exchange energy,

Ex =
(

243

32π2

)1/3 1

rs
Ry ≈ 0.916

1

rs
Ry , (5.85)

where the density parameter rs = (3/4πn)1/3/a0.

5.3.3 Surface Modes

Surface modes are bound to the surface of objects or to interfaces between two
media. They are to a large extent7 responsible for surface tension at liquid surfaces
and surface energy at solid surfaces. We find them by solving MEs in the two media

7There are also other contributions to this energy. In most solids it takes energy (chemical energy) to
break up bonds when the solid is split into two pieces. There is also an energy gain from relaxation;
the distance between the outermost atomic layers may vary after the splitting and for a metal the
conduction electrons may spill out a little into the vacuum, both effects leading to a reduction in
energy.
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Fig. 5.13 The different contributions to the dispersion energy in an electron gas, in RPA. The
longitudinal exchange-energy contribution, Ex , dominates; the longitudinal correlation energy, Ec,
comes next in size (Exc = Ex + Ec); the transverse interaction energy, Etransv., is negligible. All
energies are negative and per electron. They are plotted as functions of the density parameter rs
expressed in Bohr radii

on both sides of the surface or interface and then use the standard boundary conditions
at the surface. Let us orient the coordinate system so that the surface is in the xy-
plane, the in-plane wave vector k points in the x-direction and the z-axis is along the
surface normal pointing frommedium 1 into medium 2.We let a superscript indicate
at what side of the surface a quantity is valid.

We use the version of MEs given in (5.72) together with the matching conditions
(MCs) at the interface,

D̃1
⊥ = D̃2

⊥,

B1
⊥ = B2

⊥,

E1
‖ = E2

‖,

H̃1
‖ = H̃2

‖,

(5.86)

and from the orientation of the coordinate system we have qi = (
k, 0, qi

z

)
.

It is enough to find the relations for one electric and onemagnetic field.We choose
the E- and H̃-fields and make use of the constitutive relations while we make use of
the MEs and MCs. We find

ME1 :
{
kE1

x + q1
z E

1
z = 0 ,

kE2
x + q2

z E
2
z = 0 ,

(5.87)

ME2 :
{
k H̃ 1

x + q1
z H̃

1
z = 0 ,

k H̃ 2
x + q2

z H̃
2
z = 0 ,

(5.88)
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ME3 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

q1
z E

1
y + (μ̃1ω/c) H̃ 1

x = 0 ,

q2
z E

2
y + (μ̃2ω/c) H̃ 2

x = 0 ,

q1
z E

1
x − kE1

z − (μ̃1ω/c) H̃ 1
y = 0 ,

q2
z E

2
x − kE2

z − (μ̃2ω/c) H̃ 2
y = 0 ,

kE1
y − (μ̃1ω/c) H̃ 1

z = 0 ,

kE2
y − (μ̃2ω/c) H̃ 2

z = 0 ,

(5.89)

ME4 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

q1
z H̃

1
y − (ε̃1ω/c) E1

x = 0 ,

q2
z H̃

2
y − (ε̃2ω/c) E2

x = 0 ,

q1
z H̃

1
x − k H̃ 1

z + (ε̃1ω/c) E1
y = 0 ,

q2
z H̃

2
x − k H̃ 2

z + (ε̃2ω/c) E2
y = 0 ,

k H̃ 1
y + (ε̃1ω/c) E1

z = 0 ,

k H̃ 2
y + (ε̃2ω/c) E2

z = 0 ,

(5.90)

and

MC :

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ε̃1E1
z = ε̃2E2

z ,

μ̃1 H̃ 1
z = μ̃2 H̃ 2

z ,

E1
x = E2

x ,

E1
y = E2

y ,

H̃ 1
x = H̃ 2

x ,

H̃ 1
y = H̃ 2

y .

(5.91)

We find that Ex , Ez , and H̃y couple to each other. They form TM (transverse
magnetic) modes. Furthermore, H̃x , H̃z , and Ey couple. They form TE (transverse
electric) modes. We start with the TM modes.

5.3.3.1 Transverse Magnetic Modes

We have six coupled field components. Let us systematically express all in terms of
E1
x . We find

E1
x = E1

x , (5.92a)

E1
z = − k

q1
z

E1
x , (5.92b)

H̃ 1
y =

(
q1
z

)2 + k2

q1
z μ̃1ω/c

E1
x , (5.92c)

E2
x = E1

x , (5.92d)

E2
z = − k

q2
z

E1
x , (5.92e)
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H̃ 2
y =

(
q2
z

)2 + k2

q2
z μ̃2ω/c

E1
x . (5.92f)

Equation (5.92a) is trivial; (5.92a) is obtained from the first line of (5.87); (5.92a)
from the third line of (5.89); (5.92a) from the third line of (5.91); (5.92a) from the
second line of (5.87); (5.92a) from the fourth line of (5.89).

Now, from the first line of (5.90) and the third line of (5.92a) we find
(
q1
z

)2 +
k2 = μ̃1ε̃1(ω/c)2. From the second line of (5.90) and last line of (5.92a) we find(
q2
z

)2 + k2 = μ̃2ε̃2(ω/c)2. Finally using these relations and the last line of (5.91) we
obtain q2

z ε̃1 = q1
z ε̃2.

Now, in order for the solution to be a surface mode the fields have to decay away
from the surface. Thus, we let

q1
z = ikγ1 ,

q2
z = −ikγ2 .

(5.93)

Then we have

γi =
√
1 − μ̃i ε̃i (ω/ck)2, i = 1, 2 , (5.94)

and
γ2ε̃1 = −γ1ε̃2 . (5.95)

This is the mode condition and the mode condition function is

fk (ω) = γ2 (k, ω) ε̃1 (ω) + γ1 (k, ω) ε̃2 (ω) , (5.96)

and the 2D wave vector k in the plane of the surface is the quantum number that
characterizes the mode.

5.3.3.2 Transverse Electric Modes

Now we repeat the same procedure as in Sect. 5.3.3.1 and express all six fields in
H̃ 1

x .
We find

H̃ 1
x = H̃ 1

x , (5.97a)

H̃ 1
z = − k

q1
z

H̃ 1
x , (5.97b)

E1
y = − 1

q1
z

(μ̃1ω/c) H̃ 1
x , (5.97c)

H̃ 2
x = H̃ 1

x , (5.97d)
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H̃ 2
z = − k

q2
z

H̃ 1
x , (5.97e)

E2
y = − 1

q2
z

(μ̃2ω/c) H̃ 1
x . (5.97f)

Now we use the third and forth lines of (5.90) and the second line of (5.91). We
find (

q1
z

)2 + k2 − ε̃1μ̃1(ω/c)2 = 0 ,(
q2
z

)2 + k2 − ε̃2μ̃2(ω/c)2 = 0 ,

μ̃1q2
z = μ̃2q1

z .

(5.98)

Thus using (5.93) we regain (5.94) and now

γ2μ̃1 = −γ1μ̃2 . (5.99)

This is the mode condition and the mode condition function is

fk (ω) = γ2 (k, ω) μ̃1 (ω) + γ1 (k, ω) μ̃2 (ω) , (5.100)

and the 2D wave vector k in the plane of the surface is the quantum number that
characterizes themode.We note that for a non-magnetic system there are no solution,
so we only find surface TM modes at a single interface for non-magnetic systems.
However, as we will find later on, if we have more than one interface in the system
there will be TE modes also in non-magnetic systems.

5.4 Modes for a Gap Between Two Half Spaces

Now, we study the simplest geometry with more than a single interface, viz., a
geometry with two parallel planar interfaces. This geometry can represent a slab or a
gap between two half spaces. We use brute force to find the normal modes. We solve
theMEs in the three regions definedby the interfaces anduse the boundary conditions,
in analogywith the preceding sections.Wewill find that even for this simple geometry
the derivations are quite cumbersome. For geometries with a growing number of
layers this approach quickly becomes too cumbersome. Then the approach described
in Chap.7 comes very handy. We treat the most general case where the materials in
the three regions defined by the interfaces are all different. The geometry is specified
in Fig. 5.14.

We make the following ansatz for the fields in the three regions:

E =
⎧
⎨

⎩

(
EBRekγ2z + EBLe−kγ2(z+d)

)
ei(kx−ωt) ; −d ≤ z ≤ 0

ERe−kγ3zei(kx−ωt) ; z ≥ 0
ELe+kγ1(z+d)zei(kx−ωt) ; z ≤ −d

(5.101)
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Fig. 5.14 Two half spaces
separated by a gap of width d

and

H̃ =

⎧
⎪⎨

⎪⎩

(
H̃BRekγ2z + H̃BLe−kγ2(z+d)

)
ei(kx−ωt) ; −d ≤ z ≤ 0

H̃Re−kγ1zei(kx−ωt) ; z ≥ 0
H̃Le+kγ3(z+d)zei(kx−ωt) ; z ≤ −d

(5.102)

for a mode moving in the x-direction.
We insert these relations into theMaxwell’s equations (5.72) and use thematching

conditions at the interfaces:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D̃BR
⊥ + D̃BL

⊥ e−kγ2d = D̃R
⊥

D̃BL
⊥ + D̃BR

⊥ e−kγ2d = D̃L
⊥

BBR
⊥ + BBL

⊥ e−kγ2d = BR
⊥

BBL
⊥ + BBR

⊥ e−kγ2d = BL
⊥

EBR
‖ + EBL

‖ e−kγ2d = ER
‖

EBL
‖ + EBR

‖ e−kγ2d = EL
‖

H̃BR
‖ + H̃BL

‖ e−kγ2d = H̃R
‖

H̃BL
‖ + H̃BR

‖ e−kγ2d = H̃L
‖ .

(5.103)

From the first ME we get

ME1 :

⎧
⎪⎪⎨

⎪⎪⎩

EBL
x (ik) − EBL

z (kγ2) = 0
EBR
x (ik) + EBR

z (kγ2) = 0
ER
x (ik) + ER

z (−kγ3) = 0
EL
x (ik) + EL

z (kγ1) = 0,

(5.104)
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from the second

ME2 :

⎧
⎪⎪⎨

⎪⎪⎩

H̃ BL
x (ik) − H̃ BL

z (kγ2) = 0
H̃ BR

x (ik) + H̃ BR
z (kγ2) = 0

H̃ R
x (ik) + H̃ R

z (−kγ3) = 0
H̃ L

x (ik) + H̃ L
z (kγ1) = 0,

(5.105)

from the third

ME3 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−EBR
y (kγ2) = iμ̃2ω

c H̃ BR
x

−EBL
y (−kγ2) = iμ̃2ω

c H̃ BL
x

−ER
y (−kγ3) = iμ̃3ω

c H̃ R
x

−EL
y (kγ1) = iμ̃1ω

c H̃ L
x

E BR
x (kγ2) − EBR

z (ik) = iμ̃2ω

c H̃ BR
y

E BL
x (−kγ2) − EBL

z (ik) = iμ̃2ω

c H̃ BL
y

E R
x (−kγ3) − ER

z (ik) = iμ̃3ω

c H̃ R
y

EL
x (kγ1) − EL

z (ik) = iμ̃1ω

c H̃ L
y

E BR
y (ik) = iμ̃2ω

c H̃ BR
z

E BL
y (ik) = iμ̃2ω

c H̃ BL
z

E R
y (ik) = iμ̃3ω

c H̃ R
z

E L
y (ik) = iμ̃1ω

c H̃ L
z ,

(5.106)

and from the forth

ME4 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−H̃ BR
y (kγ2) = − iω

c ε̃2EBR
x

−H̃ BL
y (−kγ2) = − iω

c ε̃2EBL
x

−H̃ R
y (−kγ3) = − iω

c ε̃3ER
x

−H̃ L
y (kγ1) = − iω

c ε̃1EL
x

H̃ BR
x (kγ2) − H̃ BR

z (ik) = − iω
c ε̃2EBR

y

H̃ BL
x (−kγ2) − H̃ bL

z (ik) = − iω
c ε̃2EBL

y

H̃ R
x (−kγ3) − H̃ R

z (ik) = − iω
c ε̃3ER

y

H̃ L
x (kγ1) − H̃ L

z (ik) = − iω
c ε̃1EL

y

H̃ BR
y (ik) = − iω

c ε̃2EBR
z

H̃ BL
y (ik) = − iω

c ε̃2EBL
z

H̃ R
y (ik) = − iω

c ε̃3ER
z

H̃ L
y (ik) = − iω

c ε̃1EL
z .

(5.107)



100 5 Electromagnetic Normal Modes

From the matching conditions at the interfaces we find

MC :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε̃2
(
EBR
z + e−kγ2d E BL

z

) = ε̃3ER
z

ε̃2
(
EBL
z + e−kγ2d E BR

z

) = ε̃1EL
z(

EBR
x + e−kγ2d E BL

x

) = ER
x(

EBL
x + e−kγ2d E BR

x

) = EL
x(

EBR
y + e−kγ2d E BL

y

) = ER
y(

EBL
y + e−kγ2d E BR

y

) = EL
y

μ̃2

(
H̃ BR

z + e−kγ2d H̃ BL
z

)
= μ̃3 H̃ R

z

μ̃2

(
H̃ BL

z + e−kγ2d H̃ BR
z

)
= μ̃1 H̃ L

z
(
H̃ BR

x + e−kγ2d H̃ BL
x

)
= H̃ R

x
(
H̃ BL

x + e−kγ2d H̃ BR
x

)
= H̃ L

x
(
H̃ BR

y + e−kγ2d H̃ BL
y

)
= H̃ R

y
(
H̃ BL

y + e−kγ2d H̃ BR
y

)
= H̃ L

y .

(5.108)

As before the equations couple into two sets of equation. The so-called TMmodes
are obtained from the equations that couple Ex , Ez , and H̃y to each other. The
equations that couple the three other vectors have the so-calledTEmodes as solutions.
These last modes do not survive in the non-retarded treatment if the materials are
non-magnetic; thus they do not contribute to the van der Waals interaction; they are
important for the Casimir force, though; they are of a different type not exponential
in region 1 but oscillating standing wave type. We need to address them both.

5.4.1 Transverse Magnetic Modes

We start with the equations leading to TM modes. We have

ME1 :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

EBL
x (ik) − EBL

z (kγ2) = 0

EBR
x (ik) + EBR

z (kγ2) = 0

ER
x (ik) + ER

z (−kγ3) = 0

EL
x (ik) + EL

z (kγ1) = 0

(5.109)
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ME3 :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

EBR
x (kγ2) − EBR

z (ik) = (iμ̃2ω/c) H̃ BR
y

E BL
x (−kγ2) − EBL

z (ik) = (iμ̃2ω/c) H̃ BL
y

E R
x (−kγ3) − ER

z (ik) = (iμ̃3ω/c) H̃ R
y

EL
x (kγ1) − EL

z (ik) = (iμ̃1ω/c) H̃ L
y

(5.110)

ME4 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−H̃ BR
y (kγ2) = − (iω/c) ε̃2EBR

x

−H̃ BL
y (−kγ2) = − (iω/c) ε̃2EBL

x

−H̃ R
y (−kγ3) = − (iω/c) ε̃3ER

x

−H̃ L
y (kγ1) = − (iω/c) ε̃1EL

x

H̃ BR
y (ik) = − (iω/c) ε̃2EBR

z

H̃ BL
y (ik) = − (iω/c) ε̃2EBL

z

H̃ R
y (ik) = − (iω/c) ε̃3ER

z

H̃ L
y (ik) = − (iω/c) ε̃1EL

z .

(5.111)

MC :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε̃2
(
EBR
z + e−kγ2d E BL

z

) = ε̃3ER
z

ε̃2
(
EBL
z + e−kγ2d E BR

z

) = ε̃1EL
z(

EBR
x + e−kγ2d E BL

x

) = ER
x(

EBL
x + e−kγ2d E BR

x

) = EL
x(

H̃ BR
y + e−kγ2d H̃ BL

y

)
= H̃ R

y
(
H̃ BL

y + e−kγ2d H̃ BR
y

)
= H̃ L

y

(5.112)

Thus we have 22 equations involving 12 field components. We start by expressing
all components in the four Ez components. This we can easily do by using the four
ME1 equations and the last four of the ME4 equations. We find

EBL
x = (kγ2/ik) EBL

z

E BR
x = − (kγ2/ik) EBR

z

E R
x = (kγ3/ik) ER

z

EL
x = − (kγ1/ik) EL

z

H̃ BR
y = − (ω/ck) ε̃2EBR

z

H̃ BL
y = − (ω/ck) ε̃2EBL

z

H̃ R
y = − (ω/ck) ε̃3ER

z

H̃ L
y = − (ω/ck) ε̃1EL

z

(5.113)

Next we make these replacements in the remaining 14 equations and find
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[
(γ2)

2 − 1 + μ̃2ε̃2(ω/ck)2
]
EBR
z = 0

[
(γ2)

2 − 1 + μ̃2ε̃2(ω/ck)2
]
EBL
z = 0

[
(γ3)

2 − 1 + μ̃3ε̃3(ω/ck)2
]
ER
z = 0

[
(γ1)

2 − 1 + μ̃1ε̃1(ω/ck)2
]
EL
z = 0

[0] EBR
z = 0

[0] EBL
z = 0

[0] ER
z = 0

[0] EL
z = 0

EBR
z + e−kγ2d E BL

z = (ε̃3/ε̃2) ER
z

E BL
z + e−kγ2d E BR

z = (ε̃1/ε̃2) EL
z

−EBR
z + e−kγ2d E BL

z = (γ3/γ2) ER
z

−EBL
z + e−kγ2d E BR

z = (γ1/γ2) EL
z

E BR
z + e−kγ2d E BL

z = (ε̃3/ε̃2) ER
z

E BL
z + e−kγ2d E BR

z = (ε̃1/ε̃2) EL
z

(5.114)

Some of the equations are redundant and some of the trivial form 0 = 0. We are
left with

(γ1)
2 = 1 − μ̃1ε̃1(ω/ck)2

(γ2)
2 = 1 − μ̃2ε̃2(ω/ck)2

(γ3)
2 = 1 − μ̃3ε̃3(ω/ck)2

EBR
z + e−kγ2d E BL

z = (ε̃3/ε̃2) ER
z

E BL
z + e−kγ2d E BR

z = (ε̃1/ε̃2) EL
z

−EBR
z + e−kγ2d E BL

z = (γ3/γ2) ER
z

−EBL
z + e−kγ2d E BR

z = (γ1/γ2) EL
z

(5.115)

Thefirst three equations give the functional formof theγi , i = 1, 2, 3.The remain-
ing four equations give the condition for modes. We write them on matrix form

⎛

⎜⎜
⎝

0 − (ε̃3/ε̃2) e−kγ2d 1
− (ε̃1/ε̃2) 0 1 e−kγ2d

0 − (γ3/γ2) e−kγ2d −1
− (γ1/γ2) 0 −1 e−kγ2d

⎞

⎟⎟
⎠ ·

⎛

⎜⎜
⎝

EL
z

E R
z

E BL
z

E BR
z

⎞

⎟⎟
⎠ = 0 (5.116)

The non-trivial solution to this matrix equation is found when the determinant of
the four-by-four matrix is zero. We find

[
ε̃1/ε̃2 + γ1/γ2

] [
ε̃3/ε̃2 + γ3/γ2

]− e−2kγ2d
[
ε̃1/ε̃2 − γ1/γ2

] [
ε̃3/ε̃2 − γ3/γ2

] = 0,
(5.117)

and the mode condition function is

fk (ω, d) = [
ε̃1/ε̃2 + γ1/γ2

] [
ε̃3/ε̃2 + γ3/γ2

]− e−2kγ2d
[
ε̃1/ε̃2 − γ1/γ2

] [
ε̃3/ε̃2 − γ3/γ2

]
.

(5.118)
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The contribution from TM modes to the interaction energy between the two half
spaces is

ETM (d) = �

2

∞∫

−∞

dξ

2π

∫
d2k

(2π)2
ln f̃k (iξ, d) , (5.119)

where

f̃k (ω, d) = fk (ω, d)

fk (ω,∞)
= 1 − e−2kγ2d

[
ε̃1γ2 − ε̃2γ1

]

[
ε̃1γ2 + ε̃2γ1

]

[
ε̃3γ2 − ε̃2γ3

]

[
ε̃3γ2 + ε̃2γ3

] = 1 − e−2kγ2dr p21r
p
23.

(5.120)

5.4.2 Transverse Electric Modes

Now, we continue with the TE modes. The equations involving H̃x , H̃z , and Ey are

ME2 :

⎧
⎪⎪⎨

⎪⎪⎩

H̃ BL
x (ik) − H̃ BL

z (kγ2) = 0
H̃ BR

x (ik) + H̃ BR
z (kγ2) = 0

H̃ R
x (ik) + H̃ R

z (−kγ3) = 0
H̃ L

x (ik) + H̃ L
z (kγ1) = 0,

(5.121)

ME3 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−EBR
y (kγ2) = (iμ̃2ω/c) H̃ BR

x

−EBL
y (−kγ2) = (iμ̃2ω/c) H̃ BL

x

−ER
y (−kγ3) = (iμ̃3ω/c) H̃ R

x

−EL
y (kγ1) = (iμ̃1ω/c) H̃ L

x

E BR
y (ik) = (iμ̃2ω/c) H̃ BR

z

E BL
y (ik) = (iμ̃2ω/c) H̃ BL

z

E R
y (ik) = (iμ̃3ω/c) H̃ R

z

EL
y (ik) = (iμ̃1ω/c) H̃ L

z

(5.122)

ME4 :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

H̃ BR
x (kγ2) − H̃ BR

z (ik) = − (iω/c) ε̃2EBR
y

H̃ BL
x (−kγ2) − H̃ bL

z (ik) = − (iω/c) ε̃2EBL
y

H̃ R
x (−kγ3) − H̃ R

z (ik) = − (iω/c) ε̃3ER
y

H̃ L
x (kγ1) − H̃ L

z (ik) = − (iω/c) ε̃1EL
y

(5.123)
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M.C. :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
EBR
y + e−kγ2d E BL

y

) = ER
y(

EBL
y + e−kγ2d E BR

y

) = EL
y

μ̃2

(
H̃ BR

z + e−kγ2d H̃ BL
z

)
= μ̃3 H̃ R

z

μ̃2

(
H̃ BL

z + e−kγ2d H̃ BR
z

)
= μ̃1 H̃ L

z(
H̃ BR

x + e−kγ2d H̃ BL
x

)
= H̃ R

x(
H̃ BL

x + e−kγ2d H̃ BR
x

)
= H̃ L

x

(5.124)

Thus like in derivation of the TM modes we have 22 equations involving 12 field
components. We start by expressing all components in the four H̃z components. This
we can easily do by using the four ME2 equations and the last four of the ME3
equations. We find

H̃ BL
x = − (iγ2) H̃ BL

z

H̃ BR
x = (iγ2) H̃ BR

z

H̃ R
x = − (iγ3) H̃ R

z

H̃ L
x = (iγ1) H̃ L

z

E BR
y = (μ̃2ω/ck) H̃ BR

z

E BL
y = (μ̃2ω/ck) H̃ BL

z

E R
y = (μ̃3ω/ck) H̃ R

z

EL
y = (μ̃1ω/ck) H̃ L

z

(5.125)

Next we make these replacements in the remaining 14 equations and find

(0) H̃ BR
z = 0

(0) H̃ BL
z = 0

(0) H̃ R
z = 0

(0) H̃ L
z = 0[

(γ2)
2 − 1 + μ̃2ε̃2(ω/ck)2

]
H̃ BR

z = 0
[
(γ2)

2 − 1 + μ̃2ε̃2(ω/ck)2
]
H̃ BL

z = 0
[
(γ3)

2 − 1 + μ̃3ε̃3(ω/ck)2
]
H̃ R

z = 0
[
(γ1)

2 − 1 + μ̃1ε̃1(ω/ck)2
]
H̃ L

z = 0

H̃ BR
z + e−kγ2d H̃ BL

z = (μ̃3/μ̃2) H̃ R
z

H̃ BL
z + e−kγ2d H̃ BR

z = (μ̃1/μ̃2) H̃ L
z

H̃ BR
z + e−kγ2d H̃ BL

z = (μ̃3/μ̃2) H̃ R
z

H̃ BL
z + e−kγ2d H̃ BR

z = (μ̃1/μ̃2) H̃ L
z

H̃ BR
z − e−kγ2d H̃ BL

z = − (γ3/γ2) H̃ R
z

−H̃ BL
z + e−kγ2d H̃ BR

z = (γ1/γ2) H̃ L
z

(5.126)
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Some of the equations are redundant and some of the trivial form 0 = 0. We are
left with

(γ1)
2 = 1 − μ̃1ε̃1(ω/ck)2

(γ2)
2 = 1 − μ̃2ε̃2(ω/ck)2

(γ3)
2 = 1 − μ̃3ε̃3(ω/ck)2

H̃ BR
z + e−kγ2d H̃ BL

z − (μ̃3/μ̃2) H̃ R
z = 0

H̃ BL
z + e−kγ2d H̃ BR

z − (μ̃1/μ̃2) H̃ L
z = 0

−H̃ BR
z + e−kγ2d H̃ BL

z − (γ3/γ2) H̃ R
z = 0

−H̃ BL
z + e−kγ2d H̃ BR

z − (γ1/γ2) H̃ L
z = 0

(5.127)

Thefirst three equations give the functional formof theγi , i = 1, 2, 3.The remain-
ing four equations give the condition for modes. We write them on matrix form

⎛

⎜⎜⎜
⎝

0 − (μ̃3/μ̃2) e−kγ2d 1
− (μ̃1/μ̃2) 0 1 e−kγ2d

0 − (γ3/γ2) e−kγ2d −1

− (γ1/γ2) 0 −1 e−kγ2d

⎞

⎟⎟⎟
⎠

·

⎛

⎜⎜
⎝

H̃ L
z

H̃ R
z

H̃ BL
z

H̃ BR
z

⎞

⎟⎟
⎠ = 0 (5.128)

The non-trivial solution to this matrix equation is found when the determinant of
the four-by-four matrix is zero. We find

[
μ̃1/μ̃2 + γ1/γ2

] [
μ̃3/μ̃2 + γ3/γ2

]− e−2kγ2d
[
μ̃1/μ̃2 − γ1/γ2

] [
μ̃3/μ̃2 − γ3/γ2

] = 0,
(5.129)

and the mode condition function is

fk (ω, d) = [
μ̃1/μ̃2 + γ1/γ2

] [
μ̃3/μ̃2 + γ3/γ2

]

−e−2kγ2d
[
μ̃1/μ̃2 − γ1/γ2

] [
μ̃3/μ̃2 − γ3/γ2

]
.

(5.130)

The contribution from TE modes to the interaction energy between the two half
spaces is

ETE (d) = �

2

∞∫

−∞

dξ

2π

∫
d2k

(2π)2
ln f̃k (iξ, d) , (5.131)

where

f̃k (ω, d) = fk(ω,d)

fk(ω,∞)
= 1 − e−2γ2d

[
μ̃1γ2−μ̃2γ1
μ̃1γ2+μ̃2γ1

] [
μ̃3γ2−μ̃2γ3
μ̃3γ2+μ̃2γ3

]

= 1 − e−2γ2dr s21r
s
23.

(5.132)
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5.4.3 Modes in Non-retarded Treatment

When we neglect retardation effects the mode condition functions become simpler
and more easy to handle. The TM mode changes into another type of mode, with
mode condition function

f̃ Ek (ω) = 1 − e−2kd

[
ε̃1 (ω) − ε̃2 (ω)

]

[
ε̃1 (ω) + ε̃2 (ω)

]

[
ε̃3 (ω) − ε̃2 (ω)

]

[
ε̃3 (ω) + ε̃2 (ω)

] , (5.133)

where the electric field vector lies in the xz-plane like for TMmodes but here there are
no magnetic component. The field is purely electric which motivates the superscript
E. If we neglect magnetic effects, i.e., let μ̃ = 1 in all regions this is the only mode.
If we take the weak magnetic effects into account we find another mode type, with
mode condition function

f̃ Mk (ω) = 1 − e−2kd

[
μ̃1 (ω) − μ̃2 (ω)

μ̃1 (ω) + μ̃2 (ω)

] [
μ̃3 (ω) − μ̃2 (ω)

μ̃3 (ω) + μ̃2 (ω)

]
, (5.134)

where the magnetic field vector lies in the xz-plane like for TE modes but here
there are no electric component. The field is purely magnetic which motivates the
superscript M.

We now derive an expression for the interaction energy between two planar inter-
faces (two half spaces) with negligible magnetic effects, Ep, in the non-retarded
case. We need this for the discussion of the proximity force approximation (PFA) in
Sect. 6.2. The energy per unit area is

Ep (d) = �

2

∞∫

−∞
dξ
2π

∫
d2k

(2π)2
ln
[
1 − e−2kd [ε̃1(iξ)−ε̃2(iξ)]

[ε̃1(iξ)+ε̃2(iξ)]
[ε̃3(iξ)−ε̃2(iξ)]
[ε̃3(iξ)+ε̃2(iξ)]

]

= �

8π2

∞∫

−∞
dξ

∞∫

0
dkk ln

[
1 − e−2kd [ε̃1(iξ)−ε̃2(iξ)]

[ε̃1(iξ)+ε̃2(iξ)]
[ε̃3(iξ)−ε̃2(iξ)]
[ε̃3(iξ)+ε̃2(iξ)]

]

= �

8π2(2d)2

∞∫

−∞
dξ

∞∫

0

dxx ln

[

1 − e−x

[
ε̃1 (iξ) − ε̃2 (iξ)

]

[
ε̃1 (iξ) + ε̃2 (iξ)

]

[
ε̃3 (iξ) − ε̃2 (iξ)

]

[
ε̃3 (iξ) + ε̃2 (iξ)

]

]

︸ ︷︷ ︸
−

∞∑
n=1

1
n3

{
[ε̃1(iξ)−ε̃2(iξ)]
[ε̃1(iξ)+ε̃2(iξ)]

[ε̃3(iξ)−ε̃2(iξ)]
[ε̃3(iξ)+ε̃2(iξ)]

}n

= − �

32π2d2

∞∑

n=1

〈ωn〉
n3 ,

(5.135)
where

〈ωn〉 =
∞∫

−∞
dξ

{[
ε̃1 (iξ) − ε̃2 (iξ)

]

[
ε̃1 (iξ) + ε̃2 (iξ)

]

[
ε̃3 (iξ) − ε̃2 (iξ)

]

[
ε̃3 (iξ) + ε̃2 (iξ)

]

}n

. (5.136)
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Chapter 6
Different Approaches

Abstract The underlying theme of this book is the derivation of interactions based
on the electromagnetic normal modes. In the present chapter we have compiled a
number of competing or complementary methods for deriving the interactions. We
start with two methods that we will make use of later in the text. The first is the
summation of pair interactions which is an approximate method that can be useful
for predicting the results in certain limits. The second, the PFA (Proximity Force
Approximation), is a very useful method that is used for calculating the interactions
between objects at very small separations; it is often used when experimental results
are compared to theoretical. Next we treat a specific system, viz. two parallel 2D
sheets, with many-body theory and show that the van der Waals interaction energy
we are dealing with in Part II is nothing but what is called the correlation energy in
that field; we further extend the treatment by, apart from the Coulomb interaction
between the charged particles, including the interaction mediated by photons; then
we obtain the fully retarded interaction energy, treated in Part III. We end with a brief
compilation of other approaches.

6.1 Summation of Pair Interactions

A much faster way to obtain results for the interaction energy is to just sum over
pair interactions [1]. One treats the systems as composed of polarizable atoms or
molecules and sums the contribution from all pairs; one atom or molecule belongs
to one of the objects and the other belongs to the other object. This gives, in general,
results that have the right distance dependence1 but the strength is not quite right.
The forces are not strictly additive. The result is asymptotically correct for diluted
systems.

1A note of caution is in order here. There are exceptions where it leads to an incorrect separation
dependence.
© Springer Nature Switzerland AG 2018
B. E. Sernelius, Fundamentals of van der Waals and Casimir Interactions,
Springer Series on Atomic, Optical, and Plasma Physics 102,
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We will now perform calculations for a number of structures. These approximate
resultswill later be compared to our full results; the van derWaals results inTableA.1;
the Casimir results in TableA.2.

Let us begin with such a calculation for two layers of thickness δ1, and δ2, area
A, and separation d. We perform a general calculation that is valid both in the non-
retarded and in the retarded limits. Let the interaction energy between two atoms or
molecules be

V = −Bd−γ , (6.1)

where d is the distance between the atoms and B a constant. In the van der Waals
limit γ = 6 and in the Casimir limit γ = 7. First we consider one atom a distance
d from a layer of thickness δ2 and atom density n2. We place the coordinate system
with the origin at the atom and the z-axis pointing toward the layer. In the integration
we let distance to the z-axis be denoted by r . The atom-layer potential becomes

Val (d) = −Bn2
d+δ2∫

d
dz
∫
d2r
(
r2 + z2

)−γ /2

= − Bn22π
(γ−2)(γ−3)

[
d−(γ−3) − (d + δ2)

−(γ−3)
]
.

(6.2)

From this we can get the result for an atom next to a film, the atom-film potential, by
letting δ2 go toward zero,

Va f (d) ≈ − Bn22π
(γ−2)(γ−3)

[
d−(γ−3) − d−(γ−3) (1 − (γ − 3) δ2/d)

]

= − Bn22π
(γ−2)(γ−3)

[
d−(γ−3) (γ − 3) δ2/d

] = − Bn2δ22π
(γ−2)d(γ−2)

= − B2πn2Df
(γ−2)d(γ−2) ,

(6.3)

where n2Df = n2δ2 is the 2D atom density of the film.
We may also get the result for an atom next to a half space from (6.2) by letting

δ2 go toward infinity. Then the second term in the integral vanishes. We find the
atom-wall potential is

Vah (d) = − Bn22π

(γ − 2) (γ − 3) d(γ−3)
. (6.4)

The result of (6.2) can further be used to find the results for two layers. We sum
the contributions from all atoms in one layer interacting with the other layer. The
layer-layer potential is

Vll (d) = n1A
δ1∫

0
dz
[
− Bn22π

(γ−2)(γ−3)

] [
(d + z)−(γ−3) − (d + δ2 + z)−(γ−3)

]

= − Bn22πn1A
(γ−2)(γ−3)

−1
(γ−4)

[
(d + z)−(γ−4) − (d + δ2 + z)−(γ−4)

]δ1
0

= − Bn22πn1A
(γ−2)(γ−3)(γ−4)

× [(d)−(γ−4) − (d + δ2)
−(γ−4) − (d + δ1)

−(γ−4) + (d + δ1 + δ2)
−(γ−4)

]
,

(6.5)
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and the interaction potential per unit area is

Vll (d)

A = − Bn2n12π
(γ−2)(γ−3)(γ−4)

× [(d)−(γ−4) − (d + δ2)
−(γ−4) − (d + δ1)

−(γ−4) + (d + δ1 + δ2)
−(γ−4)

]
.

(6.6)

From this result we may find the interaction energy between two half spaces by
letting δ1 and δ2 go to infinity. Thus,

Vhh (d)

A
= − Bn2n12π

(γ − 2) (γ − 3) (γ − 4)

1

dγ−4
. (6.7)

The result for two parallel thin filmswe get by letting δ1 and δ2 approach zero. Thus,

V f f (d)

A = − Bn2n12π(γ−3)(γ−4)δ1δ2
(γ−2)(γ−3)(γ−4)d(γ−4)d2

= − B2πn2n1δ1δ2
(γ−2)d(γ−2) = − B2πn2D1 n2D2

(γ−2)d(γ−2) ,
(6.8)

wheren2D1 andn2D2 are the twodimensional atomdensities infilm1and2, respectively.
While we are at it we derive the result for a thin film next to (and parallel to) a half
space (or wall). This we find by letting one of the δs go to infinity and one approach
zero. We find the film-wall potential is

V f h (d)

A
= − Bn2n12πδ1

(γ − 2) (γ − 3) d(γ−3)
= − 2πBn2n2D1

(γ − 2) (γ − 3) d(γ−3)
, (6.9)

where n2D1 and n2 are the two dimensional atom density in the film and the three
dimensional atom density in the half space, respectively.

Next we calculate the interaction energy for an atom at the distance R from a
spherical shell of radius R2. The closest distance between the two objects is d =
R − R2. The atom–spherical-shell potential is

E (R) = −
d+2R2∫

d
dz B

rγ

4πR2
2n2D2

2R2
= − 4πR2

2n2D2 B
2R2

d+2R2∫

d
dz 1√

z2+R2
2−(R−z)2

γ

= −2πR2n2D2 B
d+2R2∫

d
dz 1√

R2
2−R2+2Rz

γ = −2πR2n2D2 B
d+2R2∫

d
dz
(
R2

2 − R2 + 2Rz
)−γ /2

= −2πR2n2D2 B
[(
R2

2 − R2 + 2Rz
)−γ /2+1 1

2R(−γ /2+1)

]d+2R2

d

= − πR2n2D2 B
R(−γ /2+1)

[
1√

R2
2−R2+2Rd+4RR2

γ−2 − 1√
R2

2−R2+2Rd
γ−2

]

= − πR2n2D2 B
R(−γ /2+1)

[
1√

R2
2−R2+2R(R−R2)+4RR2

γ−2 − 1√
R2

2−R2+2R(R−R2)
γ−2

]

= − πR2n2D2 B
R(−γ /2+1)

[
1√

R2
2+R2+2RR2

γ−2 − 1√
R2

2+R2−2RR2
γ−2

]

= − πR2n2D2 B
R(−γ /2+1)

[
1

(R+R2)
γ−2 − 1

(R−R2)
γ−2

]
.

(6.10)
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In the first line we made use of the fact that if we cut slices, of equal thickness,
of a spherical object, each slice has equal part in the area of the spherical surface.
This means that in our example a slice of thickness dz contains 4πR2

2n2D2 dz/2R2

number of atoms. Because of the axial symmetry all atoms of the slice are at the
same distance from the external atom, r =

√
z2 + R2

2 − (R − z)2.
In the limit of large separations, R, we find

E (R) ≈ − πR2n2DB
R(−γ /2+1)

[
1−(γ−2)(R2/R)

Rγ−2 − 1+(γ−2)(R2/R)

Rγ−2

]

= −πn2D2 B4R2
2

Rγ = − B
Rγ

4πR2
2n

2D
2

3 = − B
Rγ NShell

2 .
(6.11)

where NShell
2 is the total number of atoms in the spherical shell of radius R2.

From (6.10) we find the interaction between an atom and a ball by summing
over concentric spherical shells of thickness dR2 filling a ball of radius R2. Then
n2D → n3D2 dR2 and we have for the atom-ball potential

E (R) = − 2πn3D2 B
R(2−γ )

R2∫

0
dR2R2

[
1

(R+R2)
γ−2 − 1

(R−R2)
γ−2

]

= − 2πn3D2 B
R(2−γ )

{{
R2

[
−1

(γ−3)(R+R2)
γ−3 − 1

(γ−3)(R−R2)
γ−3

]}R2

0

−
R2∫

0
dR2

1
(γ−3)

[
−1

(R+R2)
γ−4 − 1

(R−R2)
γ−4

]
}

= − 2πn3D2 B
R(2−γ )

{
R2

[
−1

(γ−3)(R+R2)
γ−3 − 1

(γ−3)(R−R2)
γ−1

]

− 1
(γ−3)(γ−4)

[
1

(R+R2)
γ−4 − 1

(R−R2)
γ−4

]R2

0

}

= − 2πn3D2 B
R(2−γ )

{
R2

[
−1

(γ−3)(R+R2)
γ−3 − 1

(γ−3)(R−R2)
γ−3

]

− 1
(γ−3)(γ−4)

[
1

(R+R2)
γ−4 − 1

(R−R2)
γ−4

]}

= − 2πn3D2 B
R(2−γ )(γ−3)(γ−4)

{
R−R2(γ−3)
(R−R2)

γ−3 − R+R2(γ−3)
(R+R2)

γ−3

}

= − 2πn3D2 B
(2−γ )(γ−3)(γ−4)Rγ−3

{
1− R2

R (γ−3)
(
1− R2

R

)γ−3 − 1+ R2
R (γ−3)

(
1+ R2

R

)γ−3

}

(6.12)

In the limit of large separations we find

E (R) ≈ −2πn3D2 BR3
2

Rγ

2

3
= − B

Rγ

4πR3
2n

3D
2

3
= − B

Rγ
N2, (6.13)

where N2 is the total number of atoms in the ball.
This can be generalized to the interaction between two balls at large separation.

It is

E (R) = − B

Rγ
N1N2, (6.14)
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where N1 is the total number of atoms in the ball number 1 and N2 is the total number
of atoms in the ball number 2. For general separation it becomes more cumbersome
to derive. The non-retarded result was first derived by Hamaker [2]. The result for
the non-retarded ball-ball potential is

E (R) = −π2n3D1 n3D2 B 1
6

×
[

2R1R2

R2−(R1+R2)
2 + 2R1R2

R2−(R1−R2)
2 + ln R2−(R1+R2)

2

R2−(R1−R2)
2

]
.

(6.15)

In the large separation limit one finds

E (R) ≈ − B

R6

4πn3D1 R3
1

3

4πn3D2 R3
2

3
= − BN1N2

R6
, (6.16)

where N1 is the total number of atoms in the ball number 1 and N2 is the total number
of atoms in the ball number 2. This agrees with (6.14). We also need the limiting
result for small separations. The closest distance, d, is d = R − R1 − R2, and the
interaction energy expressed in this variable is

E (d) = −π2n3D1 n3D2 B 1
6

[
2R1R2

d2+2d(R1+R2)
+ 2R1R2

d2+2d(R1+R2)+4R1R2

+ ln d2+2d(R1+R2)

d2+2d(R1+R2)+4R1R2

] (6.17)

In the small d limit we find

E (d) ≈ −π2n3D1 n3D2 B
R1R2

(R1 + R2)

1

6

1

d
. (6.18)

The interaction energy for a ball-wall geometry we find by letting one of the ball
radia in (6.17) go toward infinity, R1 say. Then we find

E (d) = −π2n3D1 n3D2 B
1

6

[
R2

d
+ R2

d + 2R2
+ ln

d

d + 2R2

]

. (6.19)

For small separations this is

E (d) ≈ −π2n3D1 n3D2 B
1

6

R2

d
. (6.20)

Alternatively we may express (6.19) in terms of the distance, r , between the center
of the ball and the wall, i.e., r = d + R2. Then we have

E (r) = −π2n3D1 n3D2 B
1

6

[
R2

r − R2
+ R2

r + R2
+ ln

r − R2

r + R2

]

. (6.21)
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In the limit of large values of r we find

E (r) ≈ −π2n3D1 n3D2 B
4

18

R2
3

r3
= −πn3D1 B

1

6

4πR2
3n3D2
3

1

r3
= −πn3D1 N2

6

B

r3
.

(6.22)
This is just N2 times the result for one atom the distance r from a wall, which is
exactly what one would expect to find. See (6.4). Next we move on to cylinders. It is
difficult to treat a general γ . We start by the van der Waals case, i.e. γ = 6. For an
atom at the distance d from a string of atoms we find the non-retarded atom-string
potential is

E (d) = −n1DB

∞∫

−∞
dx

1√
d2 + x2

6 = −n1D
B

d5

∞∫

−∞
dx

1
(
1 + x2

)3 = −n1D
3π

8

B

d5
,

(6.23)

where n1D is the number of atoms per unit length along the string. For an atom far
from a cylinder of radius a we have non-retarded atom-cylinder potential,

E (r) = −n3v1 πa2
3π

8

B

r5
. (6.24)

The van der Waals energy per unit length between two parallel cylinders of radius a
and b, respectively, is

E (r) = −n3D1 πa2n3D2 πb2
3π

8

B

r5
= −3π3n3D1 n3D2 a2b2

8

B

r5
. (6.25)

This result agrees with (6.41) of [3].
We continue with the Casimir case i.e. γ = 7. For an atom at the distance d from

a string of atoms we find the retarded atom-string potential is

E (d) = −n1DB
∞∫

−∞
dx 1√

d2+x2
7 = −n1D B

d6

∞∫

−∞
dx 1

(1+x2)
3+1/2

= −n1D B
d6

x√
x2+1

2∑

n=0

26−2n−12!3!(2n)!
(6)!(n!)2(x2+1)

n

∣
∣
∣
∣

∞

−∞
= −n1D2 B

d6
252!3!
(6)! = −n1D B

d6
16
15 ,

(6.26)

where n1D is the number of atoms per unit length along the string. For an atom far
from a cylinder of radius a we have the retarded atom-cylinder potential is

E (r) = −n3D1 πa2
16

15

B

r6
. (6.27)

The retarded interaction energy per unit length between two parallel cylinders of
radius R1 and R2, respectively, is then
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E (d) = −n1D1 n1D2
B

d6
16

15
= −

(
n3D1 πR2

1

) (
n3D2 πR2

2

) B

d6
16

15
= −16π2n1n2R2

1R
2
2

15

B

d6
, (6.28)

where n1 and n2 are the 3D atom densities in cylinder 1 and cylinder 2, respectively.
In principle one can use this approximate method for all geometries but we now

have all we need so we stop here. Next we study a method that is useful for small
separation between objects.

6.2 Interactions Between Objects at Small Separations:
The Proximity Force Approximation

If one wants to calculate the interaction between objects of general shapes there
are sophisticated techniques to do this numerically (see Sect. 6.5); the draw back
is that these calculations are tedious. For objects of finite size at large distances
one may use a simpler technique, viz. multipolar expansions [4]. In the asymptotic
limit only dipolar interactions contribute and the two objects can be treated as two
spheres. However, for small separations one needs to keep more and more terms
in the expansion the smaller the distance; eventually one reaches a limit when the
method is no longer feasible to use. In the experimental situation one often ends
up in this region of small separations; the force is weak and dies off quickly with
separation. Then another method comes handy in this situation, viz. the Proximity
Force Approximation (PFA). This approximation relies on the van der Waals and
Casimir interactions between two half spaces of the materials the two objects are
made of. These interactions are not very difficult to calculate (see Sect. 5.4). PFA
was used for the first time already in 1934 [5] in connection with coagulation of
aerosols. It is a very powerful and widely used approximation for the interaction at
short distances between two objects. It is difficult to say how good the approximation
is but it has gained a wide-spread acceptance in recent years. Some attempts have
been made to show its validity in some specific cases. However, the lack of a general
and rigorous proof still remains, as well as estimates of the level of accuracy at all
distances.

The basic idea of the approximation is that the interaction potential between
the objects is an average interaction energy between parallel planar interfaces. The
surfaces of the objects are discretized and the interaction energy is averaged. When
the discretization becomes more and more fine-grained the averaging procedure
transcends into an integral,

V (z) =
∑

i

[
S (wi+1) − S (wi )

]
Ep (wi ) →

∫

S
dSEp (w), (6.29)

where Ep (w) is the interaction energy per unit area between planar interfaces a
distance w apart. The variable z is the closest distance between the two objects. An
example with a coarse-grained discretization is shown in Fig. 6.1. It shows an oblate
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Fig. 6.1 Example of
coarce-grained discretization
of the surface of an oblate
spheroid

spheroid above a substrate, or next to a wall. The surface of the spheroid is replaced
by the set of rings whose cross sections here appear as horizontal bars. The surface
S coincides with the projection of the spheroid on the substrate.

In the standard PFA of the interaction between two objects one only takes into
consideration the surface of each object that is facing the other object. The function
Ep (w), in (6.29), is the energy per unit area for two half spaces, made up from the
materials of the two objects, separated by the distance w. With this treatment the
backsides of the objects have no effects at all. One gets, e.g., the same result for
two spheres as for two half spheres. We know that the normal modes contributing
to the interaction may extend through the objects and continue on the other side.
Thus, the backside may well have important effects on the results. One may extend
the treatment by using Ep (w) from a planar structure with four interfaces instead of
two; two for the frontsides and two for the backsides. Another more severe limitation
with the traditional PFA is that coated objects are treated as solid. This could easily
be handled by having eight interfaces instead.

Deviations from the PFA results have been observed [6] in experiments on spheres.
These deviations might be due to the thin coatings of the objects. However because
of limitations in the experimental and theoretical parameters one can not say conclu-
sively that the PFA calculations for coated plates give better predictions than PFA
for solid and infinitely thick plates.

Now, let Ep (w) be the energy per unit area for two half spaces, made up from
the materials of the two objects, separated by the distance w. We may express the
potential as

V (z) =
∫

S

dSEp (w) =
z+Δ∫

z

dw
dS

dw︸︷︷︸
g(w−z)

Ep (w) , (6.30)

and find the force as

F (z) = −dV

dz
= −g (Δ) Ep (z + Δ) + g (0) Ep (z) −

z+Δ∫

z

dw
dg (w − z)

dz
Ep (w) .

(6.31)
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In many cases g (Δ) vanishes, like in the illustrating example in Fig. 6.1. Here we
have a spheroid above a substrate. The surface S is defined through the projection of
the object onto the substrate. When g (Δ) vanishes we have

F (z) = g (0) Ep (z)

⎡

⎣1 + 1

g (0) Ep (z)

z+Δ∫

z

dw
d2S

dw2
Ep (w)

⎤

⎦ , (6.32)

where the first part is what one usually means with PFA. The remaining part, within
brackets, is a correction factor depending on the geometry. This factor is often
dropped without any motivation at all or with the argument that the resulting error
is of the same order of magnitude as the error in PFA itself.

In [7–9] the traditional PFA was extended in two ways; the correction factor in
(6.32) was retained; the finite coat thickness of coated objects was taken into account.
The effects of these extensions were demonstrated and comparisons were made to
numerical results from more accurate calculations.

In next section we give a compact general result for the traditional PFA expression
for the most common geometries.

6.2.1 General Expression for Half Spaces, Cylinders
and Spheres

For solid objects in neglect of the geometrical correction in (6.32) one may find the
following general expression for half spaces, cylinders and spheres [1, 10]:

E (z) = − �

32π2z(1+n/2)
� (1 + n/2)

[
2πR1R2

R1 + R2

]1−n/2 ∞∑

l=1

〈ωl〉
l3

, (6.33)

where n = 0 for spheres, n = 1 for cylinders, and n = 2 for half spaces. The quantity
〈ωl〉 was given in (5.136). If the objects are in vacuum we have

〈ωl〉 =
∞∫

−∞
dξ

{[
ε̃1 (iξ) − 1

]

[
ε̃1 (iξ) + 1

]

[
ε̃2 (iξ) − 1

]

[
ε̃2 (iξ) + 1

]

}l

. (6.34)

The result is for the interaction energy in case of spheres, the interaction energy
per unit length for cylinders and the interaction energy per unit area for half spaces.
The variable z is the closest distance between the objects. Thus, for two half spaces
we have

E (z) = − �

32π2z2

∞∑

l=1

〈ωl〉
l3

= Ep (z) , (6.35)
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for two cylinders of radii R1 and R2,

E (z) = − �

32π2z3/2
� (3/2)

[
2πR1R2

R1 + R2

]1/2 ∞∑

l=1

〈ωl〉
l3

= � (3/2)

√
2πR1R2z

R1 + R2
Ep (z) ,

(6.36)
and for two spheres of radii R1 and R2 the result is

E (z) = − �

32π2z

[
2πR1R2

R1 + R2

] ∞∑

l=1

〈ωl〉
l3

=
[
2πR1R2z

R1 + R2

]

Ep (z) . (6.37)

To get the result for a cylinder of radius R above a substrate we let R2 go to infinity
and replace R1 with R in (6.36). This results in

E (z) = − �

32π2z3/2
� (3/2)

√
2πR

∞∑

l=1

〈ωl〉
l3

= � (3/2)
√
2πRzEp (z) . (6.38)

To get the result for a sphere of radius R above a substrate we let R2 go to infinity
and replace R1 with R in (6.37). This results in

E (z) = − �

32π2z
2πR

∞∑

l=1

〈ωl〉
l3

= 2πRzEp (z) . (6.39)

Next, we have included two sections where we demonstrate that the dispersion
interactions between objects is the correlation energy. The first is a non-retarded
treatment of two parallel 2D metallic sheets. Here Coulomb interactions between
the carriers give rise to the interaction. In the second fully retarded treatment also
photons take part in the processes.

6.3 Many-Body Approach in Non-Retarded Treatment

Here we will discuss a specific geometry, viz. two parallel 2D sheets. For this system
the derivation in the language of many-body theory becomes very simple, espe-
cially when retardation effects can be neglected. In the two-sheet system the inter-
action energy is nothing but the inter-sheet correlation energy [11]. In diagrammatic
perturbation theory the Feynman diagrams representing the correlation energy are
given in Fig. 6.2. To get the inter-sheet contribution we can either subtract the intra-
sheet part or subtract the total result when the separation between the sheets goes
to infinity (at that limit only the intra-sheet contribution remains). For simplicity
we let the two sheets be identical. The treatment can easily be extended to differ-
ent sheets. Each ellipse represents a polarization bubble (2.142), χ (k, ω), and the
number inside an ellipse indicates in which sheet the process occurs. A dashed line
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Fig. 6.2 Feynman diagrams
for the correlation energy in
the two 2D sheet system.
The ellipses represent
polarization bubbles and the
dashed lines the interactions;
the double lines represent the
screened interactions in
(6.42). The numbers 1 and 2
refer to which sheet the
carrier belongs to. Adapted
from [11]. See [11] for
details

denotes the Coulomb interaction and a double dashed line the interaction screened by
the carriers in both sheets. Each of the four Feynman diagrams, FDi ; i = 1, 2, 3, 4,
represents an infinite series of diagrams. For identical sheets the contributions from
the diagrams in the second row are equal to those from the diagrams in the first row.
We can keep the first row diagrams and multiply the result with a factor of two. The
interaction energy per unit area can now be written as [12]

Ec (d) = �

∫
d2k

(2π)2

∞∫

0

dξ

2π

1∫

0

dλ

λ
2 [FD1 (k, iξ ; λ) + FD2 (k, iξ ; λ)], (6.40)

where d is the distance between the sheets, λ is the coupling constant and the factor
of two has been inserted. The subscript c denotes correlation energy. Now, from
Sect. 2.7.1 we have that v11 = v2D (k, ω) and v12 = exp (−kd) v2D (k, ω), respec-
tively, where v2D is the 2D Coulomb interaction, v2D (r) = e2/r . Note that with
identical sheets v22 = v11 and v21 = v12. The exponential factor in the second poten-
tial is the result from taking the 2D Fourier transform of the Coulomb potential in
a plane the distance d from the center of the potential, see (2.97). A double dashed
interaction lines represents a series of terms, with zero, one, two . . . number of
polarization bubbles. This can be expressed as
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ṽ11 (k, ω) = v2D (k) + v2D (k) χ (k, ω) ṽ11 (k, ω)

+ exp (−kd) v2D (k) χ (k, ω) ṽ12 (k, ω)

ṽ12 (k, ω) = exp (−kd) v2D (k) + v2D (k) χ (k, ω) ṽ12 (k, ω)

+ exp (−kd) v2D (k) χ (k, ω) ṽ11 (k, ω) ,

(6.41)

where we have closed the two infinite series. This system of equations can be solved
and the result is

ṽ11 (k, ω) = v2D (k)
[
1 + α̃ (k, ω) (1 − exp (−2kd))

]

[
1 + α̃ (k, ω)

]2 − exp (−2kd) α̃2 (k, ω)
,

ṽ12 (k, ω) = v2D (k) exp (−kd)
[
1 + α̃ (k, ω)

]2 − exp (−2kd) α̃2 (k, ω)
, (6.42)

where we have used the relation α̃ (k, ω) = −v2D (k) χ (k, ω) in accordance with
(2.142). When we interpret the Feynman diagrams in Fig. 6.2 we find that the square
brackets in (6.40) are

[
ṽ11v11χ2 + ṽ12v12χ2 − (v2D/ε

)
v2Dχ2

]
; the last term comes

from the subtraction of the intra-layer correlation energy. Everywhere there is a factor
of e2 appearing explicitly or implicitly in the expression is multiplied by the coupling
constant, λ. Performing the integration over coupling constant gives

Ec (d) = �

∫
d2k

(2π)2

∞∫

0

dξ

2π
ln

{

1 − e−2kd

[
α̃ (k, iξ)

1 + α̃ (k, iξ)

]2}

. (6.43)

Here, we assumed that the two 2D sheets were identical. If they are not the result is

Ec (d) = �
∫

d2k
(2π)2

∞∫

0

dω
2π ln

{
1 − e−2kd

[
α̃1(k,iω)

1+α̃1(k,iω)

] [
α̃2(k,iω)

1+α̃2(k,iω)

]}
. (6.44)

This is the result from non-retarded diagrammatic perturbation theory within the
random phase approximation (RPA). In next section we extend the derivation to a
fully retarded treatment.

6.4 Many-Body Approach in Fully Retarded Treatment

We refrain from performing a detailed derivation here, we just scetch how this can
be done. We follow the derivation in [11] and refer to that work for more details. We
have chosen to work in Coulomb gauge (see Sect. 2.4). In this gauge one part of the
interaction between the electrons is in the form of the instantaneous, longitudinal
Coulomb interaction (scalar potential) and the other part is via transverse photons
(vector potential). The Hamiltonian for the system is
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H =∑
i

1
2m∗
[
pi − ei

c A (Ri )
]2 + 1

2

∑

i j

ei e j
Ri j

+∑
q,λ

�ωq

(
a†qλaqλ + 1/2

)
, (6.45)

where the first term is the kinetic energy that contains the interactions via the vector
potential, A. The second term represents the scalar potential interaction and the last
term is the free photon Hamiltonian. The operators a†qλ and aqλ are creation and
annihilation, or destruction, operators, respectively, of photons of wave vector q and
polarization λ (note that this λ is not the coupling constant). The non-retarded results
are obtained by letting the speed of light tend to infinity. From theHamiltonianwe see
that this corresponds to neglecting the vector-potential interaction completely. Now,
in the specific system we consider here, the electrons are only free to move in a plane
(see Sect. 2.7). Only one longitudinal and one transverse electric field can exist in a
plane; an electric field normal to the plane cannot lead to a current. It turns out that
the longitudinal electric field and the p-polarized photons combine into one field that
is longitudinal in the plane. The induced charge and current densities resulting from
such a field will also produce a field that is longitudinal in the plane. The s-polarized
photons produce an electric field that is transverse in the plane. The current induced
by such a field results in a field that is transverse in the plane.

The two types of interaction involving longitudinal and transverse electric fields
in the planes defined by the two sheets will not mix and the energy is given by a
sum of two sets of diagrams of the type given in Fig. 6.2, one set for the longitudinal
interaction and one containing only transverse interactions.

Let us first discuss the longitudinal interaction. The coupling to the longitudinal
field and p-polarized photons is given by the scalar potential and the p · A terms in
the Hamiltonian. This results in the interaction energy per unit area

El+p
c (d) = �

∫
d2k

(2π)2

∞∫

0

dξ
2π ln

{

1 − e−2γ (0)(k,iξ)kd
[

γ (0)(k,iξ)α̃‖(k,iξ)

1+γ (0)(k,iξ)α̃‖(k,iξ)

]2}

, (6.46)

where the superscript l + p indicates the contribution from interactions mediated
by longitudinal Coulomb interactions and s-polarized photons. We see that in com-
parison with the non-retarded result in (6.43) the polarizability has attained a factor
γ (0) (k, iω) in front; this is in agreement with the polarizability obtained by Stern
[13]. Furthermore, the factor appearing in the interlayer interactions is modified with
the same factor in the exponent.

Now, the response to an s-polarized field is an induced transverse current. The
response is determined by the transverse conductivity, which is dominated by the
contribution originating from the A2-term in the Hamiltonian. Also the p · A terms
in the Hamiltonian give a contribution to the transverse conductivity, in the form
of the current-current correlation function. This interaction results in the interaction
energy per unit area

Es
c (d) = �

∫
d2k

(2π)2

∞∫

0

dξ
2π ln

{

1 − e−2γ (0)(k,iξ)kd
[ −(ξ/ck)2α̃⊥(k,iξ)

γ (0)(k,iξ)+(ξ/ck)2α̃⊥(k,iξ)

]2}

, (6.47)
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where the superscript s indicates the contribution from interactions mediated by
s-polarized photons.

We have here shown that the van der Waals and dispersion interactions in the
present formalism is, in the field of many-body theory, just the correlation energy
and its extension. In next section we give a very brief compilation of other methods
to find the interactions.

6.5 Brief Compilation of Methods or Approaches

Balian and co-Workers calculate Casimir energies by a multiple-scattering expan-
sion of the Green’s function [14–17]. Sophisticated path-integral methods [18–29]
allows one to obtain Casimir forces to arbitrary precision by numerical computation.
The scattering approach [30–32] is a good tool for describing the Casimir force
in realistic experimental configurations taking surface roughness into account and
also for calculating the lateral component of the force. All the above approaches are
closely related. The relation between them is discussed in [33].

In simpler geometries where the interacting objects are spheres, ellipsoids or
spheroids onemayuse simpler versions of the above [4, 7–9]methods, viz.multipolar
expansions.

An alternative approach to calculate the Casimir interaction is to use the Stress
Tensor. This was exploited on the Casimir set-up by Brown andMaclay [34] and later
extended by Gonzáles [35]. To solve problems when the objects are in a medium is
more complicated due to the so-called Abraham-Minkowski controversy [36–38].

In the main treatment in this book the electromagnetic fields are classical fields
and the quantum effects enter through the quantization of the normal modes. Another
approach to dispersion forces is to handle them inQuantum Electrodynamics (QED)
[11, 39] where the fields themselves are quantized.

The dispersion forces we treat in this book originates from electromagnetic inter-
actions. Similar effects are expected to arise from all other types of basic interactions.
These are then handled in Quantum Field Theory (QFT). Sometimes a combination
of derivations from different fields can be fruitful [40]. The Word-Line Approach
[41] to the Casimir effect is a string-inspired approach to quantum field theory and
its numerical realization with Monte-Carlo techniques.

Interesting Semiclassical Treatments have been performed bySchaden andSpruch
[42, 43]. The classical term in the thermal Casimir effect has been investigated with
the Bohr-van Leeuwen theorem by Bimonte [44] in connection with a controversy
regarding dissipation effects in metallic systems.
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Chapter 7
General Method to Find the Normal
Modes in Layered Structures

Abstract Ageneral scheme for finding the electromagnetic normal modes in a large
class of layered structures is being laid out. In the non-retarded formalism it can be
used for 13 geometries and in the fully retarded formalism for 11. This chapter is the
foundation on which Part II and III are resting.

7.1 The Scheme

In this chapter we introduce our general method to find the electromagnetic normal
modes in a layered structure. We first discussed this in [1] and here we follow rather
closely that presentation. Later on in Part II and III we adapt the method to planar,
spherical and circular cylindrical structures in the non-retarded and fully retarded,
respectively, formalisms.

The retarded version of the formalism is based on solutions to the Helmholtz
differential equation, or wave equation, which in the non-retarded version coin-
cides with the Laplace equation. The Helmholtz differential equation can be solved
by separation of variables in 11 coordinate systems. These are cartesian, confocal
ellipsoidal, confocal paraboloidal, conical, cylindrical, elliptic cylindrical, oblate
spheroidal, paraboloidal, parabolic cylindrical, prolate spheroidal, and spherical
coordinates. Laplace’s equation is separable in two additional coordinate systems,
viz., the bispherical and toroidal coordinate systems.

For a given layered system the procedure is to choose a coordinate system where
the interfaces separating the layers are best represented by the surfaces where one
of the variables, defining the coordinate system, has a constant value. Different
interfaces correspond to different constant values. Just to give some examples: the
parabolic cylindrical coordinates can be used in the case of an edge with rounded
off corner or for a wedge; the paraboloidal coordinates are well suited for a needle,
a paraboloid of revolution. Let us now turn to the general procedure.
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Fig. 7.1 Schematic illustration of the layered structure. The numbering of the N + 2 media are
indicated at the bottom of the figure and the numbering of the N + 1 interfaces at the top. In the
general solution ofMaxwell’s equations there are one wave moving toward the right and one toward
the left inside each medium. If a normal mode is excited there is no wave moving to the right in
medium 0 which is the ambient medium; if the medium number N + 1 is unlimited there is no wave
moving to the left in that medium. See the text for more details. Adapted from [1]

Let the structure we study have N layers. A layer is a region bounded by two
interfaces. In the system there are two more regions, each with just one boundary, a
boundary in common with one of the layers. Of these two we choose the ambient to
be the neighbor to layer number 1. Thus, there are N layers, N + 1 interfaces and
N + 2 media. This is illustrated in Fig. 7.1. The layers are numbered from 1 to N ,
the media from 0 to N + 1 and the interfaces from 0 to N . This means that layer
number n is filled with medium number n and interface number n is the interface to
the right of layer number n. In the general solution of Maxwell’s equations there are
one wave moving toward the right and one toward the left inside each medium. If a
normal mode is excited there is no wavemoving to the right in medium 0which is the
ambient medium; if the medium number N + 1 is unlimited there is no wave moving
to the left in that medium. We have here somewhat extended the concept of moving.
When we say that a wave moves in a direction it either really moves or its amplitude
decreases in that direction. In the retarded treatment there are transverse electric (TE)
and transverse magnetic (TM) modes. In the planar and spherical geometries these
are not mixed when crossing an interface. Then we may solve for these mode types
separately. In other geometries like the circular cylindrical they do mix. Then we
will have two modes, one TE and one TM, moving toward the right and two moving
toward the left in each medium.

Let us start with the general procedure when the TE- and TM-modes do not mix.
We denote the variable that is constant on each interface by x . Then in a general
medium n we have the wave an R (x) + bnL (x). The boundary conditions at each
interface are the standard ones that the tangential components of E and H̃ and the
normal components of D̃ and B are continuous across the interface. Only two are
needed; the other two lead to redundant results. Making use of the boundary con-
ditions at interface n gives rise to two equations, one for each boundary condition.
The left-hand side of each equation is a linear combination of an and bn , where the
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coefficients depend on the dielectric function and magnetic permeability of medium
n. The right-hand side of the same equation is a linear combination of an+1 and bn+1,
where the coefficients are formally the same as on the left-hand side but now depend
on the dielectric function and magnetic permeability of medium n + 1. These two
equations can be expressed on matrix form as

Ãn (xn) ·
(
an

bn

)
= Ãn+1 (xn) ·

(
an+1

bn+1

)
, (7.1)

where Ãn is a 2 × 2 matrix, that depends on the dielectric function and magnetic
permeability in medium n. Operating from the left with the inverse of this matrix
gives (

an

bn

)
= M̃n ·

(
an+1

bn+1

)
, (7.2)

where
M̃n = Ã−1

n (xn) · Ãn+1 (xn) . (7.3)

We may now find a relation between the coefficients in the left-most and right-most
media (

a0

b0

)
= M̃ ·

(
aN+1

bN+1

)
, (7.4)

where

M̃ = M̃0 · M̃1 · · · M̃N =
(
M11 M12

M21 M22

)
. (7.5)

Now, we want to find the relation between a0 and b0. This relation depends on the
boundary conditions at the outermost interfaces in Fig. 7.1. In order to have self-
sustained fields or normal modes we must not have any incoming fields from outside
the object. In all cases this means that a0 = 0. In the planar case also the rightmost
interface is the boundary to the outside which means that bN+1 = 0. In the spherical
and cylindrical cases the rightmost region is the core and the boundary condition is
that the waves are finite. What effect this has on the amplitudes of the waves depends
on the choice of functionswemake. In our non-retarded treatment it turns out that also
for spherical and cylindrical objects bN+1 = 0. This leads to a0 = b0 (M11/M21). In
our retarded treatment on the other hand bN+1 = aN+1 follows from the condition of
finite fields. This leads to a0 = b0 [(M11 + M12) / (M21 + M22)]. The only way we
can have a non-zero b0 at the same time as a0 vanishes is that the factor multiplying
b0 vanishes. Thus the function f (ω) in the mode condition is

f (ω) = M11, bN+1 = 0,
f (ω) = M11 + M12, bN+1 = aN+1.

(7.6)
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Let us now continuewith the general procedurewhen the TE- and TM-modes domix.
Then in a general medium n we have the wave an1 R1 (x) + bn1L1 (x) + an2 R2 (x) +
bn2L2 (x), where the subscript 1 and 2 refers to TM- and TE-waves, respectively.
Making use of the boundary conditions at interface n gives

Ãn (xn) ·

⎛
⎜⎜⎝
an1
bn1
an2
bn2

⎞
⎟⎟⎠ = Ãn+1 (xn) ·

⎛
⎜⎜⎝
an+1
1
bn+1
1

an+1
2
bn+1
2

⎞
⎟⎟⎠ , (7.7)

where Ãn is now a 4 × 4matrix, that depends on the dielectric function andmagnetic
permeability in medium n. Operating from the left with the inverse of this matrix
gives ⎛

⎜⎜⎝
an1
bn1
an2
bn2

⎞
⎟⎟⎠ = M̃n ·

⎛
⎜⎜⎝
an+1
1
bn+1
1

an+1
2
bn+1
2

⎞
⎟⎟⎠ , (7.8)

where
M̃n = Ã−1

n (xn) · Ãn+1 (xn) . (7.9)

We may now find a relation between the coefficients in left-most and right-most
media ⎛

⎜⎜⎝
a01
b01
a02
b02

⎞
⎟⎟⎠ = M̃ ·

⎛
⎜⎜⎝
aN+1
1
bN+1
1

aN+1
2
bN+1
2

⎞
⎟⎟⎠ , (7.10)

where

M̃ = M̃0 · M̃1 · · · M̃N =

⎛
⎜⎜⎝

M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44

⎞
⎟⎟⎠ . (7.11)

Now we want to find the relation between

(
a01
a02

)
and

(
b01
b02

)
. This relation depends

on if bN+1
i = 0 or not. If it is, like in the planar case and in the non-retarded spherical

and cylindrical cases, then

(
a01
a02

)
=

(
M11 M13

M31 M33

)
·
(
M21 M23

M41 M43

)−1

·
(
b01
b02

)
. (7.12)

If bN+1
i = aN+1

i , like in the retarded spherical and cylindrical cases then



7.1 The Scheme 129

(
a01
a02

)
=

(
(M11 + M12) (M13 + M14)

(M31 + M32) (M33 + M34)

)

·
(

(M21 + M22) (M23 + M24)

(M41 + M42) (M43 + M44)

)−1

·
(
b01
b02

)
.

(7.13)

In order to have self-sustained fields or normalmodeswemust not have any incoming
fields from outside the object, i.e., a01 and a

0
2 must be zero. The only way we can have

a non-zero b01 and/or b
0
2 at the same time as a01 and a

0
2 vanish is that the determinant

of the matrix in front of

(
b01
b02

)
vanishes. Thus, the condition for modes is

∣∣∣∣ M11 M13

M31 M33

∣∣∣∣ = 0, (7.14)

if bN+1
i = 0 and ∣∣∣∣ (M11 + M12) (M13 + M14)

(M31 + M32) (M33 + M34)

∣∣∣∣ = 0, (7.15)

if bN+1
i = aN+1

i .
Now we will describe how the waves we have discussed are obtained. We treat

metals and dielectrics on the same footing, i.e., induced current and charge den-
sities have contributions from both bound electrons and conduction electrons. The
dielectric function for a metallic system is (2.22)

ε̃ (ω) = ε (ω) + 4π iσ (ω) /ω, (7.16)

where ε (ω)would be the dielectric function if it were not for the conduction carriers.
These contribute to the screening through the dynamical conductivity, σ (ω). With
this choice the Maxwell’s equations (ME) read (2.4)

∇ · D̃ = 4πρext

∇ · B = 0
∇ × E = − 1

c
∂B
∂t

∇ × H̃ = 4π
c Jext + 1

c
∂D̃
∂t .

(7.17)

The external charge and current densities are absent in our system. Furthermore since
we are concerned with normal modes the time dependence of each field is given by
a factor exp (−iωt) and we have

∇ · D̃ = 0
∇ · B = 0
∇ × E = i (ω/c)B
∇ × H̃ = −i (ω/c) D̃.

(7.18)
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We assume non-magnetic materials but try to be as general as possible and keep
μ̃ �= 1, where μ̃ is the magnetic permeability; we are not interested in longitudinal
bulk modes and assume that ε̃ (ω) �= 0 and μ̃ (ω) �= 0. We want to keep one electric
and one magnetic field. Since theE- and H̃-fields have the same boundary conditions
at an interface we keep these. Thus we have

∇ · E = 0
∇ · H̃ = 0
∇ × E = iμ̃ (ω) (ω/c) H̃
∇ × H̃ = −iε̃ (ω) (ω/c)E.

(7.19)

Neglecting retardation means letting the speed of light go to infinity. Then the MEs
reduce to

∇ · E = 0,
∇ · H̃ = 0,
∇ × E = 0,
∇ × H̃ = 0.

(7.20)

Equations (7.19) and (7.20) are the basic equations we are starting from in all
structures, (7.19) in the fully retarded calculations and (7.20) when retardation is
neglected.

In the non-retarded treatment, since∇ × E = 0 theE-field is conservative and we
may define a scalar potential, Φ such that E = −∇Φ. Using the first line of (7.20)
then leads to Laplace’s equation,

∇2Φ = 0. (7.21)

So, when we neglect retardation effects we just solve Laplace’s equation in each
medium and use the proper boundary conditions at each interface to find the normal
modes.1

In the fully retarded treatment we take the curl of the last two lines of (7.19) and
make use of the other relations to find

∇2E + [
ñ (ω) ω/c

]2
E = 0

∇2H̃ + [
ñ (ω) ω/c

]2
H̃ = 0.

(7.22)

Thus both the E- and H̃-fields obey the vector wave equation, the vector Helmholtz
equation. In the planar case it is straight forward to solve these in each region but
in other geometries it is not a trivial task. One can solve the problem by introducing
Hertz-Debye potentials π1 and π2. They are solutions to the scalar wave equation,

1A word of caution is in place here: When using the boundary conditions for potentials, spurious
modes may result [2]. One should keep in mind that the potentials are just auxiliary functions
introduced to simplify the treatment; the real functions are the electromagnetic fields.
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∇2π ′ + q2π ′ = 0; π = π ′e−iωt ; q2 = [
ñ (ω) ω/c

]2
. (7.23)

We let π1 be the potential that generates TM modes and π2 be the potential that
generates TE modes.

Now we are done with the general formalism. We will make use of this when we
treat planar, spherical and cylindrical geometries in Part II and Part III.
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Johan Diderik van der Waals (1837–1923) graduated on his thesis:On the continuity
of the gaseous and liquid states, in 1873. He found deviations for real gases to the
ideal gas equation of state. He found empirically

(
p + a/V 2

)
(V − b) = NkBT

instead of the ideal equation: pV = NkBT . The correction constant b is due to the
fact that the gas atoms take up a finite fraction of the volume, thus reducing the
free volume. The factor a, which is of interest here, is due to the attractive force
between the atoms, reducing the pressure exerted on the walls of the container. He
was awarded the Nobel Price in 1910 for this and similar work on the equations of
state for gases and fluids. Van der Waals’ force was found on empirical grounds.

Themost surprising resultwas that there is an attractive force even between closed-
shell atoms, where the charge distribution is spherically symmetric. Onewould imag-
ine that two spherically symmetric, neutral atoms would not interact as they were
so far apart that their electron wave functions were not overlapping. Still, there is
a force. This remained a mystery for a long time. In 1930, Fritz Wolfgang London
(1900–1954) gave a realistic explanation for this force in terms of fluctuating dipoles.

This interaction can be generalized from the microscopic system of individual
atoms to mesoscopic and macroscopic geometries. The force between larger objects
is due to fluctuations in the charge and current densities in the objects. The force is
still called the van der Waals force.

For very large separations, the force is modified due to retardation effects, effect
of the finite speed of light. These effects are treated in Part III. Here, we neglect
retardation effects and use a non-retarded formalism. In the non-retarded formalism,
one lets (ω/cq) go to zero. This corresponds to omitting the terms in MEs con-
taining time derivatives of the fields. Then, Maxwell’s equations (2.4) simplify into
∇ · D̃ = 4πρext, ∇ · B = 0, ∇ × E = 0, and ∇ × H̃ = (4π/c) Jext . The coupling
between the electric and magnetic fields is lifted. There are no longer any transverse
bulk modes; there are no vacuum modes; there are longitudinal bulk modes and sur-
face modes. The interaction between objects is fully determined by the overlapping
surface modes.

Even though this is a very drastic approximation that has profound effects on
the electromagnetic normal modes, in an overwhelming majority of situations, the
non-retarded formalism produces good enough results for the interactions. We saw
in Sect. 5.3.2.2 that the contribution from the transverse modes to the exchange and
correlation energy in metals were completely negligible. Retardation effects on the
interaction between two objects often appear only for very large separations.

This fact and that the formalism are so much simplified motivated us to devote a
separate part to the non-retarded formalism.

http://dx.doi.org/10.1007/978-3-319-99831-2_2
http://dx.doi.org/10.1007/978-3-319-99831-2_5


Chapter 8
Van der Waals Force

Abstract We derive the equation of state for an ideal gas in 3D, pV = NkBT , and
in 2D,π A = NkBT .We then show how these gas laws aremodified for a real gas and
derive the result found by van der Waals for 3D,

(
p + a/V 2

)
(V − b) = NkBT . We

also derive the 2D version,
(
π + a/A2

)
(A − b) = NkBT . The correction constant

b is due to the fact that the gas atoms take up a finite fraction of the volume, thus
reducing the free volume. The factor a, which is of interest here, is due to the attractive
force between the atoms, reducing the pressure exerted on the walls of the container.
We derive the result for an attractive potential between the atoms of a general power
law form. We end by deriving the van der Waals interaction-potential between two
atoms, both at zero temperature and at finite temperature. We give numerical results
for alkali-metal dimers.

8.1 Equation of State for Ideal Gas

An ideal gas is a system consisting of a low concentration of non-interacting atoms or
molecules each of zero spatial extent. These point particles are in thermal equilibrium
and the only energy contribution is the kinetic energy of the individual particles. The
variables that characterize a gas are three extensive,1 N , V , and S, and three intensive,
p, T , andμ. For an ideal gas we let the temperature, T , and number of gas molecules,
N , be constant. The volume, V , can vary. We will derive the equation of state, or
ideal gas law,

pV = N

β
= NkBT, (8.1)

where kB is the Boltzmann constant and β = 1/kBT .
The equation of state is a relation between four state variables out of the possible

eight that we discussed in Chap.4. There are three independent variables and one
dependent. The suitable state function toworkwith is onewhere its three independent

1An extensive variable scales with the size of the system, while an intensive does not.

© Springer Nature Switzerland AG 2018
B. E. Sernelius, Fundamentals of van der Waals and Casimir Interactions,
Springer Series on Atomic, Optical, and Plasma Physics 102,
https://doi.org/10.1007/978-3-319-99831-2_8
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136 8 Van der Waals Force

variables are among these four. There are two choices, the Gibbs free energy2 in
(4.16), G(p, N , T ), and the Helmholtz free energy in (4.15), F(V, T, N ). The best
choice is G since it consists of one term only, G = μN . The forth variable we get
from

V =
(

∂G

∂p

)

T,N

=
(

∂μN

∂p

)

T,N

= N

(
∂μ

∂p

)

T,N

(8.2)

The chemical potential is set by equating the number of gas molecules, N , with
the summation over all states weighed by the Boltzmann distribution function (4.26),
nB(k),

N = ∑

k
nB (k) = V

∫
d3k

(2π)3
nB (k)

= V
∞∫

0
dk 4πk2

(2π)3
exp

[
−β

(
�
2k2

2m − μ
)]

= V
2π2 exp (βμ)

∞∫

0
dkk2 exp

[
−β

(
�
2k2

2m

)]

= V
2π2 exp (βμ)

[√
�2β

2m

]−3
∞∫

0

dkk2 exp
[−k2

]

︸ ︷︷ ︸
√

π

4

,

(8.3)

with the result

μ = 1

β
ln
(
nλ3

T

)
, (8.4)

where λT = √
2π�2β/m is the so-called thermal wave length and n = N/V is the

particle density.
Now

p =
n∫

0
dn
[

∂p
∂n

]

NT
=

n∫

0
dn
[

∂p
∂μ

]

NT

[
∂μ

∂n

]

NT

=
n∫

0
dn

[
∂μ

∂n

]

NT︸ ︷︷ ︸
1/(βn)

/

[
∂μ

∂p

]

NT︸ ︷︷ ︸
1/n

=
n∫

0
dn 1

β
= n

β
= N

V kBT, (8.5)

or
pV = NkBT, (8.6)

and the derivation is complete.

2IUPAC recommended name: Gibbs energy or Gibbs function.
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8.1.1 2D Version

We proceed in analogy to Sect. 8.1. We base the derivation on the 2D version of
Gibbs free energy, G(π,N,T), where π is the 2D pressure, the force per unit length.
The volume in 3D is here replaced by the area A. We have

A =
(

∂G

∂π

)

T,N

=
(

∂μN

∂π

)

T,N

= N

(
∂μ

∂π

)

T,N

, (8.7)

and the chemical potential, μ, is obtained from

N = ∑

k
nB (k) = A

∫
d2k

(2π)2
nB (k)

= A
∞∫

0
dk 2πk

(2π)2
exp

[
−β

(
�
2k2

2m − μ
)]

= A
2π exp (βμ)

∞∫

0
dkk exp

[
−β

(
�
2k2

2m

)]

= A
2π exp (βμ) 2m

�2β

∞∫

0

dkk exp
[−k2

]

︸ ︷︷ ︸
1
2

= A exp (βμ) m
2π�2β

= A exp(βμ)

λ2
T

.

(8.8)

We extract μ and find

μ = 1

β
ln
(
n2Dλ2

T

)
. (8.9)

Calculation of the pressure,

π =
n2D∫

0
dn2D

[
∂π

∂n2D
]
NT

=
n2D∫

0
dn2D

[
∂π
∂μ

]

NT

[
∂μ

∂n2D

]

NT

=
n2D∫

0
dn2D

[
∂μ

∂n2D

]

NT︸ ︷︷ ︸
1
β

(
1

n2D

)

/

[
∂μ

∂π

]

NT︸ ︷︷ ︸
1/n2D

=
n2D∫

0
dn2D 1

β
= n2D

β
,

(8.10)

leads to the equation of state,
π A = NkBT . (8.11)
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8.2 Equation of State for Non-ideal Gas

We now treat the gas more realistically. We let the atoms3 have a finite radius, r0, and
an attractive interaction. We will see in Sect. 8.3 that the van der Waals interaction
potential (energy) between two atoms is of the form, V = −Br−γ , where B is a
constant characteristic of the atoms and γ = 6.

The finite radius leads to a smaller free volume in which the atoms can move,

Ṽ = V − N4πd3
0/3 = V

(
1 − n4πd3

0/3
) = V (1 − Cn) , (8.12)

where d0 is the atomic diameter. We have subtracted the volume taken up by the
atoms themselves. 4

The interaction between the atoms leads to an energy shift for each atom. For a
gas one may sum over pair interactions,

�E =
∞∫

d0

dr4πr2n
(−Br−γ

)

= 4πBn
(γ−3)dγ−3

0

= −Dn
(8.13)

We have introduced the constants C and D to make the derivation that follows more
transparent. We will now determine the chemical potential for the gas and from this
obtain the equation of state. The chemical potential is determined from the relation

N = ∑

k
nB (k) = Ṽ

∫
d3k

(2π)3
nB (k)

= Ṽ
∞∫

0
dk 4πk2

(2π)3
exp

[
−β

(
�
2k2

2m + �E − μ
)]

,
(8.14)

where on the right-hand side we have summed over all states weighted by the Boltz-
mann distribution function (4.26). The above equation can be rewritten as

n

1 − Cn
= 1

2π2
exp [−β (�E − μ)]

∞∫

0

dkk2 exp

(
−β

�
2k2

2m

)
, (8.15)

and rearrangement gives

3We have here assumed that the gas consists of separate atoms. The treatment is still valid for
molecular gases. In that case read molecule instead of atom.
4Note that an atom can not come closer to another than the atom diameter. This means that a
spherical volume of radius d0 centered around each atom is excluded from the free volume in which
other atoms can move.
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2π2n exp[β(�E−μ)]
1−Cn =

∞∫

0
dkk2 exp

(
−β �

2k2

2m

)

=
(√

�2β

2m

)−3 ∞∫

0
dkk2 exp

(−k2
) =

(√
�2β

2m

)−3 √
π

4 .

(8.16)

Thus we have
exp [−β (�E − μ)] = λ3

T

n

1 − Cn
, (8.17)

and the final result is

μ = −Dn + 1

β
ln

(
nλ3

T

1 − Cn

)
. (8.18)

We continue along the lines of Sect. 8.1 and find

p =
n∫

0
dn
[

∂p
∂n

]

NT
=

n∫

0
dn
[

∂p
∂μ

]

NT

[
∂μ

∂n

]

NT

=
n∫

0
dn

[
∂μ

∂n

]

NT︸ ︷︷ ︸
−D+ 1

β (
1
n + C

1−Cn )

/

[
∂μ

∂p

]

NT︸ ︷︷ ︸
1/n

=
n∫

0
dn

[
−Dn + 1

β(1−Cn)

]

= −D n2

2 − 1
βC ln (1 − Cn) .

(8.19)

To get further we have to make use of the fact that Cn is much smaller than unity,
which is fulfilled for a gas. We expand the logarithm and keep the two lowest order
terms

p = −D n2

2 − 1
βC ln (1 − Cn) ≈ −D n2

2 + 1
βC

(
Cn + 1

2 (Cn)2
)

≈ −D n2

2 + n
β

(
1 + 1

2Cn
) ≈ −D n2

2 + n
β(1− 1

2Cn)
,

(8.20)

and rewrite this expression as

(
p + D

n2

2

)(
1

n
− 1

2
C

)
= 1

β
, (8.21)

or (
p + D

n2

2

)(
N

n
− N

2
C

)
= N

β
, (8.22)

or (
p + D

N 2

2V 2

)(
V − N

2
C

)
= NkBT . (8.23)

Now we may identify the parameters in the van der Waals equation of state [1],(
p + a/V 2

)
(V − b) = NkBT ,
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a = D
N 2

2
= 2πBN 2

(γ − 3) dγ−3
0

= 2πBN 2

3d3
0

, (8.24)

and

b = N

2
C = N2πd3

0

3
. (8.25)

This completes the derivation of the van der Waals equation of state for non-ideal
gases.

8.2.1 2D Version

We now treat the gas more realistically than in Sect. 8.1.1. We let the atoms5 have a
finite radius, r0, and an attractive interaction. We will see in Sect. 8.3 that the van der
Waals interaction potential (energy) between two atoms is of the form, V = −Br−γ ,
where B is a constant characteristic of the atoms and γ = 6.

The finite radius leads to a smaller free volume in which the atoms can move,

Ã = A − Nπd2
0 = A

(
1 − n2Dπd2

0

) = A
(
1 − C2Dn2D

)
, (8.26)

where d0 is the atomic diameter. We have subtracted the volume taken up by the
atoms themselves.6

The interaction between the atoms leads to an energy shift for each atom. For a
gas one may sum over pair interactions,

�E =
∞∫

d0

dr2πrn2D
(−Br−γ

)

= − 2πBn2D

(γ−2)dγ−2
0

= −D2Dn2D
(8.27)

We have introduced the constants C2D and D2D to make the derivation that follows
more transparent. We will now determine the chemical potential for the gas and
from this obtain the equation of state. The chemical potential is determined from the
relation

N = ∑

k
nB (k) = Ã

∫
d2k

(2π)2
nB (k)

= Ã
∞∫

0
dk 2πk

(2π)2
exp

[
−β

(
�
2k2

2m + �E − μ
)]

,
(8.28)

5We have here assumed that the gas consists of separate atoms. The treatment is still valid for
molecular gases. In that case read molecule instead of atom.
6Note that an atom can not come closer to another than the atom diameter. This means that a
spherical volume of radius d0 centered around each atom is excluded from the free volume in which
other atoms can move.
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where on the right-hand side we have summed over all states weighted by the Boltz-
mann distribution function (4.26). The above equation can be rewritten as

n2D

1 − C2Dn2D
= 1

2π
exp [−β (�E − μ)]

∞∫

0

dkk exp

(
−β

�
2k2

2m

)
, (8.29)

and rearrangement gives

2πn2D exp[β(�E−μ)]
1−C2Dn2D =

∞∫

0
dkk exp

(
−β �

2k2

2m

)

= �
2β

2m

∞∫

0
dkk exp

(−k2
) = �

2β

2m
1
2 .

(8.30)

Thus we have

exp [−β (�E − μ)] = 2π�
2β

m

n2D

1 − C2Dn2D
= λ2

T

n2D

1 − C2Dn2D
, (8.31)

and the final result is

μ = −D2Dn2D + 1

β
ln

(
n2Dλ2

T

1 − C2Dn2D

)
. (8.32)

We continue along the lines of Sect. 8.1.1 and find

π =
n2D∫

0
dn2D

[
∂π

∂n2D
]
NT

=
n2D∫

0
dn2D

[
∂π
∂μ

]

NT

[
∂μ

∂n2D

]

NT

=
n2D∫

0
dn2D

[
∂μ

∂n2D

]

NT︸ ︷︷ ︸
−D2D+ 1

β

(
1

n2D
+ C2D

1−C2Dn2D

)

/

[
∂μ

∂π

]

NT︸ ︷︷ ︸
1/n2D

=
n2D∫

0
dn2D

[
−D2Dn2D + 1

β(1−C2Dn2D)

]

= −D2D (n2D)
2

2 − 1
βC2D ln

(
1 − C2Dn2D

)
.

(8.33)

To get further we have to make use of the fact that C2Dn2D is much smaller than
unity, which is fulfilled for a gas. We expand the logarithm and keep the two lowest
order terms
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π = −D2D (n2D)
2

2 − 1
βC2D ln

(
1 − C2Dn2D

)

≈ −D2D (n2D)
2

2 + 1
βC2D

(
C2Dn2D + 1

2

(
C2Dn2D

)2)

≈ −D2D (n2D)
2

2 + n2D

β

(
1 + 1

2C
2Dn2D

)

≈ −D2D (n2D)
2

2 + n2D

β(1− 1
2C

2Dn2D)
,

(8.34)

and rewrite this expression as

(

π + D2D

(
n2D

)2

2

)(
1

n2D
− 1

2
C2D

)
= 1

β
, (8.35)

or (

π + D2D

(
n2D

)2

2

)(
N

n2D
− N

2
C2D

)
= N

β
, (8.36)

or (
π + D2D N 2

2A2

)(
A − N

2
C2D

)
= NkBT . (8.37)

Now we may identify the parameters in the van der Waals equation of state,(
π + a/A2

)
(A − b) = NkBT ,

a = D2D N 2

2
= πBN 2

(γ − 2) dγ−2
0

= πBN 2

4d4
0

, (8.38)

and

b = N

2
C2D = Nπd2

0

2
. (8.39)

This completes the derivation of the van derWaals equation of state for 2D non-ideal
gases.

8.3 Van der Waals Force Between Two Atoms

The van der Waals attraction between gas atoms was found empirically by van der
Waals in his studies of the equation of state of real gases. The cause of this attraction
was at that time a mystery. It was not until much later that London [2] resolved this
mystery and gave the explanation in terms of fluctuating electric dipoles. He used
a model of the atom pair where each atom was represented by three perpendicular
dipoles. We will here use a different approach [3] which is more in line with the
formalism presented in this book.
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For simplicity we choose the coordinate system such that atom 1 is at the origin
and atom 2 on the z-axis at the distance r from atom 1. A static dipole moment p
gives rise to an electric field,7 E,

E = −
[
p
r3

− 3 (p · r) r
r3

]
. (8.40)

When retardation effects are neglected the same relation holds also for a time depen-
dent dipole moment for each instant of time,

E (t) = −
[
p (t)

r3
− 3 (p (t) · r) r

r3

]
. (8.41)

If there is an induced dipole, p1, in atom 1 it gives rise to an electric field

E (t) = −
[
p1 (t)

r3
− 3 (p1 (t) · r) r

r3

]
(8.42)

Alternatively it can be expressed in terms of the dipole-dipole tensor, φ̃,

E = −φ̃ · p1, (8.43)

where the elements of the three by three tensor are

φμν = δμν

r3
− 3rμrν

r5
. (8.44)

Note, that the tensor is symmetric, i.e. φμν = φνμ. The field at the position of atom
2 caused by the dipole of atom 1 is

E12 = −φ̃12 · p1, (8.45)

where with our choice of coordinate system

φ̃12 = 1

r3

⎛

⎝
1 0 0
0 1 0
0 0 −2

⎞

⎠ . (8.46)

This field will polarize atom 2 and

p2 = αat
2 E12. (8.47)

7Note that we here use an alternative way to express the field compared to in (2.148).
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Here, we should be a little more careful. What was said about convolution integrals
in Sect. 2.3 also holds here. Thus,

p2 (t) =
∞∫

−∞
dtαat

2

(
t − t ′

)
E12

(
t ′
)

(8.48)

and the simple relation in (8.47) is valid for the Fourier transformed quantities,

p2 (ω) = αat
2 (ω)E12 (ω) . (8.49)

So from now on the dipole moments and electric fields refer to their Fourier trans-
formed (with respect to time) versions.

The field at the position of atom 1 caused by the dipole of atom 2 is

E21 = −φ̃21 · p2, (8.50)

where
φ̃21 = φ̃12. (8.51)

Now, this field induces a polarization of atom 1

p1 = αat
1 E21, (8.52)

and if this polarization is what we started from we have found self-sustained fields.
A normal mode has been excited. We have

p1 = αat
1 · E21 = αat

1 ·
(
−φ̃21 · p2

)
= αat

1 ·
[
−φ̃21 · (αat

2 · E12
)]

= −αat
1 · φ̃21 ·

[
αat
2 ·

(
−φ̃12 · p1

)]
.

(8.53)

From the two end relations we have
[
αat
1 (ω) · φ̃21 · αat

2 (ω) · φ̃12 − 1̃
]

· p1 = 0, (8.54)

where 1̃ is the unit tensor.
This equation has a trivial and a non-trivial solution. The trivial solution is that

p1 = 0. For the non-trivial solution which we are interested in we have that the
determinant of the matrix operating on p1 is zero, i.e.,

Det
[
αat
1 (ω) · φ̃21 · αat

2 (ω) · φ̃12 − 1̃
]

= 0. (8.55)
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For anisotropic atoms the polarizabiities are tensors and the expression has to be
kept as is. We will now limit ourselves to isotropic atoms where the polariizabilities
become scalars. Then the equation simplifies into

Det
[
αat
1 (ω) αat

2 (ω) φ̃2 − 1̃
]

= 0, (8.56)

where, with our choice of coordinate system, we have

φ̃2 = 1

r6

⎛

⎝
1 0 0
0 1 0
0 0 4

⎞

⎠ . (8.57)

The condition for modes in the case of isotropic atoms is

[
1 − αat

1 (ω) αat
2 (ω) /r6

]2 [
1 − 4αat

1 (ω) αat
2 (ω) /r6

] = 0, (8.58)

and the mode-condition function is

f (z) = [
1 − αat

1 (z) αat
2 (z) /r6

]2 [
1 − 4αat

1 (z) αat
2 (z) /r6

]
. (8.59)

8.3.1 Zero Temperature

If we can find a simple analytical expression for the atomic polarizabilities we might
be able to find the normal modes. Then by summing over the zero point energies
we may find the interaction energy and force. This approach is called the mode-
summation method. London [2] used an approximation which has been named after
him. In the London approximation the atomic polarizability for atom i is

αat
i (ω) = αat

i (0) /
[
1 − (ω/ωi )

2
] = αat

i (0) (ωi )
2

(ωi )
2 − ω2

, (8.60)

where αat
i (0) is the static polarizability and ωi is a characteristic frequency of the

atom. It need not be the first ionization potential. Thus there are two parameters only
and they may be used as fitting parameters.

There are six solutions to (8.58),

ω1,2 = ωi

√
1 ± 2αat

i (0) /r3,
ω3,4 = ω5,6 = ωi

√
1 ± αat

i (0) /r3.
(8.61)

It is interesting to note in passing that
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Fig. 8.1 The variation of the
frequency of the six modes
with atom separation, in
Bohr radii (a0), for two
Li-atoms. The two arrows
placed next to each curve
indicate how the two induced
dipoles are aligned relative
each other. See the text for
details

6∑

j=1

(
ω j
)2 = 6(ωi )

2,

6∑

j=1
ω j < 6ωi .

(8.62)

That the sum of the squares of the frequencies is unaffected by the interaction is
typical in the non-retarded treatment. That the sum of the frequencies is reduced
causes the net attraction. The modes are shown in Fig. 8.1 for two Li-atoms, where
we have indicated with arrows how the oscillating dipoles are oriented. In mode 1
they are along the z-axis and are pointing in the direction opposite to each other; this
is a repelling mode. In mode 2 the dipoles are also aligned along the z-axis, but now
the dipole moments are “moving” in phase; this is an attractive mode. Modes 3 and
5 are repelling modes where both the dipoles are perpendicular to the z-axis. In one
of them they are along the x-axis and in the other along y-axis. The dipoles of the
two atoms are pointing in the same direction. Modes 4 and 6 are attractive modes
where the dipoles of the two atoms are pointing in the opposite direction relative each
other. Modes 3 and 5 are degenerate and so are modes 4 and 6. Now, the interaction
potential is

V (r) = �

2

(
6∑

j=1
ω j − 6ωi

)

≈ �ωi
2

[
2 − (

αat
i (0) /r3

)2 + 4 − 1
2

(
αat
i (0) /r3

)2 − 6
]

= − 3
4

αat
i (0)2

r6 �ωi ,

(8.63)

where we have expanded the square root and kept three terms in the expansion. The
expansion is made under the assumption that the separation between the atoms is
large enough for the van der Waals attraction to be week compared to the ionization
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Fig. 8.2 The van der Waals
interaction potential for two
lithium atoms from (8.63),
solid curve; the London
approximation was used for
the atomic polarizability. The
curve with filled circles is the
full result from a
quantum-mechanical
calculation including both
retardation effects and
multipole contributions [4].
The deviation for small
separations are due to
multipole contributions

potential of the atom. The result for two lithium atoms is shown in Fig. 8.2. The
London approximation was used for the atomic polarizability and the parameters
are given in the figure. Thus we have determined the parameters used to repre-
sent the atom interaction in the equation of state for a non-ideal gas in Sect. 8.2 to
be B = 3�ωLiαLi (0)

2/4 = 3ELiαLi (0)
2/4 and γ = 6, respectively. The curve with

filled circles is the full result from a quantum-mechanical calculation including both
retardation effects and multipole contributions [4]. The deviation for small separa-
tions are due to multipole contributions; we are in the van der Waals range so the
retardation effects will appear at larger separations.

For a dimer with two different atoms we proceed in the same way and find the
modes are

ω1,2 =
√

(ω1)
2 + (ω2)

2

2 ± (ω1)
2 − (ω2)

2

2

√
1 + 4αat

1 (0)αat
2 (0)(ω1)

2(ω2)
2

r6[(ω1)
2−(ω2)

2] ,

ω3,5 = ω4,6 =
√

(ω1)
2 + (ω2)

2

2 ± (ω1)
2 − (ω2)

2

2

√
1 + αat

1 (0)αat
2 (0)(ω1)

2(ω2)
2

r6[(ω1)
2 − (ω2)

2]

(8.64)

These modes are shown in Fig. 8.3. The notation is the same as in Fig. 8.1. Note that
the two repulsive modes approach the highest of the two characteristic frequencies
while the attractive modes approach the lowest frequency for large separations. Thus
there is an energy gap where there are no modes.

The interaction potential between two non-equal atoms becomes

V (r) = −3

2

αat
1 (0) αat

2 (0)

r6
�ω1�ω2

�ω1 + �ω2
. (8.65)
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Fig. 8.3 Same as in Fig. 8.1
but now for a Na-K dimer.
The upper modes approach
the characteristic frequency
for the Na atom in the large
separation limit and the
lower approach that for the K
atom. See the text for details

Fig. 8.4 Same as in Fig. 8.2
but now for a Na-K dimer

These results are identical to the results found by [2]. He used perturbation theory.
We think that the present derivation is more straight forward and simple. The result
for a Na-K dimer is shown in Fig. 8.4.

If the expression for the atomic polarizability is not simple we put the mode-
condition-function in the integral in (5.59) and find

E = �

4π

∞∫

−∞
dξ ln f (iξ)

= �

4π

∞∫

−∞
dξ ln

{[
1 − αat

1 (iξ) αat
2 (iξ) /r6

]2 [
1 − 4αat

1 (iξ) αat
2 (iξ) /r6

]}

≈ − 6�
4πr6

∞∫

−∞
dξαat

1 (iξ) αat
2 (iξ) = − 3�

πr6

∞∫

0
dξαat

1 (iξ) αat
2 (iξ) ,

(8.66)
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Table 8.1 C6-coefficients in atomic units (Hartree · a06) for the alkali-metal dimers. VvdW =
−C6/r6. The parameters needed for the calculation, i.e. the polararizabilities and characteristic
frequencies were obtained from fitting of the retarded result to the full result in [4]

Li Na K Rb Cs

Li 1395.6

Na 1435.6 1482.0

K 2312.4 2368.6 3851.1

Rb 2491.4 2550.3 4152.5 4477.9

Cs 2967.7 3029.0 4964.2 5356.2 6423.1

where we once again have assumed that r is large enough so that the logarithm can
be expanded. If we now use the London approximation for the polarizability we find

E = − 3�
πr6

∞∫

0
dξ αat

1 (0)
1+(ξ/ω1)

2
αat
2 (0)

1+(ξ/ω2)
2

= − 3�αat
1 (0)αat

2 (0)
πr6

∞∫

0

dξ
1

1 + (ξ/ω1)
2

1

1 + (ξ/ω2)
2

︸ ︷︷ ︸
π
2

ω1ω2
ω1 + ω2

= − 3
2

αat
1 (0)αat

2 (0)
r6

�ω1�ω2
�ω1+�ω2

.

(8.67)

This method was even simpler to use albeit less transparent. The results for the
alkali-metal dimers are summarized in Table8.1.

8.3.2 Finite Temperature

We have so far concentrated our treatment to zero temperature. For finite tempera-
tures things are more complicated. When we calculate the force between two objects
at finite temperatures, from how the energy changes with separation, it is important
to know how the objects are thermodynamically connected to the rest of the world. In
most cases the temperature effects are very weak. However, there is an exception: liq-
uids like water with permanent dipole moments have important contributions to their
dielectric functions for very small frequencies. This leads to important temperature
effects.Whenwe gradually increase the temperature from 0K the temperature effects
first appear at large separations only, and then at smaller and smaller separations.

If the objects are completely isolated with no heat exchange, no particle exchange
and if they do not perform any work, except on each other, all work performed by the
force between the objects goes to the change of the internal energies of the objects;
thus in this case we should calculate the internal energy as function of separation and
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from this variation obtain the force. It should be noted that in this case the temperature
will change with separation.

If the objects are in contact with a heat bath, so that heat is freely exchanged
with the surroundings, some of the work that otherwise would go into the change of
the internal energy now leaks out (or in) in the form of heat; in this case we should
calculate the Helmholtz free energy as function of separation and from this obtain
the force; this is the most common situation.

If the objects also can exchange particles with the surroundings, energy is leaking
out of the objects also via this channel. In this case we should calculate the thermo-
dynamic potential. This situation occurs when two particles are in equilibrium with
their solution or when two liquid droplets are in equilibrium with their vapor phase.

Often the volume of the objects stays unchanged as well as the surrounding pres-
sure. In this case we can use the internal energy and the enthalpy interchangeably;
this also holds for the Helmholtz and Gibbs free energies. In our problem the inter-
action is for finite temperature obtained from the Helmholtz free energy F(T, V, N )

(see Sect. 4.3),

F = − 1

β
lnP, (8.68)

where P is the partition function,

P = tr
(
e−βH

) = ∏

i

∞∑

n=0
e
−β�ωi

(
n + 1

2

)

= ∏

i
e−β

1
2�ωi

∞∑

n=0
e−β�ωi n = ∏

i
e−β

1
2�ωi 1

1−e−β�ωi
.

(8.69)

Thus we have

F = − 1

β

∑

i

[−β 1
2�ωi − ln

(
1 − e−β�ωi

)] =
∑

i

[
1
2�ωi + 1

β
ln
(
1 − e−β�ωi

)]
.

(8.70)

Before we derive the result using the method in (5.64), based on generalized
argument principle we stay with the mode-summation method for a while. When
using the argument principle the physics is somewhat obscured by the mathematics.

The internal energy for our system of two atoms in thermal equilibrium is

E (r) =
∑

i

(
n + 1

2

)
εi (r) =

∑

i

(
n [ωi (r)] + 1

2

)
�ωi (r), (8.71)

where the sum runs over the normal modes, six in our case. Thus we have

E (r) = ∑

i

(
n [ωi (r)] + 1

2

)
�ωi (r),

F (r) = ∑

i

[
1
2�ωi (r) + 1

β
ln
(
1 − e−β�ωi (r)

)]
.

(8.72)
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At zero temperature the force is

F = −dE (r)

dr
, (8.73)

and at finite temperature,

F = −dF

dr
. (8.74)

The force is obtained by a direct derivation with respect to r ,

F =
⎧
⎨

⎩

−�

2

∑

i
∂ωi (r) /∂r , T = 0,

−�
∑

i
{n [ωi (r)] + 1/2} [∂ωi (r) /∂r ] T �= 0.

(8.75)

We note that a mode with a positive slope in the mode energy as function of r
contributes with an attractive force and one with negative slope gives a repulsive
contribution which is fully in line with what we claimed in connection with Figs. 8.1
and 8.3.

Now, if we can find the modes in a simple way like here by using the London
approximation for the atomic polarizability we may find the interaction potential
directly from (8.70). If not we use (5.64) and arrive at

F = 1
β

∑

ξn

′ f (iξn)

= − 6
β

1
r6
∑

ξn

′αat
1 (iξn) αat

2 (iξn); ξn = 2πn
�β

; n = 0, 1, 2, . . . .
(8.76)

To be noted is that the van der Waals interaction potential follows a simple power
law; the same power law for both zero and finite temperature. The potential varies
as r−6 and the force as r−7. The temperature effects start to appear first at very high
temperatures in the present problem, viz. when β is of the order of the inverse of the
characteristic energy of the atoms. This means that the temperature is thousands of
Kelvins.
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Chapter 9
Van der Waals Interaction in Planar
Structures

Abstract After a section in which we adapt the general formalism presented in
Chap. 7 to planar structures in neglect of retardation we start by introducing the basic
structure elements: a single interface, a layer, a 2D film, and a thin diluted gas film.
A general planar structure can then be constructed by stacking these elements side
by side. The thin gas layer is special; it is used to find the interaction on an atom at a
general position in the planar structure. Thenwe go through some common structures
and present illustrating examples; the examples involve gold half spaces, gold slabs,
graphene, 2D metal films and lithium atoms. Then we discuss alternative ways to
find the normal modes in a planar structure. Next we rederive the van der Waals
interaction between two atoms from using the summation over pair interactions. We
end with a section on spatial dispersion.

9.1 Adapting the General Method of Chap. 7 to Planar
Structures and to the Neglect of Retardation

We assume that the spatial extension of the interfaces is very large compared to the
thickness of the layers so that wemay treat the interfaces as infinite in two directions.
If the thickness of the object is finite the rightmost medium, n = N + 1, in Fig. 7.1
is the ambient as well as the leftmost, n = 0. If not we have a multiple coated half
space. In both situations the modes are solutions with the boundary conditions that
there are no incoming waves in the two outer regions, i.e. there is no wave moving
toward the right in medium n = 0 and no wave moving toward the left in medium
n = N + 1. The fields are self-sustained; no fields are coming in from outside.

In the non-retarded treatment Maxwell’s Equations in (2.4) become

∇ · D̃ = 0
∇ · B = 0
∇ × E = 0
∇ × H̃ = 0,

(9.1)
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in absence of external charge densities. We note that the electric and magnetic fields
are decoupled. There are both electric modes and magnetic modes but in general the
effects from the electric modes are muchmore important whenwe limit the treatment
to non-magnetic systems, i.e. we let μ̃ (ω) ≡ 1.

Since∇ × E = 0 theE-field is conservative and we may define a scalar potential,
Φ such thatE = −∇Φ. Now, for∇ · D̃ = ∇ · ε̃ (ω)E = 0 there are two possibilities.
Either ε̃ (ω) = 0 which defines the longitudinal bulk mode of the medium or∇ · E =
0.We are not interested in the bulkmodes here. InsertingE = −∇Φ into the equation
∇ · E = 0 then leads to Laplace’s equation,

∇2Φ = 0. (9.2)

So, when we neglect retardation effects we just solve Laplace’s equation in each
medium and use the proper boundary conditions at each interface to find the normal
modes.1

In the non-retarded treatment of a planar structure we let the waves represent solu-
tions to Laplace’s equation, (9.2), in cartesian coordinates, for the scalar potential,
Φ. The interfaces are parallel to the xy-plane and the z-coordinate is the coordinate
that is constant on each interface. The solutions are of the form

Φk (r, z) = eik·re±kz, (9.3)

where k is the two-dimensional wave vector in the plane of the interfaces. We let z
increase toward the right in Fig. 7.1. We want to find the normal modes for a specific
wave vector k. Then all waves have the common factor exp (ik · r). We suppress this
factor here. Then

R (z) = e−kz; L (z) = e+kz . (9.4)

Using the boundary conditions that the potential and the normal component of the
D̃-field are continuous across interface n gives

ane−kzn + bnekzn = an+1e−kzn + bn+1ekzn

an ε̃ne−kzn − bn ε̃nekzn = an+1ε̃n+1e−kzn − bn+1ε̃n+1ekzn ,
(9.5)

and we may identify the matrix Ãn (zn) introduced in (7.1) as

Ãn (zn) =
(

e−kzn ekzn

ε̃ne−kzn −ε̃nekzn

)
, (9.6)

1From the symmetry of (9.1) we can deduce that we may introduce a scalar potential for H̃ and
obtain an analogousLaplace’s equation for theB-field. Thewhole procedure for finding themagnetic
modes is identical to the one for finding the electric modes. The only thing one has to do in the final
result is to replace ε̃ with μ̃.
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and the matrix M̃n in (7.3) as

M̃n = 1

2ε̃n

(
ε̃n + ε̃n+1 e2kzn (ε̃n − ε̃n+1)

e−2kzn (ε̃n − ε̃n+1) ε̃n + ε̃n+1

)
. (9.7)

Now we have all we need to determine the non-retarded normal modes in a layered
planar structure.

Summary of key relations for the derivation of van derWaals interactions
in planar structures:

In a planar structure the 2D wave vector k is the proper quantum number
that characterizes a normal mode. The dispersion curve for a mode can have
several branches, i , ω = ωi

k. They are solutions to the condition for modes,
fk (ω) = 0, where fk (ω) is the mode condition function. When finding the
interaction energy of the system one has to sum over both k and i . Since we
often let the layers have unlimited extension in the layer plane it is appropriate
to calculate the interaction energy per unit area. For zero temperature it is

E = �

2
1
A

∑
k

∞∫
−∞

dξ
2π ln fk (iξ) → �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln fk (iξ), (9.8)

and at finite temperature

F = 1
A

∑
k

1
β

∞∑
n=0

′ ln fk (iξn) → 1
β

∫
d2k

(2π)2

∞∑
n=0

′ ln fk (iξn) (9.9)

where A is the area of the system and ξn = 2πn/�β. The arrows indicate what
happens when we let A go toward infinity. In the non-retarded approxima-
tion fk ≡ M11 where M̃ is the matrix for the whole structure. The matrix for
interface n is given by

M̃n = 1

2ε̃n

(
ε̃n + ε̃n+1 e2kzn (ε̃n − ε̃n+1)

e−2kzn (ε̃n − ε̃n+1) ε̃n + ε̃n+1

)
. (9.10)

Often it is appropriate to give the energy relative a reference system. Then
fk is replaced by f̃k in (9.8) and (9.9), where f̃k = fk/ f ref.k . Note that if one is
interested in magnetic modes, in a non-magnetic system, and/or the very small
effects these have on the interaction the magnetic modes are found by using
another matrix where all ε̃ are replaced by μ̃. The electric and magnetic modes
are completely decoupled from each other in the non-retarded formalism.
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9.2 Basic Structure Elements

A general planar structure can be generated by stacking a number of basic structure
elements next to each other. The most basic element is a single planar interface.
Sometimes it is convenient to use layers as elements. A special layer is a 2D planar
film. Another is a thin diluted gas layer which wewill use repeatedly in the derivation
of the interaction between atoms and the planar structure.We now discuss these basic
elements one by one. We start with the single planar interface.

9.2.1 Single Planar Interface

For a single interface, as illustrated in Fig. 9.1, at z = a between two media having
dielectric functions ε̃0 and ε̃1 we have from (9.10)

M̃ = M̃0 = 1

2ε̃0

(
ε̃0 + ε̃1 e2ka (ε̃0 − ε̃1)

e−2ka (ε̃0 − ε̃1) ε̃0 + ε̃1

)
. (9.11)

If this is the whole structure the mode condition is

ε̃0 (ω) + ε̃1 (ω) = 0. (9.12)

Here, and in several more places we give the condition for modes of a single
interface. Ifwe use the correspondingmode condition function to calculate the energy
in principle we obtain the surface energy or interface energy. However, to get a
realistic result we need to include spatial dispersion [1], i.e., we need a momentum
dependence of the dielectric function, otherwise the energy diverges. Furthermore

Fig. 9.1 The geometry of a single planar interface located at z = a. The material to the left of the
interface has the dielectric function ε̃0 (ω) and the material to the right ε̃1 (ω). If this is the whole
structure there are only waves moving away from the interface, as indicated by the arrows. Adapted
from[10]
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this is not the full story. The surface energy is the energy per unit area of a newly
created surface. To bemore specific it is half the energy needed to split the solid in two
along a plane and to separate the two halves to infinite distance. The “1/2” comes from
the fact that we create two new surfaces. When we split the solid we create surface
modes at the surface or rather bulk modes are pealed off and form surface modes.
This change in collective modes costs energy. This energy constitutes, an important
part of the surface energy. Other effects that contribute to, or modify, the energy is
possible surface reconstruction, surface relaxation and for metals that the conduction
electrons spill out into the vacuum. We refer the reader to an illustrative derivation
by Schmit and Lucas [2] which attracted much attention when it was published. A
very similar calculation was performed independently by Craig [3]. The derivation
is valid for both polar semiconductors or insulators and metals. Here we do not need
to bother about these complications. We do not create interfaces. We just move them
around.

9.2.2 Planar Layer

For a layer, Fig. 9.2, with interfaces at z = a and z = a + d made of amedium having
dielectric function ε̃1 sandwiched in between a medium having dielectric function
ε̃0 and a medium having dielectric function ε̃2 we have from (9.10)

M̃ = M̃0 · M̃1 = 1
2ε̃0

(
ε̃0 + ε̃1 e2ka (ε̃0 − ε̃1)

e−2ka (ε̃0 − ε̃1) ε̃0 + ε̃1

)

× 1
2ε̃1

(
ε̃1 + ε̃2 e2k(a+d) (ε̃1 − ε̃2)

e−2k(a+d) (ε̃1 − ε̃2) ε̃1 + ε̃2

)
.

(9.13)

Fig. 9.2 The geometry of a planar layer of thickness d and first interface located at z = a. The
material to the left of the layer has the dielectric function ε̃0 (ω) and the material to the right of the
layer ε̃2 (ω). The layer material has the dielectric function ε̃1 (ω). If this is the whole structure there
are only waves moving away from the layer, as indicated by the arrows. In the layer itself there are
waves moving in both directions. Adapted from[10]
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If this layer constitutes the whole structure the mode condition becomes

[
ε̃0 (ω) + ε̃1 (ω)

] [
ε̃1 (ω) + ε̃2 (ω)

]− e−2kd [ε̃0 (ω) − ε̃1 (ω)
] [

ε̃2 (ω) − ε̃1 (ω)
] = 0.
(9.14)

This is the geometry of a slab. If we let the medium in the middle be vacuum the
geometry represents two half spaces separated by a gap of width d.

9.2.3 2D Planar Film

In many situations one is dealing with very thin films. These may be considered 2D
(two dimensional). Important examples are a graphene sheet and a 2D electron gas.
In the derivation we let the film have finite thickness δ and be characterized by a 3D
dielectric function ε̃3D. We then let the thickness go toward zero. The 3D dielectric
function depends on δ as ε̃3D ∼ 1/δ for small δ and δε̃3D → 2α̃2D/k as δ goes toward
zero [4, 5]. α̃2D (k, ω) is the 2D polarizability of the film. We use the expression for
a layer in (9.13) and let ε̃1 go toward infinity and the layer thickness δ go toward
zero. Then we obtain

M̃2D = M̃0 · M̃1

= 1
2ε̃0

(
ε̃0 + ε̃2 e2ka (ε̃0 − ε̃2)

e−2ka (ε̃0 − ε̃2) ε̃0 + ε̃2

)
+ k(δε̃1)

2ε̃0

(
1 e2ka

−e−2ka −1

)

= 1
2ε̃0

(
ε̃0 + ε̃2 e2ka (ε̃0 − ε̃2)

e−2ka (ε̃0 − ε̃2) ε̃0 + ε̃2

)
+ α̃2D

ε̃0

(
1 e2ka

−e−2ka −1

)
.

(9.15)

If the 2D layer is the whole structure the condition for modes is

1 + 2α̃2D (k, ω) /
[
ε̃0 (ω) + ε̃2 (ω)

] = 0, (9.16)

where the modes are the 2D plasmons.
If the 2Dfilm is inside amediumhaving dielectric function ε̃0 (ω) (9.15) simplifies

into

M̃2D = M̃0 · M̃1 =
(
1 0
0 1

)
+ α̃2D (k, ω)

ε̃0 (ω)

(
1 e2ka

−e−2ka −1

)
, (9.17)

and if the medium is vacuum we find

M̃2D = M̃0 · M̃1 =
(
1 0
0 1

)
+ α̃2D (k, ω)

(
1 e2ka

−e−2ka −1

)
. (9.18)

Note that spatial dispersion is taken into account for the film without complica-
tions.
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9.2.4 Thin Planar Diluted Gas Film

It is of interest to find the van der Waals force on an atom in a layered structure. We
can obtain this by studying the force on a thin layer of a diluted gas having dielectric
function εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one atom and n
the density of atoms (we have assumed that the atom is surrounded by vacuum; if not
the 1 should be replaced by the dielectric function of the ambient medium and the
atomic polarizability should be replaced by the excess polarizability). For a diluted
gas layer the atoms do not interact with each other2 and the force on the layer is just
the sum of the forces on the individual atoms. So by dividing with the number of
atoms in the film we get the force on one atom. The layer has to be thin in order to
have a well defined z-value of the atom. Since we will derive the force on an atom
in different planar geometries it is fruitful to derive the matrix for a thin diluted gas
film. This result can be directly used in the derivation of the van der Waals force on
an atom in different planar geometries.

We let the film have the thickness δ and be placed in the general position z. We
only keep terms up to linear order in δ and linear order in n. We find the result is

M̃gaslayer = M̃0 · M̃1

=
(
1 0
0 1

)
+ (δn) αat (ω) 4πk

(
0 e2kz

−e−2kz 0

)

=
(
1 0
0 1

)
+ n2Dαat (ω) 4πk

(
0 e2kz

−e−2kz 0

)
,

(9.19)

where n2D is the 2D atom density. Now we are done with the gas layer. We will use
these results later in calculating the van der Waals force on an atom in planar layered
structures. We have also gone through all basic structure elements we need. Now we
turn to some real structures. We begin with two half spaces.

9.3 Two Half Spaces

For a gap, of size d, filled with a medium having dielectric function ε̃0 between two
half spaces, one of a material having dielectric function ε̃1 and one of a material
having dielectric function ε̃2 we may reuse the above result in (9.14) with the proper
change of dielectric functions. We find

[
ε̃1 + ε̃0

] [
ε̃2 + ε̃0

]− e−2kd
[
ε̃1 − ε̃0

] [
ε̃2 − ε̃0

] = 0, (9.20)

where all dielectric function arguments, (ω), have been suppressed. Equation (9.20)
can then be used to find the zero temperature van der Waals energy per unit area
as (5.59)

2It is more correct to say that the effect of the interactions is negligible.
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E = �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

[
ln fk (iξ) − ln f ∞

k (iξ)
]

= �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln f̃k (iξ) ,

(9.21)

and the finite temperature result as (5.64)

F = 1
β

∫
d2k

(2π)2

∑
ξn

′[ln fk (iξn) − ln f ∞
k (iξn)

]
= 1

β

∫
d2k

(2π)2

∑
ξn

′ln f̃k (iξn); ξn = 2πn
�β

; n = 0, 1, 2, . . . ,
(9.22)

respectively, where f ∞
k (z) is the mode condition function at infinite separation and

f̃k (z) = 1 − e−2kd

[
ε̃1 (z) − ε̃0 (z)

] [
ε̃2 (z) − ε̃0 (z)

]
[
ε̃1 (z) + ε̃0 (z)

] [
ε̃2 (z) + ε̃0 (z)

] (9.23)

is the mode condition function divided by the function at infinite separation. The
expressions in (9.21) and (9.22) mean that we have chosen the reference system
to be the system when the gap is infinitely wide. This result agrees with the result
in e.g. [6]. In what follows we will indicate when we refer to this modified mode
condition function, that produces the energy zero when the objects are at infinite
separation, by putting a tilde above the function.

The van der Waals force per unit area is obtained as minus the derivative of these
energies with respect to the separation d.

The mode condition function for this geometry where we have two half spaces
with vacuum in between is obtained from (9.23) by letting ε0 = 1. Thus the energy
per unit area between two half spaces as function of separation is (9.21) with the
mode condition function given by

f̃k (z) = 1 − e−2kd

[
ε̃1 (z) − 1

] [
ε̃2 (z) − 1

]
[
ε̃1 (z) + 1

] [
ε̃2 (z) + 1

] (9.24)

9.3.1 Interaction Between Two Gold Half Spaces

Now we will present results for a specific system, viz., two gold half spaces. Then
the mode condition function is

f̃k (z) = 1 − e−2kd [α (z)]2

[α (z) + 2]2
, (9.25)
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Fig. 9.3 The polarizability,
α (iξ) = ε̃ (iξ) − 1, for gold
along the imaginary z-axis,
used in our calculations.
These results were obtained
applying (3.52) to optical
data from[7]. See the text for
details

where α (iξ) is shown in Fig. 9.3 and the energy per unit area is

V (d)

A = �
∫

d2k
(2π)2

∞∫
0

dξ
2π ln

[
1 − e−2kd [α(iξ)]2

[α(iξ)+2]2

]

= �

4(2π)2d2

∞∫
0
dxx

∞∫
0
dξ ln

[
1 − e−x [α(iξ)]2

[α(iξ)+2]2

]
,

(9.26)

where we on the last line have made the variable substitution x = 2kd. The result
for two gold half spaces is shown in Fig. 9.5.

The gold polarizability in Fig. 9.3 was obtained in the following way: the experi-
mental data for the imaginary part of the dielectric function as given in [7] was used;
these data points are shown in Fig. 9.4 as filled circles. The data were extrapolated
on both the small and large frequency sides; these extrapolations are shown as a
dotted curve and a thin straight line, respectively; at the large frequency side the
extrapolation was a power law, ∼ω−3; at the low frequency side the extrapolation
was in the form of a function,

ε2 (ω) = 4π

ω

ρ

ρ2 + (
4πω/x2

)2 , (9.27)

where ρ is the experimental static resistivity (2.611 × 10−18 s) and x is an adjustable
parameter used to get a smooth transition to the experimental points. For x = ωpl

(9.27) is the Drude expression with dissipation. Then we used one version, (3.52) of
the Kramers Kronig dispersion relations,



162 9 Van der Waals Interaction in Planar Structures

Fig. 9.4 The imaginary part
of the dielectric function of
gold used as input to
generate Fig. 9.3. The filled
circles are the experimental
values from [7]. The dotted
curve is the low frequency
extrapolation consistent with
the static resistivity. The
solid straight line is the high
frequency extrapolation of
∼ω−3 type. See the text for
details

Fig. 9.5 The van der Waals
interaction energy between
two gold half spaces as
function of separation d. The
result was obtained from
using (9.26) with the gold
polarizability α (iξ) as
shown in Fig. 9.3

α̃ (iξ) = 2

π

∞∫
0

dω
ωε̃2 (ω)(
ω2 + ξ 2

) , (9.28)

to find the polarizability on the imaginary axis. In performing the calculation we used
cubic spline interpolation of the data on a log-log plot and the integration variable
was chosen to be ln(ω).
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9.4 Two Slabs

We will make this as simple as possible and let the slabs be of the same material
having dielectric function ε̃1, be of the same thickness, �, and be placed in vacuum.
The slabs are separated by the closest distance d. We let the interfaces of the first
slab be at z = 0 and z = �; then the interfaces of the second are at z = d + � and
at z = d + 2�.

We can write the matrix for the structure as

M̃ = Ã · B̃,

Ã = 1
4ε̃1

(
1 + ε̃1 1 − ε̃1
1 − ε̃1 1 + ε̃1

)
·
(

ε̃1 + 1 e2k� (ε̃1 − 1)
e−2k� (ε̃1 − 1) ε̃1 + 1

)
,

B̃ = 1
4ε̃1

(
1 + ε̃1 e2k(d+�) (1 − ε̃1)

e−2k(d+�) (1 − ε̃1) 1 + ε̃1

)

·
(

ε̃1 + 1 e2k(d+2�) (ε̃1 − 1)
e−2k(d+2�) (ε̃1 − 1) ε̃1 + 1

)
,

(9.29)

where Ã and B̃ are matrices for slabs or planar layers according to Fig. 9.2. The
matrices are obtained from (9.13) with the proper choice of dielectric functions
combinations and positions.

To find the condition for modes and the mode condition function we only need
the matrix element M11. It is

M11 = 1

16ε̃21

{[
(ε̃1 + 1)2 − e−2k�(ε̃1 − 1)2

]2 − (
ε̃21 − 1

)2
e−2kd

[
e−2k� − 1

]2}
,

(9.30)
and the condition for modes is

[
(ε̃1 + 1)2 − e−2k�(ε̃1 − 1)2

]2 − (
ε̃21 − 1

)2
e−2kd

[
e−2k� − 1

]2 = 0. (9.31)

The mode condition function then becomes

f̃k (z) = 1 − e−2kd

[
ε̃21 (z) − 1

]2(
e−2k� − 1

)2
{[

ε̃1 (z) + 1
]2 − e−2k�

[
ε̃1 (z) − 1

]2}2 , (9.32)

or

f̃k (z) = 1 − e−2kd

[
ε̃1(z)−1
ε̃1(z)+1

]2(
e−2k� − 1

)2
{
1 − e−2k�

[
ε̃1(z)−1
ε̃1(z)+1

]2}2 . (9.33)

Tofind this result we have divided the left-hand-side of (9.31)with the correspond-
ing result for d = ∞. Thus the energy per unit area between two slabs as function of
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Fig. 9.6 The van der Waals
interaction energy between
two gold slabs of thickness
� as function of separation
d. The result was obtained
from using (9.33) with the
gold polarizability α (iξ) as
shown in Fig. 9.3. See the
text for details

separation is (9.21) with this mode condition function inserted. The corresponding
van derWaals energy at finite temperature is obtained by using this function in (9.22)
instead. The force per unit area is in both cases found by taking minus the derivative
of the energy with respect to d.

9.4.1 Interaction Between Two Gold Slabs

The result for two gold slabs is shown in Fig. 9.6 for slab thickness ranging from
0.001µm to infinity; the thinner the slabs the lower the energy. To find the result
we have inserted the mode condition function from (9.33) in (9.21). The dielectric
function ε̃1(iξ) = 1 + α(iξ) with the gold polarizability α (iξ) as shown in Fig. 9.3.
We notice that when the distance between the slabs is much smaller than the slab
thickness the result is that for two half spaces; when the separation is much larger
than the slab thickness the result has a steeper slope. If we had used the simple Drude
approximation, ε̃1(iξ) = 1 + ω2

pl/ξ
2, for the gold dielectric function we would have

have found the fractional power law[9],∼d−5/2, characteristic of two 2Dmetal films.
With the experimental dielectric function of gold the resulting slope is somewhat
steeper.

9.5 Two 2D Films

The matrix for a system of two parallel 2D films becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3,
where M̃0 · M̃1 is the matrix for one of the two thin films, and M̃2 · M̃3 is the matrix
for the other. These matrices are given in (9.15) the first for z = 0 and the second
for z = d.
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The matrices are

M̃0 · M̃1 =
(
1 0
0 1

)
+ α̃2D

(
1 1

−1 −1

)
;

M̃2 · M̃3 =
(
1 0
0 1

)
+ α̃2D

(
1 e2kd

−e−2kd −1

)
,

(9.34)

and the element of interest to us is

M11 = 1 + 2α̃2D + (
1 − e−2kd

) (
α̃2D

)2
= (

1 + α̃2D
)2 − e−2kd

(
α̃2D

)2
.

(9.35)

The first term produces themodes in the two thin films if they are so far apart that they
are not affecting each other. We choose as our reference system the system when the
two films are at infinite distance from each other. To get the mode condition function
we divide M11 with the first term. The mode condition function becomes

f̃k = 1 − e−2kd

(
α̃2D

1 + α̃2D

)2

. (9.36)

From this we find the energy per unit area

E = �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
f̃k (iξ)

]

= �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
1 − e−2kd

(
α̃2D(k,iξ)

1+α̃2D(k,iξ)

)2]
.

(9.37)

This agrees completely with the results of [8].

9.5.1 Interaction Between Two Graphene Sheets

The first example where we use the results for two 2D films is two graphene sheets.
Graphene is one very promising material in modern nano-technology. We will give
results both for pristine (undoped) and for doped graphene. The separation depen-
dence becomes very simple for pristine graphene. We need the 2D polarizability.
From (2.143) we get

χ (k, iξ) = − 1
4�

k2√
v2k2+ξ 2

,

α (k, iξ) = πe2

2�

k√
v2k2+ξ 2

.
(9.38)

We note the peculiar scaling property α (k/d, iξ/d) = α (k, iξ). Thus if we plot
the polarizability on a kξ plane and then change units with the same factor on both
axes nothing changes. Thus making the substitutions k → k/d and ξ → ξ/d in
(9.37) gives
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(a) (b)

Fig. 9.7 Interaction energy (a) and force (b) per unit area, respectively, between two graphene
sheets a distance d apart. See the text for details

E = �

2d3

∫
d2k

(2π)2

∞∫
−∞

dξ

2π
ln

[
1 − e−2k

(
α̃ (k, iξ)

1 + α̃ (k, iξ)

)2
]

, (9.39)

and the interaction follows a simple power law E ∼ d−3. The force varies as F ∼
d−4. In the doped case α2D (k, iξ) = −v2Dq χ2D (k, iξ) where χ2D (k, iξ) is given
in (2.145). Here, we do not benefit from the above substitutions and use (9.37)
instead. The results are shown in Fig. 9.7 both for pristine graphene and for doped
graphene; the deviation from the result for pristine graphene increases with doping
concentration. In the doped case the effects of the doping carriers show up gradually
for larger separations. The energy approaches asymptotically a fractional power law
with E ∼ d−5/2 and F ∼ d−7/2. The extra interaction from the free carriers decreases
gradually for small separations. This behavior is caused by spatial dispersion. Next,
we turn to two thin metal films.

9.5.2 Interaction Between Two 2D Metal Films

In calculating the interaction between two 2D metal films we use (9.37) with the
polarizability for a 2D electron gas in (2.146). The results are shown in Fig. 9.8. The
carrier concentration in each film varies from 1010 to 1013 cm−2; the higher the con-
centration the higher the interaction energy. The energy approaches asymptotically
a fractional power law with E ∼ d−5/2 and F ∼ d−7/2.
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(a) (b)

Fig. 9.8 Interaction energy (a) and force (b) per unit area, respectively, between two 2D metal
films a distance d apart. See the text for details

To see how this power law comes aboutwe note that the exponential factor e−2kd in
the integrand in (9.37)means that for large separations only small k-values contribute
to the momentum integral. The 2D dielectric function (see (2.146)) in the small
momentum limit is

ε̃2D (k, iξ) ≈ 1 + 2πn2De2

me

k

ξ 2
. (9.40)

So if we make the substitutions k → k/d, and ξ → ξ/
√
d in (9.37) we find

ε̃2D
(
k/d, iξ/

√
d
)

≈ 1 + 2πn2De2

me

k

ξ 2
, (9.41)

i.e. the ds in the dielectric function cancel out and no d remains in the integrand. We
have

E ≈ �

2d5/2

∫
d2k

(2π)2

∞∫
−∞

dξ

2π
ln

[
1 − e−2k

(
α̃2D (k, iξ)

1 + α̃2D (k, iξ)

)2
]

. (9.42)

The only remaining d-dependence lies in the factor d−5/2, which is the result of the
substitutions in d2k and dξ . For smaller separations the energy and force no longer
follow simple power laws. Formore details of the fractional power dependence see [8,
9]. Now we are done with examples of 2D films and turn to the film-wall geometry.
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9.6 Film-Wall

We let the film be at z = 0 and the wall interface at z = d. We assume that the film is
surrounded by vacuum. Thematrix for the film-wall geometrywe find bymultiplying
the matrix for a 2D film (9.18) for a = 0 with the matrix of a single vacuum-medium
interface (9.11), i.e.,

M̃ = Ã · B̃,

Ã =
(
1 0
0 1

)
+ α̃2D

(
1 1

−1 −1

)
,

B̃ = 1
2

(
(1 + ε̃1) e2kd (1 − ε̃1)

e−2kd (1 − ε̃1) (1 + ε̃1)

)
,

(9.43)

where ε̃1 (ω) is the dielectric function of the wall.
We are interested in the matrix element M11. It is

M11 = 1
2

{
(1 + ε̃1) + α̃2D

[
(1 + ε̃1) + e−2kd (1 − ε̃1)

]}
= 1

2 (1 + ε̃1)
(
1 + α̃2D

) {
1 − e−2kd α̃2D

1+α̃2D
ε̃1−1
ε̃1+1

}
.

(9.44)

The condition for modes is M11 = 0 and the mode condition function is

f̃k (z) =
{
1 − e−2kd α̃2D (k, z)

1 + α̃2D (k, z)

ε̃1 (z) − 1

ε̃1 (z) + 1

}
, (9.45)

and the van der Waals interaction energy per unit area between a film and a wall is

E = �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
f̃k (iξ)

]

= �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
1 − e−2kd α̃2D(k,iξ)

1+α̃2D(k,iξ)

ε̃1(iξ)−1
ε̃1(iξ)+1

]
.

(9.46)

Again we illustrate the result with two examples where the film is a graphene sheet
and a 2D metal film, respectively. We begin with graphene next to a gold wall.

9.6.1 Interaction Between Graphene and an Au-Wall

To find the interaction between graphene and a gold wall we insert into (9.46) the
polarizability of graphene, α̃2D (k, iξ) = −v2Dk χ2D (k, iξ)where χ2D (k, iξ) is taken
from (2.145) and the dielectric function of gold, ε̃1 (iξ) = 1 + α̃ (iξ), where α̃ (iξ) is
shown in Fig. 9.3. The result is shown in Fig. 9.9 for both pristine and doped graphene.
The d dependence does not follow a simple power law. Next example is a 2D metal
film next to a gold wall.
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Fig. 9.9 Interaction energy
per unit area between a
graphene sheet and an Au
wall separated by a distance
d; the results are for pristine
graphene and for the doping
densities 1010, 1011, 1012,
and 1013 cm−2. The bottom
curve is for pristine graphene
and the deviation from this
curve increases with doping
concentration

Fig. 9.10 Interaction energy
per unit area between a 2D
metal film and an Au wall
separated by a distance d;
the results are for the carrier
densities 1010, 1011, 1012,
and 1013 cm−2. The
interaction energy increases
with carrier density

9.6.2 Interaction Between a 2D Metal Film and an Au-Wall

To find the interaction between a 2D metal film and a gold wall we insert into (9.46)
the polarizability of a 2D electron gas from (2.146) and the dielectric function of
gold, ε̃1 (iξ) = 1 + α̃ (iξ), where α̃ (iξ) is shown in Fig. 9.3. The result is shown in
Fig. 9.10 for different doping levels. The d dependence does not follow a simple
power law. We move on to the atom-wall geometry.
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Fig. 9.11 The two planar
layer geometry. This
geometry is used to find the
atom wall interaction as
illustrated by the cartoon in
the lower right corner. We
start from the gas layer wall
geometry in the upper right
corner. Adapted from[10]

9.7 Atom-Wall

The multiple layer results can be used to solve other problems like in this case the
atom wall interaction. We start from the two layer structure in Fig. 9.11. We let the
ambient be vacuum. The first layer is a thin layer, of thickness δ, of a diluted gas of
atoms of the kind we consider. Its dielectric function is εg (ω) = 1 + 4πnαat (ω),
where αat is the polarizability of one atom. The density of gas atoms, n, is very low.
We let the first interface be at z = 0 and hence the second at z = δ. The second layer
is a vacuum layer of thickness d. The remaining medium is the wall which we let be
infinitely thick and have the dielectric function ε̃s (ω). In what follows we only keep
lowest order terms in δ and in n.

Thematrix becomes M̃ = M̃0 · M̃1 · M̃2 = M̃gaslayer · M̃2 where M̃gaslayer is given
in (9.19) with z = 0 and

M̃2 = 1

2

(
(ε̃s + 1) −e2kd (ε̃s − 1)

−e−2kd (ε̃s − 1) (ε̃s + 1)

)
. (9.47)

Now, the matrix element of interest is

M11 = 1

2

[
(ε̃s + 1) − 4πkαatδne−2kd (ε̃s − 1)

]
, (9.48)

and the condition for modes is

(ε̃s + 1) − 4πkαatδne−2kd (ε̃s − 1) = 0. (9.49)

The first part of the mode condition function is what one would have in absence
of the atom. It gives the surface modes of the wall. We find

f̃k (z) = 1 − 4πkαat (z) δne−2kd

[
ε̃s (z) − 1

]
[
ε̃s (z) + 1

] , (9.50)
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where we have chosen the reference system as the systemwhen the atom is at infinite
distance from the wall. The interaction energy per atom is

E
nδ

= �

2nδ

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

× ln
[
1 − 4πkαat (iξ) δne−2kd [ε̃s (iξ)−1]

[ε̃s (iξ)+1]

]

≈ −�

2

∫
d2k

(2π)2
4πke−2kd

∞∫
−∞

dξ
2π αat (iξ)

[ε̃s (iξ)−1]
[ε̃s (iξ)+1]

= −
∞∫
0

dkk22e−2kd

︸ ︷︷ ︸
1

2d3

�

2

∞∫
−∞

dξ
2π αat (iξ)

[ε̃s (iξ)−1]
[ε̃s (iξ)+1]

= − �

4d3

∞∫
−∞

dξ
2π αat (iξ)

[ε̃s (iξ)−1]
[ε̃s (iξ)+1] ,

(9.51)

where we have divided the energy per unit area with the number of gas atoms per
unit area resulting in the energy per atom. We have furthermore let the number of
atoms per unit area go toward zero and expanded the logarithm [ln (1 + x) → x].

Thus, the force between an atom a distance d from a wall is at zero temperature

F (d) = − 3�

2d4

∞∫
0

dξ

2π
αat (iξ)

[
ε̃s (iξ) − 1

]
[
ε̃s (iξ) + 1

] , (9.52)

and at finite temperature it is

F (d) = − 3

2d4

1

β

∑
ξn

′αat (iξn)

[
ε̃s (iξn) − 1

]
[
ε̃s (iξn) + 1

] . (9.53)

9.7.1 Li-Atom–Au-Wall Interaction

As an example of atom-wall interactionswe show in Fig. 9.12 the interaction between
a Li atom and a gold wall. The polarizability for Li was obtained from the London
approximation (8.60) with the parameters given in Fig. 8.2. The d-dependence fol-
lows a simple power law, E ∼ d−3, and F ∼ d−4.

It is of interest to know how atoms interact with the walls when passing through
narrow channels. A first step in such an investigation can be to study an atom in a
planar gap. This is what we do next.



172 9 Van der Waals Interaction in Planar Structures

(a) (b)

Fig. 9.12 The van derWaals interaction between a Li atom and a goldwall as function of separation,
d. a The interaction energy; b The force

Fig. 9.13 The three planar
layer geometry. Adapted
from[10]

9.8 Atom in Planar Gap

We study an atom in a gap of width D between two thick plates (or half spaces). We
refer to Fig. 9.13 and let the first interface be located at z = 0 separating one plate
having dielectric function ε̃1 from the ambientmediumwhichwe let be vacuum.Next
interface, at z = d, is the left interface of the gas layer having dielectric function εg
and thickness δ. Thus the third interface is at z = d + δ. The forth interface is located
at z = D and separates vacuum from the second plate having dielectric function
ε̃2. Just as in the previous section we only keep lowest order terms in δ and in n.
The matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3 = M̃0 · M̃gaslayer · M̃3 where M̃gaslayer

is given in (9.19) with z = d and

M̃0 = 1
2ε̃1

(
(ε̃1 + 1) (ε̃1 − 1)
(ε̃1 − 1) (ε̃1 + 1)

)
;

M̃3 = 1
2

(
(ε̃2 + 1) −e2kD (ε̃2 − 1)

−e−2kD (ε̃2 − 1) (ε̃2 + 1)

)
.

(9.54)
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Now,

M11 = (
M0

11 M0
12

) · M̃gaslayer ·
(
M3

11
M3

21

)
, (9.55)

where we have moved the matrix subscript to the superscript position to make room
for the element subscripts. The matrix element of interest is

M11 = 1
4ε̃1

{[
(ε̃1 + 1) (ε̃2 + 1) − e−2kD (ε̃1 − 1) (ε̃2 − 1)

]
−4πkαatδn

[
e−2kd (ε̃1 − 1) (ε̃2 + 1)

+e−2k(D−d) (ε̃1 + 1) (ε̃2 − 1)
]}

.

(9.56)

The mode condition function after division with the function in absence of the gas
layer is

f̃k = 1 − 4πkαatδn

[
e−2kd (ε̃1−1)

(ε̃1+1) + e−2k(D−d) (ε̃2−1)
(ε̃2+1)

]
[
1 − e−2kD (ε̃1−1)(ε̃2−1)

(ε̃1+1)(ε̃2+1)

] , (9.57)

and the interaction energy per atom becomes

E
nδ

= �

2nδ

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
f̃k (iξ)

]

≈ −�

2

∫
d2k

(2π)2
4πk

∞∫
−∞

dξ
2π αat

[
e−2kd (ε̃1−1)

(ε̃1+1)
+e−2k(D−d) (ε̃2−1)

(ε̃2+1)

]
[
1−e−2kD (ε̃1−1)(ε̃2−1)

(ε̃1+1)(ε̃2+1)

]

= −�

∞∫
0
dkk2

∞∫
−∞

dξ
2π αat

[
e−2kd (ε̃1−1)

(ε̃1+1)
+e−2k(D−d) (ε̃2−1)

(ε̃2+1)

]
[
1−e−2kD (ε̃1−1)(ε̃2−1)

(ε̃1+1)(ε̃2+1)

] .

(9.58)

Thus, the force on the atom is

F (d) = −4�

∞∫
0
dkk3

∞∫
0

dξ
2π αat (iξ)

×
[ε̃1(iξ)−1]
[ε̃1(iξ)+1] e

−2kd− [ε̃2(iξ)−1]
[ε̃2(iξ)+1] e

−2k(D−d)

1− [ε̃1(iξ)−1][ε̃2(iξ)−1]
[ε̃1(iξ)+1][ε̃2(iξ)+1] e

−2kD
,

(9.59)

and at finite temperature it is

F (d) = − 4

β

∞∫
0

dkk3
∑
ξn

′αat (iξn)

[ε̃1(iξn)−1]
[ε̃1(iξn)+1] e

−2kd − [ε̃2(iξn)−1]
[ε̃2(iξn)+1] e

−2k(D−d)

1 − [ε̃1(iξn)−1][ε̃2(iξn)−1]
[ε̃1(iξn)+1][ε̃2(iξn)+1] e

−2kD
. (9.60)
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Fig. 9.14 The geometry of a
thin gas layer the distance d
from a thin film. This
geometry is used to find the
interaction between an atom
and a thin film. Adapted
from[10]

9.9 Atom-Fllm

In this section we derive the van der Waals interaction of an atom near a very thin
film. We start from the three layer structure in Fig. 9.14. We take the limit when the
thickness of the film goes to zero. The matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3,
where M̃0 · M̃1 is the matrix for the thin film, and M̃2 · M̃3 is the matrix for the gas
film. These matrices are given in (9.15) and (9.19), respectively.

The matrices are

M̃0 · M̃1 =
(
1 0
0 1

)
+ α̃2D

(
1 1

−1 −1

)
;

M̃2 · M̃3 =
(
1 0
0 1

)
+ (δn) αat4πk

(
0 e2kd

−e−2kd 0

)
,

(9.61)

and the element of interest to us is

M11 = 1 + α̃2D − (δn) αat4πkα̃2De−2kd . (9.62)

The first two terms produce the modes in the thin film alone and are not affected by
the atom. We choose as our reference system the system when the atom is at infinite
distance from the film. To get the mode condition function we divide M11 with the
first two terms. The mode condition function becomes

f̃k = 1 − (δn) 4πkαat α̃2D

1 + α̃2D
e−2kd . (9.63)

From this we find the energy per atom is

E
nδ

= �

2nδ

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
f̃k (iξ)

]

≈ −�

∞∫
0
dkk2e−2kd

∞∫
−∞

dξ
2π αat (iξ)

α̃2D(k,iξ)

1+α̃2D(k,iξ)
,

(9.64)
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and the force on the atom is

F (d) = −2�

∞∫
0

dkk3e−2kd

∞∫
−∞

dξ

2π
αat (iξ)

α̃2D (k, iξ)

1 + α̃2D (k, iξ)
. (9.65)

Once again we apply this to a graphene sheet and a 2D metal film. We start with
the graphene sheet.

9.9.1 Li-Atom–Graphene-Sheet Interaction

In Fig. 9.15awe show the results for the interaction between a Li atom and a graphene
sheet from using (9.64). The lowest curve is for pristine graphene; the deviation from
this curve increases more and more with higher doping concentration. The results do
not follow simple power laws. However, for large separations the undoped graphene
result approaches the d−4 power law. This can be understood in the following way:
the substitutions k → k/d and ξ → ξ/d leave α̃2D (k, iξ) unchanged in (9.64) and
we have

(a) (b)

Fig. 9.15 The van der Waals interaction energy between a Li-atom and a 2D film a distance d
apart. a Li atom and a graphene sheet. b Li atom and 2D metal film
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E = − �

d4

∞∫
0
dkk2e−2k

∞∫
−∞

dξ
2π αat (iξ/d)

α̃2D(k,iξ)

1+α̃2D(k,iξ)

≈ − �

d4

∞∫
0
dkk2e−2k

∞∫
−∞

dξ
2π αat (0) α̃2D(k,iξ)

1+α̃2D(k,iξ)
,

(9.66)

for large enough d-values. Next we continue with the 2D metal film.

9.9.2 Li-Atom–2D-Metal-Film Interaction

In Fig. 9.15bwe show the results for the interaction between a Li atom and a 2Dmetal
film from using (9.64). The interaction energy increases with carrier concentration
so the lowest curve is for the lowest carrier concentration and the uppermost curve
for the highest carrier concentration. For large separations the result approaches the
d−7/2 power law. This can be understood in the following way: the substitutions
k → k/d and ξ → ξ/

√
d leaves α̃2D (k, iξ) unchanged in (9.64) in the small k-limit

and we have

E = − �

d7/2

∞∫
0
dkk2e−2k

∞∫
−∞

dξ
2π αat

(
iξ/

√
d
)

α̃2D(k,iξ)

1+α̃2D(k,iξ)

≈ − �

d7/2

∞∫
0
dkk2e−2k

∞∫
−∞

dξ
2π αat (0) α̃2D(k,iξ)

1+α̃2D(k,iξ)
,

(9.67)

for large enough d-values. This is in agreement with [11].
It is of interest to know how atoms interact with the walls when passing through

narrow channels with thin walls. It is furthermore of interest to understand the inter-
actions in intercalation processes [12–14]. A first step in such an investigation can
be to study an atom between two films. This is what we do next.

9.10 Atom in Between Two Planar Films

Here we let the first 2D film be located at z = 0, the thin diluted gas film at z = d,
and the second 2D film at D. There is vacuum between the three films. Thus the
matrix becomes M̃ = M̃0 · M̃1 · M̃2, where

M̃0 =
(
1 0
0 1

)
+ α̃2D

(
1 1

−1 −1

)
;

M̃1 =
(
1 0
0 1

)
+ δnαat4πk

(
0 e2kd

−e−2kd 0

)
;

M̃2 =
(
1 0
0 1

)
+ α̃2D

(
1 e2kD

−e−2kD −1

)
.

(9.68)
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The matrix element of interest is

M11 = (
1 + α̃2D

)2 − e−2kD
(
α̃2D

)2
−δnαat4πkα̃2D

(
1 + α̃2D

) (
e−2kd + e−2k(D−d)

)
.

(9.69)

The first term is the mode condition for the two films at infinite separation in absence
of the gas layer. The first two terms is the mode condition in absence of the gas layer
[see (9.35)]. The mode condition function after division with the function in absence
of the gas layer is

f̃k = 1 − 4πkαatδn
α̃2D

1+α̃2D

[
e−2kd + e−2k(D−d)

]
[
1 − e−2kD

(
α̃2D

1+α̃2D

)2] , (9.70)

and the interaction energy per atom becomes

E
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]
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dkk2
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2π αat (iξ)
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(9.71)

Thus, the force on the atom is

F (d) = −4�

∞∫
0

dkk3
∞∫
0

dξ

2π
αat (iξ)

α̃2D (k, iξ)

1 + α̃2D (k, iξ)

[
e−2kd − e−2k(D−d)

]
[
1 − e−2kD

(
α̃2D(k,iξ)

1+α̃2D(k,iξ)

)2] ,

(9.72)
and at finite temperature it is

F (d) = − 4

β

∞∫
0

dkk3
∑
ξn

′αat (iξn)
α̃2D (k, iξn)

1 + α̃2D (k, iξn)

[
e−2kd − e−2k(D−d)

]
[
1 − e−2kD

(
α̃2D(k,iξn)

1+α̃2D(k,iξn)

)2] .

(9.73)

We have now gone through and applied our general method to a number of simple
planar geometries. The derivations can easily be extended to more and more compli-
cated planar structures by introducing more and more new interfaces. In next section
we present some complementary methods to find the normal modes in some of the
planar structures we have already treated. It is always neat to have several alternative
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ways to derive things. It furthermore gives a better feeling for and a deeper knowledge
of what goes on.

9.11 Alternative Derivations of the Normal Modes

In this section we give several complementary ways to derive the normal modes in
specific planar geometries. The geometries we consider are two parallel 2D films, a
2D film next to a wall, and two half spaces. The common idea is to generate self-
sustained induced sources, fields or potentials. One way to do this is to start from
an induced source in one of the objects (film or half space); this source induces a
source in the other object which in turn induces a source in the first and so on; with
the right frequency the result is self-sustained sources, with the wrong, destructive
interference will diminish the sources. A different but equivalent approach is to solve
Maxwell’s equations in the whole system and use the proper boundary conditions
at all interfaces and the condition of no incoming waves from the exterior. A third
approach is to introduce a small perturbation in the system; if the response in terms
of fields, potentials at the interfaces, or sources diverges the frequency of the pertur-
bation is a mode-frequency. For the geometries containing 2D films we rather closely
follow the treatments in [5]. We begin with the modes in a system consisting of two
parallel 2D films.

9.11.1 Two 2D Films

Here we use three alternative derivations to find the normal modes. In the first
approach we let the modes be generated from coupled induced sources; in the second
approach we solve Maxwell’s equations in the three regions separated by the two
films and use the standard boundary conditions at the boundaries defined by the films;
in the third approach we find the modes by finding the frequency at which the inter-
action potential between the carriers diverges. We start with the method involving
coupled sources.

9.11.1.1 Coupled Induced Sources

We will now go through one possible way to find the normal modes and their
zero-point energies in the geometry of two parallel 2D films. Let film 1 have
the induced charge distribution, ρ1 (k, ω). This charge distribution gives rise to a
potential in both films. The resulting potential is3 v (k, ω) = v2D (k) ρ1 (k, ω) and
exp (−kd) v2D (k) ρ1 (k, ω) in films 1 and 2, respectively. There are free and/or bound

3see Sect. 2.7.
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carriers in film 2. These are affected by the potential and are redistributed; expressed
in another way they screen the potential. The resulting potential in film 2 after screen-
ing by the carriers is exp (−kd) v2D (k) ρ1 (k, ω) /

[
1 + α̃2 (k, ω)

]
, where α̃2 (k, ω) is

the polarizability of film 2. This potential gives rise to an induced charge distribution
in film 2,

ρ2 (k, ω) = χ2 (k, ω) e−kdv2D (k)
ρ1 (k, ω)[

1 + α̃2 (k, ω)
] . (9.74)

In complete analogy, this charge distribution in film 2 gives rise to a charge distribu-
tion in film 1,

ρ1 (k, ω) = χ1 (k, ω) e−kdv2D (k)
ρ2 (k, ω)[

1 + α̃1 (k, ω)
] . (9.75)

To find the condition for self-sustained fields, normal modes, we let this induced
charge density in film 1 be the charge density we started from. This leads to

ρ1 (k, ω) = χ1 (k, ω) e−kdv2D (k)
χ2 (k, ω) e−kdv2D (k)[

1 + α̃1 (k, ω)
] [
1 + α̃2 (k, ω)

]ρ1 (k, ω) ,

(9.76)
and after rearrangements

ρ1 (k, ω)

⎡
⎢⎢⎢⎣1 − e−2kd

−α1(k,ω)︷ ︸︸ ︷
v2D (k) χ1 (k, ω)

−α2(k,ω)︷ ︸︸ ︷
v2D (k) χ2 (k, ω)[

1 + α̃1 (k, ω)
] [
1 + α̃2 (k, ω)

]
⎤
⎥⎥⎥⎦ = 0. (9.77)

In order to have a non-zero ρ1 (k, ω) the expression within the brackets has to vanish.
Thus,

1 − e−2kd

[
α̃1 (k, ω)

1 + α̃1 (k, ω)

] [
α̃2 (k, ω)

1 + α̃2 (k, ω)

]
= 0, (9.78)

and

fk (ω) = 1 − e−2kd

[
α̃1 (k, ω)

1 + α̃1 (k, ω)

] [
α̃2 (k, ω)

1 + α̃2 (k, ω)

]
. (9.79)

Inserting this function into (9.8) leads to exactly the same energy as in (6.44) and
also in (9.37) if we extend that result to two different films. The result in (6.44)
was derived using many-body theory and in that derivation there were no talk about
zero-point energies at all; the result in (9.37) was derived using our general method.
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9.11.1.2 Maxwell’s Equations and Boundary Conditions

We now solve MEs in the three regions separated by the two 2D films and treat the
induced charge and current densities in the 2D films as external to our system. With
vacuum in between the films our system is vacuum and the D and H fields are equal
to the E and B fields, respectively. In the non-retarded treatment it is enough to study
the E-field. We follow the procedure in [15] and make the following ansatz:

E =
⎧⎨
⎩
(
EBRekz + EBLe−k(z+d)

)
ei(kx−ωt), −d ≤ z ≤ 0

ERe−kzei(kx−ωt), 0 ≤ z
ELek(z+d)ei(kx−ωt), z ≤ −d.

(9.80)

Note that the fields die off exponentially away from the region bounded by the two
films. Thus, there are no incoming waves from the outside. The two MEs involving
the E-field, ∇ · E = 0, and ∇ × E = 0, both give

EBR
z = −iEBR

x ;
EBL
z = iEBL

x ;
ER
z = iER

x ;
EL
z = −iEL

x .

(9.81)

The boundary conditions are that the x-components of the fields are continuous (2.52)
across the two interfaces and there is a jump in the z-component (2.47) equal to 4πρs .
We find

EBR
x + e−kd EBL

x = ER
x ;

e−kd EBR
x + EBL

x = EL
x ,

(9.82)

which on matrix form is
(

1 e−kd

e−kd 1

)
·
(
EBR
x

EBL
x

)
=
(
ER
x

EL
x

)
, (9.83)

and
EBR
z + e−kd EBL

z + 4πρR
s = ER

z ;
e−kd EBR

z + EBL
z = EL

z + 4πρL
s .

(9.84)

Now, we eliminate the z-components in favor of the x-components using (9.81) and
furthermore use that ρs = kK/ω = kσ̃ Ex/ω. For simplicity we assume that the two
films are identical. We find

EBR
x − e−kd EBL

x = −ER
x (1 + i4πkσ̃ /ω) ;

−e−kd EBR
x + EBL

x = −EL
x (1 + i4πkσ̃ /ω) ,

(9.85)
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or on matrix form
(

1 −e−kd

−e−kd 1

)
·
(
EBR
x

EBL
x

)
= − (2ε̃ − 1)

(
ER
x

EL
x

)
. (9.86)

Combining (9.83) and (9.86) gives that the condition for having normal modes is
that the determinant of the matrix

(
1 −e−kd

−e−kd 1

)
+ (2ε̃ − 1)

(
1 e−kd

e−kd 1

)

=
(

2ε̃ 2 (ε̃ − 1) e−kd

2 (ε̃ − 1) e−kd 2ε̃

)

= 2

(
1 + α̃ α̃e−kd

α̃e−kd 1 + α̃

)
(9.87)

vanishes. Thus, the mode condition function becomes

fk (ω) = 1 − e−2kd

[
α̃ (k, ω)

1 + α̃ (k, ω)

]2
. (9.88)

To arrive at this result we have taken as reference system the system when the two
films are at infinite separation. This means that we have divided the mode condition
function with the corresponding result when d is infinite. If the two films are different
we instead find

fk (ω) = 1 − e−2kd

[
α̃1 (k, ω)

1 + α̃1 (k, ω)

] [
α̃2 (k, ω)

1 + α̃2 (k, ω)

]
, (9.89)

which agrees with the results we found in the previous section.

9.11.1.3 Coupled Potentials

Yet another way to obtain the normal modes is to seek the frequency where the
potential between carriers in the same film or in different films diverges. This means
that the condition for modes is that the denominators in (6.42) are equal to zero. This
leads to the same mode condition function as in (9.79) and (9.89) when we again use
as reference system the system when the 2D films are at infinite separation.

9.11.2 A 2D Film Next to a Wall

Herewewill use two alternative derivations tofind the normalmodes. In one approach
the modes are generated from coupled induced sources; in the other approach we
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solve Maxwell’s equations in the three regions separated by the film and the wall
surface and use the standard boundary conditions at these boundaries. We begin with
the method involving coupled sources.

9.11.2.1 Coupled Induced Sources

Let us have a 2D film the distance d from a wall. We proceed in a way very similar to
that in Sect. 9.11.1.1. Here we start with an induced mirror charge density, ρ1 (k, ω),
inside the wall at a distance d from the surface. The induced charge density in the
2D film, ρ2 (k, ω), is then given by the same expression as in (9.74) except that now
the distance between the mirror charge and the 2D film is 2d instead of d,

ρ2 (k, ω) = χ2 (k, ω) e−2kdv2D (k)
ρ1 (k, ω)[

1 + α̃2 (k, ω)
] . (9.90)

The mirror charges can be obtained from (2.118) to (2.124) and agree with the
traditional results for the mirror charges at a planar vacuum dielectric interface [16].
Equation (9.75) is thus replaced by

ρ1 (k, ω) = −ρ2 (k, ω)
ε̃s (ω) − 1

ε̃s (ω) + 1
, (9.91)

and the condition for normal modes becomes

1 − e−2kd α̃ (k, ω)

1 + α̃ (k, ω)

ε̃s (ω) − 1

ε̃s (ω) + 1
= 0. (9.92)

Hence, the mode condition function is

fk (ω) = 1 − e−2kd α̃ (k, ω)

1 + α̃ (k, ω)

ε̃s (ω) − 1

ε̃s (ω) + 1
, (9.93)

where α̃2 (k, ω) and ε̃s (ω) are the polarizability of the film and dielectric function
of the wall material, respectively. This agrees with (9.45).

9.11.2.2 Maxwell’s Equations and Boundary Conditions

In Sect. 9.11.1.2 we had a geometry with two interfaces, one at z = −d and one at
z = 0. There were a 2D film at both interfaces. We use the same geometry here but
there is a 2D film only at z = −d. Again, we treat the induced charge and current
densities in the 2D film as external to our system. At z = 0 we place the vacuum-wall
interface. Thus we have
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E =
⎧⎨
⎩
(
EBRekz + EBLe−k(z+d)

)
ei(kx−ωt), −d ≤ z ≤ 0

ERe−kzei(kx−ωt), 0 ≤ z
ELek(z+d)ei(kx−ωt), z ≤ −d.

(9.94)

The two MEs involving the E-field, ∇ · E = 0, and ∇ × E = 0, both give

EBR
z = −iEBR

x ;
EBL
z = iEBL

x ;
ER
z = iER

x ;
EL
z = −iEL

x .

(9.95)

The boundary conditions are that the Ex -components of the fields are continuous
(2.52) across the two interfaces, there is a jump in the Ez-component equal to 4πρs

(2.47) at the 2D film and the Dz-component is continuous at the wall surface (2.47).
Thus we have

EBR
x + e−kd EBL

x = ER
x ;

e−kd EBR
x + EBL

x = EL
x ,

(9.96)

or on matrix form, (
1 e−kd

e−kd 1

)
·
(
EBR
x

EBL
x

)
=
(
ER
x

EL
x

)
, (9.97)

and
EBR
z + e−kd EBL

z = ε̃s (ω) ER
z ;

e−kd EBR
z + EBL

z = EL
z + 4πρs .

(9.98)

Next we eliminate the z-components in favor of the x-components and use ρs =
kK/ω = kσ̃ Ex/ω leading to

EBR
x − e−kd EBL

x = −ε̃s ER
x ;

−e−kd EBR
x + EBL

x = −EL
x (1 + i4πkσ̃ /ω) ,

(9.99)

or on matrix form
(

1 −e−kd

−e−kd 1

)
·
(
EBR
x

EBL
x

)
= −

(
ε̃s 0
0 2ε̃ − 1

)
·
(
ER
x

EL
x

)
. (9.100)

Combining (9.97) and (9.100) gives that the condition for having normal modes is
that the determinant of the matrix
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(
1 −e−kd

−e−kd 1

)
+
(

ε̃s 0
0 2ε̃s − 1

)
.

(
1 e−kd

e−kd 1

)

=
(

ε̃s + 1 (ε̃s − 1) e−kd

2 (ε̃s − 1) e−kd 2ε̃s

)

=
(

ε̃s + 1 (ε̃s − 1) e−kd

2α̃e−kd 2ε̃s

)
(9.101)

is zero. Thus, the mode condition function becomes

fk (ω) = 1 − e−2kd

[
α̃ (k, ω)

1 + α̃ (k, ω)

] [
ε̃s (ω) − 1

ε̃s (ω) + 1

]
, (9.102)

which agrees with what we found in the previous sections. Our last geometry is that
of two half spaces and this is what we treat next.

9.11.3 Two Half Spaces

We have already in Sect. 5.4 derived the modes by solving the MEs and using the
boundary conditions at the interfaces. We will here use another approach based on
coupled induced sources. We use the notation in Fig. 5.14. In Sect. 2.7.2 we derived
the mirror current densities caused by current densities in a 2D sheet embedded in
a medium next to a wall. The results were given in (2.134) and (2.139). Here the
sources are not coming from a 2D sheet. They are from self-induced mirror densities
in the two half spaces. We should keep in mind that the actual current densities are
at the interfaces and not inside the half spaces. One way to proceed would be to start
from an image inside 1 at the distance d from the surface. It would produce an image
in 3, now at the distance 2d from the surface; its image in 1 would be at the distance
3d from the surface and so on.

We will do it in an alternative way. In each step we will replace the mirror image
with an effective image at the surface. Let us start with the longitudinal currents and
begin with a mirror-image current-density in 3, K‖,3′ (k, ω) the distance d from the
surface. Remember that this has the effect on 1 as if this current density were at
the position 2d from 1 and embedded in the medium 2. The same effect would the
current density e−kd K‖,3′ (k, ω) placed at the distance d have. Thus we have from
(2.134)

K‖, 1′ (k, ω) = ε̃2 − ε̃1

ε̃2 + ε̃1
K‖, 3′ (k, ω) e−kd . (9.103)

In the same way we find

K‖, 3′ (k, ω) = ε̃2 − ε̃3

ε̃2 + ε̃3
K‖, 1′ (k, ω) e−kd . (9.104)



9.11 Alternative Derivations of the Normal Modes 185

Substituting this result in (9.103) we find

K‖, 1′ (k, ω) = ε̃2 − ε̃1

ε̃2 + ε̃1

ε̃2 − ε̃3

ε̃2 + ε̃3
K‖, 1′ (k, ω) e−2kd , (9.105)

and [
1 − e−2kd ε̃2 − ε̃1

ε̃2 + ε̃1

ε̃2 − ε̃3

ε̃2 + ε̃3

]
K‖, 1′ (k, ω) = 0. (9.106)

A non-trivial solution demands that

1 − e−2kd ε̃2 − ε̃1

ε̃2 + ε̃1

ε̃2 − ε̃3

ε̃2 + ε̃3
= 0, (9.107)

which is the mode condition. Thus, the mode condition function is

f Ek (ω) = 1 − e−2kd ε̃2 (ω) − ε̃1 (ω)

ε̃2 (ω) + ε̃1 (ω)

ε̃2 (ω) − ε̃3 (ω)

ε̃2 (ω) + ε̃3 (ω)
. (9.108)

This agrees with (9.23) which we obtained with our general method. Only electric
fields are associated with these modes. These fields lie in the xz-plane just as for
TMmodes but here there are no magnetic fields perpendicular to this plane. Thus we
can not call them TM modes. We have attached a superscript E to indicate that the
modes are purely electrical. If we neglect any magnetic effects this is all. If we take
the small magnetic effects into account we find another set of modes. Proceeding in
an analogous way with the transverse current densities we find the mode condition
function

f Mk (ω) = 1 − e−2kd μ̃2 (ω) − μ̃1 (ω)

μ̃2 (ω) + μ̃1 (ω)

μ̃2 (ω) − μ̃3 (ω)

μ̃2 (ω) + μ̃3 (ω)
. (9.109)

Only magnetic fields are associated with theses modes. These fields lie in the xz-
plane just as for TE modes but here there are no electric fields perpendicular to this
plane. Thus we can not call them TE modes. We have attached a superscript M to
indicate that the modes are purely magnetical.

Now, we are done with the alternative derivations of the normal modes in some
planar structures. Next, we derive a bonus result fromour results for planar structures,
viz., the van der Waals interaction between two polarizable atoms.

9.12 Interaction Between Two Atoms from Summation
of Pair Interactions

Wederived the van derWaals interaction between two atoms in Sect. 8.3. It is possible
to find this result via a short-cut, viz. by using the result from the summation over
pair interactions in Sect. 6.1. The procedure is the following: choose a geometry with
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two objects of different material; calculate the result using the summation over pair
interactions; calculate the result using the full formalism and take the diluted limit;
compare the two results and identify parameters.

We choose to apply this procedure on two half spaces each of one atomic species.
We make the ansatz that the interaction between the atoms is given by the potential
V = −Br−6 and we intend to identify the coefficient B. The result from summation
over pair interactions (6.7) with this ansatz is

Vhh (d)

A
= − Bn2n1π

12

1

d2
. (9.110)

We have assumed that there is vacuum in between the half spaces. The condition for
modes in the full formalism (9.20) is

[
ε̃1 + 1

] [
ε̃2 + 1

]− e−2kd
[
ε̃1 − 1

] [
ε̃2 − 1

] = 0, (9.111)

and the mode condition function is

f̃k (z) = 1 − e−2kd [ε̃1(z)−1][ε̃2(z)−1]
[ε̃1(z)+1][ε̃2(z)+1]

≈ 1 − e−2kd [2πn1α1 (z) 2πn2α2 (z)] ,
(9.112)

where we on the last line have taken the diluted limit. We have used the expression
ε̃i (z) = 1 + 4πniαi (z) for the dielectric function for a gas of atoms of species i . We
have chosen as reference system the geometry when the gap between the half spaces
goes to infinity and divided by the corresponding mode condition function. Now the
the interaction energy per unit area is

Vhh(d)

A = 1
A

∑
k

{
�

∞∫
0

dξ
2π ln

[
1 − e−2kd(2π)2n1n2α1 (ξ) α2 (ξ)

]}

= �
∫

d2k
(2π)2

∞∫
0

dξ
2π ln

[
1 − e−2kd(2π)2n1n2α1 (ξ) α2 (ξ)

]

≈ −�
∫

d2k
(2π)2

∞∫
0

dξ
2π e

−2kd(2π)2n1n2α1 (ξ) α2 (ξ)

= −�n1n2
∞∫
0
dkke−2kd

∞∫
0
dξα1 (ξ) α2 (ξ) =

∣∣∣∣ k = x/2d
dk = dx/2d

∣∣∣∣
= −�n1n2

4d2

∞∫
0

dxxe−x

︸ ︷︷ ︸
1

∞∫
0
dξα1 (ξ) α2 (ξ) = − n1n2

4d2 �

∞∫
0
dξα1 (ξ) α2 (ξ).

(9.113)

Equating the results from (9.110) and (9.113) gives

B = 3

π
�

∞∫
0

dξα1 (iξ) α2 (iξ) = 3

2
α1 (0) α2 (0)

�ω1�ω2

�ω1 + �ω2
, (9.114)
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where we in the last step have used the London approximation (8.60) for the atomic
polarizability. Thus we find

E = −3

2

α1 (0) α2 (0)

r6
�ω1�ω2

�ω1 + �ω2
. (9.115)

This result agrees with (8.67). The procedure we have just gone through is a short-cut
for finding the van der Waals interaction between two atoms. It furthermore acts as
a test of the consistency of our formalism.

9.13 Spatial Dispersion

Often the dielectric function is treated as a constant in elementary text books on elec-
tromagnetism. Often this crude approximation works well. The Fresnel coefficients
describing the reflection and refraction of light in a glass prism can be calculated
quite accurately. In other situations it works less well. The group and phase veloc-
ities, ω/q and dω/dq, respectively, would be equal, there would be no so-called
surface modes, [15], and the van der Waals attraction between objects would not be
obtained. The frequency dependence of the dielectric function has to be taken into
account, i.e. temporal dispersion has to be included in order to incorporate these
effects. Now, the dielectric function also depends on the momentum, i.e. there is
spatial dispersion. Now, what happens when an electromagnetic wave impinges on
an interface between two media? Frequency is conserved but not momentum. This
means that the Fresnel coefficients can be used to determine the resulting waves even
if the dielectric functions on the two sides of the interface are frequency dependent,
but not in systemswhere the spatial dispersion is important. Spatial dispersion is only
important at rare occasions. This is very fortunate for us and our formalism. The pla-
nar 2D films that we include in many geometries are handled correctly with respect
to spatial dispersion; it enters naturally without any complications. For thicker layers
we neglect spatial dispersion.

Spatial dispersion was mentioned in the literature for the first time in 1811 when
Arago [17] discovered the rotatory power of quartz. It has since then become awhole
research field of its own. The interested reader is referred to a rather recent book:
Spatial Dispersion in Solids and Plasmas [18], edited by P. Halevi, which is fully
devoted to this topic. Two chapters in the book: Surface Polaritons [19], edited by
V.M. Agronovich and D. L.Mills are of interest here: one by Lagois and Fischer [20]
and one by Agronovich [21]. The spatial dispersion problem for metal surfaces has
been extensively studied in the past [22, 23] as have the non-local effects on the
surface-normal-modes, the surface-plasmon-polaritons [24, 25].

For a metallic system spatial dispersion may be important in some specific fre-
quency regions. These regions are regions where the dielectric function starts to have
an important momentum dependence already at small momentum. One region where
spatial dispersion may be important is near the plasma frequency. Another region is
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near the threshold for interband transitions. A third region is the microwave region
where the anomalous skin effect is such a manifestation of spatial dispersion; here
the single-particle continuum comes close to the frequency axis in the ωq-plane.
There are also recent published work [26, 27] about the effects of spatial dispersion
on the Casimir force. We have developed a formalism[1] for planar systems that we
will outline here within the non-retarded treatment and in Sect. 13.13 within the fully
retarded formalism.

9.13.1 The Formalism

The sources for electromagnetic fields are charge- and current-densities. One scheme
[15] for finding the electromagnetic normal-modes of a system is the following: Start
with a reasonable guess for a set of external charge- and current-densities that obey
the equation of continuity; find the resulting electromagnetic fields; find the proper
combination of ω and q for which these fields can survive even if the amplitudes of
the external densities go toward zero. If one succeeds one has found the dispersion
curve, ω (q), of a normal mode.

Here we use another scheme: Start from valid charge- and current-densities at the
interface, i.e. densities that obey the equation of continuity, find the resulting fields,
use boundary conditions that force the densities to be induced and not external. This
leads to two solutions: one is the trivial solution when the densities and fields are all
zero; the other solution is one where the densities and fields are in harmony with each
other—we have self-sustained fields or equivalently self-sustained, induced charge-
and current-densities.

Let us now study the interface between two materials 1 and 2 medium 1 to the
left and 2 to the right, see Fig. 9.16a. We use, consistently, the idealization that the
interface is perfectly sharp; the dielectric function on each side is represented by
the bulk function all the way up to the interface; all potentials on either side of the
interface are screened by the corresponding dielectric function. This means that the

Fig. 9.16 a A single planar interface separating medium 1 to the left from medium 2 to the right;
b The fields to the left of the interface are generated by effective 2D charge and current densities
at the position of the interface calculated as if the whole space were filled with medium 1; c The
fields to the right of the interface are generated by effective 2D charge and current densities at the
position of the interface calculated as if the whole space were filled with medium 2
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charge- and current-densities that produce the self-sustained fields, the key element of
an electromagnetic normal mode, are two-dimensional charge- and current-densities
at the plane of the interface. Keeping strictly to this idealization there is no need to
introduce any so-called ABCs (Additional Boundary Conditions) [28]. The ABC
problem, i.e. that there are discrepancies between the results obtained from using
different ABCs, has been eliminated before, then with a proper choice of surface
potential [29].

The charge- and current-densities can now be divided into two classes: the strict
two-dimensional charge- and current-densities located at the interface, ρs and K,
respectively; the induced charge- and current-densities in the bulk of the materials on
either side of the interface. Each of these separately obeys the equation of continuity.
We let the xy-plane coincide with the interface and let the z-direction point to the
right. To get the fields in material 1, i.e., to the left of the interface we assume that
these are generated by charge- and current-densities at the position of the interface,
and calculated as if the whole space were filled with medium 1, see Fig. 9.16b. To
get the fields in material 2, i.e., to the right of the interface we again assume that
these are generated by charge- and current-densities at the position of the interface,
and calculated as if the whole space were filled with medium 2, see Fig. 9.16c. These
two sets of charge- and current-densities need not be the same. This is in analogy
with the mirror-charge formalism. The equation of continuity demands the presence
of accompanying surface-current-densities.

The modes at an interface are characterized by the 2D (two-dimensional) wave
vector, k, in the plane of the interface. We neglect any effects from imperfections
of the interface. This means that the in-plane momentum is conserved. Thus k is a
good quantum number for the modes. For isotropic materials there is no preferred
direction in the xy-plane. We arbitrarily choose the propagation of the mode to be in
the x-direction. We let a general wave vector be denoted by q, and k is then the in-
plane component, i.e., q = k + qz ẑ = kx̂ + qz ẑ. In analogy a general position vector
is denoted byR, and r is then the in-plane component, i.e.,R = r + zẑ = x x̂ + y ŷ +
zẑ. For functions of the spatial coordinates and time the function arguments can be
written in the equivalent forms (R, t) = (r, z; t) = (x, y, z; t) and for the Fourier
transformed versions they may be written as (q, ω) = (k, qz;ω). In our treatment of
the interfaces the charge- and current-densities are strictly 2Dandwith our orientation
of the coordinate system the Fourier transformed functions are

ρ (q, ω) = ρs (k,−;ω) = ρs (k, ω) , (9.116)

and
J (q, ω) = JL (q, ω) + JT (q, ω) = K (k,−;ω)

= K (k, ω) = K‖ (k, ω) + K⊥ (k, ω) ,
(9.117)

respectively. The subscripts L and T denote longitudinal and transverse, i.e. parallel
and perpendicular to q, respectively. The subscripts ‖ and ⊥ denote in plane vectors,
parallel and perpendicular to k, respectively.

When neglecting retardation the Coulomb and Lorentz gauges coincide and there
is only one scalar potential,
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Φ(i) (q, ω) = 4πρ(i) (q, ω)

q2ε̃
(i)
L (q, ω)

= 4πρ(i)
s (k, ω)

q2ε̃
(i)
L (q, ω)

, (9.118)

where the index i =1, 2 specifies the medium.
The vector potential is

A(i) (q, ω) = 4πμ̃
(i)
T (q,ω)

cq2 J(i) (q, ω)

= 4πμ̃
(i)
T (q,ω)

cq2

[
K‖ (k, ω) + K⊥ (k, ω)

]
.

(9.119)

From now on we drop the superscript, (i), representing the medium on the poten-
tials and fields. The result is valid on each side of the interface, we just add the proper
superscript at the end.

We are interested in the electric and magnetic fields associated with the charge-
and current-densities. The electric field in neglect of retardation is

E = −∇Φ, (9.120)

and its Fourier transform is

E (k, qz;ω) = −iqΦ (k, qz;ω)

= −i4πρs (k, ω)
x̂k+ẑqz

q2 ε̃L (q,ω)
.

(9.121)

The magnetic induction in neglect of retardation is

B (k, qz;ω) = iq × A (k, qz;ω)

= i 4πμ̃
(i)
T (q,ω)

cq2

(
x̂k + ẑqz

)× [
K‖ (k, ω) + K⊥ (k, ω)

]
= i 4πμ̃

(i)
T (q,ω)

cq2

[
0 + ẑkK⊥ (k, ω) + ŷqzK‖ (k, ω) − x̂qzK⊥ (k, ω)

]
= i 4πμ̃

(i)
T (q,ω)

cq2

[
ẑk − x̂qz

]
K⊥ (k, ω).

(9.122)

The current K‖ (k, ω) will not contribute to B in the non-retarded treatment. See the
discussion after (2.131).

To summarize we have the fields

E‖ (k, qz;ω) = −i4πkρs (k, ω) 1
q2 ε̃L (q,ω)

,

D̃‖ (k, qz;ω) = −i4πkρs (k, ω) 1
q2 ,

En (k, qz;ω) = −i4πρs (k, ω)
qz

q2 ε̃L (q,ω)
,

D̃n (k, qz;ω) = −i4πρs (k, ω)
qz
q2 ,

B‖ (k, qz;ω) = −i 4πK⊥(k,ω)

c
qz μ̃T (q,ω)

q2 ,

H̃‖ (k, qz;ω) = −i 4πK⊥(k,ω)

c
qz
q2 ,

Bn (k, qz;ω) = i 4πkK⊥(k,ω)

c
μ̃T (q,ω)

q2 ,

H̃n (k, qz;ω) = i 4πkK⊥(k,ω)

c
1
q2 .

(9.123)



9.13 Spatial Dispersion 191

Two functions appear repeatedly when we apply the boundary conditions and we
give them names to make the expressions simpler. We need the following functions:

g(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

1

q2ε̃
(i)
L (q, ω)

, (9.124)

for the electric modes and

h(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

μ̃
(i)
T (q, ω)

q2
, (9.125)

for the magnetic ones.
The prefactor has been chosen such that the g- and h-function are unity in vacuum:

g0a (k, ω) = 2k
∞∫

−∞
dqz
2π

1
q2 = 1,

h0a (k, ω) = 2k
∞∫

−∞
dqz
2π

1
q2 = 1.

(9.126)

This result is easily found from the standard integral:

∞∫
−∞

dr

2π
eirs

1

r2 + a2
= 1

2a
e−a|s|. (9.127)

It can be useful to introduce faster converging integrals,

g̃(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

1
q2

[
1

ε̃
(i)
L (q,ω)

− 1
]
,

h̃(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

1
q2

[
μ̃

(i)
T (q, ω) − 1

]
.

(9.128)

We also need the functions with neglect of spatial dispersion. If we neglect spatial
dispersion, indicated by an extra subscript 1, we have

g(i)
a,1 (k, ω) = 2k

∞∫
−∞

dqz
2π

1
q2 ε̃(i)(ω)

= 1
ε̃(i)(ω)

,

h(i)
a,1 (k, ω) = 2k

∞∫
−∞

dqz
2π

μ̃(i)(ω)

q2 = μ̃(i) (ω) .

(9.129)

Note that here we have dropped the subscripts on the dielectric function andmagnetic
permeability since the transverse and longitudinal versions are the same in neglect
of spatial dispersion.
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We will limit the derivations to two important geometries, viz. a single interface
between two media and a gap between two half spaces.

We begin by determining the normal modes at a single interface. If the weak
magnetic effects (paramagnetic and diamagnetic) are neglected there are only electric
normal modes at a single interface in the non-retarded treatment. We want to be as
general as possible and have included a discussion of the magnetic effects. This is
done in Sect. 9.13.3. Then also purely magnetic normal modes appear. We start with
the electric modes.

9.13.2 Electric Modes at a Single Interface

We now derive the condition for having a surface-normal-mode from the standard
boundary-conditions for the fields at the interface: the continuity of the in-plane
components of the E- and H̃-fields and the normal components of the D̃- and B-
fields; these boundary conditions are valid if there are no external charge- or current-
densities at the interface, only induced densities from the self-sustained fields.

We need the E‖-components on the two sides of the interface. We have from
(9.123) that

E‖ (k, z;ω) = −i4πkρs (k, ω)

∞∫
−∞

dqz
2π

eiqz z
1

q2ε̃L (q, ω)
. (9.130)

Just to the left of the interface this becomes

E‖
(
k, 0−;ω

) = −i2πρ(1)
s (k, ω) g(1)

a , (9.131)

and just to the right the result is

E‖
(
k, 0+;ω

) = −i2πρ(2)
s (k, ω) g(2)

a . (9.132)

We furthermore need the D̃n-components on the two sides. We have

D̃n (k, z;ω) = −i4πρs (k, ω)
∞∫

−∞
dqz
2π eiqz z qz ε̃L (q,ω)

q2 ε̃L (q,ω)

= −i4πkρs (k, ω)

∞∫
−∞

dqz
2π

eiqz z
qz
q2

︸ ︷︷ ︸
i
2

z
|z| e−k|z|

= 2πkρs (k, ω) z
|z|e

−k|z|,

(9.133)

where we have used the standard integral:
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∞∫
−∞

dr

2π
eirs

r

r2 + a2
= i

2
sign (s) e−a|s|. (9.134)

Just to the left of the interface we find

D̃n
(
k, 0−;ω

) = −2πρ(1)
s (k, ω) , (9.135)

and just to the right we have

D̃n
(
k, 0+;ω

) = 2πρ(2)
s (k, ω) . (9.136)

To make the expressions for the fields more compact we introduce the common
factors A and B, not to be confused with the vector potential andmagnetic induction,

Ae = 2πρ(1)
s (k, ω) ,

Be = 2πρ(2)
s (k, ω) .

(9.137)

Then the continuity of the E‖-component gives

− ig(1)
a (k, ω) Ae + ig(2)

a (k, ω) Be = 0, (9.138)

or
g(1)
a (k, ω) Ae − g(2)

a (k, ω) Be = 0. (9.139)

The continuity of the D̃n-component gives

Ae + Be = 0. (9.140)

Thus, we have obtained the following system of equations:

(
1 1

g(1)
a (k, ω) −g(2)

a (k, ω)

)(
Ae

Be

)
=
(
0
0

)
. (9.141)

This system has the trivial solution that Ae = Be = 0. It has also non-trivial solu-
tions which are the modes we are looking for. The condition for normal modes is
found as

∣∣∣∣ 1 1
g(1)
a (k, ω) −g(2)

a (k, ω)

∣∣∣∣ = 0, (9.142)

or
g(1)
a (k, ω) + g(2)

a (k, ω) = 0, (9.143)
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or ∞∫
−∞

dqz
2π

1

q2

[
1

ε̃
(1)
L (q, ω)

+ 1

ε̃
(2)
L (q, ω)

]
= 0, (9.144)

Neglecting spatial dispersion we arrive at

ε̃(1) (ω) + ε̃(2) (ω) = 0, (9.145)

which is the standard condition for having a normal mode in the neglect of spatial
dispersion and retardation [15].

We have now derived the general conditions for having surface-normal-modes
at an interface between two media with and without spatial dispersion taken into
account.Wewill here study the effect from spatial dispersion on the surface-plasmon-
dispersion, i.e., the over-all effect on the kF scale.

Now we determine the normal mode, a surface plasmon, at a metal vacuum inter-
face. We let medium 1 be a metal and medium 2 vacuum. In neglect of retardation
effects the condition for modes is

g(1)
a (k, ω) + g0a (k, ω) = 0, (9.146)

or

g(1)
a (k, ω) + 1 = 0, (9.147)

or

g̃(1)
a (k, ω) + 2 = 0. (9.148)

The tilde over a g-function means the g-function calculated inside the medium
minus the corresponding function calculated in vacuum. The tilde versions of the g-
functions were introduced in (9.128) since they represent faster converging integrals.
To benefit from this the two integrals in each tilde version of a g-function should be
combined into one.

Thus, the mode condition function is

fk (ω) = 2 + 2k

∞∫
−∞

dqz
2π

1

q2

[
1

ε̃
(i)
L (q, ω)

− 1

]
. (9.149)

In [1] we found the surface-plasmon modes for simple metals for the three differ-
ent approximations of the dielectric function, the hydrodynamic, the plasmon pole
and the RPA. For the two first approximations the ga-function can be obtained ana-
lytically. The RPA ga-function has to be found numerically. Here we present the
results for the most accurate function only, the RPA function.
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Fig. 9.17 The
surface-plasmon
dispersion-curve for gold as
a result from taking spatial
dispersion into account. The
results were obtained using
the RPA dielectric functions
of Sect.D.1. Neglecting
spatial dispersion would
produce a dispersion-less
horizontal curve at the value
where the present curve starts
out from the frequency axis

The result for gold is shown in Fig. 9.17. We find the surface-plasmon dispersion-
curve start out at the frequency obtained at the neglect of spatial dispersion, and
then initially varies linearly with momentum. The thick solid curve is the boundary
of the single-particle continuum in the in-plane direction of the surface plasmon.
Experimentally it turns out that band-structure effects like those from interband
transitions, neglected here, are very important and may actually lead to a negative
slope of the dispersion [30–33]. Thus the treatment here is not good enough for
obtaining quantitative dispersion curves. However we find that spatial dispersion is
one very important component, although not the only one, influencing the dispersion
of the surface modes. Now, we turn to the magnetic modes.

9.13.3 Magnetic Modes at a Single Interface

If the weak magnetic effects (paramagnetic and diamagnetic) are neglected there are
only electric normal modes at a single interface in the non-retarded treatment. These
were discussed in Sect. 9.13.2. Here we treat the purely magnetic modes that appear
at a single interface when the weak magnetic effects are included. The results for
magnetic systems are outside the scope of this book.

We need the H̃‖-components on the two sides of the interface. We have from
(9.123) that

H̃‖ (k, z;ω) = −i 4πK⊥(k,ω)

c

∞∫
−∞

dqz
2π

eiqz z
qz
q2

︸ ︷︷ ︸
i
2

z
|z| e−k|z|

= 2πK⊥(k,ω)

c
z
|z|e

−k|z|,
(9.150)
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where we have used the standard integral:

∞∫
−∞

dr

2π
eirs

r

r2 + a2
= i

2
sign (s) e−a|s|. (9.151)

Just to the left of the interface we have

H̃‖
(
k, 0−;ω

) = −2πK (1)
⊥ (k, ω)

c
, (9.152)

and just to the right the corresponding result is

H̃‖
(
k, 0+;ω

) = 2πK (2)
⊥ (k, ω)

c
. (9.153)

We furthermore need the Bn-components on the two sides. We have

Bn (k, z;ω) = i
4πkK⊥ (k, ω)

c

∞∫
−∞

dqz
2π

eiqz z
μ̃T (q, ω)

q2
. (9.154)

Just to the left of the interface this becomes

Bn
(
k, 0−;ω

) = i
2πK (1)

⊥ (k, ω)

c
h(1)
a , (9.155)

and just to the right it is

Bn
(
k, 0+;ω

) = i
2πK (2)

⊥ (k, ω)

c
h(2)
a . (9.156)

To make the expressions for the fields more compact we introduce the common
factors Am and Bm, not to be confused with the vector potential and magnetic induc-
tion,

Am = 2πK (1)
⊥ (k, ω) /c,

Bm = 2πK (2)
⊥ (k, ω) /c.

(9.157)

Then the continuity of the H̃‖-component gives

Am + Bm = 0. (9.158)

The continuity of the Bn-component results in

iAmh
(1)
a − iBmh

(2)
a = 0, (9.159)
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or
h(1)
a Am − h(2)

a Bm = 0. (9.160)

Thus, we have obtained the following system of equations

(
1 1

h(1)
a (k, ω) −h(2)

a (k, ω)

)(
Am

Bm

)
=
(
0
0

)
. (9.161)

This system has the trivial solution that Am = Bm = 0. It has also non-trivial
solutions which are the modes we are looking for. The condition for normal modes
is found as ∣∣∣∣ 1 1

h(1)
a (k, ω) −h(2)

a (k, ω)

∣∣∣∣ = 0, (9.162)

or
h(1)
a (k, ω) + h(2)

a (k, ω) = 0, (9.163)

or ∞∫
−∞

dqz
2π

1

q2

[
μ̃

(1)
T (q, ω) + μ̃

(2)
T (q, ω)

]
= 0. (9.164)

For convergence reasons it is more beneficial to use a modified function,

h̃(i)
a (k, ω) =

∞∫
−∞

dqz
2π

1

q2

[
μ̃

(i)
T (q, ω) − 1

]
, (9.165)

in terms of which the condition for modes becomes

h̃(1)
a (k, ω) + h̃(2)

a (k, ω) + 2 = 0. (9.166)

Neglecting spatial dispersion we arrive at

μ̃(1) (ω) + μ̃(2) (ω) = 0, (9.167)

which is the standard condition for having a normal mode in the neglect of spatial
dispersion and retardation [15].

We have now derived the general conditions for having surface-normal-modes
at an interface between two media with and without spatial dispersion taken into
account. We found that one mode type involved electric fields, only, and one only
magnetic fields. The “electric” mode was associated with surface charge densities at
the interface and the “magnetic” mode with surface current densities at the interface
of the type that is perpendicular to k, i.e., K⊥. We could have chosen to say that the
“electric” modes were associated with surface current densities of the type that is
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parallel to k, i.e.,K‖, since the surface charge density is intimately connected to this
type of current density. If one is present then is the other and the relation between
them is very simple, see (2.118). The benefit from doing that is that the outline would
be more symmetric with the two surface mode types generated from the two surface
current types. We make this choice when treating spatial dispersion in the retarded
treatment in Sect. 13.13.

Let us now turn to a more complicated geometry, viz. a vacuum gap between two
half spaces. We can imagine that we split the system of Fig. 9.16a along the interface
and move the pieces apart the distance d.

9.13.4 Electric Modes Associated with a Gap Between Two
Half Spaces

Here, we have three regions, the left with medium 1, the gap with vacuum, and the
right with medium 2, see Fig. 9.18a. We start with the gap region and assume that
there are source densities at the two interfaces. The source at the left interface gives
rise to a mirror source in the right region at the distance d from the right interface.
This mirror source itself produces a mirror source in the left region at the distance 2d
from the left interface which in turn gives rise to another mirror source in the right
region and so on. Thus the source at the left interface generates an infinite number
of image sources. In analogy the source density at the right interface also generates
an infinite number of mirror sources, see Fig. 9.18b. All these sources and mirror
sources produce the fields in the gap region. Each of the mirror sources in the right
region can be shifted to and be replaced by a source at the right interface, a source
that produces the same fields as the original mirror source. The source density at the
interface is the same as the mirror density apart from that it is multiplied by a factor
exp (−kdi ) where di is the distance the mirror source is shifted to get to the right
interface. All mirror sources in the right region can be moved to the right interface
and be combined into one. In analogy, all mirror sources in the left region can be
moved to the left interface and be combined into one. Thus we end up with two

(a) (b) (c)

Fig. 9.18 a A gap separating medium 1 to the left from medium 2 to the rightt; b The sources at
the two interfaces give rise to mirror sources to the left of the left interface and to the right of the
right interface; c The fields in the gap are generated by effective 2D charge and current densities at
the position of the two interfaces calculated as if the whole space were filled with vacuum
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(a) (b) (c)

Fig. 9.19 a A gap separating medium 1 to the left from medium 2 to the right; b The sources at
the two interfaces give rise to mirror sources to the right of the right interface. The fields to the
left of the left interface are generated by the sources and mirror sources calculated as if the whole
space were filled with medium 1; c The sources and all mirror sources can be combined into one
source at the left interface. The fields to the left of the left interface are generated by this source
and calculated as if the whole space were filled with medium 1

sources, one at each interface, for the fields in the gap region, see Fig. 9.18c. For the
problem at hand we do not need to perform these manipulations explicitly. We just
postulate that we have effective source densities at the two interfaces. The boundary
conditions takes care of the rest.

We study the modes generated by the same type of charge- and accompanying
current-densities on the two interfaces. In this more complicated geometry withmore
than one interface, we need to define two new factors:

Ce = 2πρ(0, le f t)
s (k, ω) ; De = 2πρ(0, right)

s (k, ω) . (9.168)

Thefirst superscript representsmedium0,which is vacuum.The second represents
which of the two interfaces the charge distribution is located at, the one to the left or
the one to the right.

Let us now turn to the sources generating the fields in the left region, see Fig. 9.19a.
The fields to the left of the left interface are generated by the sources at the two
interfaces and all mirror sources in the right region, see Fig. 9.19b. All these sources
and mirror sources can be modified, shifted and combined into one effective source
at the left interface, see Fig. 9.19c.

In analogy, the fields in the right region, Fig. 9.20a, are generated by the sources
at the two interfaces and all mirror sources in the left region, see Fig. 9.20b. All these
sources and mirror sources can be modified, shifted and combined into one effective
source at the right interface, see Fig. 9.20c.

The fields inside the left half space are generated by charge- and current-densities
at the left interface, and the fields inside the right half space by ones at the right
interface. The fields in the middle region, in vacuum, are generated by densities
at both interfaces. We have here chosen to express the sources as surface charge
densities. One should keep in mind that these surface charge densities are intimately
connected to current densities, K‖ (k, ω), through the equation of continuity. Both
these sources contribute in general to the fields, but not when retardation is neglected
so it feels more natural to choose the charge density to represent the source.
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Fig. 9.20 a A gap separating medium 1 to the left from medium 2 to the right; b The sources at the
two interfaces give rise to mirror sources to the left of the left interface. The fields to the right of
the right interface are generated by the sources and mirror sources calculated as if the whole space
were filled with medium 2; c The sources and all mirror sources can be combined into one source
at the right interface. The fields to the right of the right interface are generated by this source and
calculated as if the whole space were filled with medium 2

We start by studying the boundary conditions for E. The continuity of the x-
component of the E-field at the left interface gives

Aeg
(1)
a (k, ω) = Ceg

(0)
a (k, ω) + Deg

(0)
a (k, ω) e−kd , (9.169)

or
g(1)
a (k, ω) Ae = Ce + e−kd De. (9.170)

The corresponding equation from the right interface gives

g(2)
a (k, ω) Be = e−kdCe + De. (9.171)

We will here limit ourselves to having the same material on both sides of the gap.
Then we may combine the results into

g(1)
a (k, ω)

(
Ae

Be

)
=
(

1 e−kd

e−kd 1

)(
Ce

De

)
. (9.172)

Next we use the boundary condition for the D̃-field at the left and find

− Ae = Ce − e−kd De. (9.173)

The corresponding result to the right gives

Be = e−kdCe − De. (9.174)

All the boundary conditions have resulted in the following system of equations:
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(
Ae

Be

)
=
( −1 e−kd

e−kd −1

)(
Ce

De

)
;

ga (k, ω)

(
Ae

Be

)
=
(

1 e−kd

e−kd 1

)(
Ce

De

)
,

(9.175)

where we have dropped superscripts indicating the medium. We have a system of
equations consisting of four equations and four unknowns. We could write this in
the form of one matrix equation with a 4 × 4 matrix and end up with the condition
for mode being that the determinant of this matrix is zero. However, it is easier to
first eliminate the two unknowns Ae and Be in favor of Ce and De and end up with
a 2 × 2 matrix. The elimination leads to

(
ga (k, ω) + 1 e−kd [1 − ga (k, ω)]

e−kd [1 − ga (k, ω)] ga (k, ω) + 1

)(
Ce

De

)
=
(
0
0

)
. (9.176)

The condition for self-sustained fields is that the determinant of the matrix van-
ishes, i.e.,

∣∣∣∣ ga (k, ω) + 1 e−kd [1 − ga (k, ω)]
e−kd [1 − ga (k, ω)] ga (k, ω) + 1

∣∣∣∣ = 0. (9.177)

On the dispersion curves, defined by this equation, fields may appear spontaneously
without any external charge- and current-densities at the interfaces. The equation
results in the following condition for normal modes

[ga (k, ω) + 1]2 − e−2kd [ga (k, ω) − 1]2 = 0. (9.178)

This may be generalized to the case of two different materials and results in

[
g(1)
a (k, ω) + 1

] [
g(2)
a (k, ω) + 1

]− e−2kd [g(1)
a (k, ω) − 1

] [
g(2)
a (k, ω) − 1

] = 0,
(9.179)

or

[
g̃(1)
a (k, ω) + 2

] [
g̃(2)
a (k, ω) + 2

]−e−2kd g̃(1)
a (k, ω) g̃(2)

a (k, ω) = 0. (9.180)

Let us now find out the corresponding result when spatial dispersion is neglected.
Then, since

g(i)
a (k, ω) = 1

ε̃(i) (ω)
, (9.181)

our condition is reduced into

[
ε̃(1) (ω) + 1

] [
ε̃(2) (ω) + 1

]−e−2kd
[
ε̃(1) (ω) − 1

] [
ε̃(2) (ω) − 1

] = 0. (9.182)
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Fig. 9.21 The dispersion curves for the two normal modes in the gap between two gold half
spaces in the non-retarded formalism. The dashed curves are the result when spatial dispersion is
neglected [15]; the solid curves are the result when spatial dispersion is included within RPA. The
upper dotted curve is the surface-plasmon dispersion-cuve of Fig. 9.17 re-plotted with the present
choice of axes scaling. The gap between the half spaces is 10Å. The dashed curves are unaffected
by the gap value

This is the well-established condition (9.24) for TM-modes when spatial dispersion
is neglected [15].

In Fig. 9.21 we show the two surface-modes for two gold half spaces separated by
a gap of 10Å.When spatial dispersion is neglected, dashed curves, the two dispersion
curves approachωs , the surface plasmon frequency, for largemomentum and/or large
gap value, d.With spatial dispersion, solid curves, they instead approach a curve with
positive slope. In both treatments one of the modes starts out from zero frequency
at zero momentum and the other from the plasma frequency, ωpl = √

2ωs . With this
choice of axes the dispersion curves in neglect of spatial dispersion are independent
of the d-value. The curves when spatial dispersion is included depend on the d-value;
the smaller the gap the larger the effect is.

If we were neglecting magnetic effects and retardation effects there would be
no more modes so we would now be done. The magnetic effects are very weak for
ordinary non-magneticmaterials so they are often neglected. Herewewant to include
them for sake of completeness. We derive these in the next section but let us first
present a scheme for finding the actual sources and fields when a mode is excited.
We do not need to know these for finding the interactions in the systems but could
be of interest to others.

One first determines the sources. One cannot get all four sources directly; one
can get three expressed in terms of the fourth. Let us rather arbitrarily choose the
fourth to be De (k, ωk). One first finds Ae, Be, and Ce expressed in De. Then one
may determine all fields in the three regions expressed in terms of De. From the
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fields one gets the energy stored in the fields. The energy density of the fields is

E =
(
H̃ · B + E · D̃

)
/8π . Integrating this energy density over all space gives the

total energy stored in the fields. Then De (k, ωk) is found by equating this energywith
�ωk. The fields are found from (9.123) and an inverse Fourier transform with respect
toqz . This involves, due to spatial dispersion, calculating z-depending generalizations
of the g- and h-functions. This is outside the scope of this book sowe are here content
to find the relation between the sources.

From (9.178) we find the two modes as solution to

[ga (k, ωk) + 1] = ±e−kd [ga (k, ωk) − 1] . (9.183)

Inserting these relations into (9.176) gives

Ce = ∓De. (9.184)

Using (9.175) we find for the first mode that

Ae = [
1 + e−kd

]
De,

Be = − [1 + e−kd
]
De,

Ce = −De,

(9.185)

or
ρ(1)
s (k, ωk) = [

1 + e−kd
]
ρ

(0,right)
s (k, ωk) ,

ρ(2)
s (k, ωk) = − [1 + e−kd

]
ρ

(0,right)
s (k, ωk) ,

ρ
(0,le f t)
s (k, ωk) = −ρ

(0,right)
s (k, ωk) .

(9.186)

For the second mode we find

Ae = − [1 − e−kd
]
De,

Be = − [1 − e−kd
]
De,

Ce = De,

(9.187)

or
ρ(1)
s (k, ωk) = − [1 − e−kd

]
ρ

(0,right)
s (k, ωk) ,

ρ(2)
s (k, ωk) = − [1 − e−kd

]
ρ

(0,right)
s (k, ωk) ,

ρ
(0,le f t)
s (k, ωk) = ρ

(0,right)
s (k, ωk) .

(9.188)

Nowwe have found the relation between the sources for the two “electric” normal
modes. Next we derive the “magnetic” normal modes originating from the weak
magnetic effects in non-magnetic materials.
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9.13.5 Magnetic Modes Associated with a Gap Between Two
Half Spaces

Westudy themodes generated by the same typeof charge- and accompanying current-
densities on the two interfaces. In the more complicated geometry, treated here, we
need to define two new factors:

Cm = 2πK (0, le f t)
⊥ (k, ω) /c ; Dm = 2πK (0, right)

⊥ (k, ω) /c. (9.189)

The first superscript represents medium 0, which is vacuum. The second repre-
sents which of the two interfaces the current distribution is located at, the one to the
left or the one to the right. The fields inside the left half space are generated by the
charge- and current-densities at the left interface, and the fields inside the right half
space by the ones at the right interface. The fields in the middle region, in vacuum,
are generated by both sets of densities. We start by studying the boundary conditions
for B.

The continuity of the z-component of the B-field at the left interface gives

iAmh
(1)
a (k, ω) = iCmh

(0)
a (k, ω) + iDmh

(0)
a (k, ω) e−kd , (9.190)

or
h(1)
a (k, ω) Am = Cm + e−kd Dm . (9.191)

The corresponding equation from the right interface gives

h(2)
a (k, ω) Bm = e−kdCm + Dm . (9.192)

We will here limit ourselves to having the same material on both sides of the gap.
Then we may combine the results to

h(1)
a (k, ω)

(
Am

Bm

)
=
(

1 e−kd

e−kd 1

)(
Cm

Dm

)
. (9.193)

Next we use the boundary condition for the H̃-field at the left and find

− Am = Cm − e−kd Dm . (9.194)

The corresponding result to the right gives

Bm = e−kdCm − Dm . (9.195)

All the boundary conditions have resulted in the following system of equations:
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(
Am

Bm

)
=
( −1 e−kd

e−kd −1

)(
Cm

Dm

)
;

ha (k, ω)

(
Am

Bm

)
=
(

1 e−kd

e−kd 1

)(
Cm

Dm

)
,

(9.196)

where we have dropped superscripts indicating the medium. We have a system of
equations consisting of four equations and four unknowns. We could write this in the
form of one matrix equation with a 4 × 4 matrix and end up with the condition for
mode being that the determinant of this matrix is zero. However, it is easier to first
eliminate the two unknowns Am and Bm in favor of Cm and Dm and end up with a
2 × 2 matrix. The elimination leads to

(
ha (k, ω) + 1 e−kd [1 − ha (k, ω)]

e−kd [1 − ha (k, ω)] ha (k, ω) + 1

)(
Cm

Dm

)
=
(
0
0

)
. (9.197)

The condition for self-sustained fields is that the determinant of the matrix van-
ishes, i.e.,

∣∣∣∣ ha (k, ω) + 1 e−kd [1 − ha (k, ω)]
e−kd [1 − ha (k, ω)] ha (k, ω) + 1

∣∣∣∣ = 0. (9.198)

On the dispersion curves, defined by this equation, fields may appear spontaneously
without any external charge- and current-densities at the interfaces. The equation
results in the following condition for normal modes

[ha (k, ω) + 1]2 − e−2kd [ha (k, ω) − 1]2 = 0. (9.199)

This may be generalized to the case of two different materials and results in

[
h(1)
a (k, ω) + 1

] [
h(2)
a (k, ω) + 1

]
−e−2kd

[
h(1)
a (k, ω) − 1

] [
h(2)
a (k, ω) − 1

] = 0,
(9.200)

or
[
h̃(1)
a (k, ω) + 2

] [
h̃(2)
a (k, ω) + 2

]
−e−2kd h̃(1)

a (k, ω) h̃(2)
a (k, ω) = 0. (9.201)

Let us now find out the corresponding result when spatial dispersion is neglected.
Then, since

h(i)
a (k, ω) = μ̃(i) (ω) , (9.202)

our condition is reduced into

[
μ̃(1) (ω) + 1

] [
μ̃(2) (ω) + 1

]−e−2kd
[
μ̃(1) (ω) − 1

] [
μ̃(2) (ω) − 1

] = 0. (9.203)
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Now we have completed the derivation of the condition for normal modes asso-
ciated with a gap between two half spaces. These conditions can be used to find the
van der Waals interaction between two half spaces. This we do in the next section.

9.13.6 Van der Waals Interactions Between Two Half Spaces

In the previous sections we found that the condition for modes between two half
spaces separated by a vacuum gap of thickness d is

[
g̃a (k, ω) + 2

]2 − e−2kd g̃a(k, ω)2 = 0, (9.204)

for electric modes and

[
h̃a (k, ω) + 2

]2 − e−2kd h̃a(k, ω)2 = 0, (9.205)

for magnetic. From this the interaction energy is found to be (5.59)

E (d) = �

∞∫
0

dξ
2π

∫
d2k

(2π)2

[
ln

{
1 − e−2kd g̃a(k,iξ)2

[g̃a(k,iξ)+2]2

}

+ ln

{
1 − e−2kd h̃a(k,iξ)2[

h̃a(k,iξ)+2
]2
}]

,

(9.206)

with spatial dispersion and

E (d) = �

∞∫
0

dξ
2π

∫
d2k

(2π)2

[
ln

{
1 − e−2kd [ε̃(iξ)−1]2

[ε̃(iξ)+1]2

}

+ ln

{
1 − e−2kd [μ̃(iξ)−1]2

[μ̃(iξ)+1]2

}]
,

(9.207)

neglecting spatial dispersion. The effects of spatial dispersion on the interaction
energy is very small. The exponential factor in the integrands have the effect that
only small kd values contribute. We see in Fig. 9.21 that in the limit of small kd the
effects on the normal modes become increasingly small. To see this in a more clear
way we may imagine using the mode-summation method (5.57) and study Fig. 9.21.
The contribution from a specific k is the average of the values on the two solid curves
minus the value on the upper dotted curve. The corresponding contribution in neglect
of spatial dispersion is the average of the values on the two dashed curves minus the
value on lower dotted curve (horizontal straight line). We see that spatial dispersion
has the effect to move the solid curves upward but the upper dotted curve is also
moving upward, thus cancelling much of the effect.
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Chapter 10
Van der Waals Interaction in Spherical
Structures

Abstract After a section in which we adapt the general formalism presented in
Chap. 7 to spherical structures in neglect of retardation we start by introducing the
basic structure elements: a single spherical interface, a spherical shell, a thin diluted
spherical gas film, and a 2D spherical film. A general spherical structure can then be
constructed by stacking these elements concentrically. The thin gas layer is special; it
is used tofind the interaction on an atomat a general position in the spherical structure.
Then we go through some common structures and present illustrating examples; the
examples involve gold spheres, spherical gold cavities, spherical graphene shells, and
lithium atoms. We furthermore rederive the van der Waals interaction between two
atoms by comparing the full result in the diluted limit with that from the summation
of pair interactions.

10.1 Adapting the General Method of Chap. 7 to Spherical
Structures and to the Neglect of Retardation

For a spherical object the rightmost medium, n = N + 1, in Fig. 7.1 is the core. The
leftmost, n = 0, is the ambient. The boundary condition is that there are no incoming
waves, i.e. there is no wave moving toward the right in medium n = 0. The fields
are self-sustained; no fields are coming in from outside.

In the non-retarded treatment of a spherical structure we let the waves represent
solutions to Laplace’s equation, (7.21), in spherical coordinates, (r, θ, ϕ), for the
scalar potential, Φ. The interfaces are spherical surfaces and the r -coordinate is the
coordinate that is constant on each interface. The solutions are of the form

Φl,m (r, θ, ϕ) = r

+l
− (l + 1) Yl,m (θ, ϕ) , (10.1)
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where the functions Yl,m (θ, ϕ) are the so-called spherical harmonics. We let r
increase toward the left in Fig. 7.1. We want to find the normal modes for a spe-
cific set of l and m values. Then all waves have the common factor Yl,m (θ, ϕ). We
suppress this factor here. Then

R (r) = rl; L (r) = r−(l+1). (10.2)

Using the boundary conditions that the potential and the normal component of the
D̃-field are continuous across an interface n gives

anrln + bnr−(l+1)
n = an+1rln + bn+1r−(l+1)

n
an ε̃nlr l−1

n − bn ε̃n (l + 1) r−(l+2)
n = an+1ε̃n+1lr l−1

n − bn+1ε̃n+1 (l + 1) r−(l+2)
n ,

(10.3)

and we may identify the matrix Ãn (rn), defined in (7.1), as

Ãn (rn) =
(

rln r−(l+1)
n

ε̃nlr l−1
n −ε̃n (l + 1) r−(l+2)

n

)
. (10.4)

The matrix M̃n , defined in (7.2), is

M̃n = 1

(2l + 1) ε̃n

(
ε̃n (l + 1) + ε̃n+1l (l + 1) (ε̃n − ε̃n+1) r−(2l+1)

n
l (ε̃n − ε̃n+1) r2l+1

n ε̃n+1 (l + 1) + ε̃nl

)
. (10.5)

Since the function L (r) in (10.2) diverges at the origin it is excluded from the core
region and hence we have no wave moving toward the left in that region. According
to (7.6) this means that

fl,m (ω) = M11. (10.6)

Beforewe end this sectionwe introduce the 2l pole polarizabilitiesαn
l andα

n(2)
l for the

spherical interface since these appear repeatedly in the sections that follow. The first
is valid outside the interface and the second inside. The polarizability αn

l = −bn/an

under the assumption that bn+1 = 0. One obtains αn
l = −M21/M11 and from (10.5)

one finds

αn
l = −rn2l+1l (ε̃n − ε̃n+1)

ε̃n (l + 1) + ε̃n+1l
. (10.7)

The polarizability α
n(2)
l = −an+1/bn+1 under the assumption that an = 0. One

obtains α
n(2)
l = M12/M11 and from (10.5) one finds

α
n(2)
l = rn−(2l+1) (l + 1) (ε̃n − ε̃n+1)

ε̃n (l + 1) + ε̃n+1l
. (10.8)

Sometimes it is convenient to use an alternative form of the matrix M̃n ,
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M̃n = ε̃n(l+1)+ε̃n+1l
(2l+1)ε̃n

(
1 (l+1)(ε̃n−ε̃n+1)r

−(2l+1)
n

ε̃n(l+1)+ε̃n+1l
l(ε̃n−ε̃n+1)r2l+1

n
ε̃n(l+1)+ε̃n+1l

ε̃n+1(l+1)+ε̃nl
ε̃n(l+1)+ε̃n+1l

)

= Mn
11

(
1 α

n(2)
l

−αn
l

ε̃n+1(l+1)+ε̃nl
ε̃n(l+1)+ε̃n+1l

)
.

(10.9)

Now we have all we need to determine the non-retarded normal modes in a layered
spherical structure. We give some examples in the following sections.

Summary of key relations for the derivation of van derWaals interactions
in spherical structures:
In a spherical structure l andm are the proper quantum numbers that character-
ize a normal mode. The dispersion curve for a mode can have several branches,
i ,ω = ωi

l,m . They are solutions to the condition formodes, fl,m (ω) = 0, where
fl,m (ω) is the mode condition function. When finding the interaction energy
of the system one has to sum over both l, m and i . For zero temperature the
interaction energy is

E = �

2

∞∑
l=0

l∑
m=−l

∞∫
−∞

dξ

2π
ln fl,m (iξ) = �

∞∑
l=0

l∑
m=−l

∞∫
0

dξ

2π
ln fl,m (iξ),

(10.10)
and at finite temperature

F =
∞∑
l=0

l∑
m=−l

1

β

∞∑
n=0

′ ln fl,m (iξn) ; ξn = 2πn

�β
. (10.11)

In the non-retarded approximation fl,m ≡ M11 where M̃ is the matrix for the
whole structure. The matrix for interface n is given by

M̃n = Mn
11

(
1 α

n(2)
l

−αn
l

ε̃n+1(l+1)+ε̃nl
ε̃n(l+1)+ε̃n+1l

)
, (10.12)

where

Mn
11 = ε̃n (l + 1) + ε̃n+1l

(2l + 1) ε̃n
, (10.13)

and the polarizabilities αn
l and α

n(2)
l are

αn
l = −rn2l+1l (ε̃n − ε̃n+1)

ε̃n (l + 1) + ε̃n+1l
. (10.14)
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and

α
n(2)
l = rn−(2l+1) (l + 1) (ε̃n − ε̃n+1)

ε̃n (l + 1) + ε̃n+1l
, (10.15)

repectively. Often it is appropriate to give the energy relative a reference
system. Then fl,m is replaced by f̃l,m in (10.10) and (10.11), where f̃l,m =
fl,m/ f ref.l,m .
Note that in the non-retarded treatment the matrices do not depend on m so

the summation over m just renders a factor of (2l + 1).

10.2 Basic Structure Elements

Ageneral spherical structure can be generated by stacking a number of basic structure
elements concentrically around each other. The most basic element is a solid sphere,
or ball. Sometimes it is convenient to use layers as elements. A special layer is
a 2D spherical film. Another is a thin spherical diluted gas layer which we will
use repeatedly in the derivation of the interaction between atoms and the spherical
structure. We now discuss these basic elements one by one. We start with the solid
sphere.

10.2.1 Solid Sphere or Ball

The structure that corresponds to a single interface between two media in the planar
case is here a solid sphere. For a solid sphere of radius a and dielectric function
ε̃1 (ω) in an ambient of dielectric function ε̃0 (ω), as illustrated in Fig. 10.1, we have

Fig. 10.1 The geometry of a
solid sphere, or ball, or a
solid cylinder of radius a in
the non-retarded treatment.
This is the less complex
version of Fig. 7.1 with just a
single interface. In the case
of a normal mode a single
wave is moving away from
the interface, on both sides.
Adapted from[1]
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M̃ = M̃0 = 1

(2l + 1) ε̃0

(
ε̃0 (l + 1) + ε̃1l (l + 1) (ε̃0 − ε̃1) a−(2l+1)

l (ε̃0 − ε̃1) a2l+1 ε̃1 (l + 1) + ε̃0l

)
, (10.16)

and the condition for modes is ε̃1 (ω) /ε̃0 (ω) = − (l + 1) / l. This result covers both
solid spheres and spherical cavities. For a solid sphere of dielectric function ε̃ (ω)

in vacuum and for a spherical cavity in a medium of dielectric function ε̃ (ω) the
condition for modes is ε̃ (ω) = − (l + 1) / l and ε̃ (ω) = −l/ (l + 1), respectively.
In passing we give the expression for the 2l pole polarizability from (10.14),

αl = −a2l+1l (ε̃0 − ε̃1)

ε̃0 (l + 1) + ε̃1l
. (10.17)

Next we turn to a spherical shell.

10.2.2 Spherical Shell

Here we start from a more general geometry namely that of a coated sphere in a
medium and get the spherical shell and gap as special limits. For a solid sphere of
dielectric function ε̃2 with a coating of inner radius a and outer radius b, Fig. 10.2,
made of a medium with dielectric function ε̃1 in an ambient medium with dielectric
function ε̃0 we have

M̃ = M̃0 · M̃1

= 1
(2l+1)ε̃0

(
ε̃0 (l + 1) + ε̃1l

(l+1)(ε̃0−ε̃1)

b2l+1

l (ε̃0 − ε̃1) b2l+1 ε̃1 (l + 1) + ε̃0l

)

× 1
(2l+1)ε̃1

(
ε̃1 (l + 1) + ε̃2l

(l+1)(ε̃1−ε̃2)

a2l+1

l (ε̃1 − ε̃2) a2l+1 ε̃2 (l + 1) + ε̃1l

)
.

(10.18)

From direct derivation of the M11 element the condition for modes becomes

Fig. 10.2 The geometry of
a coated sphere or cylinder in
the non-retarded treatment.
Adapted from[1]
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(
b

a

)2l+1 (
ε̃1

ε̃0
+ (l + 1)

l

) (
ε̃2

ε̃1
+ (l + 1)

l

)
= − (l + 1)

l

(
ε̃1

ε̃0
− 1

) (
ε̃2

ε̃1
− 1

)
.

(10.19)

Alternatively we may elaborate using the matrix version in (10.12)

M11 = M0
11M

1
11

(
1 − α

0(2)
l α1

l

)
= M0

11M
1
11

[
1 − b−(2l+1)(l+1)(ε̃0−ε̃1)

ε̃0(l+1)+ε̃1l
a2l+1l(ε̃2−ε̃1)

ε̃1(l+1)+ε̃2l

]
= 0.

(10.20)

Let us now study a spherical shell of inner radius a, outer radius b and of a
medium with dielectric function ε̃ (ω) in a medium of dielectric function ε̃0 (ω). The
condition for modes we get from (10.19) by the replacements ε̃2 (ω) → ε̃0 (ω) and
ε̃1 (ω) → ε̃ (ω). For a spherical gap of dielectric function ε̃0 (ω) in a medium of
dielectric function ε̃ (ω) we instead make the replacements ε̃0 (ω) , ε̃2 (ω) → ε̃ (ω)

and ε̃1 (ω) → ε̃0 (ω). For both these geometries we find the same condition for
modes, viz.

(
b
a

)2l+1 [
ε̃ (ω) l + ε̃0 (ω) (l + 1)

] [
ε̃0 (ω) l + ε̃ (ω) (l + 1)

]
= l (l + 1)

[
ε̃ (ω) − ε̃0 (ω)

]2
.

(10.21)

Next in the pipeline is a diluted gas film.

10.2.3 Thin Spherical Diluted Gas Film

It is of interest to find the van der Waals force on an atom in a layered structure. We
can obtain this by studying the force on a thin layer of a diluted gas with dielectric
function εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one atom and
n the density of atoms (we have assumed that the atom is surrounded by vacuum;
if not the 1 should be replaced by the dielectric function of the ambient medium
and the atomic polarizability should be replaced by the excess polarizability). For a
diluted gas layer the interactions between the gas atoms are negligible compared to
all other interactions and the force on the layer is just the sum of the forces on the
individual atoms. So by dividing with the number of atoms in the film we get the
force on one atom. The layer has to be thin in order to have a well defined r -value of
the atom. Since we will derive the force on an atom in different spherical geometries
it is fruitful to derive the matrix for a thin diluted gas shell. This result can be directly
used in the derivation of the van der Waals force on an atom in different spherical
geometries.

We let the film have the thickness δ and be of a general radius r . We only keep
terms up to linear order in δ and linear order in n. We find the result is
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M̃gaslayer = M̃0 · M̃1

=
(
1 0
0 1

)
+ (δn) 4παat

(
0 (l + 1) r−(2l+2)

−lr (2l) 0

)
.

(10.22)

Now we are done with the gas layer. We will use these results later in calculating
the van der Waals force on an atom in spherical layered structures. Next we address
2D films.

10.2.4 2D Spherical Film

In many situations one is dealing with very thin films. These may be considered 2D.
Important examples are a graphene sheet and a 2D electron gas. In the derivation we
let the film have finite thickness δ and be characterized by a 3D dielectric function
ε̃3D. We then let the thickness go toward zero. The 3D dielectric function depends
on δ as ε̃3D ∼ 1/δ for small δ. In the planar structure we could in the limit when
δ goes toward zero obtain a momentum dependent 2D dielectric function. Here we
only keep the long wave length limit of the 2D dielectric function [2, 3]. We obtain

M̃2D = M̃0 · M̃1 =
(
1 0
0 1

)
+ (δε̃3D)l(l+1)

(2l+1)r

(
1 r−(2l+1)

−r (2l+1) −1

)
. (10.23)

Two examples where these results can be applied are a sphere made of a graphene
like film and a thin metal film, respectively. Then [2, 3]

δε̃3D (iξ) ≈ δα3D (iξ) ≈
⎧⎨
⎩

πe2

�|ξ | , graphene like film

4πn2De2

m∗meξ 2 , metal film.
(10.24)

The final result is independent of δ and is the 2D limit.
We will also need the 2l pole polarizability of the thin spherical shell in vacuum.

It can be obtained from (10.23). The polarizability is −b0/a0 under the assumption
that b1 = 0. One obtains α2D

l = −M21/M11. We find

α2D
l (a;ω) = δε̃3Dl (l + 1) a2l+1

(2l + 1) a + δε̃3Dl (l + 1)
, (10.25)

where we have reserved the first argument before the semicolon for the radius of
the spherical film. Note that for a perfectly reflecting thin spherical shell the 2l pole
polarizability, α2D

l = a2l+1, coincides with that for a perfectly reflecting sphere of
the same radius [compare with (10.17)] and the interaction is the same. This is what
one would expect. It is further convenient to define the 2l pole susceptibility [4] as
the polarizability stripped by the factor a2l+1,
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χ2D
l (a;ω) = δε̃3Dl (l + 1)

(2l + 1) a + δε̃3Dl (l + 1)
, (10.26)

The 2l pole polarizability “seen from inside the shell” we get from (10.23). The
polarizability is −a1/b1 under the assumption that a0 = 0. One obtains α

2D(2)
l =

M12/M11 and

α
2D(2)
l (a;ω) =

(
δε̃3D

)
l (l + 1) a−(2l+1)

(2l + 1) a + (
δε̃3D

)
l (l + 1)

. (10.27)

Note that it is the same as the ordinary 2l pole polarizability (10.25), for a thin spher-
ical shell except that now the radius of the sphere has been inverted in the numerator.
Thus α2D

l (a;ω) = a2l+1χ2D
l (a;ω) and α

2D(2)
l (a;ω) = a−(2l+1)χ2D

l (a;ω).
Sometimes it is convenient to use an alternative form of the matrix M̃2D,

M̃2D = (2l+1)r+(δε̃3D)l(l+1)
(2l+1)r

⎛
⎝ 1 (δε̃3D)l(l+1)r−(2l+1)

(2l+1)r+(δε̃3D)l(l+1)

− (δε̃3D)l(l+1)r (2l+1)

(2l+1)r+(δε̃3D)l(l+1)

(2l+1)r−(δε̃3D)l(l+1)

(2l+1)r+(δε̃3D)l(l+1)

⎞
⎠

= M2D
11

(
1 α

2D(2)
l

−α2D
l

(2l+1)r−(δε̃3D)l(l+1)

(2l+1)r+(δε̃3D)l(l+1)

)
.

(10.28)

Now we are done with the list of basic elements and are ready to give examples
of different geometrical structures. We start by studying the interaction between an
atom and a ball.

10.3 Atom-Ball Interaction

We let the atom be at a distance d from the ball of radius a and at a distance b from the
center of the ball.We start from the two layer structure in Fig. 10.3.We let the ambient
be vacuum. The first layer is a thin layer, of thickness δ, of a diluted gas of atoms of
the kind we consider. Its dielectric function is εg (ω) = 1 + 4πnαat (ω), where αat

is the polarizability of one atom. The density of gas atoms, n, is very low. We let the
first interface be at r = b + δ and hence the second at r = b, where b = a + d. The
second layer is a vacuum layer of thickness d. The remaining medium is the sphere
of radius a with the dielectric function ε̃1 (ω). In what follows we only keep lowest
order terms in δ and in n.

The matrix becomes M̃ = M̃0 · M̃1 · M̃2 = M̃gaslayer · M̃2 where M̃gaslayer is the
matrix in (10.22) now for the r value b and

M2 = 1

(2l + 1)

(
(l + 1) + ε̃1l (l + 1) (1 − ε̃1) a−(2l+1)

l (1 − ε̃1) a2l+1 ε̃1 (l + 1) + l

)
, (10.29)
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Fig. 10.3 The geometry of
a thin gas layer the distance d
from a sphere or cylinder of
radius a in the non-retarded
treatment. Adapted from [1]

the matrix in (10.16) with the replacement ε̃0 → 1. The matrix element of interest is

M11 ≈ 1

(2l + 1)

[
(l + 1) + ε̃1l − (δn) 4παat l (l + 1) b−(2l+2)a2l+1 (ε̃1 − 1)

]
.

(10.30)
The mode condition function when the reference system is that when the atom is at
infinite distance from the sphere then becomes

f̃l,m = 1 − (δn) 4παat

[
l (l + 1) b−(2l+2)a2l+1 (ε̃1 − 1)

(l + 1) + ε̃1l

]
. (10.31)

The interaction energy per atom we get by dividing the energy with the number of
atoms in the gas shell. It is

E
4πb2δn= �

4πb2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

ln
[
f̃l,m (iξ)

]

≈ − �

4πb2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

4πnαatδ
[
l(l+1)b−(2l+2)a2l+1(ε̃1−1)

(l+1)+ε̃1l

]

= −�

∞∫
0

dξ
2π

∞∑
l=0

αat (iξ)
(2l+1)(l+1)

b2(l+2)

a2l+1l[ε̃1(iξ)−1]
(l+1)+ε̃1(iξ)l

= −�

∞∫
0

dξ
2π

∞∑
l=0

(2l+1)(l+1)
b2(l+2) αat (iξ) αl (a; iξ)

= −�

∞∫
0

dξ
2π

∞∑
l=0

[2l+2]!
[2l]![2]!

αat (iξ)αl (a;iξ)

b2(l+2) ,

(10.32)

where b = a + d, and

αl (a; iξ) = a2l+1l
[
ε̃1 (iξ) − 1

]
(l + 1) + ε̃1 (iξ) l

(10.33)
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is the 2l pole polarizability, given in (10.17), now for a sphere in vacuum ([5], (5.68)).
In the second line of (10.32) we have expanded the logarithm and kept the lowest
order term. Note that the l = 0 term does not contribute to the interaction.

The force on the atom is obtained as minus the derivative of the result in (10.32)
with respect to d, i.e.

F (b) = −�

∞∫
0

dξ

2π

∞∑
l=0

[2l + 2]!
[2l]! [2]! 2 (l + 2)

αat (iξ) αl (a; iξ)

b2l+5
. (10.34)

Now we give a specific example.

10.3.1 Li-Atom–Au-Ball Interaction

As an example of atom-ball interactions we show in Fig. 10.4 the interaction between
a Li atom and a gold ball. The polarizability for Li was obtained from the London
approximation (8.60) with the parameters given in Fig. 8.2. For gold we used the
polarizability as shown in Fig. 9.3. The b-dependence follows a simple power law,
E ∼ d−6 for large separations. This comes from dipole-dipole interactions. Higher
order multipole contributions become important when the objects are in near contact
or to be more specific when the distance is of the order of the ball radius. Next we
investigate the interactions when the atom is inside a spherical cavity.

Fig. 10.4 The interaction
energy for a Li atom next to
a gold sphere of radius
a = 1nm. The distance
between their centers is
denoted by b. The results
were obtained from (10.32).
The result shows that the first
term in the summation over l
gives the whole result for
large b-values and that higher
order multipole contributions
start to be important when
the objects are near contact
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Fig. 10.5 The geometry of
a thin gas layer at radius d
inside a spherical or
cylindrical cavity of radius a
in the non-retarded
treatment. Adapted from [1]

10.4 Force on an Atom in a Spherical Cavity

We let the atom be at a distance d from the center of the spherical cavity, of radius a.
We start from the two layer structure in Fig. 10.5. We let the medium surrounding the
cavity have dielectric function ε̃1 (ω). The first layer is a vacuum layer. The second
is a thin layer, of thickness δ, of a diluted gas of atoms of the kind we consider. Its
dielectric function is εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one
atom. The density of gas atoms, n, is very low. We let the first interface be at r = a
and hence the second at r = d + δ and the third at r = d. In what follows we only
keep lowest order terms in δ and in n.

The matrix becomes M̃ = M̃0 · M̃1 · M̃2 = M̃0 · M̃gaslayer where M̃0 is obtained
from (10.16) with the replacements ε̃1 → 1 and ε̃0 → ε̃1. M̃gaslayer is obtained from
(10.22) with r = d. We find

M11 ≈ 1

(2l + 1) ε̃1

[
(ε̃1 (l + 1) + l) − δn

4παat

d
(l + 1) l (ε̃1 − 1) (d/a)2l+1

]
.

(10.35)
The mode condition function when the reference system is that in absence of the
atom is

f̃l,m ≈ 1 − (δn) 4παat (l+1)l(ε̃1−1)(d/a)2l+1

d[ε̃1(l+1)+l]
= 1 − (δn) 4παatα

(2)
l (a;ω) ld2l ,

(10.36)

where we have identified the new 2l pole polarizability that was given in (10.15),

α
(2)
l (a;ω) = − (l + 1) (1 − ε̃1) (1/a)2l+1

l + ε̃1 (l + 1)
, (10.37)

for the spherical cavity of radius a “as seen from the inside.”
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From this we find the interaction energy per atom becomes

E
4πd2δn = �

4πd2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

ln
[
f̃l,m (iξ)

]

≈ − �

4πd2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

4π (δn) αat (iξ) α
(2)
l (a; iξ) ld2l

= −�

∞∫
0

dξ
2π

∞∑
l=0

αat (iξ) α
(2)
l (a; iξ) (2l + 1) ld2(l−1)

= −�

∞∫
0

dξ
2π

∞∑
l=1

[2l+1]!
[2l−1]![2]!α

at (iξ) α
(2)
l (a; iξ) d2(l−1),

(10.38)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is

F = −�

∞∫
0

dξ

2π

∞∑
l=1

[2l + 1]!
[2l − 1]! [2]!2 (l − 1) d2l−3αat (iξ) α

(2)
l (a; iξ) . (10.39)

Note that the l = 0 and l = 1 terms do not contribute to the force.

10.4.1 Force on a Li-Atom in a Spherical Gold Cavity

As an example of interactions on an atom in a cavity we show in Fig. 10.6 the
interaction on a Li atom in a gold cavity. The polarizability for Li was obtained from

Fig. 10.6 The interaction
energy for a Li atom in a
spherical gold cavity of
radius a = 10nm. The atom
is at the distance d from the
centre of the cavity. The
results were obtained from
(10.38). The closer to the
cavity wall the atom is the
more terms in the summation
over l is needed
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the London approximation (8.60) with the parameters given in Fig. 8.2. For gold we
used the polarizability as shown in Fig. 9.3. There is no dipole contribution to the
force; the first contribution is a quadrupole term (l = 2); the dipole-dipole interaction
contributes a constant to the potential. Higher order multipole contributions become
important when the atom is close to the cavity wall.

10.5 van der Waals Interaction Between Two Atoms

Here we may use the result from the previous section to derive the van der Waals
interaction between two atoms. We let the atom outside the sphere be of type 1. We
let the spherical core of the structure be made up of a diluted gas of atoms of type 2.
Then we let the density of the gas go toward zero and at the same time let the radius
of the sphere go to zero (b goes toward d). We furthermore only keep the l = 1 term
in the expansion; we are only interested in dipole-dipole interactions. So we divide
the energy in (10.32) further with the number of atoms of the other species contained
in the sphere and take the limits

E
4πb2δn1(n24πa3/3)

≈ − �

b2(n24πa3/3)

∞∫
0

dξ
2π αat

1 (iξ) 3·2
b4

a3[4πn2αat
2 (iξ)]

3

≈ − 6�
d6

∞∫
0

dξ
2π αat

1 (iξ) αat
2 (iξ) ,

(10.40)

which is the van der Waals result (8.67) ([5], (6.39)).

10.6 Force Between Two Spherical Objects

In Sect. 10.3 we obtained the force between an atom and a spherical object. We kept
contributions from dipolar fluctuations in the atom, only. The dipolar and all higher
order fluctuations of the sphere were included. This means that the results are valid
for separations large compared to the size of the atom. Equation (10.32) is the first
term of the more general expression,

E = −�

∞∫
0

dξ

2π

∞∑
l ′=0

∞∑
l=0

[
2l + 2l ′

]!
[2l]! [2l ′]!

α1
l (iξ) α2

l ′ (iξ)

d2(l+l ′+1)
, (10.41)

which is valid for all spherical objects. Here d denotes the distance between the
centers of the spheres. Note that the superscripts 1 and 2 indicate object number 1
and object number 2, respectively, not an interface number, like in (10.14). The 2l

pole polarizability for a layered spherical object number i is αi
l = −M21/M11 where

the matrix elements are elements of the the full matrix, M̃, for the spherical object.
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Fig. 10.7 The interaction
energy for two gold balls of
radius a = 10nm the
distance d apart. The results
were obtained from (10.41).
When the balls are in near
contact more and more terms
in the summation are needed.
Each curve is for a different
truncation of the
summations. The dotted
piece of curve is the result
from PFA as given in (6.33).
The vertical line indicates
the contact point

10.6.1 Interaction Between Two Gold Balls

As an example of ball-ball interactions we show in Fig. 10.7 the interaction between
two gold balls. We used (10.41) with the gold polarizability as shown in Fig. 9.3.
The d-dependence follows a simple power law, E ∼ d−6 for large separations. This
comes from dipole-dipole interactions. Higher order multipole contributions become
important when the objects are in near contact. The results are valid for distances
larger than the contact value 2a = 20nm indicated by the vertical line in the figure.
The closer to contact the more multipole terms one needs to include. Near point of
contact it is favorable to use PFA. The dotted curve is the result from (6.33) with
n = 0.

10.6.2 Interaction Between Two Graphene Spheres

Another example, Fig. 10.8, of spherical objects is two graphene or rather graphene-
like spheres, i.e., two 2D spherical shells. Then (10.41) becomes

E = −�

∞∫
0

dξ

2π

∞∑
l ′=0

∞∑
l=0

[
2l + 2l ′

]!
[2l]! [2l ′]!

α2D
l (a; iξ) α2D

l ′ (b; iξ)

d2(l+l ′+1)
, (10.42)

where α2D
l (a; iξ) is the 2l pole polarizability of one of the spheres of radius a and

α2D
l ′ (b; iξ) is the 2l

′
pole polarizability of the other of radius b. The polarizabili-

ties were given in (10.25) and δε̃3D (iξ) entering the polarizabilities was taken from



10.6 Force Between Two Spherical Objects 223

Fig. 10.8 The interaction
energy two graphene spheres
of radius a = b = 10nm the
distance d apart. The results
were obtained from (10.42).
When the spheres are in near
contact more and more terms
in the summation are needed.
Each curve is for a different
truncation of the
summations. The vertical
line indicates the contact
point

(10.24). The d-dependence follows a simple power law, E ∼ d−6 for large separa-
tions. This comes from dipole-dipole interactions. Higher order multipole contribu-
tions become important when the objects are in near contact. The results are valid for
distances larger than the contact value a + b = 20nm indicated by the vertical line
in the figure. The closer to contact the more multipole terms one needs to include.

10.7 Force on an Atom in a Spherical Gap

It is of interest to study the interactions on atoms in narrow channels. Here we study
an atom in a spherical vacuum gapwith the outer and inner radii b and a, respectively.
The medium outside the gap has dielectric function ε̃1 (ω) and the medium inside
the dielectric function ε̃2 (ω). The atom is at a distance r from the center. The matrix
for this geometry is M̃ = M̃0 · M̃1 · M̃2, where

M̃0 = ε̃1(l+1)+l
(2l+1)ε̃1

(
1 α

0(2)
l

−α0
l

(l+1)+ε̃1l
ε̃1(l+1)+l

)
;

M̃1 =
(
1 0
0 1

)
+ (δn) 4παat

(
0 (l + 1) r−(2l+2)

−lr (2l) 0

)
;

M̃2 = (l+1)+ε̃2l
(2l+1)

(
1 α

2(2)
l

−α2
l

ε̃2(l+1)+l
(l+1)+ε̃2l

)
.

(10.43)
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The matrix element of interest is

M11 = M0
11M

2
11

{
1 − α2

l α
0(2)
l − (δn) 4παat

[
(l + 1) r−(2l+2)α2

l + lr (2l)α
0(2)
l

]}
.

(10.44)

This leads to the following proper mode condition function

f̃l,m = 1 − (δn) 4παat

[
(l + 1) r−(2l+2)α2

l + lr (2l)α
0(2)
l

]

1 − α2
l α

0(2)
l

, (10.45)

where the reference system is the spherical gap in absence of the atom. The two 2l

pole polarizabilities α2
l and α

0(2)
l defined in (10.7) and (10.8), respectively, are

α2
l = l(ε̃2−1)a2l+1

ε̃2l+(l+1) ;
α
0(2)
l = − (l+1)(1−ε̃1)(1/b)2l+1

l+ε̃1(l+1) .
(10.46)

The energy per atom is

E
4πr2δn = �

4πr2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

ln
[
f̃l,m (iξ)

]

≈ − �

4πr2δn

∞∫
0

dξ
2π

∞∑
l=0

l∑
m=−l

(δn) 4παat (l+1)α2
l r

−(2l+2)+lα(2)
l r2l

1−α2
l α

0(2)
l

= −�

∞∫
0

dξ
2π

∞∑
l=0

αat [2l+2]!
[2l]![2]!

1
r3

α2
l r

−(2l+1)+ l
l+1α

0(2)
l r2l+1

1−α2
l α

0(2)
l

,

(10.47)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is

F (r) = −�

∞∫
0

dξ

2π

∞∑
l=0

αat [2l + 2]!
[2l]! [2]!

(2l + 4) α2
l r

−(2l+5) − (2l − 2) l
l+1α

0(2)
l r2l−3

1 − α2
l α

0(2)
l

.

(10.48)
Next we continue with an atom outside a thin spherical shell.

10.8 Force on an Atom Outside a 2D Spherical Shell

In this sectionwe derive the van derWaals interaction experienced by an atomoutside
a very thin spherical shell.We start from the three layer structure in Fig. 10.9.We take
the limit when the thickness, δ, goes to zero. The 3D dielectric function of the shell
material then goes to infinity. We follow the procedure in Sect. 10.3 but now there is
one extra matrix. The matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3, where M̃0 · M̃1 is
the matrix for a gas layer in (10.22) with r = b = a + d and M̃2 · M̃3 is the matrix
for a thin film in (10.28) with r = a. The matrix element of interest for us is



10.8 Force on an Atom Outside a 2D Spherical Shell 225

Fig. 10.9 The geometry of a thin gas layer the distance d from thin spherical or cylindrical shell
of radius a in the non-retarded treatment. Adapted from [1]

M11 = (2l + 1) a + (
δε̃3D

)
l (l + 1)

(2l + 1) a

[
1 − (δn) 4παat (ω) α2D

l (a; ω) (l + 1) b−(2l+2)
]
.

(10.49)

The mode condition function when the reference system is that in absence of the
atom is

f̃l,m (iξ) = 1 − (δn) 4παat (iξ) α2D
l (a; iξ) (l + 1) b−(2l+2). (10.50)

We may identify the 2l pole polarizability of the thin spherical shell in vacuum given
in (10.25). The energy per atom is

E
4πb2δn = �

4πb2δn

∞∫
0

dξ
2π
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l=0

l∑
m=−l

ln
[
f̃l,m (iξ)

]

≈ − �

4πb2δn

∞∫
0

dξ
2π
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l=0

l∑
m=−l

(δn) 4παat (iξ) α2D
l (a; iξ) (l + 1) b−(2l+2)

= −�

∞∫
0

dξ
2π

∞∑
l=0

αat (iξ) α2D
l (a; iξ)

(2l+1)(l+1)
b2(l+2)

= −�

∞∫
0

dξ
2π

∞∑
l=0

[2l+2]!
[2l]![2]!

1
b2(l+2) α

at (iξ) α2D
l (a; iξ),

(10.51)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is

F (b) = −�

∞∫
0

dξ

2π

∞∑
l=0

[2l + 2]!
[2l]! [2]!

2 (l + 2)

b2l+5
αat (iξ) α2D

l (a; iξ). (10.52)

Next we treat as an example an atom outside a graphene-like sphere.
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Fig. 10.10 The interaction
between a Li atom and a
graphene sphere as a
function of distance b. The
radius, a, of the spherical
shell is 10nm. The results
are from using (10.51) and
each curve is for a different
truncation of the summation
over l. See the text for details

10.8.1 Interaction Between a Li-Atom and a Graphene
Sphere

As an example we give the results for a Li-atom outside a graphene sphere in
Fig. 10.10. The results are from using (10.51). The polarizability for Li was obtained
from the London approximation (8.60) with the parameters given in Fig. 8.2 and for
the spherical shell the δε̃3D (iξ) entering α2D

l (a; iξ) was taken from (10.24). The b-
dependence follows a simple power law, E ∼ d−6 for large separations. This comes
fromdipole-dipole interactions. Higher ordermultipole contributions become impor-
tant when the objects are in near contact or to be more specific when the distance is
of the order of the sphere radius. Next we find out what happens when the atom is
inside the thin spherical shell.

10.9 Force on an Atom Inside a 2D Spherical Shell

In this section we derive the van derWaals Interaction experienced by an atom inside
a very thin spherical shell. We start from the three layer structure in Fig. 10.11. We
take the limit when the thickness, δ, goes to zero. The derivation is analogous to the
one in Sect. 10.8. The matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3, where M̃0 · M̃1 is
the matrix for the thin film, given in (10.28) for r = a, and M̃2 · M̃3 is the matrix for
the gas film, given in (10.22) for r = d. The matrix element of interest for us is
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Fig. 10.11 The geometry of a thin gas layer at radius d inside a thin spherical or cylindrical shell
of radius a in the non-retarded treatment. Adapted from [1]

M11 = (2l + 1) a + (
δε̃3D

)
l (l + 1)

(2l + 1) a

[
1 − (δn) 4παat (ω) α

2D(2)
l (a;ω) ld2l

]
.

(10.53)

The mode condition function when the reference system is that in absence of the
atom is

f̃l,m (iξ) = 1 − (δn) 4παat (iξ) α
2D(2)
l (a; iξ) ld2l , (10.54)

where we have introduced the 2l pole polarizability for a thin spherical shell as “seen
from the inside,” given in (10.26). The energy per atom is

E
4πd2δn = �

4πd2δn
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0
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∞∫
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∞∑
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αat (iξ) α
2D(2)
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= −�

∞∫
0
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∞∑
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2(l−1)αat (iξ) α
2D(2)
l (a; iξ),

(10.55)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is

F = −�

∞∫
0

dξ

2π

∞∑
l=1

[2l + 1]!
[2l − 1]! [2]!2 (l − 1) d2l−3αat (iξ) α

2D(2)
l (a; iξ) . (10.56)

Note that the l = 0 and l = 1 terms do not contribute to the force, just as in the case
of an atom in a spherical cavity in Sect. 10.4.
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Fig. 10.12 The interaction
on a Li atom inside a
graphene sphere as a
function of distance d from
the center. The radius, a, of
the spherical shell is 10nm.
The results are from using
(10.55) and each curve is for
a different truncation of the
summation over l. See the
text for details

10.9.1 Force on a Li-Atom Inside a Graphene Sphere

As an example we give the results for a Li-atom inside a graphene or rather graphene-
like sphere in Fig. 10.12. The results are from using (10.55). The polarizability for
Li was obtained from the London approximation (8.60) with the parameters given
in Fig. 8.2 and for the spherical shell the δε̃3D (iξ) entering α

2D(2)
l (a; iξ) was taken

from (10.24). We note that the results are very similar to the results for a Li-atom in a
gold cavity in Fig. 10.6. The dipole-dipole contribution to the potential is a constant
and consequently does not contribute to the force.

Next instead of an atom we place another thin spherical shell inside the shell.

10.10 Interaction Between Two 2D Concentric Spherical
Shells

We consider two concentric thin spherical shells. The outer shell has radius b and
the inner radius a. Here the matrix is M̃ = M̃0 · M̃1 where

M̃0 =
(
1 0
0 1

)
+ (δε̃3D)l(l+1)

(2l+1)b

(
1 b−(2l+1)

−b(2l+1) −1

)
;

M̃1 =
(
1 0
0 1

)
+ (δε̃3D)l(l+1)

(2l+1)a

(
1 a−(2l+1)

−a(2l+1) −1

)
,

(10.57)
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and the element of interest is

M11 = 1 +
(
δε̃3D

)
l (l + 1)

(2l + 1)

(
1

a
+ 1

b

)
+

[(
δε̃3D

)
l (l + 1)

(2l + 1)

]2
1

ab

[
1 −

(a
b

)2l+1
]

.

(10.58)

The proper mode condition function becomes

f̃l,m (iξ) = 1 −
[

δε̃3Dl(l+1)
a(2l+1)+δε̃3Dl(l+1)

] [
δε̃3Dl(l+1)

b(2l+1)+δε̃3Dl(l+1)

] (
a
b

)2l+1

= 1 − α2D
l (a; iξ) α

2D(2)
l (b; iξ) ,

(10.59)

where αl is the 2l pole polarizability of a thin spherical shell of radius a in vacuum
according to (10.25) and α

(2)
l is the 2l pole polarizability of a thin spherical shell

of radius b in vacuum as seen from inside according to (10.27). We have chosen as
reference system a system where the two shells are separated from each other and at
infinite distance from each other. The energy obtained by using this mode condition
function is the energy change when bringing the two shells at infinite separation
together and putting the inner shell inside the outer shell. The energy is

E = �
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0
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l=0
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ln
[
f̃l,m (iξ)
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= �
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0
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2π

∞∑
l=0

(2l + 1) ln
[
1 − α2D

l (a; iξ) α
2D(2)
l (b; iξ)

]

= �

∞∫
0

dξ
2π

∞∑
l=0

(2l + 1) ln
[
1 − δε̃3D(iξ)l(l+1)a2l+1

(2l+1)a+δε̃3D(iξ)l(l+1)
δε̃3D(iξ)l(l+1)b−(2l+1)

(2l+1)b+δε̃3D(iξ)l(l+1)

]
.

(10.60)

Note that here we cannot safely expand the logarithm and keep the linear term only.
The linear term is not necessarily very small. Thus, we keep the logarithm as is. As
an example we treat two concentric graphene-like shells in next section.

10.10.1 Interaction Between Two Concentric Graphene
Spheres

As an example we give in Fig. 10.13 the interaction energy for two concentric
graphene spheres. We let the radius, a, of the inner sphere be 10nm and let the
radius, b, of outer sphere vary between 10nm and 100nm. We have treated the
graphene spheres as strictly 2D spherical shells with the effective dielectric function
given in (10.24). Each curve is for a different truncation of the summation over l. The
smaller the value of b the more terms are needed in the summation. The reference
system is one where the smaller inner sphere has been taken outside the larger outer
sphere and the two are at infinite distance from each other. The energy in Fig. 10.13
is the energy gain when the smaller sphere is brought to and inserted into the larger
sphere. The energy in (10.60) is negative.
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Fig. 10.13 The interaction
between two concentric
graphene spheres as a
function the radius, b, of the
outer sphere. The radius, a of
the inner sphere is 10nm.
The results are from using
(10.60) and each curve is for
a different truncation of the
summation over l. See the
text for details

10.11 Force on an Atom in Between Two 2D Spherical
Films

Here we study an atom in between two spherical films in vacuum. The outer and
inner films are of radii b and a, respectively. The atom is at a distance r from the
center. The matrix for this geometry is M̃ = M̃0 · M̃1 · M̃2, where

M̃0 = (2l+1)b+(δε̃3D)l(l+1)
(2l+1)b

(
1 α

2D(2)
l (b;ω)

−α2D
l (b;ω)

(2l+1)b−(δε̃3D)l(l+1)

(2l+1)b+(δε̃3D)l(l+1)

)
;

M̃1 =
(
1 0
0 1

)
+ (δn) 4παat

(
0 (l + 1) r−(2l+2)

−lr (2l) 0

)
;

M̃2 = (2l+1)a+(δε̃3D)l(l+1)
(2l+1)a

(
1 α

2D(2)
l (a;ω)

−α2D
l (a;ω)

(2l+1)a−(δε̃3D)l(l+1)

(2l+1)a+(δε̃3D)l(l+1)

)
.

(10.61)

The matrix element of interest to us is

M11 = (2l+1)b+(δε̃3D)l(l+1)
(2l+1)b

(2l+1)a+(δε̃3D)l(l+1)
(2l+1)a

×
{
1 − α

2D(2)
l (b;ω) α2D

l (a;ω) − (δn) 4παat

×
[
α2D
l (a;ω) (l + 1) r−(2l+2) + α

2D(2)
l (b;ω) lr (2l)

]}
,

(10.62)

which results in the following, proper mode condition function:
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f̃l,m (iξ) = 1 − (δn) 4παat (iξ)
α2D
l (a; iξ) (l + 1) r−(2l+2) + α

2D(2)
l (b; iξ) lr2l

1 − α
2D(2)
l (b; iξ) α2D

l (a; iξ)
.

(10.63)

From this we obtain the interaction energy of the atom. It is
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,

(10.64)

where we on the second line have expanded the logarithm and kept the lowest order
term. Note that this expression agrees formally with the results for an atom in a
spherical gap, (10.47), but the 2l pole polarizabilities are of course different. The
force on the atom becomes

F (r) = −�

∞∫
0

dξ
2π

∞∑
l=1

[
[2l+2]!
[2l]![2]! 2(l+2)α2D

l (a;iξ)r−2l−5

1−α
2D(2)
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1−α
2D(2)
l (b;iξ)α2D

l (a;iξ)

]
.

(10.65)

We end this chapter by rederiving the van der Waals interaction of (8.66) between
two polarizable atoms in an alternative way.

10.12 Force Between Two Atoms from Summation of Pair
Interactions

Wederived the van derWaals interaction between two atoms in Sect. 8.3. It is possible
to find this result via a short-cut, viz. by using the result from the summation over
pair interactions in Sect. 6.1. The procedure is the following: choose a geometry with
two objects of different material; calculate the result using the summation over pair
interactions; calculate the result using the full formalism and take the diluted limit;
compare the two results and identify parameters.

We choose to apply this procedure on an atom of species 1 at the distance R from
a ball of atomic species 2.We let the ball have the radius R2 and the atom density n3D.
We make the ansatz that the interaction between the atoms is given by the potential
V = −Br−6 and we intend to identify the coefficient B. The result from summation
over pair interactions (6.13) with this ansatz is

E (R) = − B

R6

4πR3
2n

3D

3
. (10.66)
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We have assumed that there is vacuum in between the objects. The condition for
modes in the full formalism (10.32) is

E (R) = −�
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(10.67)

For large separations the l = 1 term dominates. We have only kept this term, used
that αl=1 (a; iξ) = R3

[
ε̃1 (iξ) − 1

]
/
[
2 + ε̃1 (iξ)

]
and taken the diluted limit . We

have used the expression ε̃i (z) = 1 + 4πniαi (z) for the dielectric function for a gas
of atoms of species i . We have chosen as reference system the geometry when the
distance between the atom and the ball goes to infinity and divided by the corre-
sponding mode condition function. Equating the results from (10.66) and (10.67)
gives

B = 3

π
�

∞∫
0

dξα1 (iξ) α2 (iξ) = 3�

2
α1 (0) α2 (0)

ω1ω2

ω1 + ω2
, (10.68)

where we in the last step have used the London approximation (8.60) for the atomic
polarizability.

The procedure1 we have just gone through is a short-cut for finding the van der
Waals interaction between two atoms. It furthermore acts as a test of the consistency
of our formalism.
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Chapter 11
Van der Waals Interaction in Cylindrical
Structures

Abstract After a section in which we adapt the general formalism presented in
Chap.7 to cylindrical structures in neglect of retardation we start by introducing
the basic structure elements: a single cylindrical interface, a cylindrical shell, a thin
diluted cylindrical gas film, and a 2D cylindrical film. A general cylindrical structure
can then be constructed by stacking these elements coaxially. The thin gas layer is
special; it is used to find the interaction on an atom at a general position in the cylin-
drical structure. Thenwe go through some common structures and present illustrating
examples; the examples involve gold cylinders, gold cavities, graphene shells, and
lithium atoms. We furthermore rederive the van der Waals interaction between two
atoms by comparing the full result in the diluted limit with that from the summation
of pair interactions.

11.1 Adapting the General Method of Chap. 7
to Cylindrical Structures and to the Neglect
of Retardation

The systemwe consider here is a layered cylinder consisting of N layers and an inner
cylindrical core. We have N + 2 media and N + 1 interfaces. Let the numbering be
as follows. Medium 0 is the medium surrounding the cylinder, medium 1 is the
outermost layer, medium N the innermost layer and N + 1 the innermost cylindrical
region (the core). Let rn be the inner radius of layer n. The boundary condition is
that there are no incoming waves, i.e. there is no wave moving toward the right in
medium n = 0 in Fig. 7.1. The fields are self-sustained; no fields are coming in from
outside.

In the non-retarded treatment of a cylindrical structure we let the waves represent
solutions to Laplace’s equation, (7.21), in cylindrical coordinates, (r, θ, z), for the
scalar potential,Φ. The interfaces are cylindrical surfaces and the r -coordinate is the
coordinate that is constant on each interface. The solutions are of the form
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Φk,m (r, θ, z) = Im (kr) eimθeikz and Km (kr) eimθeikz, (11.1)

where the functions Im (z) and Km (z) are so-called modified Bessel functions. The
first is bounded for small z values and the second for large. They are solutions to the
modified Bessel equation [1],

z2∂2ω/∂z2 + z∂ω/∂z − (
m2 + z2

)
ω = 0. (11.2)

Note that the variable z here denotes a general complex variable and should not be
mistaken for the spatial z-variable in (11.1). We let r increase toward the left in
Fig. 7.1. We want to find the normal modes for a specific set of k andm values. Then
all waves have the common factor eimθeikz . We suppress this factor here. Then

R (r) = Im (kr) ; L (r) = Km (kr) . (11.3)

Using the boundary conditions that the potential and the normal component of the
D̃-field are continuous across an interface n gives

an Im (krn) + bnKm (krn) = an+1 Im (krn) + bn+1Km (krn) ,

an ε̃nk Im ′ (krn) + bn ε̃nkKm
′ (krn) = an+1ε̃n+1k Im ′ (krn) + bn+1ε̃n+1kKm

′ (krn) ,

(11.4)
and we may identify the matrix Ãn (rn) as

Ãn (rn) =
(

Im (krn) Km (krn)
ε̃n Im ′ (krn) ε̃nKm

′ (krn)

)
. (11.5)

The matrix M̃n is

M̃n = Ã−1
n · Ãn+1

= 1
W ε̃n

(
ε̃n+1 Im ′Km − ε̃n ImKm

′ (ε̃n+1 − ε̃n) KmKm
′

(ε̃n − ε̃n+1) Im Im ′ ε̃n Im ′Km − ε̃n+1 ImKm
′

)
, (11.6)

where we have suppressed the argument (krn) of all modified Bessel functions and
their derivatives. As before the derivative is with respect to the argument. We have
made use of the Wronskian of the two modified Bessel functions:

W [Km (x) , Im (x)] = Km (x) Im
′ (x) − Km

′ (x) Im (x) = 1/x .

Since the function L (z) in (11.3) diverges at the origin it is excluded from the core
region and hence we have no wave moving toward the left in that region. According
to (7.6) this means that

fk,m (ω) = M11. (11.7)
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Before we end this section we introduce the two multipole polarizabilities αn
k,m and

α
n(2)
k,m for the cylindrical interface since these appear repeatedly in the sections that

follow. The first is valid outside the cylindrical interface and the second inside.
The polarizability αn

k,m = −bn/an under the assumption that bn+1 = 0. One obtains
αn
k,m = −M21/M11 and from (10.5) one finds

αn
k,m (rn;ω) = (ε̃n+1 − ε̃n) Im Im ′

ε̃n+1 Im ′Km − ε̃n ImKm
′ . (11.8)

The polarizability α
n(2)
k,m = −an+1/bn+1 under the assumption that an = 0. One

obtains α
n(2)
k,m = M12/M11 and from (10.5) one finds

α
n(2)
k,m (rn;ω) = (ε̃n+1 − ε̃n) KmKm

′

ε̃n+1 Im ′Km − ε̃n ImKm
′ . (11.9)

The suppressed argument of the modified Bessel functions in the multipole polariz-
abilities above is (krn). Sometimes it is convenient to use an alternative form of the
matrix M̃n ,

M̃n = Mn
11

(
1 α

n(2)
k,m

−αn
k,m

ε̃n Im ′Km−ε̃n+1 Im Km
′

ε̃n+1 Im ′Km−ε̃n Im Km
′

)

. (11.10)

Nowwe have all we need to determine the non-retarded normalmodes in a layered
cylindrical structure. We give some examples in the following sections.

Summary of key relations for the derivation of van derWaals interactions
in cylindrical structures: In a cylindrical structure k, the wave number along
the cylinder axis, and m are the proper quantum numbers that characterize a
normal mode. The dispersion curve for a mode can have several branches, i ,
ω = ωi

k,m . They are solutions to the condition for modes, fk,m (ω) = 0, where
fk,m (ω) is the mode condition function. When finding the interaction energy
of the system one has to sum over both k,m and i . Since we often let the system
have unlimited extension along the cylinder axis it is appropriate to calculate
the interaction energy per unit length. For zero temperature the interaction
energy is

E = �

2

1

L

∑

k

∞∑

m=−∞

∞∫

−∞

dξ

2π
ln fk,m (iξ) → �

2

∞∫

−∞

dk

2π

∞∑

m=−∞

∞∫

−∞

dξ

2π
ln fk,m (iξ),

(11.11)
and at finite temperature
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F = 1

L

∑

k

∞∑

m=−∞

1

β

∞∑

n=0

′
ln fk,m (iξn) →

∞∫

−∞

dk

2π

∞∑

m=−∞

1

β

∞∑

n=0

′
ln fk,m (iξn),

(11.12)
where L is the length of the system and ξn = 2πn/�β. The arrows indicate
what happens when we let L go toward infinity. In the non-retarded approxi-
mation fk,m ≡ M11 where M̃ is the matrix for the whole structure. The matrix
for interface n is given by

M̃n = 1
W ε̃n

(
ε̃n+1 Im ′Km − ε̃n ImKm

′ (ε̃n+1 − ε̃n) KmKm
′

(ε̃n − ε̃n+1) Im Im ′ ε̃n Im ′Km − ε̃n+1 ImKm
′

)

= Mn
11

(
1 α

n(2)
k,m

−αn
k,m

ε̃n Im ′Km−ε̃n+1 Im Km
′

ε̃n+1 Im ′Km−ε̃n Im Km
′

)

,

(11.13)

where W is the Wronskian,

W [Km (x) , Im (x)] = Km (x) Im
′ (x) − Km

′ (x) Im (x) = 1/x, (11.14)

and the polarizabilities αn
k,m and α

n(2)
k,m are

αn
k,m (rn;ω) = (ε̃n+1 − ε̃n) Im Im ′

ε̃n+1 Im ′Km − ε̃n ImKm
′ , (11.15)

and

α
n(2)
k,m (rn;ω) = (ε̃n+1 − ε̃n) KmKm

′

ε̃n+1 Im ′Km − ε̃n ImKm
′ , (11.16)

respectively. We have suppressed the argument (krn) of all modified Bessel
functions and their derivatives. The derivative is with respect to the argument.
Often it is appropriate to give the energy relative a reference system. Then fk,m
is replaced by f̃k,m in (11.11) and (11.12), where f̃k,m = fk,m/ f ref.k,m .

11.2 Basic Structure Elements

A general cylindrical structure can be generated by stacking a number of basic
structure elements coaxially around each other. The most basic element is a solid
cylinder. Sometimes it is convenient to use layers as elements. A special layer is a
2D cylindrical film. Another is a thin cylindrical diluted gas layer which we will
use repeatedly in the derivation of the interaction between atoms and the cylindrical
structure. We now discuss these basic elements one by one. We start with the solid
cylinder.
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11.2.1 Solid Cylinder

For a solid cylinder of radius a and dielectric function ε̃1 (ω) in an ambient of
dielectric function ε̃0 (ω), as illustrated in Fig. 10.1, we have

M̃ = M̃0 = ka

ε̃0

(
ε̃1 Im ′Km − ε̃0 ImKm

′ (ε̃1 − ε̃0) KmKm
′

(ε̃0 − ε̃1) Im Im ′ ε̃0 Im ′Km − ε̃1 ImKm
′
)

, (11.17)

where the suppressed arguments are (ka) for the modified Bessel functions and (ω)

for the dielectric functions. The condition for modes is

ε̃1 (ω)

ε̃0 (ω)
= Im (ka) Km

′ (ka)

Im ′ (ka) Km (ka)
. (11.18)

Three important quantities for this structure are

M11 = ka
ε̃0(ω)

[
ε̃1 (ω) Im ′ (ka) Km (ka) − ε̃0 (ω) Im (ka) Km

′ (ka)
]
,

α
cyl.
k,m (a;ω) = [ε̃1(ω)−ε̃0(ω)]Im (ka)Im ′(ka)

ε̃1(ω)Im ′(ka)Km (ka)−ε̃0(ω)Im (ka)Km
′(ka)

,

α
cyl.(2)
k,m (a;ω) = [ε̃1(ω)−ε̃0(ω)]Km (ka)Km

′(ka)

ε̃1(ω)Im ′(ka)Km (ka)−ε̃0(ω)Im (ka)Km
′(ka)

,

(11.19)

where we have placed the superscrip cyl. on the polarizabilities to indicate cylinder.

11.2.2 Cylindrical Shell

Here we start from a more general geometry namely that of a coated cylinder in a
medium and get the cylindrical shell and gap as special limits. For a solid cylinder of
dielectric function ε̃2 with a coating of inner radius a and outer radius b, Fig. 10.2,
made of a medium with dielectric function ε̃1 in an ambient medium with dielectric
function ε̃0 we have

M̃ = M̃0 · M̃1

= kb
ε̃0

[
ε̃1 Im ′ (kb) Km (kb) − ε̃0 Im (kb) Km

′ (kb)
]

×
(

1 α
0(2)
k,m

−α0
k,m

ε̃0 Im ′(kb)Km (kb)−ε̃1 Im (kb)Km
′(kb)

ε̃1 Im ′(kb)Km (kb)−ε̃0 Im (kb)Km
′(kb)

)

× ka
ε̃1

[
ε̃2 Im ′ (ka) Km (ka) − ε̃1 Im (ka) Km

′ (ka)
]

×
(

1 α
1(2)
k,m

−α1
k,m

ε̃1 Im ′(ka)Km (ka)−ε̃2 Im (ka)Km
′(ka)

ε̃2 Im ′(ka)Km (ka)−ε̃1 Im (ka)Km
′(ka)

)

(11.20)

and from direct derivation of the M11 element the condition for modes becomes
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0 =
(
1 − α

0(2)
k,m α1

k,m

)

= 1 − (ε̃1−ε̃0)Km (kb)Km
′(kb)

ε̃1 Im ′(kb)Km (kb)−ε̃0 Im (kb)Km
′(kb)

(ε̃2−ε̃1)Im (ka)Im ′(ka)

ε̃2 Im ′(ka)Km (ka)−ε̃1 Im (ka)Km
′(ka)

(11.21)

Let us now study a cylindrical shell of inner radius a, outer radius b and of a
medium with dielectric function ε̃ (ω) in a medium of dielectric function ε̃0 (ω). The
condition for modes we get from (11.21) by the replacements ε̃2 (ω) → ε̃0 (ω) and
ε̃1 (ω) → ε̃ (ω). The result is

[
ε̃ Km

′(ka)

Im ′(ka)
− ε̃0

Km (ka)

Im (ka)

] [
ε̃ Im ′(kb)
Km

′(kb) − ε̃0
Im (kb)
Km (kb)

]
= (ε̃ − ε̃0)

2
. (11.22)

For a cylindrical gap of dielectric function ε̃0 (ω) in a medium of dielec-
tric function ε̃ (ω) we instead make the replacements ε̃0 (ω) , ε̃2 (ω) → ε̃ (ω) and
ε̃1 (ω) → ε̃0 (ω). The condition for modes is

[
ε̃
Km (ka)

Im (ka)
− ε̃0

Km
′ (ka)

Im ′ (ka)

] [
ε̃
Im (kb)

Km (kb)
− ε̃0

Im ′ (kb)
Km

′ (kb)

]
= (ε̃ − ε̃0)

2
. (11.23)

11.2.3 Thin Cylindrical Diluted Gas Film

It is of interest to find the van der Waals force on an atom in a layered structure. We
can obtain this by studying the force on a thin layer of a diluted gas with dielectric
function εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one atom and n
the density of atoms (we have assumed that the atom is surrounded by vacuum; if not
the 1 should be replaced by the dielectric function of the ambient medium and the
atomic polarizability should be replaced by the excess polarizability). For a diluted
gas layer the interaction between the gas atoms can be neglected and the force on the
layer is just the sum of the forces on the individual atoms. So by dividing with the
number of atoms in the film we get the force on one atom. The layer has to be thin
in order to have a well defined r -value of the atom. Since we will derive the force
on an atom in different cylindrical geometries it is fruitful to derive the matrix for a
thin diluted gas shell. This result can be directly used in the derivation of the van der
Waals force on an atom in different cylindrical geometries.

We let the film have the thickness δ and be of a general radius r . We only keep
terms up to linear order in δ and linear order in n. The matrix for the gas film is
M̃0 · M̃1 where

M̃0 =
(
1 0
0 1

)
+ 4πnαat kr

(
Im ′ (kr) Km (kr) Km (kr) Km

′ (kr)
−Im (kr) Im ′ (kr) −Im (kr) Km

′ (kr)

)
. (11.24)

Now,

M̃1 =
(
1 0
0 1

)
− 4πnαat k (r − δ)

(
Im ′Km KmKm

′
−Im Im ′ −ImKm

′

)
, (11.25)
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where the suppressed arguments of all modified Bessel functions are k (r − δ).
Expansion in δ and keeping the terms up to linear order gives

M̃gas = M̃0 · M̃1 =
(
1 0
0 1

)
+ 4π (δn) αat k

×
(

d[(kr)Im ′Km]
d(kr)

d[(kr)Km
′Km]

d(kr)

− d[(kr)Im ′ Im]
d(kr) − d[(kr)Im Km

′]
d(kr)

)

,

(11.26)

where now the arguments of all modified Bessel functions are (kr). Performing the
derivatives and using the modified Bessel equation, (11.2), we find

M̃gaslayer =
(
1 0
0 1

)

+ (δn)
4παat[m2+(kr)2]

r

(
ImKm KmKm

−Im Im −ImKm

)

+ (δn)
4παat (kr)2

r

(
Im ′Km

′ Km
′Km

′
−Im ′ Im ′ −Im ′Km

′

)
.

(11.27)

Three important quantities for this structure is

M11 = 1 + (δn) 4παat

r

{[
m2 + (kr)2

]
Im (kr) Km (kr) + (kr)2 Im ′ (kr) Km

′ (kr)
}
,

α
gas
k,m (r;ω) = (δn)

4παat (ω)

r

{[
m2 + (kr)2

]
[Im (kr)]2 + [

(kr) Im ′ (kr)
]2}

,

α
gas(2)
k,m (r;ω) = (δn)

4παat (ω)

r

{[
m2 + (kr)2

]
[Km (kr)]2 + [

(kr) Km
′ (kr)

]2}
,

(11.28)
where we have introduced the superscript gas on the polarizabilities to indicate gas
film. Note that only terms up to linear order in (δn) are kept. Now we are done with
the gas layer. We will use these results later in calculating the van der Waals force
on an atom in cylindrical layered structures.

11.2.4 2D Cylindrical Film

In many situations one is dealing with very thin films. These may be considered 2D.
Important examples are a graphene sheet and a 2D electron gas. In the derivation we
let the film have finite thickness δ and be characterized by a 3D dielectric function
ε̃3D . We then let the thickness go toward zero. The 3D dielectric function depends
on δ as ε̃3D ∼ 1/δ for small δ. In the planar structure we could, in the limit when
δ goes toward zero, obtain a momentum dependent 2D dielectric function. Here we
only keep the long wave length limit of the 2D dielectric function [2, 3]. The matrix
is M̃2D = M̃0 · M̃1. Before we derive these matrices it it convenient to introduce two
auxiliary matrices,
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B̃ (x) = kx

(
Im ′ (kx) Km (kx) Km (kx) Km

′ (kx)
−Im (kx) Im ′ (kx) −Im (kx) Km

′ (kx)

)
;

C̃ (x) = kx

(−Im (kx) Km
′ (kx) −Km (kx) Km

′ (kx)
Im (kx) Im ′ (kx) Im ′ (kx) Km (kx)

)
.

(11.29)

Using the Wronskian for the modified Bessel function we find these matrices have
the following properties:

B̃ (x) + C̃ (x) = 1̃;
B̃ (x) · B̃ (x) = B̃ (x) ;
C̃ (x) · C̃ (x) = C̃ (x) ;
B̃ (x) · C̃ (x) = 0̃.

(11.30)

Now, we have
M̃0 = ε̃3DB̃ (r) + C̃ (r) ;
M̃1 = 1

ε̃3D
B̃ (r − δ) + C̃ (r − δ) ,

(11.31)

and using (11.30) and the modified Bessel equation, (11.2), we arrive at

M̃2D = M̃0 · M̃1

= 1̃ − δε̃3D m2+(kr)2

r

(−ImKm −KmKm

Im Im ImKm

)
,

(11.32)

where the suppressed arguments of the modified Bessel functions are (kr).
We will also need the multipole polarizability of the thin cylindrical shell in

vacuum. It can be obtained from (11.32). The polarizability is −b0/a0 under the
assumption that b1 = 0. One obtains α2D

k,m = −M21/M11. We find

α2D
k,m (r;ω) = δε̃3D

[
m2 + (kr)2

]
[Im (kr)]2

r + δε̃3D
[
m2 + (kr)2

]
Im (kr) Km (kr)

, (11.33)

where we have reserved the first argument before the semicolon for the radius of the
cylindrical film.

The multipole polarizability “seen from inside the shell” we get from (11.32).
The polarizability is−a1/b1 under the assumption that a0 = 0. One obtains α

2D(2)
k,m =

M12/M11, and

α
2D(2)
k,m (r;ω) = δε̃3D

[
m2 + (kr)2

]
[Km (kr)]2

r + δε̃3D
[
m2 + (kr)2

]
Im (kr) Km (kr)

. (11.34)

Sometimes it is convenient to use an alternative form of the matrix M̃2D,

M̃2D = M2D
11

⎛

⎝
1 α

2D(2)
k,m

−α2D
k,m

r−δε̃3D[m2+(kr)2]Im (kr)Km (kr)

r+δε̃3D[m2+(kr)2]Im (kr)Km (kr)

⎞

⎠ . (11.35)
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Now we are done with the basic structure elements and turn to some geometries
of common interest. We begin with an atom outside a cylinder.

11.3 Force on an Atom Outside a Cylinder

In this section we derive the van der Waals interaction between a polarizable atom
and an infinitely long solid cylinder of dielectric function ε̃1 (ω). We assume, for
simplicity, that the atom and cylinder are in vacuum. The geometry of the problem
is shown in Fig. 10.3. The radius of the cylinder is a and the atom is at a distance
b = a + d from the cylinder axis. To obtain the results we proceed as follows. We
introduce a thin shell defined by the radii b and b + δ. We let the medium of the shell
have the dielectric function εg = 1 + α = 1 + 4πnαat where αat is the polarizability
of the atom. Furthermore, L is the length of the cylinder which we let go to infinity at
the end. We assume that the medium of the shell is very diluted. We let α go toward
zero and keep only terms up to linear order before we let δ go toward zero.

The matrix of the problem is just the matrix of the thin gas shell, (11.27), multi-
plying that for the cylindrical core, given in (11.17), M̃ = M̃gas · M̃cyl.. The element
of interest is

M11 = Mgas
11 Mcyl.

11 + Mgas
12 Mcyl.

21 . (11.36)

The mode condition function becomes

f̃k,m = 1 + Mgas
12

Mgas
11

Mcyl.
21

Mcyl.
11

= 1 − α
gas(2)
k,m (b;ω) α

cyl.
k,m (a;ω)

= 1 − (δn)
4παat (ω)

b

{[
m2 + (kb)2

]
[Km (kb)]2 + [

(kb) Km
′ (kb)

]2}

× [ε̃(ω)−1]Im (ka)Im ′(ka)

[ε̃(ω)Im ′(ka)Km (ka)−Im (ka)Km
′(ka)] ,

(11.37)

where we have taken as reference system a system where the gas shell and the core
are well separated from each other.

Now, the non-retarded (van der Waals) interaction energy between the gas shell
and the cylindrical core of length L is given by

E = �

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dk
2π ln

[
f̃k,m (iξ)

]

= �

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dk
2π ln

[
1 − α

gas(2)
k,m (b; iξ) α

cyl.
k,m (a; iξ)

]

≈ −2�

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

0

dk
2π α

gas(2)
k,m (b; iξ) α

cyl.
k,m (a; iξ),

(11.38)

where we on the third line have expanded the logarithm and kept the lowest order
term. The energy per atom we get by dividing by the number of atoms in the gas
film. We find
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E
2πbL(δn)

= − 2�L
2πbL(δn)

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

0

dk
2π α

gas(2)
k,m (b; iξ) α

cyl.
k,m (a; iξ)

= − 2�L
2πbL(δn)

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

0

dk
2π (δn)

4παat (iξ)

b

×
{[
m2 + (kb)2

]
[Km (kb)]2 + [

(kb) Km
′ (kb)

]2}
α
cyl.
k,m (a; iξ)

= − 4�

b2

∞∑
m=−∞

∞∫

0

dk
2π

{[
m2 + (kb)2

]
[Km (kb)]2

+ [
(kb) Km

′ (kb)
]2} ∞∫

0

dξ
2π αat (iξ) α

cyl.
k,m (a; iξ),

(11.39)

where

α
cyl.
k,m (a; iξ) =

[
ε̃ (iξ) − 1

]
Im (ka) Im ′ (ka)

ε̃ (iξ) Im ′ (ka) Km (ka) − Im (ka) Km
′ (ka)

, (11.40)

or expressed in a different way

α
cyl.
k,m (a; iξ) = (ka)

[
ε̃ (iξ) − 1

]
Im (ka) Im

′ (ka)

(ka)
[
ε̃ (iξ) − 1

]
Im

′ (ka) Km (ka) + 1
, (11.41)

is the multipole polarizability for a cylinder in vacuum, (11.8). See [4], (5.77). The
force on the atom is F (b) = −r̂dE(b)/db.

11.3.1 Force Between a Li-Atom and a Gold Cylinder

As an example of atom-cylinder interactions we show in Fig. 11.1a the interaction
between a Li atom and a gold cylinder. The polarizability for Li was obtained from
the London approximation (8.60) with the parameters given in Fig. 8.2. For gold we
used the polarizability as shown in Fig. 9.3. The b-dependence does not follow a
simple power law, E ∼ b−5, predicted by the summation over pair method (6.24).
In Fig. 11.1b we give the result for a non-metallic cylinder and here the result com-
plies with the prediction. We made a rough model of a cylinder of densely packed
lithium atoms of density n = 1023 cm−3 and represented the dielectric function by
the expression ε̃ (ω) = 1 + 4πnαLi.The figure contains two sets of curve. The lower
set is the result when using (11.40) or (11.41) for the cylinder polarizability. From
(11.41) we see that the result is not directly proportional to the density of polarizable
atoms in the cylinder material. The denominator in (11.41) represents the screening
of the interaction. Thus, the three lower curves are the results when screening is in
effect. The upper set of curves is the result when we remove the screening by replac-
ing the denominator with unity. The solid black curve (straight line) is the result from
the pair-summation method in (6.24). Comparing the screened m = 0 contribution,
solid blue curve, with the unscreened, dashed blue curve we find that the screening
is effective at small separations but not at large. The screening has large effect on the
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(a) (b)

Fig. 11.1 a The interaction energy for a Li atom next to a gold cylinder of radius a = 10nm. The
distance between the atom and the cylinder axis is denoted by b. The results were obtained from
(11.38). The result shows that the first term in the summation over m gives the whole result for
large b-values and that higher order multipole contributions start to be important when the objects
are near contact. b The same result but for a non-metallic cylinder. The black solid straight line
denoted by PI is the result from the summation of pair interactions (6.24). See the text for details

m = ±1 contribution also for large separations. When screening is included these
contributions are negligible for large separations while in the screening free case
they contribute together with three times as much as the m = 0 term. For large sep-
arations with the neglect of screening only the m = 0 and m = ±1 give appreciable
contributions and the relative strength is one quarter form = 0 and three eights each
for m = −1 and for m = +1.

11.4 Force on an Atom in a Cylindrical Cavity

In this section we derive the van der Waals interaction between a polarizable atom
inside an infinitely long cylindrical vacuum cavity in a medium of dielectric function
ε̃1 (ω). The geometry of the problem is shown in Fig. 10.5. The radius of the cavity
is a and the atom is at a distance d from the cylinder axis. To obtain the results we
proceed as follows. We introduce a thin shell defined by the radii d and d + δ. We
let the medium of the shell have the dielectric function εg = 1 + α = 1 + 4πnαat

where αat is the polarizability of the atom and L is the length of the cylinder which
we let go to infinity at the end.We assume that themedium of the shell is very diluted.
We let α go toward zero and keep only terms up to linear order before we let δ go
toward zero.

The matrix of the problem is just the matrix of the cavity, (11.17), multiplying
that for the diluted gas film, given in (11.27), M̃ = M̃cav. · M̃gas . The element of
interest is
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M11 = Mcav.
11 Mgas

11 + Mcav.
12 Mgas

21 . (11.42)

The mode condition function becomes

f̃k,m = 1 + Mcav.
12

Mcav.
11

Mgas
21

Mgas
11

= 1 − α
cav.(2)
k,m (a;ω) α

gas
k,m (d;ω)

= 1 − [1−ε̃1(ω)]Km (ka)Km
′(ka)

Im ′(ka)Km (ka)−ε̃1(ω)Im (ka)Km
′(ka)

× (δn)
4παat (ω)

d

{[
m2 + (kd)2

]
[Im (kd)]2 + (kd)2

[
Im

′ (kd)
]2}

,

(11.43)

where we have taken as reference system a system where the gas shell and the cavity
are well separated from each other.

Now, the non-retarded (van der Waals) interaction energy for an atom inside a
cylindrical cavity is given by

E
2πdLδn = �

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dk
2π ln

[
f̃k,m (k, iξ)

]

= �L
2πdLδn

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

−∞
dk
2π ln

[
1 − α

gas
k,m (k, iξ) α

cav.(2)
k,m (a; iξ)

]

≈ − �L
2πdLδn

∞∫

0

dξ
2π

∞∑
m=−∞

2
∞∫

0
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(11.44)

where we on the third line have expanded the logarithm and kept the lowest order
term. The multipole polarizability,

α
cav.(2)
k,m (a; iξ) = (1 − ε̃1 (iξ)) Km (ka) Km

′ (ka)

Im
′ (ka) Km (ka) − ε̃1 (iξ) Im (ka) Km

′ (ka)
, (11.45)

or expressed in another way

α
cav.(2)
k,m (a; iξ) = − (ka) α̃1 (iξ) Km (ka) Km

′ (ka)

1 − (ka) α̃1 (iξ) Im (ka) Km
′ (ka)

, (11.46)

is the multipole polarizability for inside a cylindrical vacuum cavity, (11.9). The
force on the atom is F (d) = −r̂dE(d)/dd.
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Fig. 11.2 The interaction
energy for a Li atom in a
cylindrical gold cavity of
radius a = 10nm. The atom
is at the distance d from the
axis of the cavity. The results
were obtained from (11.44).
The closer to the cavity wall
the atom is the more terms in
the summation over m is
needed

11.4.1 Force on a Li-Atom in a Cylindrical Gold Cavity

As an example of interactions on an atom in a cavity we show in Fig. 11.2 the
interaction on a Li atom in a gold cavity. The polarizability for Li was obtained
from the London approximation (8.60) with the parameters given in Fig. 8.2. For
gold we used polarizability as shown in Fig. 9.3. The m = 0 and m = ±1 terms are
dominating at the center of the cavity. Higher order multipole contributions become
important when the atom is close to the cavity wall.

It is of interest to study the interaction on atoms in narrow channels. A first step
of such a study could be to find the interactions on an atom in a cylindrical gap. This
is our next topic.

11.5 Force on an Atom in a Cylindrical Gap

Here we study an atom in a cylindrical vacuum gap with the outer and inner radii b
and a, respectively. The medium outside the gap has dielectric function ε̃1 (ω) and
the medium inside the dielectric function ε̃2 (ω). The atom is at a distance r from
the center. The matrix for this geometry is M̃ = M̃cav. · M̃gas · M̃cyl., and the matrix
element of interest is
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M11 = (
Mcav.

11 , Mcav.
12

) ·
(
Mgas

11 Mgas
12

Mgas
21 Mgas

22

)
·
(
Mcyl.

11

Mcyl.
21

)

= Mcav.
11 Mgas

11 Mcyl.
11

(
1, αcav(2)

k,m

)
·
(

1 α
gas(2)
k,m

−α
gas
k,m

Mgas
22

Mgas
11

)

·
(

1
−α

cyl.
k,m

)

= Mcav.
11 Mgas

11 Mcyl.
11

{
1 − α

cyl.
k,mα

cav.(2)
k,m − α

gas
k,mα

cav.(2)
k,m

−α
cyl.
k,m

[
α
gas(2)
k,m + α

cav.(2)
k,m

(
Mgas

22

Mgas
11

− 1
)]}

.

(11.47)

This leads to the following proper mode condition function
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k,m +α

cyl.
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(11.48)

where the reference system is the cylindrical gap in absence of the atom.The functions
appearing in the expression are

α
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k,m ≈ (δn)

4παat (ω)

r

{[
m2 + (kr)2

]
[Im (kr)]2 + (kr)2

[
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′ (kr)
]2} ;

Mgas
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′(kb) ;
α
cyl.
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(11.49)

Before we write down the expression for the energy per atom we make the factor
(δn) 4παat (ω) explicit, a factor that is common for all terms after 1–in the expression
for f̃k,m . We have

f̃k,m ≈ 1 − (δn)
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r
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(11.50)

Now, the energy per atom is
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(11.51)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is F (r) = −r̂dE(r)/dr . Next we address the van der
Waals interaction between two parallel cylindrical objects.

11.6 Force Between Two Cylindrical Objects

The van der Waals interaction between two parallel cylinders of radius R1 and R2 is
[5]

E (d) = −�
L
d

∞∫

0

dξ
2π

[
ε̃1(iξ)−ε̃0(iξ)

ε̃1(iξ)−ε̃0(iξ)
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ε̃2(iξ)−ε̃0(iξ)

]

×
∞∑

m ′=1

∞∑

m=1

Γ 2(m+m ′+1/2)
m!(m−1)!m ′ !(m ′−1)!

( R1
d

)2m( R2
d

)2m ′
,

(11.52)

where d denotes the distance between the cylinder axes.

11.6.1 Interaction Between Two Gold Cylinders

As an example of cylinder-cylinder interactions we show in Fig. 11.3 the interaction
between two gold cylinders in vacuum. We used (11.52) with the gold polarizability
as shown in Fig. 9.3. The d-dependence follows a simple power law, E ∼ d−5 for
large separations. This comes from the m = m ′ = 1 term. Higher order multipole
contributions become important when the objects are in near contact. The results are
valid for distances larger than the contact value 2a = 20nm indicated by the vertical
line in the figure. The closer to contact themoremultipole terms one needs to include.
Near point of contact it is favorable to use PFA. The dotted curve is the result from
(6.33) with n = 1.
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Fig. 11.3 The interaction
energy for two parallel gold
cylinders of radius
a = 10nm the distance d
apart. The results were
obtained from (11.52). When
the cylinders are in near
contact more and more terms
in the summation are needed.
Each curve is for a different
truncation of the
summations. The dotted
piece of curve is the PFA
result from (6.33). The
vertical line indicates the
contact point

11.7 Force on an Atom Outside a 2D Cylindrical Shell

In this section we derive the interaction between an atom and a very thin cylindrical
shell, Fig. 10.9. It could approximate the interaction between an atomand a nano tube.
We let the shell have the thickness δ and let δ be very small so that one keeps only
terms linear in δ. The 3D dielectric function of the material will then be inversely
proportional to δ [2, 3]. The derivation proceeds along the lines in Sect. 11.3 and
the matrix M̃cyl. is replaced by M̃2D. The matrix of the problem is just the matrix
of the thin gas shell, (11.27), multiplying that for the 2D shell, given in (11.35),
M̃ = M̃gas · M̃2D. Note that the radius of the 2D cylindrical film is a and the atom is
at a distance d from the film and distance b from the cylinder axis. The element of
interest is

M11 = Mgas
11 M2D

11 + Mgas
12 M2D

21 . (11.53)

The mode condition function becomes

f̃k,m = 1 + Mgas
12
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11

M2D
21

M2D
11
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k,m, (11.54)

where

α
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k,m = δε̃3D(ω)[m2+(ka)2][Im (ka)]2

a+δε̃3D(ω)[m2+(ka)2]Im (ka)Km (ka)
.

(11.55)
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Now, the non-retarded (van der Waals) interaction energy between an atom and a 2D
cylindrical shell is given by

E ≈ − 2�
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×
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.

(11.56)

where we from the outset expanded the logarithm and kept the lowest order term.
The force on the atom is F (b) = −r̂dE(b)/db.

Two examples where the results apply are a cylinder made of a graphene like
film and a thin metal film, respectively. Then the expressions for δε̃ (iξ) as given in
(10.24) can be used [2, 3]. We treat the graphene example in the next section.

11.7.1 Interaction Between a Li-Atom and a Graphene
Cylinder

As an example we give the results for a Li-atom outside a graphene like cylinder in
Fig. 11.4. The results are from using (11.56). The polarizability for Li was obtained
from the London approximation (8.60) with the parameters given in Fig. 8.2 and for

Fig. 11.4 The interaction
between a Li atom and a
graphene cylinder as a
function of distance b. The
radius, a, of the cylindrical
shell is 10nm. The results
are from using (11.56) and
each curve is for a different
truncation of the summation
over m. See the text for
details
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the cylindricall shell the δε̃3D (iξ) entering α2D
l (a; iξ) was taken from (10.24). At

large distances only the m = 0 and m = ±1 terms give important contributions and
follow the power law ∼ b−5. Next we move the atom inside the cylindrical shell.

11.8 Force on an Atom Inside a 2D Cylindrical Shell

In this section we derive the interaction of an atom inside a very thin cylindrical
shell, Fig. 10.11. It could approximate the interaction of an atom inside a nano tube.
We let the shell have the thickness δ and let δ be very small so that one keeps only
terms linear in δ. The 3D dielectric function of the material will then be inversely
proportional to δ [2, 3]. The derivation proceeds along the lines in the previous section
and the matrix of the problem is just the matrix of the 2D shell, (11.35), multiplying
that for the thin gas shell, given in (11.27), M̃ = M̃2D · M̃gas. Note that the radius of
the 2D cylindrical film is a and the atom is at a distance d from the cylinder axis.
The element of interest is

M11 = M2D
11 M

gas
11 + M2D

12 M
gas
21 . (11.57)

The mode condition function becomes
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12
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11
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21
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11
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2D(2)
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k,m, (11.58)

where
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d
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]
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.

(11.59)

Now, the non-retarded (van der Waals) interaction energy of an atom inside a thin
cylindrical shell is given by

E ≈ − 2�
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(11.60)

where we from the outset expanded the logarithm and kept the lowest order term.
The force on the atom is F (d) = −r̂dE(d)/dd.
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Fig. 11.5 The interaction
on a Li atom inside a
graphene cylinder as a
function of distance d from
the center. The radius, a, of
the cylindrical shell is 10nm.
The results are from using
(11.60) and each curve is for
a different truncation of the
summation over m. See the
text for details

Two examples where the results apply are a cylinder made of a graphene like
film and a thin metal film, respectively. Then the expressions for δε̃ (iξ) as given in
(10.24) can be used [2, 3]. We treat the cylinder made of a graphene-like film in the
next example.

11.8.1 Force on a Li-Atom Inside a Graphene Cylinder

As an example we give the results for a Li-atom inside a graphene cylinder in
Fig. 11.5. The results are from using (11.60). The polarizability for Li was obtained
from the London approximation (8.60) with the parameters given in Fig. 8.2 and for
the cylindrical shell the δε̃3D (iξ) entering α

2D(2)
l (a; iξ) was taken from (10.24). We

note that only them = 0 andm = ±1 terms give appreciable contributions when the
atom is at the center of the cylinder.

11.9 Interaction Between Two 2D Coaxial Cylindrical
Shells

We consider two coaxial thin cylindrical shells, one outer of radius b and one inner
of radius a. The matrix for the system is M̃ = M̃2Do · M̃2Di and the matrix of interest
is
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M11 = M2Do
11 M2Di
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(11.61)

where all appearing functions are
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(11.62)

If one wants to find the electromagnetic normal modes of the system one finds the
solutions to M11 = 0. If one wants to find the energy it takes to bring the two thin
cylindrical shells from infinite separation together and place the inner inside the outer
one uses the proper mode condition function,

f̃k,m (iξ) = 1 − α
2D(2)
k,m (b; iξ) α2D

k,m (a; iξ) . (11.63)

The energy per unit length is
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(11.64)

Note that here we cannot safely expand the logarithm and keep the linear term only.
The linear term is not necessarily very small. Thus, we keep the logarithm as is.

11.9.1 Interaction Between Two Coaxial Cylindrical
Graphene Shells

As an example we give in Fig. 11.6 the interaction energy for two coaxial graphene
cylinders. We let the radius, a, of the inner cylinder be 10nm and let the radius, b, of
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Fig. 11.6 The interaction
between two coaxial
graphene cylinders as a
function the radius, b, of the
outer cylinder. The radius, a,
of the inner cylinder is
10nm. The results are from
using (11.64) and each curve
is for a different truncation
of the summation over m.
See the text for details

outer cylinder vary between 10 and 100nm. We have treated the graphene cylinders
as strictly 2D cylindrical shells with the effective dielectric function given in (10.24).
Each curve is for a different truncation of the summation over m. The smaller the
value of b the more terms are needed in the summation. The reference system is one
where the smaller inner cylinder has been taken outside the larger outer cylinder and
the two are at infinite distance from each other. The energy in Fig. 11.6 is the energy
gain when the smaller cylinder is brought to and inserted into the larger cylinder.
The energy in (11.64) is negative. We note that for b large the m = 0 and m = ±1
terms dominate the energy contribution.

Next we address the problem of an atom in between two thin coaxial cylindrical
films. The problem could be intercalation of atoms in multi-wall nano tubes.

11.10 Force on an Atom in Between Two 2D Coaxial
Cylindrical Films

Here we study an atom in a cylindrical vacuum gap between two 2D cylindrical films
with the outer and inner radii b and a, respectively. The ambient medium in which
the films and the atom reside is vacuum. The atom is at a distance r from the center.
Here we may make use of the results in Sect. 11.5. The matrix for this geometry
is the product of those for the outer 2D film, the gas shell and the inner 2D film,
M̃ = M̃2Do · M̃gas · M̃2Di, and the matrix element of interest is



254 11 Van der Waals Interaction in Cylindrical Structures

M11 = (
M2Do

11 , M2Do
12

) ·
(
Mgas

11 Mgas
12

Mgas
21 Mgas

22

)
·
(
M2Di

11
M2Di

21

)

= M2Do
11 Mgas

11 M2Di
11

(
1, α2Do(2)

k,m

)
·
(

1 α
gas(2)
k,m

−α
gas
k,m

Mgas
22

Mgas
11

)

·
(

1
−α2Di

k,m

)

= M2Do
11 Mgas

11 M2Di
11

×
{
1 − α2Di

k,mα
2Do(2)
k,m − α2Di

k,mα
2Do(2)
k,m − α2Di

k,m

[
α
gas(2)
k,m + α

2Do(2)
k,m

(
Mgas

22

Mgas
11

− 1
)]}

.

(11.65)
This leads to the following proper mode condition function
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where the reference system is a system where all three shells are well separated from
each other. The functions appearing in the expression are
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a+δε̃3D(ω)[m2+(ka)2]Im (ka)Km (ka)
.

(11.67)

Before we write down the expression for the energy per atom we make the factor
(δn) 4παat (ω) explicit, a factor that is common for all terms after 1–in the expression
for f̃k,m . We have

f̃k,m ≈ 1 − (δn)
4παat (ω)

r
[
1−α2Di

k,mα
2Do(2)
k,m

]
{[
m2 + (kr)2

]

×
[
α
2Do(2)
k,m [Im (kr)]2 + α2Di

k,m[Km (kr)]2

−2α2Di
k,mα

2Do(2)
k,m Im (kr) Km (kr)

]

+ (kr)2
[
α
2Do(2)
k,m

[
Im ′ (kr)

]2 + α2Di
k,m

[
Km

′ (kr)
]2

−2α2Di
k,mα

2Do(2)
k,m Im ′ (kr) Km

′ (kr)
]}

.

(11.68)

Now, the energy per atom is
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E
2π(δn)L = �

2π(δn)L

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dk
2π ln

[
f̃k,m (k, iξ)

]

≈ �

2π(δn)

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

−∞
dk
2π

[
f̃k,m (k, iξ) − 1

]

= − 2�

r

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

−∞
dk
2π

αat (iξ)[
1−α2Di

k,mα
2Do(2)
k,m

]

× {[
m2 + (kr)2

] [
α
2Do(2)
k,m [Im (kr)]2

+α2Di
k,m[Km (kr)]2 − 2α2Di

k,mα
2Do(2)
k,m Im (kr) Km (kr)

]

+ (kr)2
[
α
2Do(2)
k,m

[
Im ′ (kr)

]2 + α2Di
k,m

[
Km

′ (kr)
]2

− 2α2Di
k,mα

2Do(2)
k,m Im ′ (kr) Km (kr)

]}

(11.69)

where we on the second line have expanded the logarithm and kept the lowest order
term. The force on the atom is F (r) = −r̂dE(r)/dr .
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It all started in theNetherlands in the 1940s. J. T.G.Overbeek performed experiments
on suspensions of quartz powder. He and E. J. W. Verwey had developed a theory
for the stability of colloids. The theory relied on the long range interaction between
the particles. The experiments suggested that the long range forces did not fall off
as r−7, which is the standard van der Waals interaction, but faster. H. B. G. Casimir
and D. Polder were given this problem. They first studied two atoms and found that
retardation effects, effects from the finite speed of light, made the force for very large
separations vary as r−8 instead of as r−7 (interaction energy as r−7 instead of as r−6).

They continued and studied the force between two colloidal particles in a cav-
ity and the force between a particle and the cavity wall. They did this by solving
Maxwell’s equations and summing the zero-point energy of all modes in the cavity.
Both the particles and wall were assumed to totally reflect electromagnetic waves.
Here they went from fluctuations in the charge density of the atoms or colloidal
particles to fluctuations in the fields. Casimir was intrigued by the simplicity in the
actual expression for the force. He thought a lot about these things for a long time.
He decided to study the simplest system, the empty cavity. He studied two perfectly
reflecting metal plates in vacuum, summed the zero-point energy of all modes, and
found that there is a force between the plates. The Casimir force was born.

In the Casimir gedanken experiment the modes are vacuummodes. For real metal
plates the force is of van der Waals type for small and intermediate separations. Here
the contributing modes are surface modes. For large separations, beyond a separation
value characteristic of the metal in question, the force is the Casimir force and the
contributing modes are the vacuum modes.



Chapter 12
Casimir Interaction

Abstract We derive the Casimir-Polder interaction between two polarizable atoms
with a method based on electromagnetic normal modes found by generating self-
sustained fields. Numerical results are given for the alkali-metal atoms. We give
results for both zero temperature and finite temperature. In connection with the
finite temperature derivations we discuss classical and quantum contributions. We
furthermore derive the equation of state for a Casimir-Polder gas and show that the
corrections from going beyond van der Waals interactions are small.

12.1 Casimir-Polder Interaction Between Two Atoms

In this section we will derive the dispersion interaction between two polarizable
atoms, atom 1 and atom 2, by finding self-sustained fields. We put atom 1 at the
origin and atom 2 at r. Now, let atom 1 have a time dependent dipole moment p1.
This dipole moment gives rise to an electric field.1 We denote the electric field caused
by atom i at the position of atom j by Ei j . Thus, p1 produces the field E12 (r) at the
position of atom 2. The field induces a dipole moment in atom 2,

p2 = αat
2 E12, (12.1)

where αat
2 is the atomic polarizability of atom 2. Here, we should be a little more

careful. What was said about convolution integrals in Sect. 2.3 also holds here. Thus,

p2 (t) =
∞∫

−∞
dtαat

2

(
t − t ′

)
E12 (

t ′
)

(12.2)

and the simple relation in (12.1) is valid for the Fourier transformed quantities,

p2 (ω) = αat
2 (ω)E12 (ω) . (12.3)

1Also a magnetic field is produced but we neglect magnetic effects here.
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So from now on the dipole moments and electric fields refer to their Fourier trans-
formed (with respect to time) versions.

The dipole moment p2 gives rise to a field E21 at the position of atom 1. This field
polarizes atom 1 and

p1 (ω) = αat
1 (ω)E21 (ω) . (12.4)

To find self-sustained fields, normal modes, we close the loop and assume that this
induced dipole moment in atom 1 is the dipole moment we started from.

Before we proceed we need the expression for theE-field due to a time dependent
dipole, p, at the origin (2.148)

E (r, t) =
(
2 [p]

r3
+ 2 [ ṗ]

cr2

)
cos θer +

(
[p]

r3
+ [ ṗ]

cr2
+ [ p̈]

c2r

)
sin θeθ . (12.5)

Remember that the square bracket means that the time argument of the function
inside is the retarded time, t − r/c.

We want the Fourier transform with respect to t . The Fourier transform of p (t)
is p (ω); the Fourier transform of p (t − r/c) is eiωr/cp (ω); the Fourier transform
of ṗ (t) is (−iω) p (ω); the Fourier transform of ṗ (t − r/c) is (−iω) eiωr/cp (ω); the
Fourier transform of p̈ (t − r/c) is (−iω)2eiωr/cp (ω). Thus we have

E (r, ω) = 2 [1 + (−iωr/c)] eiωr/c

r5 (p (ω) · r) r
− [

1 + (−iωr/c) + (−iωr/c)2
]
eiωr/c

r3
[
p (ω) − 1

r2 (p (ω) · r) r]
= − [1 − (iωr/c)] eiωr/c

r3
[
p − 3

r2 (p · r) r] − (iωr/c)2 e
iωr/c

r3
[
p − 1

r2 (p · r) r] ,

(12.6)

where we have made the identifications cos θer = (
p̂ · r̂) r̂; sin θeθ =

− [
p̂ − (

p̂ · r̂) r̂].
We prefer the matrix notation. Then E and p are column vectors, and

E (r, ω) = − [1 − (iωr/c)] eiωr/cφ̃ (r) · p (ω) − (iωr/c)2eiωr/cϑ̃ (r) · p (ω) ,

(12.7)
where φ̃ (r) is the dipole–dipole tensor,

φ(r)μυ = δμυ

r3
− 3

rμrυ
r5

, (12.8)

and ϑ̃ (r) is the tensor

ϑ(r)μυ = δμυ

r3
− rμrυ

r5
. (12.9)

We note the following properties of the these tensors:

φ̃ (−r) = φ̃ (r) , (12.10)
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ϑ̃ (−r) = ϑ̃ (r) , (12.11)

φ̃2(r)μυ = δμυ

r6
+ 3

rμrυ
r8

, (12.12)

ϑ̃2 (r) = 1

r3
ϑ̃ (r) , (12.13)

and

φ̃ (r) · ϑ̃ (r) = 1

r3
ϑ̃ (r) . (12.14)

We may now find the modes. To be more general we allow the atomic response
to be anisotropic. The atomic polarizabilities then are tensors which we indicate by
a tilde. Thus we have

p1 (ω) = α̃at
1 (ω) · E21 (ω) ,

E21 (ω) =
{
− [1 − (iωr/c)] eiωr/cφ̃ (−r) − (iωr/c)2eiωr/cϑ̃ (−r)

}
· p2 (ω) ,

p2 (ω) = α̃at
2 (ω) · E12 (ω) ,

E12 (ω) =
{
− [1 − (iωr/c)] eiωr/cφ̃ (r) − (iωr/c)2eiωr/cϑ̃ (r)

}
· p1 (ω) .

(12.15)
Now, first we eliminate E21 by using the first two equations and E12 by using the
remaining two. This results in two new equations. Next, we eliminate p2 from these
equations and find

[
1̃ − α̃at

1 (ω) ·
{
− [1 − (iωr/c)] eiωr/cφ̃ (r) − (iωr/c)2eiωr/cϑ̃ (r)

}

· α̃at
2 (ω) ·

{
− [1 − (iωr/c)] eiωr/cφ̃ (r) − (iωr/c)2αat

1 (ω) ϑ̃ (r)
}]

· p1 (ω) = 0.

(12.16)
The non-trivial solution is found for

∣∣∣ Ã
∣∣∣ = 0, (12.17)

where

Ã = 1̃ − α̃at
1 (ω) ·

{
− [1 − (iωr/c)] eiωr/cφ̃ (r) − (iωr/c)2eiωr/cϑ̃ (r)

}

·α̃at
2 (ω) ·

{
− [1 − (iωr/c)] eiωr/cφ̃ (r) − (iωr/c)2αat

1 (ω) ϑ̃ (r)
}

.
(12.18)

Now, we limit the treatment to isotropic atoms. Then the polarizabilities become
scalar and Ã is reduced to
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Ã = 1̃ − αat
1 (ω) αat

1 (ω) ei2ωr/c
{
[1 − (iωr/c)]2φ̃2 (r) + (iωr/c)4ϑ̃2 (r)

+ 2 [1 − (iωr/c)] (iωr/c)2φ̃ (r) · ϑ̃ (r)
}

.
(12.19)

We have the freedom to rotate the coordinate system so that atom 2 lies on an
axis, the z-axis say. Then r = r ẑ and the tensors become as simple as possible. We
find

φ̃ (r) = 1

r3

⎛
⎝ 1 0 0
0 1 0
0 0 −2

⎞
⎠ , (12.20)

φ̃2 (r) = 1

r6

⎛
⎝ 1 0 0
0 1 0
0 0 4

⎞
⎠ , (12.21)

ϑ̃ (r) = 1

r3

⎛
⎝ 1 0 0
0 1 0
0 0 0

⎞
⎠ , (12.22)

ϑ̃2 (r) = 1

r6

⎛
⎝ 1 0 0
0 1 0
0 0 0

⎞
⎠ , (12.23)

and

φ̃ (r) · ϑ̃ (r) = 1

r3
ϑ̃ (r) = 1

r6

⎛
⎝ 1 0 0
0 1 0
0 0 0

⎞
⎠ . (12.24)

With these tensor forms the determinant equation becomes

{
1 − αat

1 (ω) αat
2 (ω) ei2ωr/c

r6
[
1 − (iωr/c) + (iωr/c)2

]2}2

×
{
1 − 4αat

1 (ω) αat
2 (ω) ei2ωr/c

r6 [1 − (iωr/c)]2
}

= 0
(12.25)

where the first factor of the left-hand-side is A11, the second A22, and the third
A33. Thus the mode condition function in the upper half of the complex frequency
plane is

f (z) =
{
1 − αat

1 (z) αat
2 (z) ei2zr/c

r6
[
1 − (izr/c) + (izr/c)2

]2}2

×
{
1 − 4αat

1 (z) αat
2 (z) ei2zr/c

r6 [1 − (izr/c)]2
}

.
(12.26)

We also need the corresponding expression in the lower half. We have to make
an analytical continuation. The function we have is a retarded function. We need
the time-ordered version. It is even in z. Now let the fu (z) = f (z). Then fl (z) =
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f (z∗)∗, where the subscripts u and l denote upper and lower half plane respectively.
This means that on the imaginary frequency axis we have

f (iξ) =
{
1 − αat

1 (iξ) αat
2 (iξ) e−2|ξ |r/c

r6
[
1 + (|ξ | r/c) + (|ξ | r/c)2]2}2

×
{
1 − 4αat

1 (iξ) αat
2 (iξ) e−2|ξ |r/c

r6 [1 + (|ξ | r/c)]2
}

.
(12.27)

Now we have all we need to calculate the interaction energy between two atoms.

12.1.1 Zero Temperature Casimir-Polder Potential Between
Two Atoms

The zero temperature interaction potential (5.59) becomes

V (r) = �

2

∞∫
−∞

dξ
2π ln

[{
1 − αat

1 (iξ) αat
2 (iξ) e−2|ξ |r/c

r6
[
1 + (|ξ | r/c) + (|ξ | r/c)2]2}2

×
{
1 − 4αat

1 (iξ) αat
2 (iξ) e−2|ξ |r/c

r6 [1 + (|ξ | r/c)]2
}]

.

(12.28)
Along the imaginary axis the integrand is even and we can limit the integration to
the upper part and multiply by two:

V (r) = �

∞∫
0

dξ
2π ln

[{
1 − αat

1 (iξ) αat
2 (iξ) e−2ξr/c

r6
[
1 + (ξr/c) + (ξr/c)2

]2}2

×
{
1 − 4αat

1 (iξ) αat
2 (iξ) e−2ξr/c

r6 [1 + (ξr/c)]2
}]

.

(12.29)
For large distances the logarithmmay be expanded and only the lowest order term be
kept. With large distances we here mean that they are large enough for the interaction
to be weak. Then we find:

VCP (r) = − �

πr6

∞∫
0
dξαat

1 (iξ) αat
2 (iξ) e−2ξr/c

× [
3 + 6 (ξr/c) + 5(ξr/c)2 + 2(ξr/c)3 + (ξr/c)4

] (12.30)

This is the Casimir-Polder interaction and it gives the van der Waals result for
intermediate separations and the retarded result for large separations.

In Figs. 12.1 and12.2 we give some examples of results for alkali-metal dimers;
in Fig. 12.1a for two Li atoms; in Fig. 12.1b for two Na atoms; in Fig. 12.2a for two
K atoms; in Fig. 12.2b for a Na-K dimer. In all cases the London approximation for
the polarizabilities was used,

αat
i (iξ) = αi (0)

1 + (�ξ/Ei )
2 , (12.31)
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(a) (b)

Fig. 12.1 a The Casimir Polder interaction potential for two lithium atoms from (12.30), solid
curve; the atomic polarizability in the London approximation was used. The filled circles show
the full result [1] from a quantum-mechanical calculation including both retardation effects and
multipole contributions and the full expression for the polarizabilities. b The same as in (a) but for
the Na dimer

(a) (b)

Fig. 12.2 Same as Fig. 12.1 but now for the K homonuclear dimer in (a) and Na-K hetereonuclear
dimer in (b)

with the parameters indicated in the figures. These parameters were determined in
the following way: The αi (0) was obtained first. We assumed that the full result
had fully reached the Casimir limit for r = 105 a0, the highest separation value
quoted in [1], and for each homonuclear alkali-metal dimer we equated this result
with the Casimir result of (12.34) for homonuclear dimers, −23�cαi (0)

2/
(
4πr7

)
.

Having determined αi (0) we now turn to the parameter Ei = �ωi . At the separation
r = 102 a0 all multipole and magnetic contributions have died out. We assume that
at this separation the potential is still in the van der Waals region.We equate the
full result with the van der Waals result from (8.63), −3αi (0)

2
�ωi/

(
4r6

)
. The same

parameter valueswere used for all combinations of heteronuclear alkali-metal dimers
with the same agreement as in Fig. 12.2b. This demonstrates the robustness of the
approximation.
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The open circles in Fig. 12.1 is a result from an interpolation approximation,
V ≈ 1/ (1/VvdW + 1/VCasimir), to be used in Sect. 12.2.

We will now demonstrate in a more direct way that the two limiting potentials
are obtained. Let us first start with the van der Waals limit. Assume that ξr/c is
small compared to unity. The expression in the square brackets reduces to 3 and the
exponential prefactor to unity:

VCP (r) ≈
ξr/c→0

−3�

π

1

r6

∞∫

0

dξαat
1 (iξ) αat

2 (iξ) . (12.32)

This is the van der Waals result. To find the other limiting result we make the
substitution u = ξr/c. Then we have:

VCP (r) = − �c

πr7

∞∫

0

duαat
1

(
i
uc

r

)
αat
2

(
i
uc

r

)
e−2u

(
3 + 6u + 5u2 + 2u3 + u4

)
.

(12.33)

The exponential factor guarantees that only small u values contribute to the integral.
If r is big enough we can replace the polarizabilities with the static ones and move
them outside the integral. Then we have:

VCP (r) ≈
r→∞ −�cαat

1 (0)αat
2 (0)

πr7

∞∫
0
due−2u

(
3 + 6u + 5u2 + 2u3 + u4

)

= −�cαat
1 (0)αat

2 (0)
πr7

23
4 = − 23�c

4π

[
αat
1 (0) αat

2 (0)
]

1
r7 ,

(12.34)

which is the Casimir result. Thus we see that for intermediate separations, in the van
der Waals range, the potential goes as r−6 and for large separations, in the Casimir
range, as r−7.

12.1.2 Finite Temperature Casimir-Polder Potential Between
Two Atoms

The finite temperature interaction potential (5.64) becomes

VCP (r) = − 2
βr6

∑
n

′
αat
1 (iξn) αat

2 (c) e−2ξnr/c

× [
3 + 6 (ξnr/c) + 5(ξnr/c)

2 + 2(ξnr/c)
3 + (ξnr/c)

4
]

= − 3
βr6 α

at
1 (0) αat

2 (0) − 2
βr6

∑
n

αat
1 (iξn) αat

2 (iξn) e−2ξnr/c

× [
3 + 6 (ξnr/c) + 5(ξnr/c)

2 + 2(ξnr/c)
3 + (ξnr/c)

4
]
,

(12.35)
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where we have separated out the first term in the original summation. This first term
is special. It does not depend on �. All other terms depend implicitly on � through ξn .
A way to find the classical limit of a quantum mechanical result is to let � go toward
zero. If we do that here the first term (n = 0) remains unchangedwhile all other terms
go toward zero. Thus we can say that the first term is the classical contribution to the
potential while the rest of the terms are the quantum contribution. The classical term
is proportional to T. Thus at zero temperature there are only quantum contributions.
If we start from zero K and gradually increase the temperature the classical term
increases but at the same time all ξn shift toward higher frequencies and the quantum
contribution decreases at the same rate as the increase of the classical term. Thus
for very low temperatures there is no temperature dependence. To find an estimate
of the temperature at which the transition from quantum to classical results occurs
in the Casimir range we equate the n = 0 term with the zero temperature result
and find T ≈ 23�c/12πkBd. In the van der Waals range the corresponding result is
T ≈ �ωLi/4kB .Note that the critical temperature depends on d in the Casimir range
but is independent of d in the van der Waals range.

In Fig. 12.3a we show the results for two lithium atoms.2 The temperature effects
begin first at large separation, in the Casimir range; the lowest dotted curve is for 4 K;
when temperature increases the onset of temperature effects move closer and closer
to the van der Waals region; when this region is reached temperature effects appear
in the whole region at once. In Fig. 12.3b we see that the potential is temperature
independent for low temperatures until the temperature reaches a critical value after
which the potential increases linearly with temperature. Then we have moved into
the classical region. In the Casimir range the critical temperature is d-dependent; the
larger d-value the smaller the critical temperature. In the van der Waals range the
critical temperature is the same for all separations.

To better understand how this comes about we have included Fig. 12.4. In
Fig. 12.4a we give the integrands normalized to unity for a number of d-values.
The first curve, thick solid black, is the van der Waals integrand; it is independent
of d. Then follows two curves in the van der Waals range, for d = 10nm (blue thin
curve) and d = 100nm (read thin curve); we find that these integrands are virtually
identical to the van der Waals integrand. Next follows a d-value that is in between
the van der Waals and Casimir ranges, d = 1000nm (black thin curve). Then come
two curves in the Casimir range, for d = 104 nm (blue thin curve) and d = 105 nm
(read thin curve). At the bottom of the figure we have indicated the energy position
of the first quantum term in the summation. This demonstrates that for high enough
temperature all summands in the quantum summation vanish and the total result is
classical. In Fig. 12.4b we have plotted the integrands on a log-log plot. Here the
curves in the van der Waals range separate. We have also indicated the quantum
terms at room temperature. To get a better feeling for these contributions we have
replotted the curves on a lin-lin plot in Fig. 12.5.

2Herewe should point out thatwe have not been strictly stringent.Wehave neglected the temperature
dependence of the polarizabilities. For the very highest temperatures we have included, these are
bound to be important. The atoms might even be ionized at these temperatures.
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(a) (b)

Fig. 12.3 a The interaction potential as function of separation, d, between two lithium atoms at
finite temperature; the temperature effects begin first at large separation, in the Casimir range; the
lowest dotted curve is for 4 K; when temperature increases the onset of temperature effects move
closer and closer to the van derWaals region; when this region is reached temperature effects appear
in the whole region at once. bHere each curve is for a fix d-value; the numbers indicate d in nm. The
four upper curves belong to the van der Waals range; here, we see that the potential is independent
of temperature up to a specific temperature common to all four; above that temperature the potential
increases linearly with temperature. The rest of the curves belong to the Casimir range; here, the
onset of the linear temperature dependence is different for the curves, starting first for the curve
with highest d-value

(a) (b)

Fig. 12.4 The normalized integrands for the Casimir Polder interaction between two lithium atoms.
a Here we use a lin-log plot. The solid thick curve is the van der Waals integrand; it is independent
of d. The next two curves, for 10nm and 100nm, are in the van der Waals range and almost
indistinguishable from the vdW curve. The rest of the curves are for d values in the Casimir range.
At the bottom of the figure we have indicated the position of the first (n = 1) quantum contribution
for different temperatures; here we see e.g. that for T > 104 K there are no quantum contributions
for any d values; for T > 103 K there are no quantum contributions for neither d = 104 nm nor
d = 105 nm. b Here we have used a log-log plot. Then we see that the curves for the two lowest d
values, both in the van derWaals range, really deviate from the vdW integrand.We have furthermore
indicated with open circles the terms in the summation of quantum contributions in the case of room
temperature
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Fig. 12.5 The same as
Fig. 12.4b but on a lin-lin
plot. Here we get a better
feeling for the relative
contributions to the
interaction at room
temperature for the different
terms; remember that the
n = 0 term should be
reduced by a factor of 1/2

12.2 Equation of State for Casimir-Polder Gas

In this section we derive the non-ideal gas law for a gas of atoms or molecules taking
the retarded interaction between the atoms into account. This is done in analogy with
the non-retarded derivation in Sect. 8.2. It is interesting to see if retardation effects
lead to important corrections.

We let the atoms3 have a finite radius, r0, and an attractive interaction. We have
the interaction potential for small separations

VvdW (r) = −3�ω0α
at (0)2

4

1

r6
, (12.36)

and for large separations,

VCasimir (r) = −23�cαat (0)2

4π

1

r7
. (12.37)

These are shown as dotted asymptotes in Fig. 12.1. We will use an approximate
interpolation formula between these asymptotes,

Vint. = 1/ (1/VvdW + 1/VCasimir) . (12.38)

The results using this formula is shown as open circles in Fig. 12.1. The agreement
with the full result, solid circles, is good enough for our purpose. The reason we
do this approximation is that then we find analytic results for the equation of state
constants. Thus, we let

3We have here assumed that the gas consists of separate atoms. The treatment is still valid for
molecular gases. In that case read molecule instead of atom.
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Table 12.1 The B-coefficients in the interpolation scheme for the alkali dimers, where V (r) =(−B1r−6
)
/ (1 + B2r). Also the van der Waals radii [2], r0, and diameters, d0, are given

r0[a0] d0[a0] B1[Hartree a06] B2[a0−1] B2d0

Li 4.97 9.94 1396 0.207 × 10−3 2.06 × 10−3

Na 5.23 10.47 1482 0.234 × 10−3 2.45 × 10−3

K 5.71 11.41 3851 0.180 × 10−3 2.05 × 10−3

Rb 5.95 11.91 4478 0.176 × 10−3 2.10 × 10−3

Cs 6.24 12.47 6422 0.159 × 10−3 1.98 × 10−3

V = −3�ω0α
at (0)2

4

1

r6
1

1 + 3πω0
23c r

= (−B1r
−6

)
/ (1 + B2r) , (12.39)

where
B1 = 3�ω0α

at (0)2

4 ,

B2 = 3πω0
23c .

(12.40)

The values of these constants are given for the alkali dimers in Table12.1. In the
table is also collected the van der Waals radii and diameters. There is some spread in
these values in the literature. We have chosen the recommended equilibrium values
quoted in Table9 of [2].

The finite radius leads to a smaller free volume in which the atoms can move,

Ṽ = V − N4πd3
0/3 = V

(
1 − n4πd3

0/3
) = V (1 − Cn) , (12.41)

where d0 is the atomic diameter. We have subtracted the volume taken up by the
atoms themselves. 4

The interaction between the atoms leads to an energy shift for each atom. For a
gas one may sum over pair interactions,

ΔE =
∞∫
d0

dr4πr2n
(−B1r−6

)
/ (1 + B2r)

= −4πnB1(B2)
3

∞∫
B2d0

drr−4 2
1+r

= − 4πnB1(B2)
3

6(B2d0)
3

[
6x2 − 3x + 2 − 6x3 ln

(
1 + 1

x

)]
= −Dn,

(12.42)

where

D = 2πB1

3(d0)
3

[
6x2 − 3x + 2 − 6x3 ln

(
1 + 1

x

)]
, (12.43)

4Note that an atom can not come closer to another than the atom diameter. This means that a
spherical volume of radius d0 centered around each atom is excluded from the free volume in which
other atoms can move.
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and x = B2d0. The x-values for the alkali metals are given in the last column of
Table12.1. We have introduced the constants C and D to make the derivation that
follows more transparent. We will now determine the chemical potential for the gas
and from this obtain the equation of state. The chemical potential is determined from
the relation

N = ∑
k
nB (k) = Ṽ

∫
d3k

(2π)3
nB (k)

= Ṽ
∞∫
0
dk 4πk2

(2π)3
exp

[
−β

(
�
2k2

2m + ΔE − μ
)]

,
(12.44)

where on the right-hand side we have summed over all states weighted by the Boltz-
mann distribution function. The above equation can be rewritten as

n

1 − Cn
= 1

2π2
exp [−β (ΔE − μ)]

∞∫

0

dkk2 exp

(
−β

�
2k2

2m

)
, (12.45)

and rearrangement gives

2π2n exp[β(ΔE−μ)]
1−Cn =

∞∫
0
dkk2 exp

(
−β �

2k2

2m

)

=
(√

�2β

2m

)−3 ∞∫
0
dkk2 exp

(−k2
) =

(√
�2β

2m

)−3 √
π

4 .

(12.46)

Thus we have
exp [−β (ΔE − μ)] = λ3

T

n

1 − Cn
, (12.47)

and the final result is

μ = −Dn + 1

β
ln

(
nλ3

T

1 − Cn

)
. (12.48)

We continue along the lines of Sect. 8.1 and find

p =
n∫
0
dn

[
∂p
∂n

]
NT

=
n∫
0
dn

[
∂p
∂μ

]
NT

[
∂μ

∂n

]
NT

=
n∫
0
dn

[
∂μ

∂n

]
NT︸ ︷︷ ︸

−D+ 1
β (

1
n + C

1−Cn )

/

[
∂μ

∂p

]
NT︸ ︷︷ ︸

1/n

=
n∫
0
dn

[
−Dn + 1

β(1−Cn)

]

= −D n2

2 − 1
βC ln (1 − Cn) .

(12.49)

To get further we have to make use of the fact that Cn is much smaller than unity,
which is fulfilled for a gas. We expand the logarithm and keep the two lowest order
terms
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p = −D n2

2 − 1
βC ln (1 − Cn) ≈ −D n2

2 + 1
βC

(
Cn + 1

2 (Cn)2
)

≈ −D n2

2 + n
β

(
1 + 1

2Cn
) ≈ −D n2

2 + n
β(1− 1

2Cn)
,

(12.50)

and rewrite this expression as

(
p + D

n2

2

) (
1

n
− 1

2
C

)
= 1

β
, (12.51)

or (
p + D

n2

2

) (
N

n
− N

2
C

)
= N

β
, (12.52)

or (
p + D

N 2

2V 2

) (
V − N

2
C

)
= NkBT . (12.53)

Now we may identify the parameters in the van der Waals equation of state,(
p + a/V 2

)
(V − b) = NkBT ,

a = D
N 2

2
= 2πBN 2

3d3
0

[
1 − 3

2
x + 3x2 − 3x3 ln

(
1 + 1

x

)]
, (12.54)

where the bracket is the correction factor due to retardation. Retardation gives a
small reduction in a, of the order of, but smaller than, one percent for the alkali metal
atoms. The other parameter,

b = N

2
C = N2πd3

0

3
, (12.55)

is unchanged. This completes the derivation of the equation of state for non-ideal
gases when retardation is taken into account. We have learnt that retardation effects
have negligible effect on the equation of state for real gases.
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Chapter 13
Dispersion Interaction in Planar
Structures

Abstract After a section in which we adapt the general formalism presented in
Chap. 7 to planar structures we start by introducing the basic structure elements:
a single interface, a layer, a 2D film, and a thin diluted gas film. A general planar
structure can then be constructed by stacking these elements side by side. The thin
gas layer is special; it is used to find the interaction on an atom at a general position
in the planar structure. Then we go through some common structures and present
illustrating examples; the examples involve gold half spaces, gold slabs, graphene,
2Dmetal films and lithiumatoms. Thenwediscuss alternativeways to find the normal
modes in a planar structure. Next we rederive the Casimir interaction between two
atoms from using the summation over pair interactions. We end with a section on
spatial dispersion.

13.1 Adapting the General Method of Chap. 7 to Planar
Structures

In the planar geometry nothing is gained by introducing the two Hertz-Debye poten-
tials, π1 and π2. Instead, we study the fields themselves. The solution to the vec-
tor Helmholtz equation is a field with the spatial variation exp (ik · r) exp (±γi kz),
where k is a two dimensional wave vector in the plane of the interfaces, r is the two
dimensional component of the position vector in the xy-plane and

γi =
√
1 − (ñiω/ck)2;

γ (0) =
√
1 − (ω/ck)2.

(13.1)

We will make use of the Fresnel coefficients (2.87). The amplitude transmission
and reflection coefficients for waves impinging on an interface between medium i
and j from the i-side are
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Fig. 13.1 The amplitudes of
the waves at the interface
number n. Adapted from [1]

t si, j = 2μ̃ j ni cos θi
μ̃ j ni cos θi+μ̃i n j cos θ j

= 2μ̃ jγi
μ̃ jγi+μ̃iγ j

;
r si, j = μ̃ j ni cos θi−μ̃i n j cos θ j

μ̃ j ni cos θi+μ̃i n j cos θ j
= μ̃ jγi−μ̃iγ j

μ̃ jγi+μ̃iγ j
;

t pi, j = 2ni cos θi
n j cos θi+ni cos θ j

= 2
√

ε̃i ε̃ j

√
μ̃ j/μ̃iγi

ε̃ jγi+ε̃iγ j
;

r p
i, j = n j cos θi−ni cos θ j

n j cos θi+ni cos θ j
= ε̃ jγi−ε̃iγ j

ε̃ jγi+ε̃iγ j
,

(13.2)

where s and p stands for s- and p-polarization, respectively or TE and TM, respec-
tively. Now the wave in Fig. 13.1 with amplitude an+1 gets contribution from a
transmitted part of the wave with amplitude an and a reflected part from the wave
with amplitude bn+1. Similarly the wave with amplitude bn gets contribution from
a transmitted part of the wave with amplitude bn+1 and a reflected part of the wave
with amplitude an . The Fresnel coefficients are valid in our formalism if the interface
is at z = 0. Then we have

an+1 = antn,n+1 + bn+1rn+1,n

bn = anrn,n+1 + bn+1tn+1,n
, (13.3)

and after rearrangement and making use of the general relations tn,n+1tn+1,n −
rn,n+1rn+1,n = 1 and rn,n+1 = −rn+1,n we find

(
an

bn

)
= 1

tn,n+1

(
1 rn,n+1

rn,n+1 1

)
·
(
an+1

bn+1

)
. (13.4)

Now, with the position of the interface at z = zn we have

(
ane−γnkzn

bneγnkzn

)
= 1

tn,n+1

(
1 rn,n+1

rn,n+1 1

)
·
(
an+1e−γn+1kzn

bn+1eγn+1kzn

)
, (13.5)

or (
an

bn

)
= M̃n

(
an+1

bn+1

)
, (13.6)
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where

M̃n = 1

tn,n+1

(
e−(γn+1−γn)kzn e(γn+1+γn)kzn rn,n+1

e−(γn+1+γn)kzn rn,n+1 e(γn+1−γn)kzn

)
. (13.7)

Now we have all we need to determine the fully retarded normal modes in a layered
planar structure. We give some examples in the following sections.

Summary of key relations for the derivation of the dispersion interactions
in planar structures:
In a planar structure the 2D wave vector k and the two polarization types,
s and p, are the proper quantum numbers that characterize a normal mode;
the s-polarized mode is called a TE mode and the p-polarized is called a TM
mode. The dispersion curve for a mode can have several branches, i , ω = ωi

k.
They are solutions to the condition for modes, fk(ω) = 0, where fk (ω) is the
mode condition function. When finding the interaction energy of the system
one has to sum over both k, the mode type, and i . Since we often let the layers
have unlimited extension in the layer plane it is appropriate to calculate the
interaction energy per unit area. For zero temperature it is

E = �

2
1
A

∑
k

∞∫
−∞

dξ
2π

[
ln f TMk (iξ) + ln f TEk (iξ)

]

→ �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

[
ln f TMk (iξ) + ln f TEk (iξ)

]
,

(13.8)

and at finite temperature

F = 1
A

∑
k

1
β

∞∑
n=0

′ [ln f TMk (iξn) + ln f TEk (iξn)
]

→ 1
β

∫
d2k

(2π)2

∞∑
n=0

′ [ln f TMk (iξn) + ln f TEk (iξn)
]
,

(13.9)

where A is the area of the system and ξn = 2πn/�β. The arrows indicate what
happens when we let A go toward infinity. In the planar case fk ≡ M11 where
M̃ is the matrix for the whole structure. The matrix for interface n is given by

M̃n = 1

tn,n+1

(
e−(γn+1−γn)kzn e(γn+1+γn)kzn rn,n+1

e−(γn+1+γn)kzn rn,n+1 e(γn+1−γn)kzn

)
, (13.10)

where the fresnel coefficients for TE modes (s-polarized) and TM modes (p-
polarized) are
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t si, j = 2μ̃ jγi
μ̃ jγi+μ̃iγ j

;
r si, j = μ̃ jγi−μ̃iγ j

μ̃ jγi+μ̃iγ j
;

t pi, j = 2
√

ε̃i ε̃ j

√
μ̃ j/μ̃iγi

ε̃ jγi+ε̃iγ j
;

r p
i, j = ε̃ jγi−ε̃iγ j

ε̃ jγi+ε̃iγ j
,

(13.11)

and

γi =
√
1 − (ñiω/ck)2. (13.12)

Often it is appropriate to give the energy relative a reference system. Then
fk is replaced by f̃k in (13.8) and (13.9), where f̃k = fk/ f ref.k .

13.2 Basic Structure Elements

A general planar structure can be generated by stacking a number of basic structure
elements next to each other. The most basic element is a single planar interface.
Sometimes it is convenient to use layers as elements. A special layer is a 2D planar
film. Another is a thin diluted gas layer which wewill use repeatedly in the derivation
of the interaction between atoms and the planar structure.We now discuss these basic
elements one by one. We start with the single planar interface.

13.2.1 Single Planar Interface

For a single interface at z = a between two media with dielectric functions ε̃0 and
ε̃1, as illustrated in Fig. 9.1, we have

M̃ = M̃0 = 1

t0,1

(
e(γ0−γ1)ka e(γ0+γ1)kar0,1

e−(γ0+γ1)kar0,1 e−(γ0−γ1)ka

)
. (13.13)

For TE modes the condition for modes is

μ̃1 (ω) γ0 (k, ω) + μ̃0 (ω) γ1 (k, ω) = 0. (13.14)

This equation has no solution in absence of magnetic effects so there are no TE
modes at a single interface in that case. For the TM modes the condition for modes
is

ε̃1 (ω) γ0 (k, ω) + ε̃0 (ω) γ1 (k, ω) = 0. (13.15)
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This equation has solutions, so there are TM modes at a single interface even in
neglect of magnetic effects. Let us now continue with next basic element, the planar
layer.

13.2.2 Planar Layer

For a slab (see Fig. 9.2) with interfaces at z = a and z = a + d made of a medium
with dielectric function ε̃1 and magnetic permeability μ̃1 in an ambient mediumwith
dielectric function ε̃0 and magnetic permeability μ̃0 we have

M̃ = M̃0 · M̃1 = 1
t0,1

(
e(γ0−γ1)ka e(γ0+γ1)kar0,1

e−(γ0+γ1)kar0,1 e−(γ0−γ1)ka

)

× 1
t1,0

(
e−(γ0−γ1)k(a+d) e(γ0+γ1)k(a+d)r1,0

e−(γ0+γ1)k(a+d)r1,0 e(γ0−γ1)k(a+d)

)
,

(13.16)

and the matrix elements are

M11 = 1
t0,1t1,0

[
e−(γ0−γ1)kd + e−(γ0+γ1)kdr0,1r1,0

] ;
M12 = e2γ0ka

t0,1t1,0

[
e(γ0+γ1)kdr1,0 + e(γ0−γ1)kdr0,1

] ;
M21 = e−2γ0ka

t0,1t1,0

[
e−(γ0−γ1)kdr0,1 + e−(γ0+γ1)kdr1,0

] ;
M22 = 1

t0,1t1,0

[
e(γ0+γ1)kdr0,1r1,0 + e(γ0−γ1)kd

]
.

(13.17)

For TE modes we have

(μ̃1γ0 + μ̃0γ1)
2 − e−2γ1kd(μ̃1γ0 − μ̃0γ1)

2 = 0, (13.18)

and the mode condition function is

f TEk (ω) = [
μ̃1 (ω) γ0 (k, ω) + μ̃0 (ω) γ1 (k, ω)

]2
−e−2γ1(k,ω)kd

[
μ̃0 (ω) γ1 (k, ω) − μ̃1 (ω) γ0 (k, ω)

]2
.

(13.19)

Note that we, as before, have identified the mode condition function as the numerator
of the expression in the condition for modes.

For TM modes we have

(ε̃1γ0 + ε̃0γ1)
2 − e−2γ1kd(ε̃1γ0 − ε̃0γ1)

2 = 0, (13.20)

and the mode condition function is

f TMk (ω) = [
ε̃1 (ω) γ0 (k, ω) + ε̃0 (ω) γ1 (k, ω)

]2
−e−2γ1(k,ω)kd

[
ε̃0 (ω) γ1 (k, ω) − ε̃1 (ω) γ0 (k, ω)

]2
.

(13.21)
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For a gap, of size d, filled with a medium with dielectric function ε̃0 and magnetic
permeability μ̃0 between two half spaces of material with dielectric function ε̃1 and
magnetic permeability μ̃1 we may reuse the above result with the interchange of the
two dielectric functions. We note that in this case, when retardation is included, the
result will change. It did not in the non-retarded treatment. We have

f TEk (ω) = [
μ̃1 (ω) γ0 (k, ω) + μ̃0 (ω) γ1 (k, ω)

]2
−e−2γ0(k,ω)kd

[
μ̃0 (ω) γ1 (k, ω) − μ̃1 (ω) γ0 (k, ω)

]2;
f TMk (ω) = [

ε̃1 (ω) γ0 (k, ω) + ε̃0 (ω) γ1 (k, ω)
]2

−e−2γ0(k,ω)kd
[
ε̃0 (ω) γ1 (k, ω) − ε̃1 (ω) γ0 (k, ω)

]2
.

(13.22)

If the half spaces are made up from two different materials with ε̃1, μ̃1 and ε̃2, μ̃2

we find

f TEk (ω) = [
μ̃1 (ω) γ0 (k, ω) + μ̃0 (ω) γ1 (k, ω)

]
× [

μ̃2 (ω) γ0 (k, ω) + μ̃0 (ω) γ2 (k, ω)
]

−e−2γ0(k,ω)kd
[
μ̃0 (ω) γ1 (k, ω) − μ̃1 (ω) γ0 (k, ω)

]
× [

μ̃0 (ω) γ2 (k, ω) − μ̃2 (ω) γ0 (k, ω)
] ;

f TMk (ω) = [
ε̃1 (ω) γ0 (k, ω) + ε̃0 (ω) γ1 (k, ω)

]
× [

ε̃2 (ω) γ0 (k, ω) + ε̃0 (ω) γ2 (k, ω)
]

−e−2γ0(k,ω)kd
[
ε̃0 (ω) γ1 (k, ω) − ε̃1 (ω) γ0 (k, ω)

]
× [

ε̃0 (ω) γ2 (k, ω) − ε̃2 (ω) γ0 (k, ω)
]
.

(13.23)

When we want to calculate the Casimir energy between two half spaces we choose
the reference system to be the system when the separation is infinite. Then the mode
condition functions are

f̃ TEk (ω) = 1 − e−2γ0kd [μ̃0γ1−μ̃1γ0][μ̃0γ2−μ̃2γ0]
[μ̃1γ0+μ̃0γ1][μ̃2γ0+μ̃0γ2]

= 1 − e−2γ0kdr s1,2r
s
3,2 = 1 − e−2γ0kdr s2,1r

s
2,3;

f̃ TMk (ω) = 1 − e−2γ0kd [ε̃0γ1−ε̃1γ0][ε̃0γ2−ε̃2γ0]
[ε̃1γ0+ε̃0γ1][ε̃2γ0+ε̃0γ2]

= 1 − e−2γ0kdr p
1,2r

p
3,2 = 1 − e−2γ0kdr p

2,1r
p
2,3,

(13.24)

where we have used the amplitude reflection coefficients from (13.2). We have sup-
pressed the argument ω from all functions. These results agree with the standard
Lifshitz formulation [2–4].

Now, let the two half spaces be ideal metals. We let the dielectric functions of
the half spaces go to infinity. The amplitude reflection coefficient for a vacuum
ideal-metal interface is −1 for s-polarized waves and +1 for p-polarized waves,
respectively. Then



13.2 Basic Structure Elements 279

E = �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

[
ln f̃ TMk (iξ) + ln f̃ TEk (iξ)

]

= �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

[
ln
(
1 − e−2γ0kd

) + ln
(
1 − e−2γ0kd

)]

= �

2π2

∞∫
0
dkk

∞∫
0
dξ ln

[
1 − exp

(
−2

√
1 + (ξ/ck)2kd

)]

=
∣∣∣∣
letk → k/2d
letξ → ξ/2d

∣∣∣∣ =

= �

16π2d3

∞∫
0
dkk

∞∫
0
dξ ln

[
1 − exp

(
−
√
k2 + (ξ/c)2

)]

= − �cπ2

720d3 ,

(13.25)

which is the Casimir classical result for the interaction energy between two ideal
metal half spaces [5].

We now move on to next element, which is a 2D film.

13.2.3 2D Planar Film

In many situations one is dealing with very thin films. These may be considered
2D (two dimensional). Important examples are a graphene sheet and a 2D electron
gas. In the derivation we let the film have finite thickness δ and be characterized
by a 3D dielectric function ε3D . We then let the thickness go toward zero. The 3D
dielectric function depends on δ as ε3D ∼ 1/δ for small δ and δε3D → 2α2D/k as δ

goes toward zero [6, 7]. We may now start from (13.16) use the proper reflection and
transmission coefficients for the mode type under consideration and let δ go toward
zero.

For the TM modes we obtain

M̃TM
2D =

(
1 0
0 1

)
+ γ (0)k(δε̃3D)

2

(
1 −e2γ

(0)kz

e−2γ (0)kz −1

)

=
(
1 0
0 1

)
+ α̃2Dγ (0)

(
1 −e2γ

(0)kz

e−2γ (0)kz −1

)
,

(13.26)

and for the TE modes we find

M̃TE
2D =

(
1 0
0 1

)
− (δε̃3D)k(ω/ck)2

2γ (0)

(
1 e2γ

(0)kz

−e−2γ (0)kz −1

)

=
(
1 0
0 1

)
− α̃2D (ω/ck)2

γ (0)

(
1 e2γ

(0)kz

−e−2γ (0)kz −1

)
.

(13.27)

We are now ready to move to our last basic structure element, the thin diluted gas
film.
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13.2.4 Thin Planar Diluted Gas Film

It is of interest to find the force on an atom in a layered structure. We can obtain
this by studying the force on a thin layer of a diluted gas with dielectric function
εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one atom and n the
density of atoms (we have assumed that the atom is surrounded by vacuum; if not
the 1 should be replaced by the dielectric function of the ambient medium and the
atomic polarizability should be replaced by the excess polarizability). For a diluted
gas layer the interaction amongst the gas atoms is negligible and the force on the
layer is just the sum of the forces on the individual atoms. So by dividing with the
number of atoms in the film we get the force on one atom. The layer has to be thin
in order to have a well defined z-value of the atom. Since we will derive the force
on an atom in different planar geometries it is fruitful to derive the matrix for a thin
diluted gas. This result can be directly used in the derivation of the force on an atom
in different planar geometries.

We let the film have the thickness δ and be placed in the general position z. We
only keep terms up to linear order in δ and linear order in n. We find the result up to
linear order in δ is

M̃0 · M̃1 =
(
1 0
0 1

)
+ δk

⎛
⎜⎜⎝

−γ0 + γ1

[
1+(r0,1)

2

t0,1t1,0

]
− 2γ1r0,1

t0,1t1,0
e2γ0kz

2γ1r0,1
t0,1t1,0

e−2γ0kz γ0 − γ1

[
1+(r0,1)

2

t0,1t1,0

]

⎞
⎟⎟⎠ . (13.28)

To go further and find the result to lowest order in n we have to specify the mode
type.

For TM modes we get

M̃TM
gaslayer =

(
1 0
0 1

)
+ (δn)2πkαat

γ (0)

⎛
⎝ −(

ω
ck

)2 −
[
2 − (

ω
ck

)2]
e2γ

(0)kz

[
2 − (

ω
ck

)2]
e−2γ (0)kz

(
ω
ck

)2

⎞
⎠ ,

(13.29)
and for TE modes

M̃TE
gaslayer =

(
1 0
0 1

)
+ (δn)2πkαat (ω/ck)2

γ (0)

( −1 −e2γ
(0)kz

e−2γ (0)kz 1

)
. (13.30)

Now we are done with the gas layer. We will use these results later in calculating the
force on an atom in planar layered structures. Wemove on to some general structures
and begin with two half spaces.
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13.3 Two Half Spaces

The interaction between two half spaces with dielectric functions ε̃1 and ε̃2 is easily
obtained from Sect. 13.2.2. The mode condition functions were given in (13.23) and
with our choice of dielectric functions they are

f TEk (ω) = [
γ (0) (ω) + γ1 (ω)

] [
γ (0) (ω) + γ2 (ω)

]
−e−2γ (0)(ω)kd

[
γ1 (ω) − γ (0) (ω)

] [
γ2 (ω) − γ (0) (ω)

] ;
f TMk (ω) = [

ε̃1 (ω) γ (0) (ω) + γ1 (ω)
][

ε̃2 (ω) γ (0) (ω) + γ2 (ω)
]

−e−2γ (0)(ω)kd
[
γ1 (ω) − ε̃1 (ω) γ (0) (ω)

][
γ2 (ω) − ε̃2 (ω) γ (0) (ω)

]
,

(13.31)
where we have assumed that vacuum occupies the gap between the half spaces.
Choosing the reference system to be the system when the half spaces have been
brought to infinite separation we find

f̃ TEk (ω) = 1 − e−2γ (0)(ω)kd [γ1(ω)−γ (0)(ω)][γ2(ω)−γ (0)(ω)]
[γ (0)(ω)+γ1(ω)][γ (0)(ω)+γ2(ω)] ;

f̃ TMk (ω) = 1 − e−2γ (0)(ω)kd [γ1(ω)−ε̃1(ω)γ (0)(ω)][γ2(ω)−ε̃2(ω)γ (0)(ω)]
[ε̃1(ω)γ (0)(ω)+γ1(ω)][ε̃2(ω)γ (0)(ω)+γ2(ω)] .

(13.32)

We now apply these results to two gold half spaces.

13.3.1 Interaction Between Two Gold Half Spaces

The interaction energy per unit area between two gold half spaces is obtained as
(13.8)

E = �

2

∫
d2k

(2π)2

∞∫

−∞

dξ

2π

[
ln f TMk (iξ) + ln f TEk (iξ)

]
, (13.33)

with the mode condition functions,

f̃ TEk (iξ) = 1 − e−2γ (0)(iξ)kd [γAu(iξ)−γ (0)(iξ)]2

[γAu(iξ)+γ (0)(iξ)]2
;

f̃ TMk (iξ) = 1 − e−2γ (0)(iξ)kd [γAu(iξ)−ε̃Au(iξ)γ (0)(iξ)]2

[γAu(iξ)+ε̃Au(iξ)γ (0)(iξ)]2
,

(13.34)

inserted. For finite temperature the corresponding results are (13.9)

F = 1

β

∫
d2k

(2π)2

∞∑
n=0

′ [ln f TMk (iξn) + ln f TEk (iξn)
]
. (13.35)
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Fig. 13.2 The dispersion energy between two gold half spaces as function of separation d; both the
zero temperature, thick solid curve with filled circles, and room temperature, open circles, results
are given; the experimental results by Lamoreaux, filled circles, van der Waals asymptote, dotted
line with smallest slope, and Casimir asymptote, dotted line with steepest slope, are also shown

The results are shown in Fig. 13.2 both for zero temperature and room temperature.
We see that the thermal effects appear at separations of the order of 1 µm and larger.
The experimental points by Lamoreaux [8], cluster of filled circles, are clearly in the
Casimir range, i.e. to the right of the bend in the curve. The results were obtained from
using (13.34) and (13.35) with the gold polarizability α (iξ) as shown in Fig. 9.3.

A half space is an idealization of a very thick plate. Next we will see how the
results are modified for plates of finite thickness.

13.4 Two Slabs

We will make this as simple as possible and let the slabs be of the same material
having dielectric function ε̃1, be of the same thickness, Δ, and be placed in vacuum.
The slabs are separated by the closest distance d. We let the interfaces of the first
slab be at z = 0 and z = Δ; then the interfaces of the second are at z = d + Δ and
at z = d + 2Δ. We may write the matrix of the whole structure as the products of
the matrices of two planar layers,

M̃ = M̃A · M̃B . (13.36)

We do not need all eight elements of the matrices, only four, since we have

M11 = MA
11M

B
11 + MA

12M
B
21. (13.37)
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From (13.17) we find

MA
11 = 1

t0,1t1,0

[
e−(γ (0)−γ1)kΔ + e−(γ (0)+γ1)kΔr0,1r1,0

]
;

MB
11 = 1

t0,1t1,0

[
e−(γ (0)−γ1)kΔ + e−(γ (0)+γ1)kΔr0,1r1,0

]
;

MA
12 = 1

t0,1t1,0

[
e(γ

(0)+γ1)kΔr1,0 + e(γ
(0)−γ1)kΔr0,1

]
;

MB
21 = e−2γ (0)k(Δ+d)

t0,1t1,0

[
e−(γ (0)−γ1)kΔr0,1 + e−(γ (0)+γ1)kΔr1,0

]
,

(13.38)

and

M11 = 1

(t0,1t1,0)
4 e(γ1−γ (0))2kΔ

×
{[

1 − (
r0,1

)2
e−2γ1kΔ

]2 − e−2γ (0)kd
(
r0,1

)2[
1 − e−2γ1kΔ

]2}
,

(13.39)

and

f̃k = 1 − e−2γ (0)kd

(
r0,1

)2[
1 − e−2γ1kΔ

]2
[
1 − (

r0,1
)2
e−2γ1kΔ

]2 . (13.40)

Inserting the expressions for the amplitude reflection coefficients we find

f̃ TMk = 1 − e−2γ (0)kd

(ε̃1γ (0)−γ1)
2

(ε̃1γ (0)+γ1)
2 [1−e−2γ1kΔ]2

[
1− (ε̃1γ (0)−γ1)

2

(ε̃1γ (0)+γ1)
2 e

−2γ1kΔ

]2 ;

f̃ TEk = 1 − e−2γ (0)kd

(γ (0)−γ1)
2

(γ (0)+γ1)
2 [1−e−2γ1kΔ]2

[
1− (γ (0)−γ1)

2

(γ (0)+γ1)
2 e

−2γ1kΔ

]2 .

(13.41)

Next we apply these results to two gold plates.

13.4.1 Interaction Between Two Gold Slabs

The result for two gold slabs is shown in Fig. 13.3. To find this result we have
inserted the mode condition functions from (13.41) in (13.8). The dielectric function
ε̃1(iξ) = 1 + α(iξ) with the gold polarizability α (iξ) as shown in Fig. 9.3. We find
that in comparison with Fig. 9.6 the curves for the slabs of finite thickness have
more difficulties in separating from the result for two half spaces. This is because
retardation makes all curves bend down for large separations and merge with the
classical Casimir result (13.25) for two ideal metal half spaces. Next we address two
parallel 2D films.
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Fig. 13.3 The retarded
interaction energy between
two gold slabs of thickness
Δ as function of separation
d. The result is obtained
from using (13.33) with the
mode condition functions
from (13.41) and the gold
polarizability α (iξ) as
shown in Fig. 9.3

13.5 Two 2D Films

In this section we derive the Casimir interaction between two thin films. We proceed
along he lines of the preceding section. We start from the three layer structure in
Fig. 9.14. We take the limit when the thickness of the film goes to zero. The matrix
becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3, where M̃0 · M̃1 is the matrix for one of the thin
films, and M̃2 · M̃3 is the matrix for the other.

We start with the TM modes. The matrices from (13.26), one for z = 0 and one
for z = d, are

M̃TM
0 · M̃TM

1 =
(
1 0
0 1

)
+ α2Dγ (0)

(
1 −1
1 −1

)
,

M̃TM
2 · M̃TM

3 =
(
1 0
0 1

)
+α2Dγ (0)

(
1 −e2γ

(0)kd

e−2γ (0)kd −1

)
.

(13.42)

The matrix element of interest to us is

M11 = (
1 + α2Dγ (0)

)2 − (
α2Dγ (0)

)2
e−2γ (0)kd , (13.43)

and the mode condition function for TM modes is

f̃ TM = 1 − e−2γ (0)d

(
α2Dγ (0)

)2
(
1 + α2Dγ (0)

)2 . (13.44)

Now, we continue with the TE modes. The matrices from (13.27), one for z = 0 and
one for z = d, are
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M̃TE
0 · M̃TE

1 =
(
1 0
0 1

)
− α2D (ω/ck)2

γ (0)

(
1 1

−1 −1

)
,

M̃TE
2 · M̃TE

3 =
(
1 0
0 1

)
−α2D (ω/ck)2

γ (0)

(
1 e2γ

(0)kd

−e−2γ (0)kd −1

)
.

(13.45)

The matrix element of interest to us is

M11 =
(
1 − α2D (ω/ck)2

γ (0)

)2

−
(

α2D (ω/ck)2

γ (0)

)2

e−2γ (0)kd , (13.46)

and the mode condition function for TE modes is

f̃ TE = 1 − e−2γ (0)kd

(
α2D (ω/ck)2

γ (0)

)2
(
1 − α2D (ω/ck)2

γ (0)

)2 . (13.47)

From this we find the energy per unit area. It is

E = �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π

{
ln
[
f̃ TMk (iξ)

]
+ ln

[
f̃ TEk (iξ)

]}

= �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
1 − e−2γ (0)(iξ)kd

(
α̃2D(k,iξ)γ (0)(k,iξ)

1+α̃2D(k,iξ)γ (0)(k,iξ)

)2]

+ �

2

∫
d2k

(2π)2

∞∫
−∞

dξ
2π ln

[
1 − e−2γ (0)(iξ)kd

( −α̃2D(k,iξ)(ξ/ck)2

γ (0)(k,iξ)+α̃2D(k,iξ)(ξ/ck)2

)2]
.

(13.48)

This agrees completely with the results of [9, 10]. Now let us illustrate the results
with two numerical examples. We start with two graphene sheets.

13.5.1 Interaction Between Two Graphene Sheets

The first example where we use the results for two 2D films is two graphene sheets.
The results are shown Figs. 13.4 and 13.5. Figure13.4 is for pristine graphene where
(a) is for zero temperature and (b) for room temperature. We see that the TE modes
give very small contributions and at room temperature these contributions is further
reduced in the distance range where the temperature effects are important. Com-
parison between Figs. 13.4a and 9.7 shows that the retardation effects are negligible
for pristine graphene. This anomalous behavior can be explained in the following
way. The retardation effects can be regarded as the results from that the curves are
forced to stay below the curve for two ideal metal half spaces. In a normal system
the non-retarded asymptotic power law for large separations has a smaller negative
exponent that that for the metal case. This means that the two curves will sooner or
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(a) (b)

Fig. 13.4 Interaction energy per unit area between two pristine (undoped) graphene sheets a dis-
tance d apart. The contribution from TE modes, dashed curve, TM modes, filled circles, and the
total result, solid curve, are given. For comparison the result for two ideal metal half spaces, upper
solid curve, is also given. a Undoped graphene sheets at zero temperature; b Undoped graphene
sheets at room temperature. Adapted from [10]

(a) (b)

Fig. 13.5 Interaction energy per unit area between two doped graphene sheets a distance d apart.
The contribution from TE modes, dashed curve, TM modes, filled circles, and the total result, solid
curve, are given. For comparison the result for two ideal metal half spaces, upper solid curve, is
also given. a Doped graphene sheets with doping concentration n = 1013 cm−2 in each sheet at
zero temperature; b doped graphene sheets with doping concentration n = 1013 cm−2 in each sheet
at room temperature. Adapted from [10]

later cross. In the graphene case the power law is the same as that for the ideal metal
case and the curves will never cross.

The situation is somewhat different in the doped case. Figure13.5 is for doped
graphene with doping concentration n = 1013 cm−2 in each sheet where (a) is for
zero temperature and (b) for room temperature. At zero temperature we find that
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when the doping begins to show effects the TE modes start increase in importance
and eventually give the same contribution as the TMmodes.We also see that there are
retardation effects for large separations. Figure9.7 shows that for large separation the
curves for doped graphene has a non-retarded asymptotic power law with a smaller
negative exponent than that for the ideal metal case. This means that the curves
would cross at some point and doped graphene has a more normal behavior. At room
temperature, Fig. 13.5b, the TE modes again become negligible in the range where
the temperature effects are important and the doping has also a very small effect on
the results (compare Figs. 13.4b and 13.5b). Next we turn to our second example,
two parallel 2D metal films.

13.5.2 Interaction Between Two 2D Metal Films

In calculating the interaction between two 2D metal films we use (13.48) with the
polarizability for a 2D electron gas in (2.146). The results are shown in Fig. 13.6.
There are three characteristic separation regions; for very large separations all curves
follow the Casimir result; in the intermediate region the curves separate but follow a
common fractional power law; for small separations spatial dispersion effects emerge
and the curves flattens outwith smaller slopes. The energy approaches asymptotically
a fractional power law with E ∼ d−5/2. For very large separations all curves follow
asymptotically the classical Casimir result (13.25) for two ideal metal half spaces
with the power law E ∼ d−3.

Next we study the interaction between a thin film and a half space or wall.

Fig. 13.6 Interaction energy
per unit area between two 2D
metal films a distance d
apart. The curves are for
different carrier
concentrations; the results
are, counted from below, for
the carrier densities 1010,
1011, 1012, and 1013 cm−2,
respectively. The thick
straight line is the classical
Casimir result (13.25) for
two ideal metal half spaces
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13.6 Film-Wall

We start from the two layer structure in Fig. 9.11. We let the ambient be vacuum.
The first layer is the 2D film treated in Sect. 13.2.3. We place it at z = 0. The second
layer is a vacuum layer of thickness d. The remaining medium is the wall which we
let be infinitely thick and have the dielectric function ε̃s (ω). The matrix becomes
M̃ = M̃0 · M̃1 · M̃2 = M̃2D · M̃2 where we already know the first matrix. It is (13.26)
and (13.27) for TMmodes and TE modes, respectively with z = 0. Now, for the TM
modes we obtain

M̃TM
2D =

(
1 0
0 1

)
+ α̃2Dγ (0)

(
1 −1
1 −1

)

= (
1 + α̃2Dγ (0)

)
(

1 −α̃2Dγ (0)

1+α̃2Dγ (0)

α̃2Dγ (0)

1+α̃2Dγ (0)
1−α̃2Dγ (0)

1+α̃2Dγ (0)

)
,

(13.49)

and for the TE modes we find

M̃TE
2D =

(
1 0
0 1

)
− α̃2D (ω/ck)2

γ (0)

(
1 1

−1 −1

)

= (
1 − α̃2D(ω/ck)2/γ (0)

)
(

1 −α̃2D(ω/ck)2

γ (0)−α̃2D(ω/ck)2

α̃2D(ω/ck)2

γ (0)−α̃2D(ω/ck)2
γ (0)−α̃2D(ω/ck)2

γ (0)+α̃2D(ω/ck)2

)
.

(13.50)

The matrix M̃2 we obtain from (13.13) and with the proper parameters we have

M̃2 = 1
t2,3

(
e−(γ3−γ2)kd e(γ3+γ2)kdr2,3

e−(γ3+γ2)kdr2,3 e(γ3−γ2)kd

)

= 1
t2,3

(
e−(γs−γ (0))kd e(γs+γ (0))kdr2,3

e−(γs+γ (0))kdr2,3 e(γs−γ (0))kd

)

= e−(γs−γ (0))kd

t2,3

(
1 e2γs kdr2,3

e−2γ (0)kdr2,3 e2(γs−γ (0))kd

)
.

(13.51)

For TM modes it becomes

M̃TM
2 = ε̃sγ

(0)+γs

2
√
ñsγ (0) e

−(γs−γ (0))kd

(
1 e2γs kd ε̃sγ

(0)−γs
ε̃sγ (0)+γs

e−2γ (0)kd ε̃sγ
(0)−γs

ε̃sγ (0)+γs
e2(γs−γ (0))kd

)
, (13.52)

and for TE modes

M̃TE
2 = γ (0)+γs

2γ (0) e−(γs−γ (0))kd

(
1 e2γs kd γ (0)−γs

γ (0)+γs

e−2γ (0)kd γ (0)−γs
γ (0)+γs

e2(γs−γ (0))kd

)
. (13.53)
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So the condition for TM modes is

1 − e−2γ (0)kd α̃2Dγ (0)

1 + α̃2Dγ (0)

[
ε̃sγ

(0) − γs

ε̃sγ (0) + γs

]
= 0, (13.54)

and for TE modes

1 − e−2γ (0)kd (ω/ck)2α̃2D

γ (0) − (ω/ck)2α̃2D

[
γ (0) − γs

γ (0) + γs

]
= 0. (13.55)

This agrees with the results in [10].
The mode condition functions become

f TMk (iξ) = 1 − e−2γ (0)(k,iξ)kd α̃2D(k,iξ)γ (0)(k,iξ)

1+α̃2D(k,iξ)γ (0)(k,iξ)

[
ε̃s (iξ)γ (0)(k,iξ)−γs (k,iξ)

ε̃s (iξ)γ (0)(k,iξ)+γs (k,iξ)

]
, (13.56)

for TM modes and

f TEk (iξ) = 1 − e−2γ (0)(k,iξ)kd −(ξ/ck)2α̃2D(k,iξ)

1−(ξ/ck)2α̃2D(k,iξ)

[
γ (0)(k,iξ)−γs (k,iξ)

γ (0)(k,iξ)+γs (k,iξ)

]
, (13.57)

for TEmodes, respectively. The interaction energy per unit area is found by inserting
these functions in (13.8) at zero temperature and in (13.9) at finite temperature.

13.6.1 Interaction Between Graphene and an Au-Wall

In the first numerical example we treat a pristine, or undoped, graphene sheet next to
a gold wall. The results are shown in Fig. 13.7a for zero temperature and in Fig. 13.7b
for room temperature. The corresponding results for doped graphene, with the dop-
ing concentration 1013 cm−2 are shown in Fig. 13.8a, b. The results were found from
inserting themode condition functions from (13.56) and (13.57) in (13.8) at zero tem-
perature and in (13.9) at finite temperature. For α̃2D (k, iξ)we used the polarizability
for graphene as given in (2.143) for the pristine case and in (2.145) for the doped case.
For ε̃s (iξ) we used the function for gold. The polarizability α (iξ) = ε̃s (iξ)− 1 was
shown in Fig. 9.3. The discussions in Sect. 13.5.1 concerning the interaction between
two graphene sheets can be applied here as well.

13.6.2 Interaction Between a 2D Metal Film and an Au-Wall

In the second numerical example we treat a 2Dmetal film and a gold wall. The results
are shown in Fig. 13.9. The results were found from inserting the mode condition
functions from (13.56) and (13.57) in (13.8). For α̃2D (k, iξ)weused the polarizability
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(a) (b)

Fig. 13.7 Interaction energy per unit area between an undoped graphene sheet and a gold wall at
the distance d. The contribution from TE modes, dashed curve, TM modes, filled circles, and the
total result, solid curve, are given. For comparison the result for two ideal metal half spaces, upper
solid curve, is also given. a Zero temperature; b room temperature. Adapted from [10]

(a) (b)

Fig. 13.8 Interaction energy per unit area between a doped graphene sheet with doping concen-
tration n = 1013 cm−2 and a gold wall at the distance d. The contribution from TE modes, dashed
curve, TM modes, filled circles, and the total result, solid curve, are given. For comparison the
result for two ideal metal half spaces, upper solid curve, is also given. a Zero temperature; b room
temperature. Adapted from [10]
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Fig. 13.9 Interaction energy
per unit area between a 2D
metal film and an Au wall at
a distance d; the results are,
counted from below, for the
carrier densities 1010, 1011,
1012, and 1013 cm−2,
respectively. The thick
straight line, added for
comparison, is for two ideal
metal half spaces

of a 2D electron gas from (2.146) and the dielectric function of gold, ε̃1 (iξ) =
1+ α̃ (iξ), where α̃ (iξ) is shown in Fig. 9.3. Next geometry is an atom next to a wall.

13.7 Atom-Wall

We start from the two layer structure in Fig. 9.11. We let the ambient be vacuum.
The first layer is the thin gas layer treated in Sect. 13.2.4. We place it at z = 0. The
second layer is a vacuum layer of thickness d. The remaining medium is the wall
which we let be infinitely thick and have the dielectric function ε̃s (ω). The matrix
becomes M̃ = M̃0 ·M̃1 ·M̃2 = M̃gaslayer ·M̃2 where we already know the first matrix.
It was derived in Sect. 13.2.4 for a general position z. Here z = 0, and for TMmodes
we get

M̃TM
gaslayer =

(
1 0
0 1

)
+ (δn)2πkαat

γ (0)

⎛
⎝ −(

ω
ck

)2 −
[
2 − (

ω
ck

)2]
[
2 − (

ω
ck

)2] (
ω
ck

)2

⎞
⎠ , (13.58)

and for TE modes

M̃TE
gaslayer =

(
1 0
0 1

)
+ (δn)2πkαat (ω/ck)2

γ (0)

(−1 −1
1 1

)
. (13.59)

Now, M̃2 we find in (13.52) and (13.53) for TM- and TE-modes, respectively.
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So, the condition for TM modes is

1 − (δn) 2πkαat

γ (0)

{( ω

ck

)2 + e−2γ (0)kd

[
2 −

( ω

ck

)2] ε̃sγ
(0) − γs

ε̃sγ (0) + γs

}
= 0, (13.60)

and for TE modes

1 − (δn) 2πkαat (ω/ck)2

γ (0)

[
1 + e−2γ (0)kd γ (0) − γs

γ (0) + γs

]
= 0. (13.61)

The mode condition function for TM modes is

f TMk = 1 − (δn) 2πkαat

γ (0)

{( ω

ck

)2 + e−2γ (0)kd

[
2 −

( ω

ck

)2] ε̃sγ
(0) − γs

ε̃sγ (0) + γs

}
,

(13.62)
and for TE modes

f TEk = 1 − (δn) 2πkαat (ω/ck)2

γ (0)

[
1 + e−2γ (0)kd γ (0) − γs

γ (0) + γs

]
. (13.63)

Note that the first part in each mode condition function,

f 0k = 1 − (δn) αat 2πk(ω/ck)2

γ (0)
. (13.64)

does not depend on the distance of the atom to the wall. It is the effect of the
contribution from the atom to the screening and the resulting change of the dispersion
curves for the vacuummodes. This type of interactionwas used by Feynman to derive
the Lamb shift of the hydrogen atom[11]. We see that it contributes the same in both
type of modes. We divide with this function since it leads to a constant energy,
independent of the atom distance to the interface. So the relevant mode condition
functions relative infinite separation are

f̃ TMk = 1 − (δn) αat 2πk[2−(ω/ck)2]
γ (0) e−2γ (0)kd ε̃sγ

(0)−γs
ε̃sγ (0)+γs

;
f̃ TEk = 1 − (δn) αat 2πk(ω/ck)2

γ (0) e−2γ (0)kd γ (0)−γs
γ (0)+γs

.
(13.65)

The interaction energy per atom becomes

E
nδ

= �

nδ

∫
d2k

(2π)2

∞∫
0

dξ
2π

{
ln
[
f̃ TEk (iξ)

]
+ ln

[
f̃ TMk (iξ)

]}

= 2π�
∫

d2k
(2π)2

k
∞∫
0

dξ
2π αat (iξ) e−2γ (0)(iξ)kd

×
{

(ξ/ck)2

γ (0)(iξ)

γ (0)(iξ)−γs (iξ)

γ (0)(iξ)+γs (iξ)
+ [2+(ξ/ck)2]

γ (0)(iξ)

γs (iξ)−ε̃s (iξ)γ (0)(iξ)

γs (iξ)+ε̃s (iξ)γ (0)(iξ)

}
(13.66)
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where we have taken the limit when (δn) goes toward zero. The force on the atom is

F (d) = 4π�
∫

d2k
(2π)2

k2
∞∫
0

dξ
2π αat (iξ) e−2γ (0)(iξ)kd

×
{
(ξ/ck)2 γ (0)(iξ)−γs (iξ)

γ (0)(iξ)+γs (iξ)
+ [

2 + (ξ/ck)2
]

γs (iξ)−ε̃s (iξ)γ (0)(iξ)

γs (iξ)+ε̃s (iξ)γ (0)(iξ)

} (13.67)

At finite temperature it is

F (d) = 4π
β

∫
d2k

(2π)2
k2
∑
ξn

′αat (iξn) e−2γ (0)(iξn)d

×
{
(ξn/ck)

2 γ (0)(iξn)−γs (iξn)
γ (0)(iξn)+γs (iξn)

+ [
2 + (ξn/ck)

2
]

γs (iξn)−ε̃s (iξn)γ (0)(iξn)
γs (iξn)+ε̃s (iξn)γ (0)(iξn)

}
.

(13.68)

These results are in complete agreement with the results in [12].

13.7.1 Li-Atom–Au-Wall Interaction

As an example of atom-wall interactions we show in Fig. 13.10 the force between
a Li atom and a gold wall. The polarizability for Li was obtained from the Lon-
don approximation (8.60) with the parameters given in Fig. 8.2. The d-dependence
follows a simple power law, F ∼ d−4, for small and intermediate separation and
F ∼ d−5 for large separations. The next geometry we consider is an atom in a planar
gap.

Fig. 13.10 Dispersion force,
solid curve, between a Li
atom and a gold wall as a
function of separation d; also
shown are the van der Waals
asymptote, dotted straight
line with smallest slope, and
the Casimir asymptote,
dotted straight line with
steepest slope
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13.8 Atom in Planar Gap

We refer to Fig. 9.13 and let the first interface be located at z = 0 separating one wall
with dielectric function ε̃1 from the ambient medium which we let be vacuum. Next
interface, at z = d, is the left interface of the gas layer with dielectric function εg and
thickness δ. Thus the third interface is at z = d + δ. The forth interface is located at
z = D and separates vacuum from the second wall with dielectric function ε̃2. The
matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3 = M̃0 · M̃gaslayer · M̃3 where M̃gaslayer is
taken from (13.29) or (13.30) for TM modes and TE modes, respectively, and

M̃0 = 1
t0,1

(
1 r0,1
r0,1 1

)
;

M̃3 = 1
t3,4

(
e−(γs−γ (0))kD e(γs+γ (0))kDr3,4

e−(γs+γ (0))kDr3,4 e(γs−γ (0))kD

)
.

(13.69)

Now,

M11 = (
M0

11 M0
12

) · M̃gaslayer ·
(
M3

11
M3

21

)
. (13.70)

To find a general expression valid for both mode types we use the expression in
(13.28) for M̃gaslayer. It is the expression to linear order in δ but before the lowest
order in n is taken. Then

M11 = e−(γs−γ (0))kD

t0,1t3,4

{
1 + e−2γ (0)kDr0,1r3,4

+ δk
[(

γg − γ (0)
) (

1 − e−2γ (0)kDr0,1r3,4
)

− 2γ (0)r2,3
(
e−2γ (0)kdr0,1 − e2γ

(0)k(d−D)r3,4
)]}

.

(13.71)

The condition for modes is

1 + e−2γ (0)kDr0,1r3,4
+δk

[(
γg − γ (0)

) (
1 − e−2γ (0)kDr0,1r3,4

)

−2γ (0)r2,3
(
e−2γ (0)kdr0,1 − e2γ

(0)k(d−D)r3,4
)]

= 0.

(13.72)
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The mode condition function is

f̃k = 1 + δk
1+e−2γ (0)kDr0,1r3,4

×
[(

γg − γ (0)
) (

1 − e−2γ (0)kDr0,1r3,4
)

− 2γ (0)r2,3
(
e−2γ (0)kdr0,1 − e2γ

(0)k(d−D)r3,4
)]

= 1 + δknαat

γ (0)
[
1+e−2γ (0)Dr0,1r3,4

]

×
[
−2π(ω/ck)2

(
1 − e−2γ (0)kDr0,1r3,4

)

− 2
(
γ (0)

)2 ( r2,3
nαat

) (
e−2γ (0)kdr0,1 − e2γ

(0)k(d−D)r3,4
)]

.

(13.73)

Just as for the atom next to a wall a part of this function does not depend on the
position of the gas layer. The energy change is due to the screening of the vacuum
caused by the polarizable atom. It is interesting to note that this effect is modified by
the presence of the two planar surfaces. We divide with the function

f 0k = 1 − δk
(
1−e−2γ (0)kDr0,1r3,4

)

1+e−2γ (0)kDr0,1r3,4

(
γ (0) − γg

)

= 1 − δknαat 2π
γ (0)

(
ω
ck

)2
(
1−e−2γ (0)kDr0,1r3,4

)
(
1+e−2γ (0)kDr0,1r3,4

) .
(13.74)

For the energy this means that we subtract a term that is independent of the position
of the atom and will not affect the force on the atom. We find

˜̃f k = 1 + δknαat

[
−2(γ (0))(r2,3/nαat)

(
e−2γ (0)kdr0,1−e2γ

(0)k(d−D)r3,4
)]

[
1+e−2γ (0)kDr0,1r3,4

] , (13.75)

and the interaction energy per atom is

E

nδ
= �

∫
d2k

(2π)2

∞∫

0

dξ

2π

[
I TM (k, iξ) + I TE (k, iξ)

]
, (13.76)

where

I TM (k, ω)= αat
2πk[2−(ω/ck)2]

[
e−2γ (0)kdrTM0,1 −e−2γ (0)k(D−d)rTM3,4

]

γ (0)
[
1+e−2γ (0)kDrTM0,1 r

TM
3,4

] ;

I TE (k, ω) = αat
2πk(ω/ck)2

[
e−2γ (0)kdrTE0,1−e−2γ (0)k(D−d)rTE3,4

]

γ (0)
[
1+e−2γ (0)kDrTE0,1r

TE
3,4

] .

(13.77)

The explicit expressions for the entering reflection coefficients are obtained from
(13.2). They are
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rTM0,1 (k, ω) =
√

1−ε̃1(ω)(ω/ck)2−ε̃1(ω)
√

1−(ω/ck)2√
1−ε̃1(ω)(ω/ck)2+ε̃1(ω)

√
1−(ω/ck)2

;
rTM3,4 (k, ω) = ε̃2(ω)

√
1−(ω/ck)2−

√
1−ε̃2(ω/ck)2

ε̃2(ω)
√

1−(ω/ck)2+
√

1−ε̃2(ω/ck)2
;

rTE0,1 (k, ω) =
√

1−ε̃1(ω)(ω/ck)2−
√

1−(ω/ck)2√
1−ε̃1(ω)(ω/ck)2+

√
1−(ω/ck)2

;
rTE3,4 (k, ω) =

√
1−(ω/ck)2−

√
1−ε̃2(ω/ck)2√

1−(ω/ck)2+
√

1−ε̃2(ω/ck)2
.

(13.78)

Thus the force on the atom is

F (d) = �
∫

d2k
(2π)2

∞∫
0

dξ
2π

[
JTM (k, iξ) + JTE (k, iξ)

]
, (13.79)

where

JTM (k, ω)= αat
4πk2[2−(ω/ck)2]

[
e−2γ (0)kdrTM0,1 +e−2γ (0)k(D−d)rTM3,4

]
[
1+e−2γ (0)kDrTM0,1 r

TM
3,4

] ;

JTE (k, ω) = αat
4πk2(ω/ck)2

[
e−2γ (0)kdrTE0,1+e−2γ (0)k(D−d)rTE3,4

]
[
1+e−2γ (0)kDrTE0,1r

TE
3,4

] ,

(13.80)

and at finite temperature it is

F (d) = 1

β

∫
d2k

(2π)2

∑
ξn

′[JTM (k, iξn) + JTE (k, iξn)
]
. (13.81)

We do not give any numerical examples here. Instead we continue with the next
geometry, which is an atom next to a thin film.

13.9 Atom-Film

In this section we derive the Casimir interaction of an atom near a very thin film.
We proceed along he lines of Sect. 9.9. We start from the three layer structure in
Fig. 9.14. The matrix becomes M̃ = M̃0 · M̃1 · M̃2 · M̃3, where M̃0 · M̃1 is the matrix
for the thin film, and M̃2 · M̃3 is the matrix for the gas film. These matrices we have
derived before. We have two mode types, TM and TE.

We start with the TM modes. The resulting matrices for the two thin layers were
given in (13.26) and (13.29), respectively. They are
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M̃0 · M̃1 =
(
1 0
0 1

)
+ γ (0)k(δε̃3D)

2

(
1 −1
1 −1

)
;

M̃2 · M̃3 =
(
1 0
0 1

)
+ (δn)2πkαat

γ (0)

×
⎛
⎝ −(

ω
ck

)2 −e2γ
(0)kd

[
2 − (

ω
ck

)2]

e−2γ (0)kd
[
2 − (

ω
ck

)2] (
ω
ck

)2

⎞
⎠ ,

(13.82)

and the resulting matrix element that interests us is

M11 = 1 + γ (0)k(δε̃3D)
2 − (δn)2πkαat

γ (0)

(
ω
ck

)2
− (δn) πk2αat

(
δε̃3D

) {(
ω
ck

)2 + e−2γ (0)kd
(
2k2 − (

ω
ck

)2)}
.

(13.83)

The TM mode condition function becomes

f̃ TMk (ω)= 1 − (δn)πk2αat(δε̃3D)
(
2−( ω

ck )
2
)
e−2γ (0)kd

1+ γ (0)k(δε̃3D)
2 − 2πk(δn)αat

γ (0) ( ω
ck )

2−(δn)πk2αat(δε̃3D)( ω
ck )

2

≈ 1 − (δn)πk2αat(δε̃3D)
[
2−( ω

ck )
2
]
e−2γ (0)kd

1+ γ (0)k(δε̃3D)
2

= 1 − (δn)2πkαat α̃2D(k,ω)
[
2−( ω

ck )
2
]
e−2γ (0)kd

1+γ (0)α̃2D(k,ω)
.

(13.84)

For the TEmodes the matrices for the two films from (13.27) and (13.30), respec-
tively are

M̃0 · M̃1 =
(
1 0
0 1

)
− (δε̃3D)k(ω/ck)2

2γ (0)

(
1 1

−1 −1

)
;

M̃2 · M̃3 =
(
1 0
0 1

)
− (δn)(ω/ck)22πkαat

γ (0)

(
1 e2γ

(0)kd

−e−2γ (0)kd −1

)
,

(13.85)

and the resulting matrix element that interests us is

M11 = 1 − (δε̃3D)k(ω/ck)2

2γ (0) − (ω/ck)22πk(δn)αat

γ (0)

+ (ω/ck)4πk2(δn)αat(δε̃3D)
[γ (0)]2

(
1 − e−2γ (0)kd

)
.

(13.86)
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The TE mode condition function is

f̃ TEk (ω)= 1 −
(ω/ck)4πk2(δn)αat(δε̃3D)

[γ (0)]2
e−2γ (0)kd

1− (δε̃3D)k(ω/ck)2

2γ (0) − (δn)(ω/ck)22πkαat

γ (0) + (δn)(ω/ck)4πk2αat(δε̃3D)
[γ (0)]2

≈ 1 − (δn)(ω/ck)4πk2αat(δε̃3D)

γ (0)

(
γ (0)− (δε̃3D)k(ω/ck)2

2

)e−2γ (0)kd

= 1 − (δn)2πkαat α̃2D(k,ω)(ω/ck)4

(γ (0))[(γ (0))−α̃2D(k,ω)(ω/ck)2] e
−2γ (0)kd .

(13.87)

The interaction energy per atom is

E
nδ

= �

nδ

∫
d2k

(2π)2

∞∫
0

dξ
2π

{
ln
[
f̃ TMk (iξ)

]
+ ln

[
f̃ TEk (iξ)

]}

≈ �
∫

d2k
(2π)2

∞∫
0

dξ
2π

[
f̃ TMk (iξ)−1

]
+
[
f̃ TEk (iξ)−1

]

nδ

= − �

2π

∫
dkk2

∞∫
0
dξαat (iξ) α̃2D (k, iξ) e−2

√
1+(ξ/ck)2kd

×
{

[2+(ξ/ck)2]
1+

√
1+(ξ/ck)2α̃2D(k,iξ)

+ (ξ/ck)4√
1+(ξ/ck)2

[√
1+(ξ/ck)2+α̃2D(k,iξ)(ξ/ck)2

]

}
,

(13.88)

and the force on the atom becomes

F (d) = − �

π

∫
dkk3

∞∫
0
dξαat (iξ) α̃2D (k, iξ) e−2

√
1+(ξ/ck)2kd

×
[
[2+(ξ/ck)2]

√
1+(ξ/ck)2

1+
√

1+(ξ/ck)2α̃2D(k,iξ)
+ (ξ/ck)4[√

1+(ξ/ck)2+α̃2D(k,iξ)(ξ/ck)2
]

]
.

(13.89)

For this geometrical example we give numerical illustrations. We begin with a
lithium atom next to a graphene sheet.

13.9.1 Li-Atom–Graphene-Sheet Interaction

The first example of the dispersion interaction between an atom and a 2D planar
film we present is the interaction between a Li atom and a graphene sheet. The
results are shown in Fig. 13.11a for a number of doping densities. The results do
not follow simple power laws. However, for large separations the undoped graphene
result approaches the d−4 power law just as it did in the non-retarded treatment in
Sect. 9.9.1. This can be understood in the following way: the substitutions k → k/d
and ξ → ξ/d leave α̃2D (k, iξ) unchanged in (13.88) and we have
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(a) (b)

Fig. 13.11 The dispersion interaction energy between a Li atom and a 2D film a distance d apart.
a Li atom and a graphene sheet; the results are, counted from below, for the doping densities 0,
1010, 1011, 1012, and 1013 cm−2, respectively. b Li atom and 2Dmetal film; the results are, counted
from below, for the carrier densities 1010, 1011, 1012, 1013, and 1014 cm−2, respectively

E
nδ

= − �

2πd4

∫
dkk2

∞∫
0
dξαat (iξ/d) α̃2D (k, iξ) e−2

√
1+(ξ/ck)2k

×
[

[2+(ξ/ck)2]
1+

√
1+(ξ/ck)2α̃2D(k,iξ)

+ (ξ/ck)4√
1+(ξ/ck)2

[√
1+(ξ/ck)2+α̃2D(k,iξ)(ξ/ck)2

]

]

≈ − �

2πd4

∫
dkk2

∞∫
0
dξαat (0) α̃2D (k, iξ) e−2

√
1+(ξ/ck)2k

×
[

[2+(ξ/ck)2]
1+

√
1+(ξ/ck)2α̃2D(k,iξ)

+ (ξ/ck)4√
1+(ξ/ck)2

[√
1+(ξ/ck)2+α̃2D(k,iξ)(ξ/ck)2

]

]

(13.90)

for large enough d-values. Once again we see that d only appears in the prefactor.
For doped graphene retardation effects aremore important. The effects of the dop-

ing appear first at intermediate separations. Then the curves follow d−7/2 asymptotes
until they approach the atom–ideal-metal-film-result (thick solid curve in Fig. 13.11).
Then they follow this result. The atom–ideal-metal-film-result we find by letting the
film polarizability go toward infinity,
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E ideal = − lim
α̃2D→∞

�

2π

∫
dkk2

∞∫
0
dξαat (iξ) α̃2D (k, iξ) e−2

√
1+(ξ/ck)2kd

×
[

[2+(ξ/ck)2]
1+

√
1+(ξ/ck)2α̃2D(k,iξ)

+ (ξ/ck)4√
1+(ξ/ck)2

[√
1+(ξ/ck)2+α̃2D(k,iξ)(ξ/ck)2

]

]

= − �

2π

∫
dkk2

∞∫
0
dξαat (iξ) e−2

√
1+(ξ/ck)2kd2

√
1 + (ξ/ck)2.

(13.91)

The large d asymptote becomes

E ideal = − �

2π

∞∫
0
dkk2

∞∫
0
dξαat (iξ) e−2

√
1+(ξ/ck)2kd2

√
1 + (ξ/ck)2 =

∣∣∣∣
k → k/d
ξ → ξ/d

∣∣∣∣
= − �

2πd4

∞∫
0
dkk2

∞∫
0
dξαat (iξ/d) e−2

√
1+(ξ/ck)2k2

√
1 + (ξ/ck)2

≈ −�αat (0)
2πd4

∞∫
0
dkk2

∞∫
0
dξe−2

√
1+(ξ/ck)2k2

√
1 + (ξ/ck)2 = |ξ → ξck|

= −�cαat (0)
2πd4

∞∫
0
dkk3

∞∫
0
dξe−2

√
1+ξ 2k2

√
1 + ξ 2 =

∣∣∣k → k/2
√
1 + ξ 2

∣∣∣

= −�cαat (0)
16πd4

∞∫

0

dkk3e−k

︸ ︷︷ ︸
6

∞∫

0

dξ
1(

1 + ξ 2
)3/2

︸ ︷︷ ︸
1

= − 3
8

�cαat (0)
πd4 .

(13.92)
The same asymptotic result is obtained for an atom next to an ideal metal wall. This
result is in agreement with [13, 14]. Next numerical example is a lithium atom next
to a thin metal film.

13.9.2 Li-Atom–2D-Metal-Film Interaction

We show the results for the interaction between a Li atom and a 2D metal film for a
number of carrier concentrations in Fig. 13.11b. The ideal film result is identical to
that in Fig. 13.11a and the large d asymptote of (13.92) is valid also here. The results
are different compared to the doped graphene case in that the carrier concentration
affects the results already for the smallest d-values; spatial dispersion effects show
up at the small-d limit and then gradually diminish; then the curves follow d−7/2

asymptotes until they approach the ideal film result.
In next geometry we add another film and study the interaction on an atom in

between two films. This is the last geometry we treat in this chapter.
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13.10 Atom in Between Two Planar Films

Here we let the first 2D film be located at z = 0, the thin diluted gas film at z = d,
and the second 2D film at D. There is vacuum between the three films. Thus the
matrix becomes M̃ = M̃0 · M̃1 · M̃2. These matrices we have derived before. We
have two mode types, TM and TE.

We start with the TM modes. The resulting matrices for the two 2D films were
given in (13.26) and for the gas film in (13.29), respectively. They are

M̃TM
0 =

(
1 0
0 1

)
+ α̃2Dγ (0)

(
1 −1
1 −1

)
;

M̃TM
1 =

(
1 0
0 1

)
+ (δn)2πkαat

γ (0)

×
⎛
⎝ −(

ω
ck

)2 −
[
2 − (

ω
ck

)2]
e2γ

(0)kd

[
2 − (

ω
ck

)2]
e−2γ (0)kd

(
ω
ck

)2

⎞
⎠ ;

M̃TM
2 =

(
1 0
0 1

)
+ α̃2Dγ (0)

(
1 −e2γ

(0)kD

e−2γ (0)kD −1

)
.

(13.93)

The matrix element of interest is

MTM
11 = (

1 + γ (0)α̃2D
)2 [

1 − 2πkδnαat

γ (0)

(
ω
ck

)2]

−e−2γ (0)kD
(
γ (0)α̃2D

)2 [
1 + 2πkδnαat

γ (0)

(
ω
ck

)2]

+ 2πkδnαat

γ (0)

{
e−2γ (0)k(D−d)

(
γ (0)α̃2D

) [(
γ (0)α̃2D

) + 1
] [(

ω
ck

)2 − 2
]

+ e−2γ (0)kd
(
γ (0)α̃2D

) [(
γ (0)α̃2D

) + 1
] [(

ω
ck

)2 − 2
]}

.

(13.94)

The first term is the mode condition when all three films are at infinite distance
from each other. The mode condition function after division with the part of the
function that is independent of the position of the gas layer is

f̃ TMk = 1 + 2πkδnαat (ω)

γ (0)

[
e−2γ (0)k(D−d)+e−2γ (0)kd

][
( ω
ck )

2−2
]

γ (0) α̃2D

1+γ (0) α̃2D

1−e−2γ (0)kD
(

γ (0) α̃2D

1+γ (0) α̃2D

)2 , (13.95)

where the suppressed function arguments are (k, ω). If we instead had divided by
the function in absence of the atom we would get one extra energy term that is
independent of the position of the atom and does not affect the force. It gives a
different contribution to the energy than the result from (13.64) due to the presence
of the two 2D sheets. It means a modification of the atom self-energy. The interaction
energy per atom from the TM modes becomes
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ETM

nδ
= −�

∞∫
0
dkk2

∞∫
−∞

dξ
2π

1
2γ (0) α

at (iξ)
[(

ξ

ck

)2 + 2
]

×
γ (0) α̃2D

1+γ (0)α̃2D

[
e−2γ (0)kd+e−2γ (0)k(D−d)

]
[
1−e−2γ (0)kD

(
γ (0) α̃2D

1+γ (0) α̃2D

)2] ,
(13.96)

where the suppressed function arguments are (k, iξ). Thus, the force on the atom
from the TM modes is

FTM (d) = −�

∞∫
0
dkk3

∞∫
−∞

dξ
2π αat (iξ)

[(
ξ

ck

)2 + 2
]

×
γ (0) α̃2D

1+γ (0) α̃2D

[
e−2γ (0)kd−e−2γ (0)k(D−d)

]
[
1−e−2γ (0)kD

(
γ (0) α̃2D

1+γ (0) α̃2D

)2] ,
(13.97)

and at finite temperature it is

FTM (d) = − 2
β

∞∫
0
dkk3

∑
ξn

′αat (iξn)
[(

ξn
ck

)2 + 2
]

×
γ (0)α̃2D

1+γ (0) α̃2D

[
e−2γ (0)kd−e−2γ (0)k(D−d)

]
[
1−e−2γ (0)kD

(
γ (0) α̃2D

1+γ (0) α̃2D

)2] ,
(13.98)

where the suppressed function arguments are (k, iξn).
Now, we continue with the TEmodes. The resulting matrices for the two 2D films

were given in (13.26) and for the gas film in (13.29), respectively. They are

M̃TE
0 =

(
1 0
0 1

)
+ α̃2D

(
ω
ck

)2 1
γ (0)

(−1 −1
1 1

)
;

M̃TE
1 =

(
1 0
0 1

)
+ (δn)2πkαat

γ (0)

(
ω
ck

)2( −1 −e2γ
(0)kd

e−2γ (0)kd 1

)
;

M̃TE
2 =

(
1 0
0 1

)
+ α̃2D

(
ω
ck

)2 1
γ (0)

( −1 −e2γ
(0)kD

e−2γ (0)kD 1

)
.

(13.99)

The matrix element of interest is

MTE
11 =

[
1 − α̃2D

(
ω
ck

)2 1
γ (0)

]2−
(
α̃2D

(
ω
ck

)2 1
γ (0)

)2
e−2γ (0)kD

− (δn)2πkαat

γ (0)

(
ω
ck

)2[
1 − 2α̃2D

(
ω
ck

)2 1
γ (0)

]2

− (δn)2πkαat

γ (0)

(
ω
ck

)2
α̃2D

(
ω
ck

)2 1
γ (0)

(
e−2γ (0)kd + e−2γ (0)k(D−d)

)

+ (δn)2πkαat

γ (0)

(
ω
ck

)2[
α̃2D

(
ω
ck

)2]2[
e−2γ (0)kd − e−2γ (0)kD + e−2γ (0)k(D−d)

]
.

(13.100)

The first term is the mode condition when all three films are at infinite distance from
each other. The mode condition function after division with the part of the function
that is independent of the position of the gas layer is
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f̃ TEk = 1 − (δn)2πkαat

γ (0)

(
ω
ck

)2
α̃2D( ω

ck )
2

[
γ (0)−α̃2D( ω

ck )
2
]
(
e−2γ (0)kd+e−2γ (0)k(D−d)

)

1−
[

α̃2D( ω
ck )

2

γ (0)−α̃2D( ω
ck )

2

]2

e−2γ (0)kD

, (13.101)

where the suppressed function arguments are (k, ω).
The interaction energy per atom from the TE modes becomes

ETE

nδ
= −�

∞∫
0
dkk2

∞∫
−∞

dξ
2π

αat

γ (0)

(
ξ

ck

)2
α̃2D( ξ

ck )
2

[
γ (0)+α̃2D( ξ

ck )
2
]
(
e−2γ (0)kd+e−2γ (0)k(D−d)

)

1−
[

α̃2D( ξ
ck )

2

γ (0)+α̃2D( ξ
ck )

2

]2

e−2γ (0)kD

, (13.102)

where the suppressed function arguments are (k, iξ). Thus, the force on the atom
from the TE modes is

FTE (d) = −2�

∞∫
0
dkk3

∞∫
−∞

dξ
2π αat

(
ξ

ck

)2
α̃2D( ξ

ck )
2

[
γ (0)+α̃2D( ξ

ck )
2
]
(
e−2γ (0)kd−e−2γ (0)k(D−d)

)

1−
[

α̃2D( ξ
ck )

2

γ (0)+α̃2D( ξ
ck )

2

]2

e−2γ (0)kD

,

(13.103)
and at finite temperature it is

FTE (d) = − 1
β

∞∫
0
dkk3

∑
ξn

′4αat
(

ξn
ck

)2
α̃2D( ξ

ck )
2

[
γ (0)+α̃2D( ξ

ck )
2
]
(
e−2γ (0)kd−e−2γ (0)k(D−d)

)

1−
[

α̃2D( ξ
ck )

2

γ (0)+α̃2D( ξ
ck )

2

]2

e−2γ (0)kD

, (13.104)

where the suppressed function arguments are (k, iξn). Now we are done with the
selection of planar geometries. In next section we present some complementary
methods to derive the normal modes in some of the geometries we have discussed
above.

13.11 Alternative Derivations of the Normal Modes

In this section we give several complementary ways to derive the normal modes
in specific planar geometries. A non-retarded version was given in Sect. 9.11. The
geometries we consider are two parallel 2D films, a 2D film next to a wall, and two
half spaces. For the geometries containing 2D films we rather closely follow the
treatments in [7]. We begin with the modes in a system consisting of two parallel 2D
films.
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13.11.1 Two 2D Films

We will use two alternative derivations to find the normal modes. In one approach
the modes are generated from coupled induced sources; in the other approach we
solve Maxwell’s equations in the three regions separated by the two films and use
the standard boundary conditions at the boundaries defined by the films. We begin
with the method involving coupled sources.

13.11.1.1 Coupled Induced Sources

This approach could be executed in several different ways. One option would be
to proceeded in a way analogous to how we derived the modes in the non-retarded
treatment in Sect. 9.11.1.1. Then we would start with a current density (longitudinal
or transverse) in film 1. This current density would give rise to an electric field in
film 2; this field would induce a current density in film 2; this current density in
film 2 would give rise to an electric field in film 1, which would cause an induced
current density in film 1. Letting this current density be the one we had started with
would have close the loop and produce self-sustained fields, normal modes. When
the current densities and electric fields are longitudinal1 the modes are of TM type
and the TE modes are the results when the current densities and fields are transverse
(see Sect. 2.7).

To make the presentation more interesting ad varied we proceed in a slightly
different way. We start with two films, 1 and 2. The electric field in film 1 has contri-
butions from both films and the induced current density in film 1 is the conductivity
of film 1 times the electric field in film 1. The corresponding is valid for film 2.

We begin with the TM modes. The longitudinal field in film 1 is according to
(2.120) and (2.121) in vacuum given by

E1
‖ (k, ω) = −i2π (k/ω) γ (0) (k, ω)

[
K 1

‖ (k, ω) + e−γ (0)(k,ω)kd K 2
‖ (k, ω)

]
,

(13.105)
and the induced current density is

K 1
‖ (k, ω) = σ̃ 1

‖ (k, ω) E1
‖ (k, ω)

= −i σ̃ 1
‖ (k, ω) 2π (k/ω) γ (0) (k, ω)

[
K 1

‖ (k, ω) + e−γ (0)(k,ω)kd K 2
‖ (k, ω)

]

= −α̃1
‖ (k, ω) γ (0) (k, ω)

[
K 1

‖ (k, ω) + e−γ (0)(k,ω)kd K 2
‖ (k, ω)

]
,

(13.106)
where we have made use of the relation between σ̃ and α̃ obtained from (2.140). The
induced current density in film 2 is obtained by interchanging the superscripts. Thus
we have

1With longitudinal and transverse fields we here mean in-plane components that are parallel and
perpendicular, respectively, to the in-plane wave vector k.
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K 1
‖ (k, ω) = −α̃1

‖ (k, ω) γ (0) (k, ω)
[
K 1

‖ (k, ω) + e−γ (0)(k,ω)kd K 2
‖ (k, ω)

]
;

K 2
‖ (k, ω) = −α̃2

‖ (k, ω) γ (0) (k, ω)
[
e−γ (0)(k,ω)kd K 1

‖ (k, ω) + K 2
‖ (k, ω)

]
.

(13.107)
On matrix form this becomes

(
−α̃1

‖γ (0) − 1 −e−γ (0)kd α̃1
‖γ (0)

−e−γ (0)kd α̃2
‖γ (0) − 1 −α̃2

‖γ (0)

)
·
(
K 1

‖
K 2

‖

)
= 0. (13.108)

We have omitted all function arguments, (k, ω). To get the non-trivial solution to
this system of equations we let the determinant of the matrix be equal to zero. The
mode condition function then becomes

f TMk (ω) = 1 − e−2γ (0)(k,ω)kd γ (0)(k,ω)α̃1‖ (k,ω)γ (0)(k,ω)α̃2‖ (k,ω)[
1+γ (0)(k,ω)α̃1‖ (k,ω)

][
1+γ (0)(k,ω)α̃2‖ (k,ω)

] , (13.109)

where we have let the reference system be standard one in which the films are at
infinite separation.

For the TE modes we need the transverse fields. They are according to (2.120)
and (2.121) found to be

E1
⊥ (k, ω) = iω

c2
2π

kγ (0)(k,ω)

[
K 1

⊥ (k, ω) + e−γ (0)(k,ω)kd K 2
⊥ (k, ω)

]
;

E2
⊥ (k, ω) = iω

c2
2π

kγ (0)(k,ω)

[
e−γ (0)(k,ω)kd K 1

⊥ (k, ω) + K 2
⊥ (k, ω)

]
,

(13.110)

and the induced current densities are in analogy with (13.106) given by

K 1
⊥ (k, ω) = (ω/ck)2α̃1⊥

γ (0)(k,ω)

[
K 1

⊥ (k, ω) + e−γ (0)(k,ω)kd K 2
⊥ (k, ω)

]
;

K 2
⊥ (k, ω) = (ω/ck)2α̃2⊥

γ (0)(k,ω)

[
e−γ (0)(k,ω)kd K 1

⊥ (k, ω) + K 2
⊥ (k, ω)

]
,

(13.111)

or on matrix form
⎛
⎝

(ω/ck)2α̃1⊥
γ (0)(k,ω)

− 1 e−γ (0)(k,ω)kd (ω/ck)2α̃1⊥
γ (0)(k,ω)

(ω/ck)2α̃2⊥
γ (0)(k,ω)

e−γ (0)(k,ω)kd (ω/ck)2α̃2⊥
γ (0)(k,ω)

− 1

⎞
⎠·

(
K 1

⊥ (k, ω)

K 2
⊥ (k, ω)

)
= 0. (13.112)

The condition for TEmodes is found by letting the determinant of the matrix be zero.
This results in the mode condition function,

f TEk (ω) = 1 − e−2γ (0)(k,ω)kd [(ω/ck)2α̃1⊥][(ω/ck)2α̃2⊥]
[γ (0)(k,ω)−(ω/ck)2α̃1⊥][γ (0)(k,ω)−(ω/ck)2α̃2⊥]

, (13.113)
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where we have chosen as reference system the geometry when the films are infinitely
apart.2 Now we continue with the second approach.

13.11.1.2 Maxwell’s Equations and Boundary Conditions

The normal modes can be found from self-sustained charge- and current-densities,
fromself-sustainedpotentials or fromself-sustainedfields.With thepresent approach,
we find self-sustained fields. To do that we solve the MEs in all regions of the geom-
etry and make use of the standard boundary conditions at all interfaces between the
regions. For two 2D parallel films we need a geometry consisting of three regions
and two interfaces, 1|2|3. This geometry gives the mode condition function

fk = 1 − e−2γ2kdr21r23, (13.114)

where ri j is the amplitude reflection coefficient for a wave impinging on the interface
between medium i and j from the i side, d is the thickness of region 2, and γi =√
1 − ñi (ω) (ω/ck)2. The function ñi (ω) is the index of refraction formedium i .We

are interested in two free standing 2D films but we take the opportunity to be more
general and allow all three media separated by the films be of different materials. At
the end we let them all be vacuum.

At an interface where there is no 2D sheet the TM and TE amplitude reflection
coefficients are (2.87) [2]

rTMi j = ε̃ jγi − ε̃iγ j

ε̃ jγi + ε̃iγ j
, (13.115)

and

rTEi j = μ̃ jγi − μ̃iγ j

μ̃ jγi + μ̃iγ j
, (13.116)

respectively. Note that r ji = −ri j holds for both mode types.
The presence of a 2D film at the interface modifies the amplitude reflection coeffi-

cients.We treat the 2Dfilm at the interface as external to our systemwhichmeans that
fields will induce external surface- charge and current-densities at the interface. Two
of the boundary conditions are enough to determine themodified Fresnel coefficients.
The other two are redundant. We choose the following two (see Sect. 2.5):

(E2 − E1) × n = 0,(
H̃2 − H̃1

)
× n = − 4π

c Kext = − 4π
c σ̃n × (E × n) ,

(13.117)

2Note that we here have been a little more careful and distinguished between transverse and lon-
gitudinal polarizabilities. They become equal in the limit of zero k, which is the limit taken when
spatial dispersion is neglected. However, like in the present case, when spatial dispersion is included
the difference could have a minor effect on the results.
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where σ̃ is the conductivity of the 2D sheet. The modified amplitude reflection
coefficient for a TM mode is [10]

rTMi j = ε̃ jγi − ε̃iγ j + 2γiγ j α̃‖
ε̃ jγi + ε̃iγ j + 2γiγ j α̃‖

, (13.118)

where the polarizability of the 2D sheet is obtained from the dynamical conductivity
according to (2.140). For TM modes the tangential component of the electric field,
whichwill induce the external current, is parallel tok, so the longitudinal 2Ddielectric
function of the film enters. The bound charges in the 2D sheet also contribute to the
dynamical conductivity and the polarizability.

The modified amplitude reflection coefficient for a TE mode is [10]

rTEi j = μ̃ jγi − μ̃ jγ j + 2(ω/ck)2α̃⊥
μ̃ jγi + μ̃ jγ j − 2(ω/ck)2α̃⊥

, (13.119)

where the polarizability of the 2D sheet is obtained from the dynamical conductivity
according to (2.140). For a TE wave the electric field is perpendicular to k, so the
transverse 2D dielectric function of the film enters. The bound charges in the 2D
sheet also contribute to the dynamical conductivity and the polarizability.

These results are very useful. When we have geometrical structures with 2D films
at some of the interfaces we just substitute the new reflection coefficients at the
proper interfaces. Note that the relation ri j = −r ji is no longer valid so one has to be
careful when making the substitutions. One might have used this relation to arrive at
the starting expression. For the three regions system 1|2|3 we find the most general3

mode condition functions as

fk = 1 − e−2γ2kdr21r23;
f TMk (ω) = 1 − e−2γ2kd

[
ε̃1γ2−ε̃2γ1+2γ1γ2α̃L‖
ε̃1γ2+ε̃2γ1+2γ1γ2α̃L‖

] [
ε̃3γ2−ε̃2γ3+2γ2γ3α̃R‖
ε̃3γ2+ε̃2γ3+2γ2γ3α̃R‖

]
;

f TEk (ω) = 1 − e−2γ2kd
[

μ̃1γ2−μ̃2γ1+2(ω/ck)2α̃L⊥
μ̃1γ2+μ̃2γ1−2(ω/ck)2α̃L⊥

] [
μ̃3γ2−μ̃2γ3+2(ω/ck)2α̃R⊥
μ̃3γ2+μ̃2γ3−2(ω/ck)2α̃R⊥

]
,

(13.120)

where we assumed that there are 2D sheets at both interfaces. These sheets may be
different so we have put the superscripts L and R on the polarizability of the left and
right sheet, respectively.

It is straight forward to find the results for two freestanding 2D sheets from our
geometry by letting all three media be vacuum. Then the mode condition functions
in (13.120) reduce to

f TMk (ω) = 1 − e−2γ (0)kd
[

γ (0)α̃1‖ (k,ω)

1+γ (0)α̃1‖ (k,ω)

] [
γ (0)α̃2‖ (k,ω)

1+γ (0)α̃2‖ (k,ω)

]
;

f TEk (ω) = 1 − e−2γ (0)kd
[

(ω/ck)2α̃1⊥(k,ω)

γ (0)−(ω/ck)2α̃1⊥(k,ω)

][
(ω/ck)2α̃2⊥(k,ω)

γ (0)−(ω/ck)2α̃2⊥(k,ω)

]
.

(13.121)

3Note that we have not excluded possible magnetic effects, i.e., we have allowed μ̃ to be different
from unity.
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These mode condition functions agree with what we found in (13.44) and (13.47),
respectively.

Next we treat the geometry of a 2D film parallel to a wall.

13.11.2 A 2D Film Next to a Wall

Also here we will use two alternative derivations to find the normal modes. In
one approach the modes are generated from coupled induced sources; in the other
approach we solveMaxwell’s equations in the three regions separated by the film and
the wall surface and use the standard boundary conditions at the boundaries defined
by these interfaces. We begin with the method involving coupled sources.

13.11.2.1 Coupled Induced Sources

When a 2D film is placed next to a wall there will be induced current densities at the
interface. The effect of these densities can be obtained in a much simpler way using
mirror images. How these mirror images look like was derived in Sect. 2.7.2 for a
more complex system where the 2D film is embedded in a medium. For our system
the mirror-image current-densities are

K‖′ (k, ω) = γs−ε̃s (ω)γ (0)

γs+ε̃s (ω)γ (0) K‖ (k, ω) ;
K⊥′ (k, ω) = μ̃s (ω)γ (0)−γs

μ̃s (ω)γ (0)+γs
K⊥ (k, ω) ,

(13.122)

when K‖ (k, ω) and K⊥ (k, ω) are the actual longitudinal and transverse, respectively,
current densities in the 2D film. These mirror images are at a distance d from the
wall surface and inside the wall. We have suppressed the argument (k, ω) in all γ -
functions. The coupled longitudinal current densities give rise to TM modes and the
transverse to TE modes.

We start with the TM modes. The resulting longitudinal electric fields from a
longitudinal current density was derived in (2.120) and (2.121). The field in the 2D
film is

E‖ (k, ω) = −i2π (k/ω) γ (0) (k, ω)
[
K‖ (k, ω) + e−2γ (0)kd K‖′ (k, ω)

]
. (13.123)

We close the loop by noting that the current density in the 2D film is the conductivity
times the electric field. Thus,

K‖ (k, ω) = σ̃‖ (k, ω) E‖ (k, ω)

= − 2π i σ̃‖ (k, ω) (k/ω)︸ ︷︷ ︸
α̃‖(k,ω)

γ (0)
[
K‖ (k, ω) + e−2γ (0)kd K‖′ (k, ω)

]

= −α̃‖ (k, ω) γ (0)
[
1 + e−2γ (0)kd γs−ε̃s (ω)γ (0)

γs+ε̃s (ω)γ (0)

]
K‖ (k, ω) ,

(13.124)
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where we have used (13.122) in the last step to eliminate the mirror density. We may
now use the first and last parts of this equation to find

{
1 + α̃‖ (k, ω) γ (0)

[
1 + e−2γ (0)kd γs−ε̃s (ω)γ (0)

γs+ε̃s (ω)γ (0)

]}
K‖ (k, ω) = 0. (13.125)

This equation has the trivial solution that the current density is zero. There are non-
trivial solutions, the normal modes, if what is inside the curly brackets is zero. This
leads to the mode condition function for TM modes,

f TMk (ω) = 1 − e−2γ (0)kd
[

γ (0)α̃‖(k,ω)

1+γ (0)α̃‖(k,ω)

] [
ε̃s (ω)γ (0)−γs
ε̃s (ω)γ (0)+γs

]
, (13.126)

where we have chosen as reference system the system when the 2D film is at infinite
distance from the wall. This is in agreement with (13.56).

Now, we proceed with the TE modes. The resulting transverse electric fields from
a transverse current density was derived in (2.120) and (2.121). The field in the 2D
film is

E⊥ (k, ω) = iω

c2
2π

kγ (0)

[
K⊥ (k, ω) + e−2γ (0)kd K⊥′ (k, ω)

]
. (13.127)

We close the loop by noting that the current density in the 2D film is the conductivity
times the electric field. Thus,

K⊥ (k, ω) = σ̃⊥ (k, ω) E⊥ (k, ω)

= ω2

γ (0)(ck)2
2π i σ̃⊥ (k, ω) (k/ω)︸ ︷︷ ︸

α̃⊥(k,ω)

[
K⊥ (k, ω) + e−2γ (0)kd K⊥′ (k, ω)

]

= α̃⊥ (k, ω)
(ω/ck)2

γ (0)

[
1 + e−2γ (0)kd μ̃s (ω)γ (0)−γs

μ̃s (ω)γ (0)+γs

]
K⊥ (k, ω) ,

(13.128)

where we have used (13.122) in the last step to eliminate the mirror density. We may
now use the first and last parts of this equation to find

{
1 − α̃⊥ (k, ω)

(ω/ck)2

γ (0)

[
1 + e−2γ (0)kd μ̃s (ω)γ (0)−γs

μ̃s (ω)γ (0)+γs

]}
K⊥ (k, ω) = 0. (13.129)

This has the trivial solution that the current density is zero. There are non-trivial
solutions, the normal modes, if what is inside the curly brackets is zero. This leads
to the mode condition function for TE modes,

f TEk (ω) = 1 − e−2γ (0)kd (ω/ck)2α̃⊥ (k, ω)

γ (0) − (ω/ck)2α̃⊥ (k, ω)

μ̃s (ω) γ (0) − γs

μ̃s (ω) γ (0) + γs
, (13.130)

where we have chosen as reference system the system when the 2D film is at infinite
distance from the wall. This is in agreement with (13.57) in absence of magnetic
effects.
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13.11.2.2 Maxwell’s Equations and Boundary Conditions

We obtain a freestanding 2D film next to a wall from our geometry in Sect. 13.11.1.2
by letting media 1 and 2 be vacuum, medium 3 be the wall and let α̃R = 0. Then the
mode condition functions in (13.120) reduce to

f TMk (ω) = 1 − e−2γ (0)kd
[

γ (0)α̃‖(k,ω)

1+γ (0)α̃‖(k,ω)

] [
ε̃s (ω)γ (0)−γs
ε̃s (ω)γ (0)+γs

]
;

f TEk (ω) = 1 − e−2γ (0)kd
[

(ω/ck)2α̃⊥(k,ω)

γ (0)−(ω/ck)2α̃⊥(k,ω)

]
μ̃s (ω)γ (0)−γs
μ̃s (ω)γ (0)+γs

.
(13.131)

If retardation effects are neglected there are no TE modes and the mode condition
function for TM modes is reduced further to

f TMk (ω) = 1 − e−2kd

[
α̃‖ (k, ω)

1 + α̃‖ (k, ω)

] [
ε̃s (ω) − 1

ε̃s (ω) + 1

]
, (13.132)

which is fully in line with what we obtained starting from the non-retarded theory.
Our last geometry is that of two half spaces and this is what we treat next.

13.11.3 Two Half Spaces

We have already in Sect. 5.4 derived the modes by solving the MEs and using the
boundary conditions at the interfaces. We will here use another approach based on
coupled induced sources. We use the notation in Fig. 5.14. In Sect. 2.7.2 we derived
the mirror current densities caused by current densities in a 2D film embedded in
a medium next to a wall. The results were given in (2.124) and (2.127). Here the
sources are not coming from a 2D film. They are from self-induced mirror densities
in the two half spaces. We should keep in mind that the actual current densities are
at the interfaces and not inside the half spaces. One way to proceed would be to start
from an image inside 1 at the distance d from the surface. It would produce an image
in 3, now at the distance 2d from the surface; its image in 1 would be at the distance
3d from the surface and so on.

We will do it in an alternative way. In each step we will replace the mirror image
with an effective image at the surface. Let us start with the longitudinal currents and
begin with a mirror-image current-density in 3, K‖,3′ (k, ω), the distance d from the
surface. Remember that this has the effect on 1 as if this current density were at
the position 2d from 1 and embedded in the medium 2. The same effect would the
current density e−γ2kd K‖,3′ (k, ω) placed at the distance d have. Thus we have from
(2.124)

K‖,1′ (k, ω) = ε̃2γ1 − ε̃1γ2

ε̃2γ1 + ε̃1γ2
K‖,3′ (k, ω) e−γ2kd . (13.133)

In the same way we find
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K‖,3′ (k, ω) = ε̃2γ3 − ε̃3γ2

ε̃2γ3 + ε̃3γ2
K‖,1′ (k, ω) e−γ2kd . (13.134)

Substituting this result in (13.133) we find

K‖,1′ (k, ω) = ε̃2γ1 − ε̃1γ2

ε̃2γ1 + ε̃1γ2

ε̃2γ3 − ε̃3γ2

ε̃2γ3 + ε̃3γ2
K‖,1′ (k, ω) e−2γ2kd , (13.135)

and [
1 − e−2γ2kd

ε̃2γ1 − ε̃1γ2

ε̃2γ1 + ε̃1γ2

ε̃2γ3 − ε̃3γ2

ε̃2γ3 + ε̃3γ2

]
K‖,1′ (k, ω) = 0. (13.136)

A non-trivial solution demands that

1 − e−2γ2kd
ε̃2γ1 − ε̃1γ2

ε̃2γ1 + ε̃1γ2

ε̃2γ3 − ε̃3γ2

ε̃2γ3 + ε̃3γ2
= 0, (13.137)

which is the mode condition for TM modes. Thus, the mode condition function is

f TMk (ω) = 1 − e−2γ2(k,ω)kd ε̃2(ω)γ1(k,ω)−ε̃1(ω)γ2(k,ω)

ε̃2(ω)γ1(k,ω)+ε̃1(ω)γ2(k,ω)

ε̃2(ω)γ3(k,ω)−ε̃3(ω)γ2(k,ω)

ε̃2(ω)γ3(k,ω)+ε̃3(ω)γ2(k,ω)
. (13.138)

Proceeding in an analogous way with the transverse current densities we find

f TEk (ω) = 1 − e−2γ2(k,ω)kd μ̃2(ω)γ1(k,ω)−μ̃1(ω)γ2(k,ω)

μ̃2(ω)γ1(k,ω)+μ̃1(ω)γ2(k,ω)

μ̃2(ω)γ3(k,ω)−μ̃3(ω)γ2(k,ω)

μ̃2(ω)γ3(k,ω)+μ̃3(ω)γ2(k,ω)
.

(13.139)
Now, we are done with the alternative derivations of the normal modes in some

planar structures. Next, we derive a bonus result fromour results for planar structures,
viz., the Casimir interaction between two polarizable atoms.

13.12 Casimir Interaction Between Two Atoms from
Summation of Pair Interactions

We derived the Casimir interaction between two atoms in (12.34). Rather elaborate
derivations were needed to arrive at the result. We can find this result via a short-cut,
viz. by using the result from the summation over pair interactions in Sect. 6.1. The
general procedure is the following: choose a geometry with two objects of different
material; calculate the result using the summation over pair interactions; calculate
the result using the full formalism and take the diluted limit; compare the two results
and identify parameters.

We could have chosen to apply this procedure on two half spaces each of one
atomic species. However, in order to make the derivation simpler we choose to apply
it to the atom-wall geometry. We make the ansatz that the interaction between the
atoms is given by the potential V = −Br−7 and we intend to identify the coefficient
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B. The result from summation over pair interactions (6.4) with this ansatz is

E (d) = − Bn2π

10d4
. (13.140)

We have assumed that the atom is in vacuum. In the full formalism there are two
mode types, TE and TM. The total interaction energy was given in (13.66) and with
proper notation we have

E (d) = 2π�
∫

d2k
(2π)2

k
∞∫
0

dξ
2π αat

1 (iξ) e−2γ (0)(iξ)kd

×
{

(ξ/ck)2

γ (0)(iξ)

γ (0)(iξ)−γs (iξ)

γ (0)(iξ)+γs (iξ)
+ [2+(ξ/ck)2]

γ (0)(iξ)

γs (iξ)−ε̃s (iξ)γ (0)(iξ)

γs (iξ)+ε̃s (iξ)γ (0)(iξ)

}
.

(13.141)

Now, we expand the result in n2 and keep only the lowest order term. We find

E (d) = −2π�
∫

d2k
(2π)2

k
∞∫
0

dξ
2π αat

1 (iξ) e−2γ (0)(iξ)kd 2πn2αat
2 (iξ)[2+2(ξ/ck)2+(ξ/ck)4]
γ (0)(iξ)[1+(ξ/ck)2] .

(13.142)
Next we make the substitutions k → kd and ξ → ξd and obtain

E (d) = −2π�
1
d4

∫
d2k

(2π)2
k

∞∫
0

dξ
2π αat

1 (iξ/d) e−2γ (0)(iξ)k 2πn2α
at
2 (iξ/d)[2+2(ξ/ck)2+(ξ/ck)4]

γ (0)(iξ)[1+(ξ/ck)2] .

(13.143)
We are interested in the large d limit,

E (d) = −�
n2αat

1 (0) αat
2 (0)

d4

∞∫

0

dkk2
∞∫

0

dξe−2γ (0)(iξ)k

[
2 + 2(ξ/ck)2 + (ξ/ck)4

]
[
1 + (ξ/ck)2

]3/2 .

(13.144)
Now we make a new substitution ξ → ξck and find

E (d) = −�
n2αat

1 (0)αat
2 (0)

d4

∞∫
0
dkk2ck

∞∫
0
dξe−2

√
1+ξ 2k [2+2(ξ)2+(ξ)4]

[1+(ξ)2]3/2

= −�c n2αat
1 (0)αat

2 (0)
d4

∞∫
0
dξ 6(

2
√

1+ξ 2
)4 [

2+2(ξ)2+(ξ)4]
[1+(ξ)2]3/2

= −�c n2αat
1 (0)αat

2 (0)3
d48

∞∫

0

dξ

[
2 + 2(ξ)2 + (ξ)4

]
[
1 + (ξ)2

]7/2
︸ ︷︷ ︸

23/15

= −�c n2αat
1 (0)αat

2 (0)23
d440 ,

(13.145)
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where we first performed the integration with respect to k and then with respect to
ξ . Now it remains to equate this result with (13.140),

Bn2π

10d4
= �c

n2αat
1 (0) αat

2 (0) 23

d440
, (13.146)

and we find the correct result for B:

B = 23�cαat
1 (0) αat

2 (0)

4π
. (13.147)

The procedure we have just gone through is a short-cut for finding the Casimir
interaction between two atoms. It furthermore acts as a test of the consistency of our
formalism.

13.13 Spatial Dispersion

In Sect. 9.13 we discussed spatial dispersion in the non-retarded formalism. In order
to avoid too much overlapping material we have here refrained from repeating the
introductory part and the description of the formalism. We refer the reader to that
section. Both here and in Sect. 9.13 we follow rather closely the formalism that we
developed in [15]. Effects of spatial dispersion mean effects from the momentum
dependence of the dielectric functions and magnetic permeabilities of the media.
When an electromagnetic wave impinges on an interface between two media and
results in a refracted and a reflected wave the frequency is conserved but not the
momentum. The Fresnel coefficients are no longer valid. Thismay look like an unsur-
mountable problem to solve. However, it can be solved with the proper assumptions
but things become more complicated.

The main reason for including spatial dispersion in this book is to show how it
affects the Casimir force between real metal plates. There are two quite different
predictions in the literature regarding the room-temperature Casimir-force for large
separations. In one version [16] the result is equal to the ideal-metal result; in the
other version [3, 17–22] the result is one half of that result. The reason is that in the
last version the TEmode does not contribute in this particular limit. The result is very
sensitive to the behavior of the transverse dielectric function in the zero-frequency
limit [2]; thus, the matching conditions of the fields in the low frequency limit are
crucial and this is one of the regions where spatial dispersion can have important
effects. We will follow rather closely the presentation of our formalism for spatial
dispersion given in [15].
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Let us study the interface between two materials 1 and 2; medium 1 to the left and
2 to the right, see Fig. 9.16a. We use, consistently, the idealization that the interface
is perfectly sharp; the dielectric function on each side is represented by the bulk
function all the way up to the interface; all potentials on either side of the interface
are screened by the corresponding dielectric function. This means that the charge-
and current-densities that produce the self-sustained fields, the key element of an
electromagnetic normal mode, are two-dimensional charge- and current-densities at
the plane of the interface. The charge- and current-densities can then be divided into
two classes: the strict two-dimensional charge- and current-densities located at the
interface, ρ and J, respectively; the induced charge- and current-densities in the bulk
of the materials on either side of the interface. Each of these separately obeys the
equation of continuity. We let the xy-plane coincide with the interface and let the
z-direction point to the right. To get the fields in material 1, i.e., to the left of the
interface we assume that these are generated by charge- and current-densities at the
position of the interface, and as if the whole space were filled with medium 1, see
Fig. 9.16b. To get the fields in material 2, i.e., to the right of the interface we again
assume that these are generated by charge- and current-densities at the position of the
interface, and as if the whole space were filled with medium 2, see Fig. 9.16c. These
two sets of charge- and current-densities need not be the same. This is in analogy
with the mirror-charge formalism. The equation of continuity demands the presence
of accompanying surface-current-densities.

The modes at an interface are characterized by the 2D (two-dimensional) wave
vector, k, in the plane of the interface. We neglect any effects from imperfections of
the interface. This means that the in-plane momentum is conserved. Thus k is a good
quantum number for themodes. For isotropicmaterials there is no preferred direction
in the xy-plane. We arbitrarily choose the propagation of the mode to be in the x-
direction. We let a general wave vector be denoted by q, and k is then the in-plane
component, i.e., q = k + qz ẑ = kx̂ + qz ẑ. In analogy a general position vector is
denoted byR, and r is then the in-plane component, i.e.,R = r+ zẑ = x x̂+ y ŷ+ zẑ.
For functions of the spatial coordinates and time the function arguments can be
written in the equivalent forms (R, t) = (r, z; t) = (x, y, z; t) and for the Fourier
transformed versions they may be written as (q, ω) = (k, qz;ω). In our treatment of
the interfaces the charge- and current-densities are strictly 2Dandwith our orientation
of the coordinate system the Fourier transformed functions are

ρ (q, ω) = ρs (k,−;ω) = ρs (k, ω) , (13.148)

and
J (q, ω) = JL (q, ω) + JT (q, ω) = K (k,−;ω)

= K (k, ω) = K‖ (k, ω) + K⊥ (k, ω) ,
(13.149)
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respectively. The subscripts L and T denote longitudinal and transverse, i.e. parallel
and perpendicular to q, respectively. The subscripts ‖ and ⊥ denote in plane vectors,
parallel and perpendicular to k, respectively.

In Coulomb gauge the surface charge- and current-densities give rise to the fol-
lowing potentials [2]:

Φ(i) (q, ω) = 4πρ(i)(q,ω)

ε
(i)
L (q,ω)q2

= 4πρ
(i)
s (k,ω)

ε
(i)
L (q,ω)q2

;
A(i) (q, ω) = 4πμ̃

(i)
T (q,ω)J(i)

T (q,ω)

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

=
4πμ̃

(i)
T (q,ω)

⎡
⎢⎢⎢⎣K‖(k,ω)+K⊥(k,ω)−

kK‖(k,ω)︷ ︸︸ ︷
q · K‖ (k, ω) q

q2
−

0︷ ︸︸ ︷
q · K⊥ (k, ω) q

q2

⎤
⎥⎥⎥⎦

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

= 4πμ̃
(i)
T (q,ω)

[
x̂ K‖(k,ω)+ŷK⊥(k,ω)−x̂ k2

q2
K‖(k,ω)−ẑ kqz

q2
K‖(k,ω)

]

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

=
4πμ̃

(i)
T (q,ω)

[
x̂
q2z
q2

K‖(k,ω)+ŷK⊥(k,ω)−ẑ kqz
q2

K‖(k,ω)

]

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2] ,

(13.150)

where the index i = 1, 2 specifies themedium. In Coulomb gauge the vector potential,
A, is transverse and depends only on the transverse part of the current density. Note
that the transverse part of the current is orthogonal to q and not necessarily to k.

Let us, in what follows, drop the superscript representing the medium, on the
potentials and fields. The result is valid on each side of the interface, we just add
the proper superscript at the end. The potentials depend on both the surface charge
density and surface current density. These are not entirely independent. They are
coupled via the equation of continuity. Let us express the potentials in the surface
current densities only. We have the equation of continuity on Fourier transformed
form,

ωρ (q, ω) − q · J (q, ω) = 0, (13.151)

and

ωρs (k, ω) −
⎡
⎢⎣k · K (k, ω)︸ ︷︷ ︸

kK‖(k,ω)

+ qz Jz (q, ω)︸ ︷︷ ︸
0

⎤
⎥⎦ = 0, (13.152)
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or

ρs (k, ω) = k

ω
K‖ (k, ω) . (13.153)

We are interested in the electric and magnetic fields associated with the charge-
and current-densities. The electric field is

E = −∇Φ − 1

c

∂

∂t
A, (13.154)

and its Fourier transform is

E (k, qz;ω) = −iqΦ (k, qz;ω) − (−iω
c

)
A (k, qz;ω)

= −i
(
kx̂ + qz ẑ

) 4πkK‖(k,ω)

ε
(i)
L (q,ω)ωq2

+ iω
c

4πμ̃
(i)
T (q,ω)

[
x̂
q2z
q2

K‖(k,ω)+ŷK⊥(k,ω)−ẑ kqz
q2

K‖(k,ω)

]

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

= −ix̂4πK‖ (k, ω)

⎡
⎣ k2

ε
(i)
L (q,ω)ωq2

− ω
c2

q2
z

q2
μ̃

(i)
T (q,ω)[

q2−
(
ñ(i)
T (q,ω)ω/c

)2]

⎤
⎦

−iẑ4πK‖ (k, ω)
kqz

ε
(i)
L (q,ω)ωq2

+ i ŷ4πK⊥ (k, ω) ωk
c2

qz μ̃
(i)
T (q,ω)

q2

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2] .

(13.155)

Similarly, the magnetic induction is

B = ∇ × A, (13.156)

and its Fourier transform is

B (k, qz;ω) = iq × A (k, qz;ω)

= i
(
kx̂ + qz ẑ

) × 4πμ̃
(i)
T (q,ω)[x̂ K‖(k,ω)+ŷK⊥(k,ω)]
c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

= i 4πμ̃
(i)
T (q,ω)

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]
(
kx̂ + qz ẑ

) × [
x̂ K‖ (k, ω) + ŷK⊥ (k, ω)

]

= i 4πμ̃
(i)
T (q,ω)

c

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]
[−qzK⊥ (k, ω) x̂ + qzK‖ (k, ω) ŷ + kK⊥ (k, ω) ẑ

]
.

(13.157)
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To summarize we have the fields

E‖ (k, qz;ω) = −i4πK‖ (k, ω) k2

ω

[
1

ε̃L (q,ω)q2

− ω2

(ck)2
μ̃T (q,ω)[

q2−(ñT (q,ω)ω/c)2
] + ω2

c2
μ̃T (q,ω)

q2
[
q2−(ñT (q,ω)ω/c)2

]
]

,

D̃‖ (k, qz;ω) = −i4πK‖ (k, ω) k2

ω

[
1
q2

− ω2

(ck)2
ε̃T (q,ω)μ̃T (q,ω)[

q2−(ñT (q,ω)ω/c)2
] + ω2

c2
ε̃T (q,ω)μ̃T (q,ω)

q2
[
q2−(ñT (q,ω)ω/c)2

]
]

,

E⊥ (k, qz;ω) = i4πK⊥ (k, ω) ω
c2

μ̃T (q,ω)[
q2−(ñT (q,ω)ω/c)2

] ,

D̃⊥ (k, qz;ω) = i4πK⊥ (k, ω) ω
c2

ε̃T (q,ω)μ̃T (q,ω)[
q2−(ñT (q,ω)ω/c)2

] ,

En (k, qz;ω) = −i4πK‖ (k, ω)
kqz

ε̃L (q,ω)ωq2 ,

D̃n (k, qz;ω) = −i4πK‖ (k, ω)
kqz
ωq2 ,

B‖ (k, qz;ω) = −i 4πK⊥(k,ω)

c
qz μ̃T (q,ω)[

q2−(ñT (q,ω)ω/c)2
] ,

H̃‖ (k, qz;ω) = −i 4πK⊥(k,ω)

c
qz[

q2−(ñT (q,ω)ω/c)2
] ,

B⊥ (k, qz;ω) = i 4πK‖(k,ω)

c
qz μ̃T (q,ω)[

q2−(ñT (q,ω)ω/c)2
] ,

H̃⊥ (k, qz;ω) = i 4πK‖(k,ω)

c
qz[

q2−(ñT (q,ω)ω/c)2
] ,

Bn (k, qz;ω) = i 4πkK⊥(k,ω)

c
μ̃T (q,ω)[

q2−(ñT (q,ω)ω/c)2
] ,

H̃n (k, qz;ω) = i 4πkK⊥(k,ω)

c
1[

q2−(ñT (q,ω)ω/c)2
] .

(13.158)

Many functions will appear repeatedly when we apply the boundary conditions
and we give them names to make the expressions simpler. We need the following
functions:

g(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

1
q2ε

(i)
L (q,ω)

;

g(i)
b (k, ω) = 2γ (0)k

∞∫
−∞

dqz
2π

μ̃
(i)
T (q,ω)[

q2−
(
ñ(i)
T (q,ω)ω/c

)2] ;

g(i)
c (k, ω) = 2(ω/c)2kγ (0)

1−γ (0)

∞∫
−∞

dqz
2π

μ̃
(i)
T (q,ω)

q2

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2] ;
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d (k, ω) = −2i

∞∫
−∞

dqz
2π

qzeiqz0
+

[
q2−

(
ñ(i)
T (q,ω)ω/c
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h(i)
a (k, ω) = 2k

∞∫
−∞

dqz
2π

μ̃
(i)
T (q,ω)

q2 ;

h(i)
d (k, ω) = −2i

∞∫
−∞

dqz
2π

μ̃
(i)
T (q,ω)qzeiqz0

+
[
q2−

(
ñ(i)
T (q,ω)ω/c

)2] ,

(13.159)
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where

γ (0) = γ (0) (k, ω) =
√
1 − (ω/ck)2. (13.160)

The prefactors have been chosen such that all g- and h-functions are unity in vacuum:

g0a (k, ω) = 2k
∞∫

−∞
dqz
2π

1
q2 = 1;

g0b (k, ω) = 2γ (0)k
∞∫

−∞
dqz
2π

1
[q2−(ω/c)2] = 1;

g0c (k, ω) = 2(ω/c)2kγ (0)

1−γ (0)

∞∫
−∞

dqz
2π

1
q2[q2−(ω/c)2] = 1;

g0d (k, ω) = −2i
∞∫

−∞
dqz
2π

qzeiqz0
+

[q2−(ω/c)2] = 1;

h0a (k, ω) = 2k
∞∫

−∞
dqz
2π

1
q2 = 1;

h0d (k, ω) = −2i
∞∫

−∞
dqz
2π

qzeiqz0
+

[q2−(ω/c)2] = 1.

(13.161)

These results are easily found from the standard integrals:

∞∫
−∞

dr
2π e

irs 1
r2+a2 = 1

2a e
−a|s|;

∞∫
−∞

dr
2π e

irs r
r2+a2 = i

2 sign (s) e−a|s|.
(13.162)

We also need the g- and h-functions with neglect of spatial dispersion. If we
neglect spatial dispersion, indicated by an extra subscript 1, we have

g(i)
a,1 (k, ω) = 2k

∞∫
−∞

dqz
2π

1
q2 ε̃(i)(ω)

= 1
ε̃(i)(ω)

;

g(i)
b,1 (k, ω) = 2γ (0)k

∞∫
−∞

dqz
2π

μ̃(i)(ω)[
q2−(ñ(i)(ω)ω/c)

2
] = γ (0)μ̃(i)(ω)

γi
;

g(i)
c,1 (k, ω) = 2(ω/c)2kγ (0)

1−γ (0)

∞∫
−∞

dqz
2π

μ̃(i)(ω)

q2
[
q2−(ñ(i)(ω)ω/c)

2
]= γ (0)(ω/ck)2μ̃(i)(ω)

γi(1−γ (0))(1+γi )
;

g(i)
d,1 (k, ω) = −2i

∞∫
−∞

dqz
2π

qzeiqz0
+

[
q2−(ñ(i)(ω)ω/c)

2
] = 1;

h(i)
a,1 (k, ω) = 2k

∞∫
−∞

dqz
2π

μ̃(i)(ω)

q2 = μ̃(i) (ω) ;

h(i)
d,1 (k, ω) = −2i

∞∫
−∞

dqz
2π

μ̃(i)(ω)qzeiqz0
+

[
q2−(ñ(i)(ω)ω/c)

2
] = μ̃(i) (ω),

(13.163)

where

γi = γi (k, ω) =
√
1 + (

ñ(i) (ω) ω/ck
)2

. (13.164)
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The gd -functions are calculated just to the right of the interface and have all the value
unity. The corresponding value to the left of the interface is minus unity.

We will furthermore need the following combinations of g-functions:

G(i),TM (k, ω) = 1

γ (0)
g(i)
a (k, ω) − (ω/ck)2(

γ (0)
)2 g(i)

b (k, ω) +
(
1 − γ (0)

)
(
γ (0)

)2 g(i)
c (k, ω) ,

(13.165)
and

G(i),TE (k, ω) = g(i)
b (k, ω) . (13.166)

The overall scaling of these functions has been chosen such that the functions are
unity in vacuum, i.e.,

G(0),TM (k, ω) = 1 ; G(0),TE (k, ω) = 1. (13.167)

If we neglect spatial dispersion these functions become

G(i),TM
1 (k, ω) = 1

γ (0) g
(i)
a,1 (k, ω) + (1−γ (0))

(γ (0))
2 g(i)

c,1 (k, ω) − (ω/ck)2

(γ (0))
2 g

(i)
b,1 (k, ω)

= 1
γ (0)

1
ε(i)(ω)

+ (ω/c)2

γ (0)γ (1+γi )
− (ω/ck)2

γ (0)γi
= γi

γ (0)
1

ε(i)(ω)
,

(13.168)

and

G(i),TE
1 (k, ω) = g(i)

b,1 (k, ω) = γ (0)

γi
, (13.169)

respectively. In the first function we have used the fact that the longitudinal and
transverse dielectric functions are equal in the limit of vanishing momentum.

In [15] we used three different model-dielectric-functions. Here we will only
use the RPA functions. The RPA dielectric functions, on the real frequency axis,
expressed in the dimension-less variables Q = q/2kF , K = k/2kF , W = �ω/4EF ,
Wpl = �ωpl/4EF and y = mee2/�

2kF . are

εL ,T (Q,W ) = 1 + αL ,T (Q,W ), (13.170)

where the longitudinal and transverse polarizabilities are [23]

αL(Q,W ) = α0
L(Q,W ) = y

2π
1
Q2

{
1 + Q2−(W−Q2)

2

4Q3 ln
[

Q−(W−Q2)
−Q−(W−Q2)

]

− Q2−(W+Q2)
2

4Q3 ln
[−Q+(W+Q2)

Q+(W+Q2)

]}
,

(13.171)
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and

αT (Q,W ) = α0
T (Q,W ) = y

2π
1
Q2

1
4W 2

×
{

− (
Q4 + Q2 + 3W 2

) +
[
Q2−(W−Q2)

2
]2

4Q3 ln
[

Q−(W−Q2)
−Q−(W−Q2)

]

−
[
Q2−(W+Q2)

2
]2

4Q3 ln
[−Q+(W+Q2)

Q+(W+Q2)

]}
,

(13.172)

respectively. The logarithm in these expressions is taken from the branch for which
|arg[ln(z)]| < π .

These results are in neglect of dissipation. Including dissipation, or damping, in
a simple way leads to the following modifications [24]:

αL(Q,W,Δ) = (W + iΔ)α0
L(Q,W + iΔ)

W + iΔ
[
α0
L(Q,W + iΔ)/α0

L(Q, 0)
] , (13.173)

and [25]

αT (Q,W,Δ) = W + iΔ

W
α0
T (Q,W + iΔ), (13.174)

respectively.
For the force calculations we need the polarizabilities on the imaginary frequency

axis. There, they are

α0
L

′
(Q, Ξ) = α0

L(Q, iΞ) = y
2πQ2

{
1 + (Ξ 2+Q2−Q4)

4Q3 ln

[
(Q+Q2)

2+Ξ 2

(Q−Q2)
2+Ξ 2

]

−Ξ
Q

[
tan−1

(
Q+Q2

Ξ

)
+ tan−1

(
Q−Q2

Ξ

)]}
,

(13.175)

and

α0
T

′
(Q, Ξ) = α0

T (Q, iΞ) = 1
8

y
πQ2Ξ 2

{− (
3Ξ 2 − Q2 − Q4

)

+ (2ΞQ2)
2−(Ξ 2+Q2−Q4)

2

4Q3 ln

[
(Q+Q2)

2+Ξ 2

(Q−Q2)
2+Ξ 2

]

+ 2Ξ(Ξ 2+Q2−Q4)
Q

[
tan−1

(
Q+Q2

Ξ

)
+ tan−1

(
Q−Q2

Ξ

)]}
,

(13.176)

respectively. The inverse tangent functions are taken from the branch where their
absolute values are less than π/2.

Including dissipation we now have

αL
′(Q, Ξ,Δ) = αL(Q, iΞ,Δ) = (Ξ + Δ)α0

L
′
(Q, Ξ + Δ)

Ξ + Δ
[
α0
L

′
(Q, Ξ + Δ)/α0

L
′
(Q, 0)

] ,

(13.177)
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and

αT
′(Q, Ξ,Δ) = αT (Q, iΞ,Δ) = Ξ + Δ

Ξ
α0
T

′
(Q, Ξ + Δ), (13.178)

respectively.
We have now laid out the notation andwill in what follows use this material to find

the electromagnetic normal modes for a single interface and for a gap between two
half spaces. We have twomomentum scales in the present problem; one is defined by
the Fermi-momentum, kF ; one by the surface mode frequency divided by the speed
of light, ωs/c. These scales are quite different and ωs/c � kF . Different effects
are visible on the two scales and one has to view them separately. The first scale is
important if we are interested in the surface energy or the interaction between objects
at small separations, the van-der-Waals force. The second scale is important for the
interaction at larger separations, in the Casimir range. Retardation effects, effects
from the finite speed of light, enter for very small in-plane momenta and should be
viewed on the second scale.

13.13.1 Modes at a Single Interface

We now derive the condition for having a surface-normal-mode from the standard
boundary-conditions for the fields at the interface: the continuity of the in-plane
components of the E- and H̃-fields and the normal components of the D̃- and B-
fields; we only need the first two. These boundary conditions are valid if there are
no external charge- or current-densities at the interface, only induced densities from
the self-sustained fields. We see from (13.158) that E‖, En , and B⊥ all depend on K‖
and will be involved in one of the modes, the TM mode. We also find that E⊥, B‖,
and Bn all depend on K⊥ and will be involved in the other mode, the TE mode.

We begin with the TMmodes and use the boundary condition that E‖ is continues.
We have

E‖ (k, z;ω) = −i4πK‖ (k, ω) k2

ω

∞∫
−∞

dqz
2π eiqz z

[
1

ε
(i)
L (q,ω)q2

−(
ω
ck

)2 μ̃
(i)
T (q,ω)[

q2−
(
ñ(i)
T (q,ω)ω/c

)2] + ω2

c2
μ̃

(i)
T (q,ω)

q2

[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

⎤
⎦ .

(13.179)

Just to the left of the interface the field becomes
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E‖
(
k, 0−;ω

) = −i4πK (1)
‖ (k, ω) k2

ω

∞∫
−∞

dqz
2π

[
1

ε
(1)
L (q,ω)q2

−(
ω
ck

)2 μ̃
(1)
T (q,ω)[

q2−
(
ñ(1)
T (q,ω)ω/c

)2] + ω2

c2
μ̃

(1)
T (q,ω)

q2

[
q2−

(
ñ(1)
T (q,ω)ω/c

)2]

⎤
⎦

= −i4πK (1)
‖ (k, ω) k2

ω

×
[

1
2k g

(1)
a (k, ω) − (

ω
ck

)2 1
2γ (0)k g

(1)
b (k, ω) + ω2

c2
1−γ (0)

2(ω/c)2kγ (0) g
(1)
c (k, ω)

]

= −i4πK (1)
‖ (k, ω)

kγ (0)

2ω

×
[

1
γ (0) g(1)

a (k, ω) − (
ω
ck

)2 1

(γ (0))
2 g

(1)
b (k, ω) + 1−γ (0)

(γ (0))
2 g(1)

c (k, ω)

]

= −i4πK (1)
‖ (k, ω)

kγ (0)

2ω G(1),TM.

(13.180)

In analogy we find for the electric field just to the right of the interface

E‖
(
k, 0+;ω

) = −i4πK (2)
‖ (k, ω)

kγ (0)

2ω
G(2),TM. (13.181)

Now we do the corresponding for the H-fields. We have

H̃⊥ (k, qz;ω) = i
4πK‖ (k, ω)

c

qz[
q2 −

(
ñ(i)
T (q, ω) ω/c

)2] , (13.182)

and

H̃⊥ (k, z;ω) = i
4πK‖ (k, ω)

c

∞∫

−∞

dqz
2π

eiqz z
qz[

q2 −
(
ñ(i)
T (q, ω) ω/c

)2] . (13.183)

Just to the left of the interface the field becomes

H̃⊥
(
k, 0−;ω

) = i
4πK (1)

‖ (k,ω)

c

∞∫
−∞

dqz
2π eiqz0

− qz[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

= i
4πK (1)

‖ (k,ω)

c

(
1

−2i

) (−g(1)
d

)
= 2πK (1)

‖ (k,ω)

c g(1)
d

(13.184)

and just to the right of the interface

H̃⊥
(
k, 0+;ω

) = −2πK (2)
‖ (k, ω)

c
g(2)
d . (13.185)

To make the expressions for the fields more compact we introduce the common
factors A‖ and B‖, not to be confused with the vector potential and magnetic induc-
tion,
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A‖ = 2πK (1)
‖ (k, ω)

c
; B‖ = 2πK (2)

‖ (k, ω)

c
. (13.186)

Then the continuity of the H̃⊥-component gives

g(1)
d (k, ω) A‖ = −g(2)

d (k, ω) B‖ → A‖ + B‖ = 0, (13.187)

since the gd functions are unity. The continuity of the E‖-component gives

− i2A‖c
kγ (0)

2ω
G(1),TM + i2B‖c

kγ (0)

2ω
G(2),TM = 0, (13.188)

or
G(1),TMA‖ − G(2),TMB‖ = 0. (13.189)

Thus, we have obtained the following system of equations

(
1 1

G(1),TM (k, ω) −G(2),TM (k, ω)

)(
A‖
B‖

)
=
(
0
0

)
. (13.190)

This system has the trivial solution that A‖ = B‖ = 0. It has also non-trivial
solutions which are the modes we are looking for. The condition for normal modes
is found as

∣∣∣∣
1 1

G(1),TM (k, ω) −G(2),TM (k, ω)

∣∣∣∣ = 0, (13.191)

or

G(1),TM (k, ω) + G(2),TM (k, ω) = 0. (13.192)

Neglecting spatial dispersion we arrive at

γ (1)ε(2) (ω) + γ (2)ε(1) (ω) = 0, (13.193)

which is the standard condition for having a TMnormalmode in the neglect of spatial
dispersion [2].

The magnetic effects give rise to another type of mode, the TE mode. These
involve surface current densities perpendicular to k. We continue with the TE modes
and use the boundary condition that E⊥ is continues. We have

E⊥ (k, z;ω) = i4πK⊥ (k, ω)
ω

c2

∞∫

−∞

dqz
2π

eiqz z
μ̃

(i)
T (q, ω)[

q2 −
(
ñ(i)
T (q, ω) ω/c

)2] .

(13.194)
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Just to the left of the interface the field becomes

E⊥
(
k, 0−;ω

) = i4πK (1)
⊥ (k, ω) ω

c2

∞∫
−∞

dqz
2π

μ̃
(1)
T (q,ω)[

q2−
(
ñ(1)
T (q,ω)ω/c

)2]

= i4πK (1)
⊥ (k, ω) ω

c2
1

2γ (0)k g
(1)
b (k, ω)

= i4πK (1)
⊥ (k, ω) ω

c2
1

2γ (0)k G
(1),TE (k, ω) .

(13.195)

In analogy we find for the electric field just to the right of the interface

E⊥
(
k, 0+;ω

) = i4πK (2)
⊥ (k, ω)

ω

c2
1

2γ (0)k
G(2),TE (k, ω) . (13.196)

Now we do the corresponding for the H-fields. We have

H̃‖ (k, qz;ω) = −i
4πK⊥ (k, ω)

c

qz[
q2 −

(
ñ(i)
T (q, ω) ω/c

)2] , (13.197)

and

H̃‖ (k, z;ω) = −i
4πK⊥ (k, ω)

c

∞∫

−∞

dqz
2π

eiqz z
qz[

q2 −
(
ñ(i)
T (q, ω) ω/c

)2] . (13.198)

Just to the left of the interface the field becomes

H̃‖
(
k, 0−;ω

) = −i 4πK (1)
⊥ (k,ω)

c

∞∫
−∞

dqz
2π eiqz0

− qz[
q2−

(
ñ(i)
T (q,ω)ω/c

)2]

= −i 4πK (1)
⊥ (k,ω)

c

(
1

−2i

) (−g(1)
d (k, ω)

)
= − 2πK (1)

⊥ (k,ω)

c g(1)
d (k, ω) ,

(13.199)

and just to the right of the interface

H̃‖
(
k, 0+;ω

) = 2πK (2)
⊥ (k, ω)

c
g(2)
d (k, ω) . (13.200)

To make the expressions for the fields more compact we introduce the common
factors A⊥ and B⊥, not to be confused with the vector potential and magnetic induc-
tion,

A⊥ = 2πK (1)
⊥ (k, ω)

c
; B⊥ = 2πK (2)

⊥ (k, ω)

c
. (13.201)
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Then the continuity of the H̃‖-component gives

− g(1)
d (k, ω) A⊥ = g(2)

d (k, ω) B⊥ → A⊥ + B⊥ = 0, (13.202)

since the gd functions are unity. The continuity of the E⊥-component gives

i4πK (1)
⊥ (k, ω)

ω

c2
1

2γ (0)k
G(1),TE (k, ω) − i4πK (2)

⊥ (k, ω)
ω

c2
1

2γ (0)k
G(2),TE (k, ω) = 0,

(13.203)
or

G(1),TE (k, ω) A⊥ − G(2),TE (k, ω) B⊥ = 0. (13.204)

Thus, we have obtained the following system of equations

(
1 1

G(1),TE (k, ω) −G(2),TE (k, ω)

)(
A⊥
B⊥

)
=
(
0
0

)
. (13.205)

This system has the trivial solution that A⊥ = B⊥ = 0. It has also non-trivial
solutions which are the modes we are looking for. The condition for normal modes
is found as ∣∣∣∣

1 1
G(1),TE (k, ω) −G(2),TE (k, ω)

∣∣∣∣ = 0, (13.206)

or
G(1),TE (k, ω) + G(2),TE (k, ω) = 0. (13.207)

Neglecting spatial dispersion we arrive at

γ2μ̃
(1) (ω) + γ1μ̃

(2) (ω) = 0, (13.208)

We have now derived the general conditions for having surface-normal-modes
at an interface between two media with and without spatial dispersion taken into
account.Wewill here study the effect from spatial dispersion on the surface-plasmon-
dispersion, i.e., the over-all effect on the kF scale, and the effect on the surface-
plasmon-polariton-dispersion, i.e., on the ωs/c scale.

13.13.1.1 Retardation Effects at Long Wavelengths

Retardation effectswillmodify the surface plasmondispersion at the longwavelength
range. The modes are given as solutions to the equation

G(1),TM (k, ω) + 1 = 0, (13.209)

or expressed in modified g-functions, the “tilde-functions”, as
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Fig. 13.12 The surface-plasmon dispersion-curve for gold, solid curve, in the range where retarda-
tion effects are visible. The dashed curve is the universal result when spatial dispersion is neglected.
The retardation effects push the surface-plasmon dispersion-curves downbelow the dispersion curve
for light in vacuum, dotted straight line

1

γ (0)
g̃(1)
a (k, ω) − (ω/ck)2

γ (0)
g̃(1)
b (k, ω) +

(
1 − γ (0)

)
(
γ (0)

)2 g̃(1)
c (k, ω) + 2 = 0. (13.210)

Remember that the tilde over a g-function means the g-function calculated inside
the medium minus the corresponding function calculated in vacuum. In Fig. 13.12
we show the results in the range where the retardation effects are important. We find
that spatial dispersion has very small effect on the results here. The figure gives the
result for gold, solid curve, in comparison with the result without spatial dispersion,
dashed curve.

Next we study the modes and possible effects of spatial dispersion for the geom-
etry of two half spaces.

13.13.2 Modes Associated with a Gap Between Two Half
Spaces

Here, we can imagine that we have taken the geometry of a single interface and
separated the two half spaces so that a gap of width d has opened up, see Fig. 9.18a.
We have two interfaces; the left interface separates the left half space, of medium 1,
from the gap which is assumed to be vacuum; the right interface separates the right
half space, of medium 2, from the gap. The fields in the left half space are generated
by surface current densities at the left interface; the fields in the right half space
are generated by surface current densities at the right interface; the fields in the gap
are generated by surface current densities at both interfaces. In this geometry there
will be TM and TE modes even in neglect of magnetic effects. We proceed in the
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same way as we did for a single interface and express the sources in terms of the
two types of surface current density, one parallel to k, producing TM modes, and
one perpendicular to k, producing TE modes. This is a little bit different from the
treatment in [15] where we derived the TM modes from surface charge densities.

We need to define four additional factors,

C‖ = 2πK (0,left)
‖ (k,ω)

c ; D‖ = 2πK (0,right)
‖ (k,ω)

c ,

C⊥ = 2πK (0,left)
⊥ (k,ω)

c ; D⊥ = 2πK (0,right)
⊥ (k,ω)

c .
(13.211)

We begin with the TM modes and use the continuity of E‖ and H̃⊥ across the
two interfaces. The E‖ component at the distance z from the source was given in
(13.179). We may reuse part of the results from the single interface study. Just to the
left of the left interface we have

E‖
(
k, 0−;ω

) = −i4πK (1)
‖ (k, ω)

kγ (0)

2ω
G(1),TM = −i2c

kγ (0)

2ω
G(1),TMA‖.

(13.212)
The field just to the right of the left interface has two terms; the first coming from
the current density at the left interface; the second coming from the current density
at the right interface. The first contribution we can write down directly. It is

E‖
(
k, 0+;ω

)
1 = −i2πK (0,left)

‖ (k, ω)
kγ (0)

ω
G(0),TM =

= −i2πK (0,left)
‖ (k, ω)

kγ (0)

ω
= −ic kγ (0)

ω
C‖.

(13.213)

The second is

E‖(k,−d;ω)2 = −i4πK (0,right)
‖ (k, ω) k2

ω

∞∫
−∞

dqz
2π e−iqzd

×
[

1
q2 − (

ω
ck

)2 1
[q2−(ω/c)2] + ω2

c2
1

q2[q2−(ω/c)2]

]

= −i4πK (0,right)
‖ (k, ω) k2

ω

∞∫
−∞

dqz
2π e−iqzd 1−( ω

ck )
2

[q2−(ω/c)2]

= −i4πK (0,right)
‖ (k, ω) k2

ω

(
γ (0)

)2 ∞∫
−∞

dqz
2π e−iqzd 1

[q2−(ω/c)2]

= −i8πK (0,right)
‖ (k, ω) k2

ω

(
γ (0)

)2
∞∫

0

dqz
2π

cos (qzd)[
(qz)

2 + (
kγ (0)

)2]
︸ ︷︷ ︸

e−kγ (0)d

4kγ (0)

= −i2πK (0,right)
‖ (k, ω)

kγ (0)

ω
e−kγ (0)d = −ic kγ (0)

ω
e−kγ (0)d D‖.

(13.214)

The E‖ component is continuous across the left interface if

G(1),TMA‖ − C‖ − e−kγ (0)d D‖ = 0. (13.215)
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In analogy we find that the E‖ component is continuous across the right interface if

G(2),TMB‖ − e−kγ (0)dC‖ − D‖ = 0. (13.216)

Next we continue with the H̃⊥ component. The H̃⊥ component at the distance z
from the source was given in (13.183). We may again reuse part of the results from
the single interface study. Just to the left of the left interface we have

H̃⊥
(
k, 0−;ω

) = 2π

c
K (1)

‖ (k, ω) g(1)
d = 2π

c
K (1)

‖ (k, ω) = A‖. (13.217)

The field just to the right of the left interface has two terms; the first coming from
the current density at the left interface; the second coming from the current density
at the right interface. The first contribution we can write down directly. It is

H̃⊥
(
k, 0+;ω

)
1 = −2π

c
K (0,left)

‖ (k, ω) g(0)
d = −2π

c
K (0,left)

‖ (k, ω) = −C‖.
(13.218)

The second is

H̃⊥(k,−d;ω)2 = i
4πK (0,right)

‖ (k,ω)

c

∞∫
−∞

dqz
2π e−iqzd qz

[q2−(ω/c)2]

= i
4πK (0,right)

‖ (k,ω)

c

∞∫

−∞

dqz
2π

e−iqzd
qz[

(qz)
2 + (

kγ (0)
)2]

︸ ︷︷ ︸
− i

2 e
−kγ (0)d

= 2π
c e

−kγ (0)d K (0,right)
‖ (k, ω) = e−kγ (0)d D‖.

(13.219)

The H̃⊥ component is continuous across the left interface if

A‖ + C‖ − e−kγ (0)d D‖ = 0. (13.220)

In analogy we find that the H̃⊥ component is continuous across the right interface if

B‖ − e−kγ (0)dC‖ + D‖ = 0. (13.221)

Thus we have found that the following system of equations should be fulfilled for to
have TM modes:

G(1),TMA‖ − C‖ − e−kγ (0)d D‖ = 0
G(2),TMB‖ − e−kγ (0)dC‖ − D‖ = 0
A‖ + C‖ − e−kγ (0)d D‖ = 0
B‖ − e−kγ (0)dC‖ + D‖ = 0.

(13.222)
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We eliminate A‖ and B‖ in favor of C‖ and D‖ and find

− [
G(1),TM + 1

]
C‖ + [

G(1),TM − 1
]
e−kγ (0)d D‖ = 0,[

G(2),TM − 1
]
e−kγ (0)dC‖ − [

G(2),TM + 1
]
D‖ = 0,

(13.223)

or on matrix form

( − [
G(1),TM + 1

] [
G(1),TM − 1

]
e−kγ (0)d[

G(2),TM − 1
]
e−kγ (0)d − [

G(2),TM + 1
]

)(
C‖
D‖

)
=
(
0
0

)
. (13.224)

The non-trivial solution demands that

∣∣∣∣
− [

G(1),TM + 1
] [

G(1),TM − 1
]
e−kγ (0)d[

G(2),TM − 1
]
e−kγ (0)d − [

G(2),TM + 1
]

∣∣∣∣ = 0, (13.225)

or

[
G(1),TM + 1

] [
G(2),TM + 1

] − e−2kγ (0)d
[
G(1),TM − 1

] [
G(2),TM − 1

] = 0.
(13.226)

Let us now find out the corresponding result when spatial dispersion is neglected.
Then, since

G(i),TM
1 (k, ω) = γi

γ (0)

1

ε(i) (ω)
, (13.227)

our condition is reduced into
[

ε(1)(ω)

1 + γ1(k,ω)

γ (0)(k,ω)

] [
ε(2)(ω)

1 + γ2(k,ω)

γ (0)(k,ω)

]

−e−2γ (0)(k,ω)kd
[

ε(1)(ω)

1 − γ1(k,ω)

γ (0)(k,ω)

] [
ε(2)(ω)

1 − γ2(k,ω)

γ (0)(k,ω)

]
= 0.

(13.228)

This is the well-established condition for TM-modes when spatial dispersion is
neglected [2].

We are now done with the TM-modes. The TM-modes have both longitudinal
and transverse character and both types of dielectric function enter the formalism.
The fields involved in the TE modes on the other hand are genuinely transverse
in character and only the transverse dielectric function enters the relations. Let us
now continue with the TE modes, and use the continuity of E⊥ and H̃‖ across the
two interfaces. The E⊥ component at the distance z from the source was given in
(13.194). We may reuse part of the results from the single interface study. Just to the
left of the left interface we have

E⊥
(
k, 0−;ω

) = i4πK (1)
⊥ (k, ω)

ω

c2
1

2γ (0)k
G(1),TE = i

ω

c

1

γ (0)k
G(1),TEA⊥.

(13.229)
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The field just to the right of the left interface has two terms; the first coming from
the current density at the left interface; the second coming from the current density
at the right interface. The first contribution we can write down directly. It is

E⊥
(
k, 0+;ω

)
1 = i2πK (0,left)

⊥ (k, ω) ω
c2

1
γ (0)k G

(0),TE =
= −i2πK (0,left)

⊥ (k, ω) ω
c2

1
γ (0)k = iωc

1
γ (0)k C⊥.

(13.230)

The second is

E⊥(k,−d;ω)2 = i4πK (0,right)
⊥ (k, ω) ω

c2

∞∫
−∞

dqz
2π e−iqzd 1

[q2−(ω/c)2]

= i8πK (0,right)
⊥ (k, ω) ω

c2

∞∫

0

dqz
2π

cos (qzd)[
(qz)

2 + (
γ (0)k

)2]
︸ ︷︷ ︸

e−γ (0)kd

4γ (0)k

= i2πK (0,right)
⊥ (k, ω) ω

c2γ (0)k e
−γ (0)kd = i ω

cγ (0)k e
−γ (0)kd D⊥.

(13.231)

The E⊥ component is continuous across the left interface if

G(1),TEA⊥ − C⊥ − e−γ (0)kd D⊥ = 0. (13.232)

In analogy we find that the E‖ component is continuous across the right interface if

G(2),TEB⊥ − e−kγ (0)dC⊥ − D⊥ = 0. (13.233)

Next we continue with the H̃‖ component. The H̃‖ component at the distance z
from the source was given in (13.198). We may again reuse part of the results from
the single interface study. Just to the left of the left interface we have

H̃‖
(
k, 0−;ω

) = −2π

c
K (1)

⊥ (k, ω) g(1)
d = −2π

c
K (1)

⊥ (k, ω) = −A⊥. (13.234)

The field just to the right of the left interface has two terms; the first coming from
the current density at the left interface; the second coming from the current density
at the right interface. The first contribution we can write down directly. It is

H̃‖
(
k, 0+;ω

)
1 = 2π

c
K (0,left)

⊥ (k, ω) g(0)
d = 2π

c
K (0,left)

⊥ (k, ω) = C⊥. (13.235)



13.13 Spatial Dispersion 331

The second is

H̃‖(k,−d;ω)2 = −i 4πK (0,right)
⊥ (k,ω)

c

∞∫
−∞

dqz
2π e−iqzd qz

[q2−(ω/c)2]

= −i 4πK (0,right)
⊥ (k,ω)

c

∞∫

−∞

dqz
2π

e−iqzd
qz[

(qz)
2 + (

kγ (0)
)2]

︸ ︷︷ ︸
− i

2 e
−kγ (0)d

= − 2π
c e

−kγ (0)d K (0,right)
⊥ (k, ω) = −e−kγ (0)d D⊥.

(13.236)

The H̃‖ component is continuous across the left interface if

A⊥ + C⊥ − e−kγ (0)d D⊥ = 0. (13.237)

In analogy we find that the H̃⊥ component is continuous across the right interface if

B⊥ − e−kγ (0)dC⊥ + D⊥ = 0. (13.238)

Thus we have found that the following system of equations should be fulfilled for to
have TE modes:

G(1),TEA⊥ − C⊥ − e−γ (0)kd D⊥ = 0,
G(2),TEB⊥ − e−kγ (0)dC⊥ − D⊥ = 0,
A⊥ + C⊥ − e−kγ (0)d D⊥ = 0,
B⊥ − e−kγ (0)dC⊥ + D⊥ = 0.

(13.239)

We eliminate A⊥ and B⊥ in favor of C⊥ and D⊥ and find

− [
G(1),TE + 1

]
C⊥ + [

G(1),TE − 1
]
e−kγ (0)d D⊥ = 0,[

G(2),TE − 1
]
e−kγ (0)dC⊥ − [

G(2),TE + 1
]
D⊥ = 0,

(13.240)

or on matrix form

( − [
G(1),TE + 1

] [
G(1),TE − 1

]
e−kγ (0)d[

G(2),TE − 1
]
e−kγ (0)d − [

G(2),TE + 1
]

)(
C⊥
D⊥

)
=
(
0
0

)
. (13.241)

The non-trivial solution demands that

∣∣∣∣
− [

G(1),TE + 1
] [

G(1),TE − 1
]
e−kγ (0)d[

G(2),TE − 1
]
e−kγ (0)d − [

G(2),TE + 1
]

∣∣∣∣ = 0, (13.242)

or

[
G(1),TE + 1

] [
G(2),TE + 1

] − e−2kγ (0)d
[
G(1),TE − 1

] [
G(2),TE − 1

] = 0. (13.243)
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Let us now find out the corresponding result when spatial dispersion is neglected.
Then, since

G(i),TE
1 (k, ω) = γ (0)

γi
μ(i) (ω) , (13.244)

our condition is reduced into
[
γ (0)μ(1) (ω) + γ1

] [
γ (0)μ(2) (ω) + γ2

]
−e−2γ (0)(k,ω)kd

[
γ (0)μ(1) (ω) − γ1

] [
γ (0)μ(2) (ω) − γ2

] = 0.
(13.245)

This is the well-established condition for TE-modes when spatial dispersion is
neglected [2], generalized to take magnetic effects into account. So in summary
we have the two mode types from the relations

[
G(1),TM,TE (k, ω) + 1

] [
G(2),TM,TE (k, ω) + 1

]
−e−2γ (k,ω)d

[
G(1),TM,TE (k, ω) − 1

] [
G(2),TM,TE (k, ω) − 1

] = 0.
(13.246)

We here just note in passing that the relation between our G-functions and the
so-called surface impedance can be found from the relations above. The surface
impedance for p-polarized and s-polarized waves are

Z p = E‖/H⊥ =
[
− ickγ (0)

ω
G(i),TM (k, ω) A‖

]
/
[
g(i)
d (k, ω) A‖

]

= −i γ (0)

(ω/ck)G
(i),TM (k, ω) ,

(13.247)

and

Zs = E⊥/H‖ = i
(ω/ck)

γ (0)
G(i),TEA⊥/ (−A⊥) = −i

(ω/ck)

γ (0)
G(i),TE, (13.248)

respectively. One should be a little careful with the sign. It is understood that the
z-direction is into the interface. So to find the relation here we have used the fields
at the left interface. If we had used the fields at the interface to the right we would
have had to change sign.

In Fig. 13.13 we show the two TM-modes for two gold half spaces separated by
a gap of 0.1µm. In the region where retardation is important the spatial dispersion
is once again negligible. This is also the region which is important for the force in
the Casimir range. From these findings one would guess that spatial dispersion has
negligible effect on the Casimir force. We will show later that this is actually what
we find for the contribution from TM-modes, but not from the TE-modes at room
temperature. At the high momentum side of the figure we note that the frequency
of the mode has increased a little beyond the value unity. This very modest effect is
caused by the spatial dispersion. Now, one of the two TM-modes seems to end at the
light-dispersion curve in the figure. It actually continues on the other side, but is not
a true surface mode there. There the fields do not decay exponentially away from
the metal. Instead they form standing waves between the two surfaces. This mode
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Fig. 13.13 The two
TM-surface-mode branches
for two half spaces of gold
separated by a gap of
0.1µm. The upper solid
curve is just that part of a
branch where the mode is a
true surface mode in that the
fields decay exponentially
away from the two interfaces
on both sides. The dotted
straight line is the light
dispersion curve in vacuum.
See the text for more details.
Adapted from [15]

has one node between the surfaces. There are also modes with 2, 3…nodes. All the
TE-modes come in the region to the left of and above the light dispersion curve. They
have 0, 1,…number of nodes. There is a larger number of modes present the larger
the separation between the surfaces.

In Fig. 13.14 we show the results for a little larger separation and now in neglect
of spatial dispersion. In this case there are six TM-modes and four TE-modes. One of
the TM-modes is a true surface mode; one is for a part of the dispersion curve a true
surface mode and for the rest of the dispersion curve a standing-wave type or wave-
guide type. The four remaining TM-modes and the four TE-modes are wave-guide
modes. The upper solid curve is the boundary of the continuum of bulk-polariton
modes. Above this curve the metals can no longer keep the modes in the gap, they
can propagate freely through the geometry and do not contribute to the dispersion
forces. The larger the separation between the surfaces the larger the number of modes
between the light dispersion curve and the bulk-polariton continuum.

13.13.3 Dispersion Interactions Between Two Gold Plates in
Vacuum

In the previous section we found that the conditions for the two mode types between
two non-magnetic metal half spaces separated by a vacuum gap of thickness d are

[
GTM,TE (k, ω) + 1

]2 − e−2γ d [GTM,TE (k, ω) − 1
]2 = 0, (13.249)
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Fig. 13.14 The complete set of normal modes between gold surfaces (obtained in neglect of spa-
tial dispersion) for roughly twice the separation of the setup in Fig. 13.13. The upper thick solid
curve is the boundary for bulk-polariton-modes and the lower thick solid straight line is the light-
dispersion-curve. The thin solid curves are the true-surface-mode-type-modes, the dotted curves are
the standing-wave-type TM-modes and the dashed curves the standing-wave-type TE-modes. Note
that one of the TM-mode branches changes character when crossing the light-dispersion-curve.
Adapted from [15]

where

GTM (k, ω) = k
γ
g̃a (k, ω) + k(k−γ )

γ 2 g̃c (k, ω) − (ω/c)2

γ 2 g̃b (k, ω) + 1;
GTE (k, ω) = g̃b (k, ω) + 1.

(13.250)

From this the interaction energy (13.9) is found to be [2, 3]

ΔE (d) = 1
2πβ

∑
ξn

′ ∞∫
0
dkk ln

{
1 − e2γ (k,iξn)d [GTM(k,iξn)−1]2

[GTM(k,iξn)+1]2

}

+ 1
2πβ

∑
ξn

′ ∞∫
0
dkk ln

{
1 − e2γ (k,iξn)d [GTE(k,iξn)−1]2

[GTE(k,iξn)+1]2

}
,

(13.251)

where

ξn = 2πn

�β
; n = 0, 1, 2, . . . (13.252)

The prime on the summation sign indicates that the n = 0 term is multiplied by
the factor 1/2. For zero temperature the summation is replaced by an integration:
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Fig. 13.15 Energy correction factor as function of separation between two gold plates. The dash-
dotted curve is the Casimir ideal-metal result at zero temperature; it is by definition constant with
value unity. The long-dashed curve is the corresponding result at room-temperature. The solid curve
is the room-temperature result fromusing the experimental dielectric function and the dotted curve is
the corresponding zero-temperature result; these results include the effect of dissipation but neglect
the spatial dispersion. The short-dashed curve is the simple Drude result, ε̃ (ω) = 1 − ω2

pl/ω
2, at

zero temperature and the open circles indicate the corresponding room-temperature result; these
results neglect both dissipation and spatial dispersion. The triangles is the present result including
spatial dispersion; dissipation is neglected but inclusion of dissipation leads to an overlapping result.
The solid circles with error bars is the experimental result by Lamoreaux [8]. Adapted from [15]

1

β

∑
ξn

′ → �

∞∫

0

dξ

2π
. (13.253)

The results are presented in Fig. 13.15. All results in the figure are the interaction
energy divided by the zero-temperature (Casimir) result (�cπ2/720d3) for an ideal
metal as given in (13.25). The filled circles with error bars is the experimental result
by Lamoreaux [8]. The solid curve is the result [3] from using the experimental
dielectric properties, given in Fig. 9.3. This means that dissipation was included
but no spatial dispersion. Very similar results are obtained from using the Drude
expression, including dissipation, for the dielectric function [2, 3]. The momentum
dependence of the dielectric function can not be obtained experimentally so when
taking spatial dispersion into account one is forced to use theoretical expressions for
the dielectric functions. The triangles show the result when (13.251) was used. Thus
spatial dispersion was taken into account and the RPA dielectric functions were used
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with polarizabilities from (13.175) and (13.176). Taking also dissipation into account
by using the polarizabilities in (13.177) and (13.178) lead to very small additional
corrections. It is very interesting to note that the resultwith spatial dispersion included
is almost identical to the result [3] where the dramatic effect came from dissipation.
It is not completely surprising that spatial dispersion has the effect that the TEmodes
do not contribute to the thermal Casimir effect. We found in the work [9, 26] on the
Casimir force between two quantum wells, a problem where the inclusion of spatial
dispersion is a necessity, that the contribution from the TE modes dropped out for
finite temperature and large separation. Besides we have met this result before in this
book at several places. We found it for two graphene sheets, in Fig. 13.4b for pristine
graphene and in Fig. 13.5b for doped graphene. We also found it for a graphene sheet
next to a gold wall, in Fig. 13.7b for pristine graphene and in Fig. 13.8b for doped
graphene.

Furthermore, the failure of the TE-modes to contribute at finite temperature and
large separations is not that surprising. For them to contribute the transverse dielectric
function has to diverge as ξ−2 when the frequency goes toward zero. When dissipa-
tion is included and spatial dispersion neglected it goes as ξ−1 (see Fig. 9.3). It is not
equally obvious when spatial dispersion is included instead of dissipation. Here the
formalism becomes more involved. The TE-contribution does no longer asymptoti-
cally completely vanish but becomes very small as compared to the TM-contribution.
It completely vanishes if dissipation is included in the dielectric function, i.e. using
the polarizabilities in (13.177) and (13.178). Thus we have seen that dissipation
and/or spatial dispersion has very dramatic effects on the thermal Casimir effect.4

The dramatic effects are absent at zero temperature. The negligible effect of spatial
dispersion at zero temperature is in accordance with recent publications [28, 29].

There has been a controversy in the literature as to if the TE modes should con-
tribute or not. The cluster of data points for d ≈ 1µm and experimental results
by R. S. Decca et. al [30] support the view that TE modes should contribute. There
are however, new[31] experimental data with a more detailed analysis taking patch
potentials into account, that support the view that TE modes should not contribute.
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Chapter 14
Dispersion Interaction in Spherical
Structures

Abstract After a section in which we adapt the general formalism presented in
Chap. 7 to spherical structures we start by introducing the basic structure elements: a
single spherical interface, a spherical shell, a thin diluted spherical gas film, and a 2D
spherical film.A general spherical structure can then be constructed by stacking these
elements concentrically. The thin gas layer is special; it is used to find the interaction
on an atom at a general position in the spherical structure. Then we go through
some common structures and present illustrating examples; the examples involve
gold balls, spherical gold cavities, spherical graphene shells, and lithium atoms. We
furthermore rederive the Casimir interaction between two atoms by comparing the
full result in the diluted limit with that from the summation of pair interactions.
We even rederive the full expression for the Casimir-polder interaction between two
atoms by studying the atom-ball geometry in the diluted limit.

14.1 Adapting the General Method of Chap. 7 to Spherical
Structures

To find the normal modes for a layered sphere including retardation effects we need
to solve the wave equation for the electric and magnetic fields in all layers and use
the proper boundary conditions at the interfaces. To solve the vector wave equation
the vector Helmholtz equation, (7.22), is not a trivial task. Instead one may solve the
problem by introducing Hertz-Debye potentials π1 and π2. They are solutions to the
scalar wave equation, (7.23). We let π1 be the potential that generates TM modes
and π2 be the potential that generates TE modes. In a spherical system the TM
mode has its magnetic field perpendicular to the radial direction and the TE mode
has its electric field perpendicular to the radial direction. Separation of variables,
π = R (r)Θ (θ) Φ (φ), leads to one differential equation for each of the variables,

d2[r R(r)]
dr2 +

[
q2 − i(i+1)

r2

]
[r R (r)] = 0;

1
sin θ

d
dθ

[
sin θ dΘ(θ)

dθ

]
+
[
i (i + 1) − m2

sin2θ

]
Θ (θ) = 0;

d2Φ(φ)

dφ2 + m2Φ (φ) = 0,

(14.1)
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340 14 Dispersion Interaction in Spherical Structures

where q = [
ñ (ω) ω/c

]
.

The angular equations lead to spherical harmonics and for the radial part r R(r)
is a solution to the Ricatti-Bessel equation [1],

z2
d2ω

dz2
+ [

z2 − i (i + 1)
]
ω = 0. (14.2)

The Ricatti-Bessel equation has many different solutions:

• Ricatti-Bessel functions of the first kind:

Si (z) = z ji (z) = √
π z/2Ji+1/2 (z) = ψi (z) ; (14.3)

• Ricatti-Bessel functions of second kind:

Ci (z) = −zyi (z) = √
π z/2Yi+1/2 (z) = χi (z) ; (14.4)

• Ricatti-Bessel functions of the third kind:

ξi (z) = zhi (1) (z) = √
π z/2H (1)

i+1/2 (z)
= Si (z) − iCi (z) = z ji (z) + izyi (z) ;

ζi (z) = zhi (2) (z) = √
π z/2H (2)

i+1/2 (z)
= Si (z) + iCi (z) = z ji (z) − izyi (z) .

(14.5)

Let us study a layered sphere of radius r0 consisting of N layers and an inner spherical
core. We have N + 2 media and N + 1 interfaces. Let the numbering be as follows.
Medium 0 is the medium surrounding the sphere, medium 1 is the outermost layer,
medium N + 1 the innermost layer, and medium N + 2 the innermost spherical core
region. Let rn be the inner radius of layer n. This is completely in line with the system
represented by Fig. 7.1.

We will use the two Hankel versions in (14.5) since they represent waves that
go in either the positive or negative r -directions. We assume a time dependence of
the form e−iωt . With this choice the first Ricatti-Hankel function, ξn (qr) e−iωt ∝
ei(qr−ωt), represents a wave moving in the positive radial direction (toward the left
in Fig. 7.1) while the second, ζn (qr) e−iωt ∝ e−i(qr+ωt), represents a wave moving in
the negative radial direction (toward the right in Fig. 7.1). Thus the general solution
for the potentials is

rπ =
∞∑
l=1

l∑
m=−l

[alζl (qr) + blξl (qr)] Yl,m (θ, φ)e−iωt . (14.6)

From the potentials we get the fields [2–4]
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Er = E1r + E2r = ∂2(rπ1)

∂r2 + q2rπ1 + 0;
Eθ = E1θ + E2θ = 1

r
∂2(rπ1)

∂r∂θ
− iω

c
1

r sin θ

∂(rπ2)

∂φ
;

Eφ = E1φ + E2φ = 1
r sin θ

∂2(rπ1)

∂r∂φ
+ iω

c
1
r

∂(rπ2)

∂θ
;

Hr = H1r + H2r = 0 + ∂2(rπ2)

∂r2 + q2rπ2;
Hθ = H1θ + H2θ = iωε̃

c
1

r sin θ

∂(rπ1)

∂φ
+ 1

r
∂2(rπ2)

∂r∂θ
;

Hφ = H1φ + H2φ = − iωε̃
c

1
r

∂(rπ1)

∂θ
+ 1

r sin θ

∂2(rπ2)

∂r∂φ
.

(14.7)

Let us now use the boundary conditions that the tangential components of E and H̃
are continuous at the interface between layer n and n + 1. We get

(∂/∂r)
[
rπn

1

]
r=rn

= (∂/∂r)
[
rπn+1

1

]
r=rn

;
(∂/∂r)

[
rπn

2

]
r=rn

= (∂/∂r)
[
rπn+1

2

]
r=rn

;
(ε̃niω/c)

[
rπn

1

]
r=rn

= (
ε̃n+1iω/c

) [
rπn+1

1

]
r=rn

;
(ω/c)

[
rπn

2

]
r=rn

= (ω/c)
[
rπn+1

2

]
r=rn

.

(14.8)

This gives
qn
[
an1,lζl

′ (qnrn) + bn1,lξl
′ (qnrn)

]
= qn+1

[
an+1
1,l ζl

′ (qn+1rn) + bn+1
1,l ξl

′ (qn+1rn)
] ;

qn
[
an2,lζl

′ (qnrn) + bn2,lξl
′ (qnrn)

]
= qn+1

[
an+1
2,l ζl

′ (qn+1rn) + bn+1
2,l ξl

′ (qn+1rn)
] ;

q2
n

[
an1,lζl (qnrn) + bn1,lξl (qnrn)

]
= q2

n+1

[
an+1
1,l ζl (qn+1rn) + bn+1

1,l ξl (qn+1rn)
] ;[

an2,lζl (qnrn) + bn2,lξl (qnrn)
]

= [
an+1
2,l ζl (qn+1rn) + bn+1

2,l ξl (qn+1rn)
]
,

(14.9)

where a prime on a function means the derivative with respect to its argument.
Let us first assume pure TM-modes. That means keeping π1 only. Then we have

an1,lqnζl
′ (qnrn) + bn1,lqnξl

′ (qnrn)
= an+1

1,l qn+1ζl
′ (qn+1rn) + bn+1

1,l qn+1ξl
′ (qn+1rn) ;

an1,lq
2
nζl (qnrn) + bn1,lq

2
nξl (qnrn)

= an+1
1,l q2

n+1ζl (qn+1rn) + bn+1
1,l q2

n+1ξl (qn+1rn) ,

(14.10)

and we may identify the matrix Ãn (rn) as

ÃTM
n (rn) =

(
qnζl ′ (qnrn) qnξl ′ (qnrn)
q2
nζl (qnrn) q2

nξl (qnrn)

)
, (14.11)

and the matrix M̃n as

M̃TM
n = −qn+1

q2
n (2i)

(
qnξlζl ′+ − qn+1ξl

′ζl+ qnξlξl ′+ − qn+1ξl
′ξl+

− qnζlζl ′+ + qn+1ζl
′ζl+ − qnζlξl ′+ + qn+1ζl

′ξl+

)
, (14.12)
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where we to save space have omitted the function arguments. All functions with
a + added as a superscript have the argument (qn+1rn) and the ones without the
superscript have the argument (qnrn). We have also made use of theWronskian of the
two Ricatti-Bessel functions: W [ζl (x) , ξl (x)] = ξl

′ (x) ζl (x) − ξl (x) ζl
′ (x) = 2i .

Now we repeat the derivation for TE- modes. That means keeping π2 only. Then
we have

an2,lqnζl
′ (qnrn) + bn2,lqnξl

′ (qnrn)
= an+1

2,l qn+1ζl
′ (qn+1rn) + bn+1

2,l qn+1ξl
′ (qn+1rn) ;

an2,lζl (qnrn) + bn2,lξl (qnrn)
= an+1

2,l ζl (qn+1rn) + bn+1
2,l ξl (qn+1rn) ,

(14.13)

and we may identify the matrix Ãn (rn) as

ÃTE
n (rn) =

(
qnζl ′ (qnrn) qnξl ′ (qnrn)
ζl (qnrn) ξl (qnrn)

)
, (14.14)

and the matrix M̃n as

M̃TE
n = −1

qn(2i)

(− qnξl ′ζl+ + qn+1ξlζl
′+ − qnξl ′ξl+ + qn+1ξlξl

′+

qnζl ′ζl+ − qn+1ζlζl
′+ qnζl ′ξl+ − qn+1ζlξl

′+
)

. (14.15)

Of the solutions to the Ricatti-Bessel equation in (14.2) the Ricatti-Bessel function
of the first kind is the function that is regular at the origin. Thus this is the function
we should use in the rightmost region of Fig. 7.1. Now, since the function ψl (z) =
[ξl (z) + ζl (z)] /2 we have that bN+1 = aN+1. According to (7.6) this means that

fl,m (ω) = M11 + M12. (14.16)

Before we end this section we introduce the 2l pole polarizabilities αn
l and α

n(2)
l for

the spherical interface since these appear repeatedly in the sections that follow. The
first is valid outside and the second inside. The polarizability αn

l = −bn/an under
the assumption that bn+1 = an+1. One obtains αn

l = − (
Mn

21 + Mn
22

)
/
(
Mn

11 + Mn
12

)
and from(14.12) one finds that for TM modes

α
TM,n
l = qnζl (qnrn)ψl

′(qn+1rn)−qn+1ζl
′(qnrn)ψl (qn+1rn)

qnξl (qnrn)ψl
′(qn+1rn)−qn+1ξl

′(qnrn)ψl (qn+1rn)
. (14.17)

In the same way one finds from(14.15) that for TE modes

α
TE,n
l = qnζl ′(qnrn)ψl (qn+1rn)−qn+1ζl (qnrn)ψl

′(qn+1rn)
qnξl ′(qnrn)ψl (qn+1rn)−qn+1ξl (qnrn)ψl

′(qn+1rn)
. (14.18)

The polarizability α
n(2)
l = −an+1/bn+1 under the assumption that an = 0. One

obtains α
n(2)
l = M12/M11 and from(14.12) one finds that for the TM modes

α
TM,n(2)
l = qnξl (qnrn)ξl ′(qn+1rn)−qn+1ξl

′(qnrn)ξl (qn+1rn)
qnξl (qnrn)ζl ′(qn+1rn)−qn+1ξl ′(qnrn)ζl (qn+1rn)

. (14.19)



14.1 Adapting the General Method of Chap. 7 to Spherical Structures 343

From(14.15) one finds that for TE modes

α
TE,n(2)
l = qnξl ′(qnrn)ξl ′(qn+1rn)−qn+1ξl (qnrn)ξl ′(qn+1rn)

qnξl ′(qnrn)ζl (qn+1rn)−qn+1ξl (qnrn)ζl ′(qn+1rn)
. (14.20)

When we calculate the energy by an integral along the imaginary frequency axis
the arguments of the Ricatti-Bessel functions become imaginary. It may be favorable
to have real-valued arguments, (ξa/c), and (

√
ε̃ (iξ)ξa/c) instead of (iξa/c) and

(
√

ε̃ (iξ)iξa/c), respectively. To achieve real valued arguments we transform the
functions. The transformation rules are: [1]

ξl (ix) = 1
il+1

1
π

√
2πxKl+1/2 (x) ;

ζl (ix) = il+1
√
2πx

[
Il+1/2 (x) + 1

π
(−1)l Kl+1/2 (x)

] ;
ψl (ix) = il+1 1

2

√
2πx Il+1/2 (x) ;

ξl
′ (ix) = 1

il+2
1
π

√
2πx

[
1
2x Kl+1/2 (x) + K ′

l+1/2 (x)
] ;

ζl
′ (ix) = il

√
2πx

{
1
2x

[
Il+1/2 (x) + 1

π
(−1)l Kl+1/2 (x)

]
+ [

I ′
l+1/2 (x) + 1

π
(−1)l K ′

l+1/2 (x)
]} ;

ψl
′ (ix) = il 12

√
2πx

[
1
2x Il+1/2 (x) + I ′

l+1/2 (x)
]
,

(14.21)

where the functions I and K are modified Bessel functions.
Now we have all we need to determine the fully retarded normal modes in a

layered spherical structure. We give some examples in the following sections.

Summary of key relations for the derivation of the dispersion interactions
in spherical structures:
In a spherical structure the azimutal quantum number, l, the magnetic quantum
number,m, and the two polarization types, TM and TE, are the proper quantum
numbers that characterize a normal mode. The TM mode has its magnetic
field perpendicular to the radial direction and the TEmode has its electric field
perpendicular to the radial direction. The dispersion curve for a mode can have
several branches, i , ω = ωi

l,m . They are solutions to the condition for modes,
fl,m (ω) = 0, where fl,m (ω) is the mode condition function. When finding the
interaction energy of the system one has to sum over both l, m, the mode type
and i . For zero temperature it is

E = �

2

∞∑
l=1

l∑
m=−l

∞∫
−∞

dξ
2π

[
ln f TMl,m (iξ) + ln f TEl,m (iξ)

]

= �

∞∑
l=1

l∑
m=−l

∞∫
0

dξ
2π

[
ln f TMl,m (iξ) + ln f TEl,m (iξ)

]
,

(14.22)

and at finite temperature
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F =
∞∑
l=1

l∑
m=−l

1

β

∞∑
n=0

′ [ln f TMl,m (iξn) + ln f TEl,m (iξn)
]; ξn = 2πn

�β
. (14.23)

In the fully retarded treatment fl,m ≡ M11 + M12 where M̃ is the matrix
for the whole structure. The matrix for interface n is given by

M̃TM
n = −qn+1

q2
n (2i)

(
qnξlζl ′+ − qn+1ξl

′ζl+ qnξlξl ′+ − qn+1ξl
′ξl+

− qnζlζl ′+ + qn+1ζl
′ζl+ − qnζlξl ′+ + qn+1ζl

′ξl+

)
,

(14.24)
for TM modes, and

M̃TE
n = −1

qn(2i)

(− qnξl ′ζl+ + qn+1ξlζl
′+ − qnξl ′ξl+ + qn+1ξlξl

′+

qnζl ′ζl+ − qn+1ζlζl
′+ qnζl ′ξl+ − qn+1ζlξl

′+
)

.

(14.25)
for TE modes, where we to save space have omitted the function arguments.
All functions with a + added as a superscript have the argument (qn+1rn)
and the ones without the superscript have the argument (qnrn), where qn =√

ε̃n (ω)ω/c. We end with some useful Wronskians:

W [ξl , ζl] = ξlζl
′ − ξl

′ζl = −2i;
W [ψl , ζl ] = ψlζl

′ − ψl
′ζl = −i;

W [ψl , ξl ] = ψlξl
′ − ψl

′ξl = i,
(14.26)

where
2ψl(z) = ζl(z) + ξl(z) (14.27)

14.2 Basic Structure Elements

Ageneral spherical structure can be generated by stacking a number of basic structure
elements concentrically around each other. The most basic element is a solid sphere.
Sometimes it is convenient to use layers as elements. A special layer is a 2D spherical
film. Another is a thin spherical diluted gas layer which we will use repeatedly in
the derivation of the interaction between atoms and the spherical structure. We now
discuss these basic elements one by one. We start with the solid sphere.
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14.2.1 Solid Sphere or Ball

For a solid sphere of radius a and dielectric function ε̃1 (ω) in an ambient of dielectric
function ε̃0 (ω), as illustrated in Fig. 14.1, we have M̃ = M̃0, and for the TM modes
we find

M11 + M12 = iq1
2q2

0

{
q0ξl (q0a)

[
ζl

′ (q1a) + ξl
′ (q1a)

]

− q1ξl ′ (q0a) [ζl (q1a) + ξl (q1a)]
}

= −iq1
2q2

0

{
q0ξl (q0a) 2ψl

′ (q1a) − q1ξl ′ (q0a) 2ψl (q1a)
}

= −iq1
q2
0

{[
ε̃0(ω/c)2ah(1)

l (q0a)
]
[q1a jl (q1a)]′

−
[
q0ah

(1)
l (q0a)

]′ [
ε̃1(ω/c)2a jl (q1a)

]}
,

(14.28)

where we have used the relations between the different solutions to the Ricatti-
Bessel equation given in (14.3) and (14.5). We have furthermore used the relations
q2
0 = ε̃0(ω/c)2 and q2

1 = ε̃1(ω/c)2.
The mode condition function for TM modes is

f TMl,m =
[
ε̃0 (ω) h(1)

l (q0a)
]
[(q1a) jl (q1a)]′−

[
(q0a) h(1)

l (q0a)
]′ [

ε̃1 (ω) jl (q1a)
]
.

(14.29)
This result agrees with the result of Ruppin in (43) on page 353, in [6]. For the TE
modes we find

M11 + M12 = i
2q0

{− q0ξl ′ (q0a) [ζl (q1a) + ξl (q1a)]
+ q1ξl (q0a)

[
ζl

′ (q1a) + ξl
′ (q1a)

]}
= −i

2q0

{−q0ξl ′ (q0a) 2ψl (q1a) + q1ξl (q0a) 2ψl
′ (q1a)

}

= −iq1a

{
−
[
q0ah

(1)
l (q0a)

]′
[ jl (q1a)]

+
[
h(1)
l (q0a)

]
[q1a jl (q1a)]′

}
,

(14.30)

Fig. 14.1 The geometry of a
solid sphere or cylinder of
radius a in the fully retarded
treatment. Adapted from [5]
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Fig. 14.2 The geometry of a
coated sphere or cylinder of
radius a in the fully retarded
treatment. Adapted from [5]

and the mode condition function for TE modes is

f TEl,m =
[
h(1)
l (q0a)

]
[(q1a) jl (q1a)]′−

[
(q0a) h(1)

l (q0a)
]′
[ jl (q1a)] . (14.31)

This result agrees with the result of Ruppin in (34) on page 351, in [6]. The results
of (14.29) and (14.31) can also be used for a spherical cavity in a medium if the two
dielectric functions are interchanged.

14.2.2 Spherical Shell

For a spherical shell of inner radius a and outer radius b, Fig. 14.2, made of a medium
with dielectric function ε̃1 in an ambient medium with dielectric function ε̃0 we have
M̃ = M̃0 · M̃1. This geometry covers the problem of a vacuum gap in the shape of a
spherical shell inside an infinite medium, as treated in [7].

We do not need all elements of the two matrices. We have

M11 + M12

= (
M0

11, M
0
12

) ·
(
M1

11 + M1
12

M1
21 + M1

22

)

= M0
11

(
M1

11 + M1
12

) (
1, α0(2)

l

)
·
(

1
−α1

l

)

= M0
11

(
M1

11 + M1
12

) (
1 − α

0(2)
l α1

l

)
.

(14.32)

Wewant to end upwith expressions for themode condition functions that are suitable
to use on the imaginary frequency axis. This demands some manipulations. First we
note that 1 − α

0(2)
l α1

l = 0 → 1/α0(2)
l − α1

l = 0 and for TM modes we have

q0ξl (q0b)ζl ′(q1b)−q1ξl ′(q0b)ζl (q1b)
q0ξl (q0b)ξl ′(q1b)−q1ξl ′(q0b)ξl (q1b) − q1ζl (q1a)ψl

′(q0a)−q0ζl ′(q1a)ψl (q0a)

q1ξl (q1a)ψl
′(q0a)−q0ξl ′(q1a)ψl (q0a)

= 0. (14.33)

We may use the relation 2ψl = ζl + ξl to find
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2 q0ξl (q0b)ψl
′(q1b)−q1ξl ′(q0b)ψl (q1b)

q0ξl (q0b)ξl ′(q1b)−q1ξl ′(q0b)ξl (q1b) − 1 − 2 q1ψl (q1a)ψl
′(q0a)−q0ψl

′(q1a)ψl (q0a)

q1ξl (q1a)ψl
′(q0a)−q0ξl ′(q1a)ψl (q0a)

+ 1 = 0.
(14.34)

We find the following mode condition function for TM modes

f̃ TMl,m (ω) = 1 − q0ξl (q0b)ψl
′(q1b)−q1ξl ′(q0b)ψl (q1b)

q0ξl (q0b)ξl ′(q1b)−q1ξl ′(q0b)ξl (q1b)
× q1ξl (q1a)ψl

′(q0a)−q0ξl ′(q1a)ψl (q0a)

q1ψl (q1a)ψl
′(q0a)−q0ψl

′(q1a)ψl (q0a)
,

(14.35)

and analogous manipulations for the TE modes give

f̃ TEl,m (ω) = 1 − q0ξl ′(q0b)ψl (q1b)−q1ξl (q0b)ψl
′(q1b)

q0ξl ′(q0b)ξl (q1b)−q1ξl (q0b)ξl ′(q1b)
× q1ξl ′(q1a)ψl (q0a)−q0ξl (q1a)ψl

′(q0a)

q1ψl
′(q1a)ψl (q0a)−q0ψl (q1a)ψl

′(q0a)
.

(14.36)

In these equations, q0 is
√

ε̃0 (ω)ω/c and q1 is
√

ε̃1 (ω)ω/c, respectively. We have
expressed the mode condition functions in terms of ξl andψl since these are easier to
transform from functions of imaginary arguments into functions of real arguments
by following (14.21). For the vacuum gap treated in [7] one should put ε̃0 = ε̃ and
ε̃1 = 1. Our results agree with those in [7].

14.2.3 Thin Spherical Diluted Gas Film

It is of interest to find the Casimir force on an atom in a layered structure. We can
obtain this by studying the force on a thin layer of a diluted gas with dielectric
function εg (ω) = 1 + 4πnαat (ω), where αat is the polarizability of one atom and n
the density of atoms (we have assumed that the atom is surrounded by vacuum; if not
the 1 should be replaced by the dielectric function of the ambient medium and the
atomic polarizability should be replaced by the excess polarizability). For a diluted
gas layer the interaction between the gas atoms can be neglected and the force on the
layer is just the sum of the forces on the individual atoms. So by dividing with the
number of atoms in the film we get the force on one atom. The layer has to be thin
in order to have a well defined r -value of the atom. Since we will derive the force
on an atom in different spherical geometries it is fruitful to derive the matrix for a
thin diluted gas shell. This result can be directly used in the derivation of the Casimir
force on an atom in different spherical geometries.

We let the film have the thickness δ and be of general radius r . We only keep
terms up to linear order in δ and linear order in n. We find the result for TM modes
is

M̃TM
gaslayer =

(
1 0
0 1

)
− (δn) 2παatq0i

×
(

ξl
′ζl ′ + ξlζl

l(l+1)
(q0r)

2

[
ξl

′]2 + [ξl]2
l(l+1)
(q0r)

2

− [
ζl

′]2 − [ζl]2
l(l+1)
(q0r)

2 − ξl
′ζl ′ − ξlζl

l(l+1)
(q0r)

2

)
,

(14.37)
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where we have suppressed the argument (q0r) in all Ricatti-Bessel functions. For TE
modes we find

M̃TE
gaslayer =

(
1 0
0 1

)
− (δn) 2παatq0i

×
(

ξl (q0r) ζl (q0r) [ξl (q0r)]
2

−[ζl (q0r)]
2 −ξl (q0r) ζl (q0r)

)
.

(14.38)

Wemay also need the 2l pole polarizabilities,αgas
l andα

gas(2)
l , for the gas layer. The

first is valid outside and the second inside. The polarizability α
gas
l = −b0/a0 under

the assumption that b1 = a1. One obtains α
gas
l = − (M21 + M22) / (M11 + M12) and

from(14.37) one finds that for TM modes

α
gas,TM
l = −

1−(δn)2παat q0i

[
−[ζl ′]2−[ζl ]2

l(l+1)

(q0r)
2 −ξl

′ζl ′−ξlζl
l(l+1)

(q0r)
2

]

1−(δn)2παat q0i

[
ξl

′ζl ′+ξlζl
l(l+1)

(q0r)
2 +[ξl ′]2+[ξl ]2

l(l+1)

(q0r)
2

]

≈ −1 − (δn) 2παatq0i
[
4
[
ψl

′]2 + 4[ψl]2
l(l+1)
(q0r)

2

]
.

(14.39)

In the same way one finds from(14.38) that for TE modes

α
gas,TE
l = − 1−(δn)2παat q0i[−[ζl ]2−ξlζl]

1−(δn)2παat q0i[ξlζl+[ξl ]2] ≈ −1 − (δn) 2παatq0i4[ψl]2. (14.40)

The polarizability α
gas(2)
l = −a1/b1 under the assumption that a0 = 0. One obtains

α
gas(2)
l = M12/M11, and from(14.37) one finds that for the TM modes

α
gas(2),TM
l =

−(δn)2παat q0i

[
[ξl ′]2+[ξl ]2

l(l+1)

(q0r)
2

]

1−(δn)2παat q0i

[
ξl

′ζl ′+ξlζl
l(l+1)

(q0r)
2

]

≈ − (δn) 2παatq0i
[[

ξl
′]2 + [ξl]2

l(l+1)
(q0r)

2

]
.

(14.41)

From(14.38) one finds that for the TE modes

α
gas(2),TE
l = −(δn)2παat q0i[ξl ]2

1−(δn)2παat q0i[ξlζl ]
≈ − (δn) 2παatq0i[ξl]2. (14.42)

In (14.39) and (14.40) we have used the relationψl (z) = [ξl (z) + ζl (z)] /2. Nowwe
are done with the gas layer. We will use these results later in calculating the Casimir
force on an atom in spherical layered structures. We move on to next structure, a 2D
spherical film.
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14.2.4 2D Spherical Film

In many situations one is dealing with very thin films. These may be considered 2D
(two dimensional). Important examples are a graphene sheet and a 2D electron gas.
In the derivation we let the film have finite thickness δ and be characterized by a 3D
dielectric function ε̃3D . We then let the thickness go toward zero. The 3D dielectric
function depends on δ as ε̃3D ∼ 1/δ for small δ. In the planar structurewe could in the
limit when δ goes toward zero obtain a momentum dependent 2D dielectric function.
Here we only obtain the long wave length limit of the 2D dielectric function [8, 9].
We obtain for TM modes

M̃TM
2D =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl

′ (q0r) ζl
′ (q0r)

[
ξl

′ (q0r)
]2

−[ζl ′ (q0r)
]2 −ξl

′ (q0r) ζl
′ (q0r)

)
, (14.43)

and for TE modes

M̃TE
2D =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl (q0r) ζl (q0r) [ξl (q0r)]

2

−[ζl (q0r)]
2 −ξl (q0r) ζl (q0r)

)
. (14.44)

We will also need the 2l pole polarizabilities α2D
l and α

2D(2)
l for the thin spherical

film since these appear repeatedly in the sections that follow. The first is valid outside
and the second inside. The polarizability α2D

l = −b0/a0 under the assumption that
b1 = a1. One obtains α2D

l = − (M21 + M22) / (M11 + M12) and from(14.43) one
finds that for TM modes

α
2D,TM
l = − 2+δε̃3Dq0i[ζl ′(q0r)2+ξl

′(q0r)ζl ′(q0r)]
2−δε̃3Dq0i[ξl ′(q0r)2+ξl

′(q0r)ζl ′(q0r)]
= −1 − 4δε̃3Dq0i[ψl

′(q0r)2]
2−δε̃3Dq0i[ξl ′(q0r)2+ξl

′(q0r)ζl ′(q0r)]
= −1 − 2δε̃3Dq0i[ψl

′(q0r)2]
1−δε̃3Dq0iξl ′(q0r)ψl

′(q0r) .

(14.45)

In the same way one finds from(14.44) that for TE modes

α
2D,TE
l = − 2+δε̃3Dq0i[ζl (q0r)2+ξl (q0r)ζl (q0r)]

2−δε̃3Dq0i[ξl (q0r)2+ξl (q0r)ζl (q0r)]
= −1 − 4δε̃3Dq0i[ψl (q0r)

2]
2−δε̃3Dq0i[ξl (q0r)2+ξl (q0r)ζl (q0r)]

= −1 − 2δε̃3Dq0i[ψl (q0r)
2]

1−δε̃3Dq0iξl (q0r)ψl (q0r)
.

(14.46)

The polarizability α
2D(2)
l = −a1/b1 under the assumption that a0 = 0. One obtains

α
2D(2)
l = M12/M11 and from(14.43) one finds that for the TM modes

α
2D(2),TM
l = −δε̃3Dq0iξl ′(q0r)2

2 − δε̃3Dq0iξl ′ (q0r) ζl
′ (q0r)

. (14.47)
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From(14.44) one finds that for TE modes

α
2D(2),TE
l = −δε̃3Dq0iξl(q0r)

2

2 − δε̃3Dq0iξl (q0r) ζl (q0r)
. (14.48)

14.3 Coated Sphere in a Medium

The result for a coated sphere in a medium is obtained trivially from Sect. 14.2.2.
One just replaces q0 in the last factor in (14.35) and (14.36) with q2 = √

ε2 (ω)ω/c,
where ε2 (ω) is the dielectric function of the sphere medium.

14.4 Atom-Ball Interaction

We let the atom be at a distance d from the sphere of radius a and at a distance b
from the center of the sphere. For this problem we start with the geometry given in
Fig. 14.3, where we let the shell be a very thin gas layer. We have two layers and
three interfaces. The matrix M̃ = M̃0 · M̃1 · M̃2. Here we could instead of the first
two matrices have used the matrix for a thin diluted gas shell as given in (14.37)
and (14.38). To vary the derivations to some extent we refrain from doing that. The
left-hand side of the condition for modes is

M11 + M12 = (
M0

11 M0
12

) · M̃1 ·
(
M2

11 + M2
12

M2
21 + M2

22

)
, (14.49)

where we have moved the matrix subscripts to superscripts to make room for the
element indices. We now list all elements needed in the above equation. We begin
with the matrices for TM modes. The elements of the first matrix are

Fig. 14.3 The geometry of a
thin gas layer the distance d
from a sphere or cylinder of
radius a in the fully retarded
treatment. Adapted from [5]
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M0
11 = ing

2

{
ξl [q0 (b + δ)] ζl ′

[
qg (b + δ)

]
−ngξl ′ [q0 (b + δ)] ζl

[
qg (b + δ)

]} ;
M0

12 = ing
2

{
ξl [q0 (b + δ)] ξl ′

[
qg (b + δ)

]
−ngξl ′ [q0 (b + δ)] ξl

[
qg (b + δ)

]}
,

(14.50)

and of the second

M1
11 = i

2n2g

[
ngξl

(
qgb

)
ζl

′ (q0b) − ξl
′ (qgb

)
ζl (q0b)

] ;
M1

12 = i
2n2g

[
ngξl

(
qgb

)
ξl

′ (q0b) − ξl
′ (qgb

)
ξl (q0b)

] ;
M1

21 = i
2n2g

[
ζl

′ (qgb
)
ζl (q0b) − ngζl

(
qgb

)
ζl

′ (q0b)
] ;

M1
22 = i

2n2g

[
ζl

′ (qgb
)
ξl (q0b) − ngζl

(
qgb

)
ξl

′ (q0b)
]
,

(14.51)

and of the third

M2
11 + M2

12= in1
2

[
ξl (q0a) ζl

′ (q1a) − n1ξl ′ (q0a) ζl (q1a)

+ ξl (q0a) ξl
′ (q1a) − n1ξl ′ (q0a) ξl (q1a)

]
= in1

[
ξl (q0a) ψl

′ (q1a) − n1ξl ′ (q0a) ψl (q1a)
] ;

M2
21 + M2

22= in1
2

[
n1ζl ′ (q0a) ζl (q1a) − ζl (q0a) ζl

′ (q1a)

+ n1ζl ′ (q0a) ξl (q1a) − ζl (q0a) ξl
′ (q1a)

]
= in1

[
n1ζl ′ (q0a) ψl (q1a) − ζl (q0a) ψl

′ (q1a)
]
,

(14.52)

where ng and n1 are the refractive indices of the gas layer and the sphere, respectively.
We now make a series expansion of the first matrix up to linear order in δ. The

other matrices do not depend on δ. The zeroth order term multiplied with the second
matrix produces the matrix

(
1 0

)
, so it contributes with M2

11 + M2
12 to the condition

for modes. We then expand in αg , the polarizability of the gas. There is no zeroth
order term in the term linear in δ. The lowest order term is linear in αg . This means
that we do not need to expand M̃1 in αg . The zeroth order term is just the unit matrix.
Thus if we denote the term of the matrix M̃0 that is linear in both δ and αg with δM̃0

the condition for modes can be written as

(
M2

11 + M2
12

)+ δM0
11

(
M2

11 + M2
12

)+ δM0
12

(
M2

21 + M2
22

) = 0, (14.53)

and the mode condition function is

f̃ TM
l

(ω) = 1 + δM0
12

(M2
21+M2

22)−(M2
11+M2

12)
(M2

11+M2
12)

= 1 − δM0
122

n1ψl
′(q0a)ψl (q1a)−ψl (q0a)ψl

′(q1a)

n1ξl ′(q0a)ψl (q1a)−ξl (q0a)ψl
′(q1a)

,
(14.54)

where

δM0
12 = −δαgq0

i

2

[[
ξl

′ (q0b)
]2 + i (l + 1) [ξl (q0b)]

2

(q0b)
2

]
. (14.55)
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To obtain the mode condition function in (14.54) we have divided the function (the
left-hand side of (14.53)) both with the corresponding function for the sphere alone,
M2

11 + M2
12, and for the spherical shell alone, 1 + δM0

11 + δM0
12. Note that the final

expression does not contain any elements of matrix M̃1 and just one of δM̃0.
Now, we proceed with the TE modes. The elements of the first matrix are

M0
11 = i

2

{−ξl
′ [q0 (b + δ)] ζl

[
qg (b + δ)

]
+ ngξl [q0 (b + δ)] ζl ′

[
qg (b + δ)

]} ;
M0

12 = i
2

{−ξl
′ [q0 (b + δ)] ξl

[
qg (b + δ)

]
+ ngξl [q0 (b + δ)] ξl ′

[
qg (b + δ)

]}
,

(14.56)

and of the second

M1
11 = i

2ng

[−ngξl ′
(
qgb

)
ζl (q0b) + ξl

(
qgb

)
ζl

′ (q0b)
] ;

M1
12 = i

2ng

[−ngξl ′
(
qgb

)
ξl (q0b) + ξl

(
qgb

)
ξl

′ (q0b)
] ;

M1
21 = i

2ng

[
ngζl ′

(
qgb

)
ζl (q0b) − ζl

(
qgb

)
ζl

′ (q0b)
] ;

M1
22 = i

2ng

[
ngζl ′

(
qgb

)
ξl (q0b) − ζl

(
qgb

)
ξl

′ (q0b)
]
,

(14.57)

and of the third

M2
11 + M2

12= i
2

[−ξl
′ (q0a) ζl (q1a) + n1ξl (q0a) ζl

′ (q1a)

− ξl
′ (q0a) ξl (q1a) + n1ξl (q0a) ξl

′ (q1a)
]

= i
[−ξl

′ (q0a) ψl (q1a) + n1ξl (q0a) ψl
′ (q1a)

] ;
M2

21 + M2
22= i

2

[
ζl

′ (q0a) ζl (q1a) − n1ζl (q0a) ζl
′ (q1a)

+ ζl
′ (q0a) ξl (q1a) − n1ζl (q0a) ξl

′ (q1a)
]

= i
[
ζl

′ (q0a) ψl (q1a) − n1ζl (q0a) ψl
′ (q1a)

]
,

(14.58)

where ng and n1 are the refractive indices of the gas layer and the sphere, respectively.
We now make a series expansion of the first matrix up to linear order in δ. The

other matrices do not depend on δ. The zeroth order term multiplied with the second
matrix produces the matrix

(
1 0

)
, so it contributes with M2

11 + M2
12 to the condition

for modes. We then expand in αg , the polarizability of the gas. There is no zeroth
order term in the term linear in δ. The lowest order term is linear in αg . This means
that we do not need to expand M̃1 in αg . The zeroth order term is just the unit matrix.
Thus if we denote the term of the matrix M̃0 that is linear in both δ and αg by δM̃0

the condition for modes can be written as

(
M2

11 + M2
12

)+ δM0
11

(
M2

11 + M2
12

)+ δM0
12

(
M2

21 + M2
22

) = 0, (14.59)

and the mode condition function is

f̃ TE
l

(ω) = 1 + δM0
12

(M2
21+M2

22)−(M2
11+M2

12)
(M2

11+M2
12)

= 1 − δM0
122

ψl
′(q0a)ψl (q1a)−n1ψl (q0a)ψl

′(q1a)

−ξl
′(q0a)ψl (q1a)+n1ξl (q0a)ψl

′(q1a)
,

(14.60)
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where

δM0
12 = −δαgq0

i

2
[ξl (q0b) ξl (q0b)] . (14.61)

To obtain the mode condition function in (14.60) we have divided the function (the
left-hand side of (14.59)) both with the corresponding function for the sphere alone,
M2

11 + M2
12, and for the spherical shell alone, 1 + δM0

11 + δM0
12.

The interaction energy per atom is

E(b)
4πb2δng

= �

4πb2δng

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) ln
[
f̃ TMl (iξ) f̃ TEl (iξ)

]

≈ �

4πb2δng

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1)
{[

f̃ TMl (iξ) − 1
]

+
[
f̃ TEl (iξ) − 1

]}

= �

4πb2δng

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) 4πngαat (iξ) δ
i(iξb/c)

2b

×
{
−
[[

ξl
′ (iξb/c)

]2 + l(l+1)[ξl (iξb/c)]2

(iξb/c)2

]

× 2 n1ψl
′(iξa/c)ψl (iξn1a/c)−ψl (iξa/c)ψl

′(iξn1a/c)
n1ξl ′(iξa/c)ψl (iξn1a/c)−ξl (iξa/c)ψl

′(iξn1a/c)

+ 2[ξl (iξb/c)]
2 ψl

′(iξa/c)ψl (iξn1a/c)−n1ψl (iξa/c)ψl
′(iξn1a/c)

−ξl
′(iξa/c)ψl (iξn1a/c)+n1ξl (iξa/c)ψl

′(iξn1a/c)

}

= �

b2

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) αat (iξ)
i(iξb/c)

b

×
{
−
[[

ξl
′ (iξb/c)

]2 + l(l+1)[ξl (iξb/c)]2

(iξb/c)2

]

× n1ψl
′(iξa/c)ψl (iξn1a/c)−ψl (iξa/c)ψl

′(iξn1a/c)
n1ξl ′(iξa/c)ψl (iξn1a/c)−ξl (iξa/c)ψl

′(iξn1a/c)

+ [ξl (iξb/c)]
2 ψl

′(iξa/c)ψl (iξn1a/c)−n1ψl (iξa/c)ψl
′(iξn1a/c)

−ξl
′(iξa/c)ψl (iξn1a/c)+n1ξl (iξa/c)ψl

′(iξn1a/c)

}
,

(14.62)

where now ng is the density of gas atoms in the gas shell. The force on the atom
is F (b) = −r̂dE(b)/db. In next section we illustrate the result with the interaction
between a lithium atom and a gold ball.

14.4.1 Li-Atom–Au-Ball Interaction

As an example of atom-ball interactions we show in Fig. 14.4 the interaction between
a Li atom and a gold ball. The polarizability for Li was obtained from the London
approximation (8.60) with the parameters given in Fig. 8.2. For gold we used the
polarizability as shown in Fig. 9.3. The b-dependence follows a simple power law,
E ∼ b−7 for large separations. Retardation effects make the curve fall off faster with
separation, from a b−6- to a b−7-dependence. This is in line with the typical behavior
we discussed in Chap. 1 and sketched in Fig. 1.1. We should also mention that the
TM-contributions dominate completely. For large b values the fully retarded result
approaches an asymptote that can be found from using (12.34), where one of the
static polarizabilites is that of the lithium atom, αLi (0), and one is the gold ball
polarizability, αAuball (0). The polarizability for the gold ball we get from (10.14),
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Fig. 14.4 The interaction energy for a Li atom next to a gold ball of radius a = 1nm. The distance
between their centers is denoted by b. The results were obtained from (14.62). The first term in the
summation over l gives the whole result for large b-values and higher order multipole contributions
start to be important when the objects are near contact. The dotted curve is the non-retarded van
der Waals result from Fig. 10.4. The thin curve with circles is the room temperature result

αn
l (ω) = −rn2l+1l

[
ε̃n (ω) − ε̃n+1 (ω)

]

ε̃n (ω) (l + 1) + ε̃n+1 (ω) l
, (14.63)

with ε̃n+1 = ε̃gold, ε̃n = 1, l = 1, rn2l+1 = a3, and ω = 0. Since the static dielectric
function for gold diverges αAuball (0) = a3. Thus the large b asymptote is

E (b) = −23�cαLi (0) αAuball (0)

4πb7
= −23�c

(
163.82a30

) (
a3
)

4πb7
. (14.64)

This asymptote is given as the thin straight line in Fig. 14.4. We have furthermore
added the room temperature result (T = 300 K) at the large b end of the figure, the
thin curve with circles. Next we see what happens when we put the atom inside a
spherical cavity.

14.5 Force on an Atom in a Spherical Cavity

We let the atom be at a distance d from the center of the spherical cavity, of radius a.
We start from the two layer structure in Fig. 14.5. We let the medium surrounding the
cavity have dielectric function ε̃1 (ω). The first layer is a vacuum layer. The second
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Fig. 14.5 The geometry of a
thin gas layer at radius d
inside a spherical or
cylindrical cavity of radius a
in the fully retarded
treatment. Adapted from [5]

is a thin layer, of thickness δ, of a diluted gas of atoms of the kind we consider. Its
dielectric function is εg (ω) = 1 + 4πNαat (ω), where αat is the polarizability of
one atom. The density of gas atoms, N , is very low. We use upper case N for the
density here to distinguish the densities from the refractive indices that we denote
by lower case n. We let the first interface be at r = a and hence the second at
r = d + δ and the third at r = d. In what follows we only keep lowest order terms in
δ and in N .

Just as in Sect. 14.4 the matrix becomes M̃ = M̃0 · M̃1 · M̃2 and the left-hand
side of the condition for modes is given by (14.49). In this section q0 = ω/c, q1 =√

ε̃1 (ω)ω/c and qg = √
εg (ω)ω/c.

We now list all elements needed in (14.49). We begin with the matrices for TM
modes. The elements of the first matrix are

M0
11 = i

2ε̃1

{
n1ξl (q1a) ζl

′ (q0a) −ξl
′ (q1a) ζl (q0a)

} ;
M0

12 = i
2ε̃1

{
n1ξl (q1a) ξl

′ (q0a) −ξl
′ (q1a) ξl (q0a)

}}
,

(14.65)

and of the second

M1
11 = ing

2

{
ξl [q0 (d + δ)] ζl ′

[
qg (d + δ)

]
−ngξl ′ [q0 (d + δ)] ζl

[
qg (d + δ)

]} ;
M1

12 = ing
2

{
ξl [q0 (d + δ)] ξl ′

[
qg (d + δ)

]
−ngξl ′ [q0 (d + δ)] ξl

[
qg (d + δ)

]} ;
M1

21 = ing
2

{
ngζl ′ [q0 (d + δ)] ζl

[
qg (d + δ)

]
− ζl [q0 (d + δ)] ζl ′

[
qg (d + δ)

]} ;
M1

22 = ing
2

{
ngζl ′ [q0 (d + δ)] ξl

[
qg (d + δ)

]
− ζl [q0 (d + δ)] ξl ′

[
qg (d + δ)

]}
,

(14.66)

and of the third
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M2
11 + M2

12= i
2εg

[
ngξl

(
qgd

)
ζl

′ (q0d) − ξl
′ (qgd

)
ζl (q0d)

+ngξl
(
qgd

)
ξl

′ (q0d) − ξl
′ (qgd

)
ξl (q0d)

]
= i

εg

[
ngξl

(
qgd

)
ψl

′ (q0d) − ξl
′ (qgd

)
ψl (q0d)

] ;
M2

21 + M2
22= i

2εg

[
ζl

′ (qgd
)
ζl (q0d) − ngζl

(
qgd

)
ζl

′ (q0d)

+ζl
′ (qgd

)
ξl (q0d) − ngζl

(
qgd

)
ξl

′ (q0d)
]

= i
εg

[
ζl

′ (qgd
)
ψl (q0d) − ngζl

(
qgd

)
ψl

′ (q0d)
]
,

(14.67)

where ng and n1 are the refractive indices of the gas layer and the surrounding
medium, respectively.

We now make a series expansion of the second matrix, (14.66), up to linear order
in δ. The other matrices do not depend on δ. The zeroth order term multiplied with

the third matrix produces the matrix

(
1
1

)
, so it contributes with M0

11 + M0
12 to the

condition for modes. We then expand in αg , the polarizability of the gas. There is no
zeroth order term in the term linear in δ. The lowest order term is linear in αg . This
means that we do not need to expand the third matrix in αg . Thus if we denote the
term of the matrix M̃1 that is linear in both δ and αg by δM̃1 the condition for modes
can be written as (

M0
11 + M0

12

)+ M0
11

(
δM1

11 + δM1
12

)
+M0

12

(
δM1

21 + δM1
22

) = 0.
(14.68)

To get mode condition function we first rewrite this as

(
M0

11 + M0
12

)+ (
M0

11 + M0
12

) (
δM1

11 + δM1
12

)
+ M0

12

[(
δM1

21 + δM1
22

)− (
δM1

11 + δM1
12

)] = 0,
(14.69)

and the proper mode condition function becomes

f̃ TMl (ω) = 1 + M0
12

(δM1
21+δM1

22)−(δM1
11+δM1

12)
(M0

11+M0
12)

= 1 + 4πNαat iδq0
{[

ψl
′ (q0d)

]2 + l(l+1)
(q0d)2

[ψl (q0d)]2
}

× n1ξl (q1a)ξl
′(q0a)−ξl

′(q1a)ξl (q0a)

n1ξl (q1a)ψl
′(q0a)−ξl

′(q1a)ψl (q0a)
.

(14.70)

To obtain the mode condition function in (14.70) we have divided the function
(the left-hand side of (14.69)) both with the corresponding function for the cavity
alone, M0

11 + M0
12, and for the spherical shell alone, 1 + δM1

11 + δM1
12.

Now, we proceed with the TE modes. The elements of the first matrix are

M0
11 = i

2n1

{−n1ξl ′ (q1a) ζl (q0a) + ξl (q1a) ζl
′ (q0a)

} ;
M0

12 = i
2n1

{−n1ξl ′ (q1a) ξl (q0a) + ξl (q1a) ξl
′ (q0a)

}
,

(14.71)

and of the second
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M1
11 = i

2

{−ξl
′ [q0 (d + δ)] ζl

[
qg (d + δ)

]
+ ngξl [q0 (d + δ)] ζl ′

[
qg (d + δ)

]} ;
M1

12 = i
2

{−ξl
′ [q0 (d + δ)] ξl

[
qg (d + δ)

]
+ ngξl [q0 (d + δ)] ξl ′

[
qg (d + δ)

]} ;
M1

21 = i
2

{−ngζl [q0 (d + δ)] ζl ′
[
qg (d + δ)

]
+ ζl

′ [q0 (d + δ)] ζl
[
qg (d + δ)

]} ;
M1

22 = i
2

{−ngζl [q0 (d + δ)] ξl ′
[
qg (d + δ)

]
+ ζl

′ [q0 (d + δ)] ξl
[
qg (d + δ)

]}
,

(14.72)

and of the third

M2
11 + M2

12= i
2ng

[−ngξl ′
(
qgd

)
ζl (q0d) + ξl

(
qgd

)
ζl

′ (q0d)

−ngξl ′
(
qgd

)
ξl (q0d) + ξl

(
qgd

)
ξl

′ (q0d)
]

= i
ng

[−ngξl ′
(
qgd

)
ψl (q0d) + ξl

(
qgd

)
ψl

′ (q0d)
] ;

M2
21 + M2

22= i
2ng

[−ζl
(
qgd

)
ζl

′ (q0d) + ngζl ′
(
qgd

)
ζl (q0d)

−ζl
(
qgd

)
ξl

′ (q0d) + ngζl ′
(
qgd

)
ξl (q0d)

]
= i

ng

[−ζl
(
qgd

)
ψl

′ (q0d) + ngζl ′
(
qgd

)
ψl (q0d)

]
,

(14.73)

where ng and n1 are the refractive indices of the gas layer and the surrounding
medium, respectively.

We now make a series expansion of the second matrix, (14.72), up to linear order
in δ. The other matrices do not depend on δ. The zeroth order term multiplied with

the third matrix produces the matrix

(
1
1

)
, so it contributes with M0

11 + M0
12 to the

condition for modes. We then expand in αg , the polarizability of the gas. There is no
zeroth order term in the term linear in δ. The lowest order term is linear in αg . This
means that we do not need to expand the third matrix in αg . Thus if we denote the
term of the matrix M̃1 that is linear in both δ and αg by δM̃1 the condition for modes
can be written as

(
M0

11 + M0
12

)+ M0
11

(
δM1

11 + δM1
12

)+M0
12

(
δM1

21 + δM1
22

) = 0. (14.74)

To get the mode condition function we first rewrite this as

(
M0

11 + M0
12

)+ (
M0

11 + M0
12

) (
δM1

11 + δM1
12

)
+M0

12

[(
δM1

21 + δM1
22

)− (
δM1

11 + δM1
12

)] = 0,
(14.75)

and the proper mode condition function becomes

f̃ TEl (ω) = 1 + M0
12

(δM1
21+δM1

22)−(δM1
11+δM1

12)
(M0

11+M0
12)

= 1 + 4πNαat iδq0[ψl [q0d]]2
[−n1ξl ′(q1a)ξl (q0a)+ξl (q1a)ξl

′(q0a)]
[−n1ξl ′(q1a)ψl (q0a)+ξl (q1a)ψl

′(q0a)] .
(14.76)
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To obtain the mode condition function in (14.76) we have divided the function
(the left-hand side of (14.75)) both with the corresponding function for the cavity
alone, M0

11 + M0
12, and for the spherical shell alone, 1 + δM1

11 + δM1
12.

The interaction energy per atom is

E(d)

4πNd2δ
= �

4πNd2δ

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) ln
[
f̃ TMl (iξ) f̃ TEl (iξ)

]

= − �

d2

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) αat ξ

c

[{[
ψl

′
(
iξd
c

)]2 + l(l+1)

( iξd
c )

2

[
ψl

(
iξd
c

)]2}

× n1ξl
(

in1ξa
c

)
ξl

′( iξa
c )−ξl

′
(

in1ξa
c

)
ξl( iξa

c )

n1ξl
(

in1ξa
c

)
ψl

′( iξa
c )−ξl

′
(

in1ξa
c

)
ψl( iξa

c )

+
[
ψl

(
iξd
c

)]2 n1ξl ′
(

in1ξa
c

)
ξl( iξa

c )−ξl

(
in1ξa

c

)
ξl

′( iξa
c )

n1ξl ′
(

in1ξa
c

)
ψl( iξa

c )−ξl

(
in1ξa

c

)
ψl

′( iξa
c )

]
,

(14.77)

where we have let δ, the thickness of the gas layer, go to zero when passing from the
first to the second line. The force on the atom is F (d) = −r̂dE(d)/dd. To illustrate
the results we show in next section the interaction on a lithium atom in a gold cavity.

14.5.1 Force on a Li-Atom in a Spherical Gold Cavity

As an example of interactions on an atom in a cavity we show in Fig. 14.6 the
interaction on a Li atom in a gold cavity. The polarizability for Li was obtained from

Fig. 14.6 The interaction
energy for a Li atom in a
spherical gold cavity of
radius a = 10nm. The atom
is at the distance d from the
centre of the cavity. The
results were obtained from
(14.77). The closer to the
cavity wall the atom is the
more terms in the summation
over l is needed
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the London approximation (8.60) with the parameters given in Fig. 8.2. For gold
we used polarizability as shown in Fig. 9.3. There is no dipole contribution to the
force. The l = 1 contribution to the energy is a constant. The first contribution to
the force is a quadrupole term (l = 2). Higher order multipole contributions become
important when the atom is close to the cavity wall. We note by comparing with
the corresponding result in the non-retarded derivation that retardation effects are
completely negligible in this example. In order to find retardation effects one would
have to study a much larger cavity. The agreement between Figs. 14.6 and 10.6 can
be looked upon as a verification of the correctness of the two derivations and their
final results.

Next we take the opportunity to rederive the Casimir-Polder interaction between
two polarizable atoms using the spherical geometry.

14.6 Casimir-Polder Interaction Between Two Atoms

Here, we start with the geometry in Fig. 14.3. We let the thin shell consist of a diluted
gas of atoms of type 2with density N2 and the sphere consist of a diluted gas of atoms
of type 1 with density N1. We use upper case N for the density here to distinguish the
densities from the refractive indices that we denote by lower case n. The thickness
of the shell, δ, and the radius of the sphere, a, we let go toward zero at the end.
This means that the interaction energy becomes the sum of the interaction energy
between all pairs of atoms of type 1 and 2, all with the separation b = a + d. To get
the energy for one atom pair we divide the result by the number of atoms of type
1 and by the number of atoms of type 2. Since we let the thickness of the layer, δ,
go toward zero we may expand the logarithm in the integrand and keep the lowest
order term, ln (1 + x) ≈ x . We are furthermore only interested in the dipole-dipole
interactions which means that only the l = 1 term is kept in the integrand.

Both the TE and TM contributions have the same structure,

E = �

∞∫

0

dξ

2π
(2l + 1) A (b) N1

∂B (a)

∂N1

∣∣∣∣
N1=0

, (14.78)

where
A (b) = δM0

12 (b) , (14.79)

and

B (a) =
(
M2

21 + M2
22

)− (
M2

11 + M2
12

)
(
M2

11 + M2
12

) , (14.80)

respectively. Now,
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N1
∂B (a)

∂N1

∣∣∣∣
N1=0

= N1
1

2
4παat

1
∂B (a)

∂n1

∣∣∣∣
n1=1

. (14.81)

In the contribution for TE modes we have

ATE (b) = −δαg (iξ)
iξ
c

i
2

[
ξ1

(
iξb
c

)]2= δαg (iξ)
ξ

c
1
2 e

−2ξb/c
[
1+ξb/c
ξb/c

]2
, (14.82)

and
BTE (a)= 2ψ1

′(iξa/c)ψ1(in1ξa/c)−n1ψ1(iξa/c)ψ1
′(in1ξa/c)

ξ1
′(iξa/c)ψ1(in1ξa/c)−n1ξ1(iξa/c)ψ1

′(in1ξa/c) . (14.83)

Now,
∂BTE (a)

∂n1

∣∣∣∣
n1=1

= 0, (14.84)

so there is noTE contribution to the dipole dipole interaction between two polarizable
atoms. In the contribution for TM modes we have

ATM (b) = −δ4πN2α
at
2 (iξ)

iξ
c

i
2

[[
ξ1

′ (iξb/c)
]2 + 1(1+1)[ξ1(iξb/c)]2

(iξb/c)2

]

= −δ4πN2α
at
2 (iξ)

ξ

c
1
2

1
(ξb/c)4

e−2ξb/c

× [
3 + 6 (ξb/c) + 5(ξb/c)2 + 2(ξb/c)3 + (ξb/c)4

]
,

(14.85)

and
BTM (a) =−2 n1ψ1

′(iξa/c)ψ1(in1ξa/c)−ψ1(iξa/c)ψ1
′(in1ξa/c)

n1ξ1 ′(iξa/c)ψ1(in1ξa/c)−ξ1(iξa/c)ψ1
′(in1ξa/c) . (14.86)

Now,
∂BTM (a)

∂n1

∣∣∣∣
n1=1

= 8

9
(ξa/c)3, (14.87)

so the energy per atom pair is

E
(N14πa3/3)(N24πb2δ)

= �

(N14πa3/3)(N24πb2δ)

∞∫
0

dξ
2π 3A

TM (b) N1
∂BTM(a)

∂N1

∣∣∣
N1=0

= − 9�
(N14πa3)(N24πb2δ)2π

∞∫
0
dξδ4πN2α

at
2 (iξ)

ξ

c
1
2

1
(ξb/c)4

× N1
1
24παat

1 (iξ) 8
9 (ξa/c)3e−2ξb/c

× [
3 + 6 (ξb/c) + 5(ξb/c)2 + 2(ξb/c)3 + (ξb/c)4

]

= − �

b6π

∞∫
0
dξαat

2 (iξ) αat
1 (iξ) e−2ξb/c

× [
3 + 6 (ξb/c) + 5(ξb/c)2 + 2(ξb/c)3 + (ξb/c)4

]
.

(14.88)

It is interesting to note that we reproduce the Casimir-Polder interaction (12.30)
between two polarizable atoms [10, 11]. Thus we have three quite different methods
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to derive the Casimir-Polder interaction that produce identical results. To be noted
is that only the TM modes contribute.

14.7 Force on an Atom in a Spherical Gap

Let the outer radius be b, the inner radius a and the radial position of the atom be
r . The medium surrounding the vacuum gap has the dielectric function ε (ω). This
geometry involves four interfaces and in a straightforward approach the final matrix
would be the product of four matrices. The matrix elements in this retarded treatment
are rather bulky and difficult to put in print. We will use three matrices, where the
middle one is that for the thin diluted gas shell, and take advantage of (14.49). To
make the expressions even more compact we make use of the two types of 2l pole
polarizabilities, introduced in Sect. 14.1. Thus, the matrix is M̃ = M̃0 · M̃1 · M̃2 and

M11 + M12 = M0
11

(
M2

11 + M2
12

) (
1 α

0(2)
l

) · M̃1 ·
(

1
−α2

l

)
. (14.89)

Now, let us introduce δM̃1 so that

M̃1 =
(
1 0
0 1

)
+ δM̃1. (14.90)

Then

f̃l,m = M1
11+α

0(2)
l M1

21−α2
l

(
M1

12+α
0(2)
l M1

22

)
(
1−α

0(2)
l α2

l

)
(M1

11+M1
12)

≈ 1 − δM1
12

[
1+α2

l

(
1−α

0(2)
l

)]
−α

0(2)
l δM1

21+α
0(2)
l α2

l (δM
1
22−δM1

11)(
1−α

0(2)
l α2

l

) ,

(14.91)

where we have kept terms up to linear order in the atom density. We have chosen
as reference system a system with the spherical gap and the gas shell well separated
from each other. Thus we have divided our mode condition function both with that
for a free gas film and that for the spherical gap.

For TM modes we have

δM̃TM
1 = − (δN ) 2παatq0i

(
ξl

′ζl ′ + ξlζl
l(l+1)
(q0r)

2

[
ξl

′]2 + [ξl]2
l(l+1)
(q0r)

2

−[ζl ′
]2 − [ζl]2

l(l+1)
(q0r)

2 −ξl
′ζl ′ − ξlζl

l(l+1)
(q0r)

2

)
;

α
2,TM
l = ζl (q0a)ψl

′(qma)−nζl
′(q0a)ψl (qma)

ξl (q0a)ψl
′(qma)−nξl

′(q0a)ψl (qma)
;

α
0(2),TM
l = nξl (qmb)ξl ′(q0b)−ξl

′(qmb)ξl (q0b)
nξl (qmb)ζl ′(q0b)−ξl

′(qmb)ζl (q0b) ,

(14.92)

where q0 = ω/c, qm = nω/c, and n = √
ε. All Ricatti-Bessel functions in thematrix

have the argument (q0r).
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For TE modes the functions are

δM̃TE
1 = − (δN ) 2παatq0i

(
ξl (q0r) ζl (q0r) [ξl (q0r)]

2

−[ζl (q0r)]
2 −ξl (q0r) ζl (q0r)

)
;

α
2,TE
l = ζl

′(q0a)ψl (qma)−nζl (q0a)ψl
′(qma)

ξl
′(q0a)ψl (qma)−nξl (q0a)ψl

′(qma)
;

α
0(2),TE
l = nξl

′(qmb)ξl (q0b)−ξl (qmb)ξl ′(q0b)
nξl

′(qmb)ζl (q0b)−ξl (qmb)ζl ′(q0b) .

(14.93)

Here one may take the opportunity to check the results. If we let α0(2)
l = 0 we regain

the results for an atom outside a solid sphere, in Sect. 14.4. If we instead let α2
l = −1

we regain the results for an atom in a spherical cavity, in Sect. 14.5.
Next we study the interaction between an atom and a thin spherical shell. We

begin with placing the atom outside the shell.

14.8 Force on an Atom Outside a 2D Spherical Shell

We start from the geometry in Fig. 14.7. We use already from the outset the matrices
for a gas layer at r = b = a + d and a spherical 2D film at r = a. These were given
in (14.37), (14.38), (14.43), and (14.44). We find

f̃ TMl = 1 − (δn) 4παatq0i
[[

ξl
′ (q0b)

]2 + [ξl (q0b)]
2 l(l+1)

(q0b)
2

]

× δε̃3Dq0i[ψl
′(q0a)]2

[1−δε̃3Dq0iξl ′(q0a)ψl
′(q0a)] ,

(14.94)

and

f̃ TEl = 1 − (δn) 4παat iq0[ξl (q0b)]
2 δε̃3Diq0[ψl (q0a)]2

1 − δε̃3Diq0 [ξl (q0a) ψl (q0a)]
. (14.95)

We have also derived these results in the alternative way followed in the preceding
sections. The interaction energy per atom is

Fig. 14.7 The geometry of a
thin gas layer at distance d
from a thin spherical or
cylindrical shell of radius a
in the fully retarded
treatment. Adapted from [5]
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E(b)
4πnb2δ = �

4πnb2δ

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) ln
[
f̃ TMl (iξ) f̃ TEl (iξ)

]

= − �

b2

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) αat (iξ)δε̃3D (iξ)
(

ξ

c

)2

×

⎧⎪⎨
⎪⎩

[[
ξl

′(i ξb
c )

]2−
[
ξl(i ξb

c )
]2

l(l+1)

( ξb
c )

2

][
ψl

′(i ξa
c )

]2

[
1+δε̃3D(iξ)( ξ

c )ξl
′(i ξa

c )ψl
′(i ξa

c )
]

+
[
ξl( iξb

c )
]2[

ψl( iξa
c )

]2

1+δε̃3D(iξ)( ξ

c )
[
ξl( iξa

c )ψl( iξa
c )

]
}

,

(14.96)

where we have let δ, the thickness of the gas layer, go to zero when passing from
the first to the second line. The force on the atom is F (b) = −r̂dE(b)/db. We apply
this result to a lithium atom outside a graphene like sphere in next section.

14.8.1 Interaction Between a Li-Atom and a Graphene
Sphere

As an example we give the results for a Li-atom outside a graphene sphere in
Fig. (14.8). The results are from using (14.96). The polarizability for Li was obtained
from the London approximation (8.60) with the parameters given in Fig. 8.2 and for
the spherical shell the δε̃3D (iξ) enteringα2D

l (a; iξ)was taken from (10.24).We have
added the non-retarded result from Fig. 10.10 to illustrate the effect of retardation.

Fig. 14.8 The interaction
between a Li atom and a
graphene sphere as a
function of distance b. The
radius, a, of the spherical
shell is 10nm. The results
are from using (14.96) and
each curve is for a different
truncation of the summation
over l. For comparison we
have shown the non-retarded
result, dashed curve, from
Fig. 10.10. The thin curve
with circles is the room
temperature result. See the
text for details
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For large b values the fully retarded result approaches an asymptote that can be
found from using (12.34), where one of the static polarizabilites is that of the lithium
atom, αLi (0), and one is the polarizability of the graphene sphere, αgra.sph. (0). The
polarizability for the graphene sphere we get from (10.25),

α2D
l (a;ω) = δε̃3D (ω) l (l + 1) a2l+1

(2l + 1) a + δε̃3D (ω) l (l + 1)
, (14.97)

with l = 1, and ω = 0. Since the static value of δε̃3D (ω) diverges αgra.sph. (0) = a3.
Thus the large b asymptote is

E (b) = −23�cαLi (0) αgra.sph. (0)

4πb7
= −23�c

(
163.82a30

) (
a3
)

4πb7
. (14.98)

This asymptote is given as the thin straight line in Fig. 14.8. We have furthermore
added the room temperature result (T = 300K) at the large b end of the figure, the
thin curve with circles. Next, we move the atom inside the spherical shell.

14.9 Force on an Atom Inside a 2D Spherical Shell

We start from the geometry in Fig. 14.9. We use already from the outset the matrices
for a spherical 2D film at r = a and a gas layer at r = d. These were given in (14.37),
(14.38), (14.43), and (14.44). We find

f̃ TMl = 1 + M0
12

(δM1
21+δM1

22)−(δM1
11+δM1

12)
M0

11+M0
12

= 1 − iq0δε̃3D 1
2

[
ξ ′ (q0a)

]2 (δM1
21+δM1

22)−(δM1
11+δM1

12)
1−iq0δε̃3Dψ ′(q0a)ξl

′(q0a)

= 1 − iq0δε̃3D[ξl ′(q0a)]24πNαat δiq0
1−iq0δε̃3Dψ ′(q0a)ξl

′(q0a)

{[
ψl

′ (q0d)
]2 + l(l+1)

(q0d)2
[ψl (q0d)]2

}
,

(14.99)

and

Fig. 14.9 The geometry of a
thin gas layer at radius d
inside a thin spherical or
cylindrical shell of radius a
in the fully retarded
treatment. Adapted from [5]
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f̃ TEl = 1 + M0
12

(δM1
21+δM1

22)−(δM1
11+δM1

12)
M0

11+M0
12

= 1 − iq0δε̃3D 1
2 [ξl (q0a)]2 (δM1

21+δM1
22)−(δM1

11+δM1
12)

1−iq0δε̃3Dψ(q0a)ξl (q0a)

= 1 − iq0δε̃3D[ξl (q0a)]24πNαat δiq0[ψl (q0d)]2

1−iq0δε̃3Dψ(q0a)ξl (q0a)
.

(14.100)

The interaction energy per atom is

E(d)

4πNd2δ
= �

4πnd2δ

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) ln
[
f̃ TMl (iξ) f̃ TEl (iξ)

]

= − �

d2

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) αat (iξ)δε̃3D (iξ)
(

ξ

c

)2

×

⎧⎪⎨
⎪⎩

[[
ψl

′(i ξd
c )

]2−
[
ψl(i ξd

c )
]2

l(l+1)

( ξd
c )

2

][
ξl

′(i ξa
c )

]2

[
1+δε̃3D(iξ)( ξ

c )ξl
′(i ξa

c )ψl
′(i ξa

c )
]

+
[
ξl( iξa

c )
]2[

ψl( iξd
c )

]2

1+δε̃3D(iξ)( ξ

c )
[
ξl( iξa

c )ψl( iξa
c )

]
}

,

(14.101)

where we have let δ, the thickness of the gas layer, go to zero when passing from the
first to the second line. The force on the atom is F (d) = −r̂dE(d)/dd.

We illustrate this result with a lithium atom inside a graphene-like sphere.

14.9.1 Force on a Li-Atom Inside a Graphene Sphere

As an examplewegive the results for aLi-atom inside a graphene sphere in Fig. 14.10.
The results are from using (14.101). The polarizability for Li was obtained from
the London approximation (8.60) with the parameters given in Fig. 8.2 and for the
spherical shell the δε̃3D (iξ) entering α

2D(2)
l (a; iξ) was taken from (10.24). From

comparison with Fig. 10.12 we see that the retardation effects are negligible for this
example. We can view this comparison as an extra test of the formalism and of our
derivations. Next we turn to two concentric spherical shells.

14.10 Interaction Between Two 2D Spherical Shells

We consider two concentric thin spherical shells in vacuum. Since the films are in
vacuum q0 = ω/c. The outer shell has radius b and the inner radius a. Here the
matrix is M̃ = M̃0 · M̃1 where for TM modes
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Fig. 14.10 The interaction
on a Li atom inside a
graphene sphere as a
function of distance d from
the center. The radius, a, of
the spherical shell is 10nm.
The results are from using
(14.101) and each curve is
for a different truncation of
the summation over l. See
the text for details

M̃TM
0 =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl

′ (q0b) ζl
′ (q0b)

[
ξl

′ (q0b)
]2

−[ζl ′ (q0b)
]2 −ξl

′ (q0b) ζl
′ (q0b)

)
;

M̃TM
1 =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl

′ (q0a) ζl
′ (q0a)

[
ξl

′ (q0a)
]2

−[ζl ′ (q0a)
]2 −ξl

′ (q0a) ζl
′ (q0a)

)
,

(14.102)

and the condition for modes is

MTM
11 + MTM

12 = 1 − δε̃3Dq0i
2

[
ξl

′ (q0b) ζl
′ (q0b)

+ [
ξl

′ (q0b)
]2 + ξl

′ (q0a) ζl
′ (q0a) + [

ξl
′ (q0a)

]2]

+
(

δε̃3Dq0i
2

)2 [
ξl

′ (q0b) ζl
′ (q0b) ξl

′ (q0a) ζl
′ (q0a)

− [
ξl

′ (q0b)
]2[

ζl
′ (q0a)

]2] = 0.

(14.103)

For TE modes the two matrices are

M̃TE
0 =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl (q0b) ζl (q0b) [ξl (q0b)]

2

−[ζl (q0b)]
2 −ξl (q0b) ζl (q0b)

)
;

M̃TE
1 =

(
1 0
0 1

)
− δε̃3Dq0i

2

(
ξl (q0a) ζl (q0a) [ξl (q0a)]2

−[ζl (q0a)]2 −ξl (q0a) ζl (q0a)

)
,

(14.104)

and the condition for modes becomes
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MTE
11 + MTE

12 = 1 − δε̃3Dq0i
2 [ξl (q0b) ζl (q0b)

+[ξl (q0b)]
2 + ξl (q0a) ζl (q0a) + [ξl (q0a)]2

]

+
(

δε̃3Dq0i
2

)2
[ξl (q0b) ζl (q0b) ξl (q0a) ζl (q0a)

−[ξl (q0b)]
2[ζl (q0a)]2

] = 0.

(14.105)

The mode condition function for TM modes is

f̃ TMl,m (iξ) = 1 −
[
δε̃3Dq0i

]2[
ψl

′ (q0a)
]2[

ξl
′ (q0b)

]2
[
1 − δε̃3Dq0i

[
ξl

′ (q0b) ψl
′ (q0b)

]] [
1 − δε̃3Dq0i

[
ξl

′ (q0a) ψl
′ (q0a)

]]
(14.106)

and for TE modes

f̃ TEl,m (iξ) = 1 −
[
δε̃3Dq0i

]2
[ψl (q0a)]2[ξl (q0b)]

2

[
1 − δε̃3Dq0i [ξl (q0b) ψl (q0b)]

] [
1 − δε̃3Dq0i [ξl (q0a) ψl (q0a)]

]
(14.107)

Here, our notation may unfortunately cause some confusion. Note that ξ is the
variable along the imaginary frequency axis and ξl is a Ricatti-Bessel function. We
have chosen to express the mode condition functions in terms of the functions ξl and
ψl to simplify the transformation into real valued functions of real valued arguments
according to (14.21).

We have chosen as reference system a system where the two shells are separated
from each other and at infinite distance from each other. The interaction energy is
what it takes to bring the shells together and putting the inner shell inside the outer
shell. The interaction energy is

E = �

∞∫
0

dξ
2π

∞∑
l=1

l∑
m=−l

ln
(
f̃ TMl,m (iξ) f̃ TEl,m (iξ)

)

= �

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1)
[
ln
(
f̃ TMl (iξ)

)
+ ln

(
f̃ TMl (iξ)

)] (14.108)

where we have made use of the fact that the integrand is independent of m. The
summation over m then just adds a factor of (2l + 1).

14.10.1 Interaction Between Two Concentric Graphene
Spheres

As an example we give in Fig. 14.11 the interaction energy for two concentric
graphene spheres. We let the radius, a, of the inner sphere be 10nm and let the
radius, b, of outer sphere vary between 10nm and 100nm. We have treated the
graphene spheres as strictly 2D spherical shells with the effective dielectric function
given in (10.24). Each curve is for a different truncation of the summation over l. The
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Fig. 14.11 The interaction
between two concentric
graphene spheres as a
function of the radius, b, of
the outer sphere. The radius,
a, of the inner sphere is
10nm. The results are from
using (14.108) with the
mode condition functions
from (14.106) and (14.107).
Each curve is for a different
truncation of the summation
over l. See the text for details

smaller the value of b the more terms are needed in the summation. The reference
system is one where the smaller inner sphere has been taken outside the larger outer
sphere and the two are at infinite distance from each other. The energy in Fig. 14.11
is the energy gain when the smaller sphere is brought to and inserted into the larger
sphere. The energy in (14.108) is negative.

14.11 Force on an Atom in Between Two 2D Spherical
Films

Here we may reuse the results from Sect. 14.7. The only difference is the expressions
for the 2l pole polarizabilities. The mode condition function is

f̃l,m = M1
11+α

2D0(2)
l M1

21−α2D2
l

(
M1

12+α
2D0(2)
l M1

22

)
(
1−α

2D0(2)
l α2D2

l

)
(M1

11+M1
12)

≈ 1 − δM1
12

[
1+α2D2

l

(
1−α

2D0(2)
l

)]
−α

2D0(2)
l δM1

21+α
2D0(2)
l α2D2

l (δM1
22−δM1

11)(
1−α

2D0(2)
l α2D2

l

) ,

(14.109)

where we have kept terms up to linear order in the atom density. We have chosen as
reference system a system with the spherical films and the gas shell well separated
from each other. Thus we have divided our mode condition function both with that
for a free gas film and that for the thin spherical films.

For TM modes we have
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δM̃TM
1 = − (δN ) 2παatq0i

(
ξl

′ζl ′ + ξlζl
l(l+1)
(q0r)

2

[
ξl

′]2 + [ξl]2
l(l+1)
(q0r)

2

−[ζl ′
]2 − [ζl]2

l(l+1)
(q0r)

2 −ξl
′ζl ′ − ξlζl

l(l+1)
(q0r)

2

)
;

α
2D2,TM
l = − 2+δε̃3Dq0i[ζl ′(q0a)2+ξl

′(q0a)ζl
′(q0a)]

2−δε̃3Dq0i[ξl ′(q0a)2+ξl
′(q0a)ζl

′(q0a)] ;
α
2D0(2),TM
l = −δε̃3Dq0iξl ′(q0b)2

2−δε̃3Dq0iξl ′(q0b)ζl ′(q0b) ,

(14.110)

where q0 = ω/c. All Ricatti-Bessel functions in the matrix have the argument (q0r).
For TE modes the functions are

δM̃TE
1 = − (δN ) 2παatq0i

(
ξl (q0r) ζl (q0r) [ξl (q0r)]

2

−[ζl (q0r)]
2 −ξl (q0r) ζl (q0r)

)
;

α
2D2,TE
l = − 2+δε̃3Dq0i[ζl (q0a)2+ξl (q0a)ζl (q0a)]

2−δε̃3Dq0i[ξl (q0a)2+ξl (q0a)ζl (q0a)] ;
α
2D0(2),TE
l = −δε̃3Dq0iξl (q0b)2

2−δε̃3Dq0iξl (q0b)ζl (q0b)
.

(14.111)

Nowwe are done with the spherical geometries and end the chapter by calculating
the Casimir interaction between two atoms.

14.12 Force Between Two Atoms from Summation of Pair
Interactions

We derived the Casimir interaction between two atoms in Sect. 12.1. It is possible
to find this result via a short-cut, viz. by using the result from the summation over
pair interactions in Sect. 6.1. The procedure is the following: choose a geometry with
two objects of different material; calculate the result using the summation over pair
interactions; calculate the result using the full formalism and take the diluted limit;
compare the two results and identify parameters.

We choose to apply this procedure on an atom of species 1 at the distance R from a
ball of atomic species 2. We let the ball have the radius R2 and the atom density n3D .
We make the ansatz that the interaction between the atoms is given by the potential
V = −Br−7 and we intend to identify the coefficient B. The result from summation
over pair interactions (6.13) with this ansatz is

E (R) = − B

R7

4πR3
2n

3D

3
. (14.112)

We have assumed that there is vacuum in between the objects. The corresponding
result in the full formalism (14.62) is
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E (R) = − �

R2

∞∫
0

dξ
2π

∞∑
l=1

(2l + 1) αat
1 (iξ)

i(iξ R/c)
R

×
{[[

ξl
′ (iξ R/c)

]2 + l(l+1)[ξl (iξ R/c)]2

(iξ R/c)2

]
n2ψl

′(iξ R2/c)ψl (iξn2R2/c)−ψl (iξ R2/c)ψl
′(iξn2R2/c)

n2ξl ′(iξ R2/c)ψl (iξn2R2/c)−ξl (iξ R2/c)ψl
′(iξn2R2/c)

+ [ξl (iξ R/c)]2 ψl
′(iξ R2/c)ψl (iξn2R2/c)−n2ψl (iξ R2/c)ψl

′(iξn2R2/c)
ξl

′(iξ R2/c)ψl (iξn2R2/c)−n2ξl (iξ R2/c)ψl
′(iξn2R2/c)

}
.

(14.113)
Wemayheremake use of the derivationweperformed in Sect. 14.6.We study (14.88).
Since we now are interested in the interaction energy between the atom and the whole
ball we do not divide with the number of atoms in the ball. We have

E
(N24πb2δ)

= �

(N24πb2δ)

∞∫
0

dξ
2π 3A

TM (b) N1
∂BTM(a)

∂N1

∣∣∣
N1=0

= − 3�
(N24πb2δ)2π

∞∫
0
dξδ4πN2α

at
2 (iξ)

ξ

c
1
2

1
(ξb/c)4

× N1
1
24παat

1 (iξ) 8
9 (ξa/c)3e−2ξb/c

× [
3 + 6 (ξb/c) + 5(ξb/c)2 + 2(ξb/c)3 + (ξb/c)4

]
= |ξ → ξ/b|
= − �

b7π
4πa3N1

3

∞∫
0
dξαat

2 (iξ/b) αat
1 (iξ/b) e−2ξ/c

× [
3 + 6 (ξ/c) + 5(ξ/c)2 + 2(ξ/c)3 + (ξb/c)4

]
.

(14.114)

Now, letting the distance b go toward infinity we have

E (R) ≈ − �

R7π
4πR2

3n3D

3

∞∫
0
dξαat

2 (0) αat
1 (0) e−2ξ/c

× [
3 + 6 (ξ/c) + 5(ξ/c)2 + 2(ξ/c)3 + (ξ/c)4

]
= |ξ → ξc| = −�cαat

2 (0)αat
1 (0)

R7π
4πR2

3n3D

3

×
∞∫

0

dξe−2ξ
[
3 + 6 (ξ) + 5(ξ)2 + 2(ξ)3 + (ξ)4

]

︸ ︷︷ ︸
23/4

= − 23�cαat
2 (0)αat

1 (0)
4πR7

4πR2
3n3D

3 ,

(14.115)

where we have replaced b with R and a with R2 to be consistent with the notation
we used in the summation over pair interactions. Equating this result with the result
in (14.112) we find

B = 23�cαat
2 (0) αat

1 (0)

4π
. (14.116)

This agreeswithwhatwe foundwith the corresponding derivation in planar structures
in (13.147).

The procedure we have just gone through is a short-cut for finding the van der
Waals interaction between two atoms. It furthermore acts as a test of the consistency
of our formalism.
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Chapter 15
Dispersion Interaction in Cylindrical
Structures

Abstract After a section inwhichwe adapt the general formalismpresented inChap.
7 to cylindrical structureswe start by introducing the basic structure elements: a single
cylindrical interface, a thin diluted cylindrical gas film, and a 2D cylindrical film.
A general cylindrical structure can then be constructed by stacking these elements
coaxially. The thin gas layer is special; it is used to find the interaction on an atom
at a general position in the cylindrical structure. Then we go through some common
structures andpresent a limited number of illustrating examples; the examples involve
gold cylinders, cylindrical graphene shells, and lithium atoms. The derivations are
much more cumbersome in the cylindrical structure compared to in the planar and
spherical cases.

15.1 Adapting the General Method
of Chap. 7 to Cylindrical Structures

To find the normal modes for a layered cylinder including retardation effects we need
to solve the wave equation for the electric and magnetic fields in all layers and use
the proper boundary conditions at the interfaces. To solve the vector wave equation
the vector Helmholtz equation, (7.22), is not a trivial task. One can instead solve
the problem by introducing Hertz-Debye potentials π1 and π2. They are solutions
to the scalar wave equation, (7.23). We let π1 be the potential that generates TM
modes and π2 be the potential that generates TE modes. In a cylindrical system
the TM mode has its magnetic field perpendicular to the cylinder axis and the TE
mode has its electric field perpendicular to the cylinder axis. Separation of variables,
π = R (r)Θ (θ) Z (z), leads to one differential equation for each of the variables,

rd/dr [rdR (r) /dr ] + [(
q2 − h2

)
r2 − m2

]
[R (r)] = 0;

d2Θ (θ) /dθ2 + m2Θ (θ) = 0;
d2Z (z) /dz2 + h2Z (z) = 0.

(15.1)

The variable h is the projection of the incoming momentum on the cylinder axis and
q = [

ñ (ω) ω/c
]
. The general solution for the potentials is expressed in terms of
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πi,m =
[
Rm

(√
q2 − h2r

)] [
eimθ

] [
eihz

] [
e−iωt

]
,

m = 0,±1,±2 . . .
(15.2)

The radial part R(r) is a solution to the Bessel equation,

z2
d2ω

dz2
+ z

dω

dz
+ (

z2 − ν2
)
ω = 0. (15.3)

The Bessel equation has many different solutions:

• Bessel functions of the first kind: J±ν (z).
• Bessel functions of the second kind: Yν (z) (Weber’s function, Neumann’s func-
tion).

• Bessel functions of the third kind: H (1)
ν (z), H (2)

ν (z) (Hankel functions).

Each is a regular function of z throughout the complex z-plane cut along the
negative real axis. They are related to each other according to

Yν (z) = [
Jν (z) cos (νπ) − J−ν (z)

]
/ sin (νπ) ;

Hν
(1) (z) = Jν (z) + iYν (z) ;

Hν
(2) (z) = Jν (z) − iYν (z) .

(15.4)

Let us study a layered cylinder of radius r0 consisting of N layers and an inner
cylindrical core. We have N + 2 media and N + 1 interfaces. Let the numbering
be as follows. Medium 0 is the medium surrounding the cylinder, medium 1 is the
outermost layer, medium N the innermost layer, and N + 1 the innermost cylindrical
core. Let rn be the inner radius of layer n. This is completely in line with the system
represented by Fig. 7.1.

We will use the two Hankel versions since they represent waves that go in either
the positive or negative r -directions.We assume a time dependence of the form e−iωt .
With this choice the first Hankel function, Hν

(1) (kr) e−iωt ∝ ei(kr−ωt), represents a
wave moving in the positive radial direction (toward the left in Fig. 7.1) while the
second, Hν

(2) (kr) e−iωt ∝ e−i(kr+ωt), represents a wavemoving in the negative radial
direction (toward the right in Fig. 7.1). Thus the general solution for the potentials is

π =
∞∑

m=0

[
amH (2)

m (kr) + bmH (1)
m (kr)

]
eimθeihze−iωt ;

k = √
q2 − h2.

(15.5)

Let us now use the boundary conditions that the tangential components of E and H̃
are continuous at the interface between layer n and n + 1. We get [1]

[
(∂/∂r) πn

1 + (imh/qnr) πn
2

]
r=rn

= [
(∂/∂r) πn+1

1 + (imh/qn+1r) πn+1
2

]
r=rn

;[(
q2
n − h2

)
πn
1

]
r=rn

= [(
q2
n+1 − h2

)
πn+1
1

]
r=rn

;[
qn (∂/∂r) πn

2 − (imh/r) πn
1

]
r=rn

= [
qn+1 (∂/∂r) πn+1

2 − (imh/r) πn+1
1

]
r=rn

;[[(
q2
n − h2

)
/qn

]
πn
2

]
r=rn

= [[(
q2
n+1 − h2

)
/qn+1

]
πn+1
2

]
r=rn

,

(15.6)
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where qn = ñn (ω) (ω/c).
This gives

an1,mknH
(2)
m

′ (knrn) + bn1,mknH
(1)
m

′ (knrn)
+an2,m

(
imh
qnrn

)
H (2)

m (knrn) + bn2,m

(
imh
qnrn

)
H (1)

m (knrn)

= an+1
1,m kn+1H (2)

m
′ (kn+1rn) + bn+1

1,m kn+1H (1)
m

′ (kn+1rn)

+an+1
2,m

(
imh

qn+1rn

)
H (2)

m (kn+1rn) + bn+1
2,m

(
imh

qn+1rn

)
H (1)

m (kn+1rn) ;
an1,mk

2
n H

(2)
m (knrn) + bn1,mk

2
n H

(1)
m (knrn)

= an+1
1,m k2n+1H

(2)
m (kn+1rn) + bn+1

1,m k2n+1H
(1)
m (kn+1rn) ;

−an1,m

(
imh
rn

)
H (2)

m (knrn) − bn1,m

(
imh
rn

)
H (1)

m (knrn)

+an2,mqnknH
(2)
m

′ (knrn) + bn2,mqnknH
(1)
m

′ (knrn)

= −an+1
1,m

(
imh
rn

)
H (2)

m (kn+1rn) − bn+1
1,m

(
imh
rn

)
H (1)

m (kn+1rn)

+an+1
2,m qn+1kn+1H (2)

m
′ (kn+1rn) + bn+1

2,m qn+1kn+1H (1)
m

′ (kn+1rn) ;
an2,m

(
k2n
qn

)
H (2)

m (knrn) + bn2,m

(
k2n
qn

)
H (1)

m (knrn)

= an+1
2,m

(
k2n+1

qn+1

)
H (2)

m (kn+1rn) + bn+1
2,m

(
k2n+1

qn+1

)
H (1)

m (kn+1rn) .

(15.7)

This may be arranged as

Ãn

⎛

⎜
⎜
⎝

an1,m
bn1,m
an2,m
bn2,m

⎞

⎟
⎟
⎠ = Ãn+1

⎛

⎜
⎜
⎝

an+1
1,m

bn+1
1,m

an+1
2,m

bn+1
2,m

⎞

⎟
⎟
⎠ , (15.8)

and we may now identify the matrix

Ãn =

⎛

⎜⎜⎜
⎝

knH (2)
m

′ knH (1)
m

′ imh
qnrn

H (2)
m

imh
qnrn

H (1)
m

k2n H
(2)
m k2n H

(1)
m 0 0

− imh
rn

H (2)
m − imh

rn
H (1)

m qnknH (2)
m

′ qnknH (1)
m

′

0 0 k2n
qn
H (2)

m
k2n
qn
H (1)

m

⎞

⎟⎟⎟
⎠

, (15.9)

where we have omitted the argument (knrn) in all Hankel functions and their deriva-
tives.

For the special case when h = 0 we see that the matrices are on block form:

Ãn =

⎛

⎜⎜
⎝

knH (2)
m

′ knH (1)
m

′ 0 0
k2n H

(2)
m k2n H

(1)
m 0 0

0 0 qnknH (2)
m

′ qnknH (1)
m

′

0 0 k2n
qn
H (2)

m
k2n
qn
H (1)

m

⎞

⎟⎟
⎠ , (15.10)
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which means that the TM and TE modes decouple for h = 0.1

Now, the resulting matrix M̃n = Ã−1
n · Ãn+1 becomes too large to write down in

matrix form. Instead, we list each element:

M11 = 1
Wk3n

[
k2n H

(1)
m kn+1H (2)+

m
′ − knH (1)

m
′k2n+1H

(2)+
m

] ;
M12 = 1

Wk3n

[
k2n H

(1)
m kn+1H (1)+

m
′ − knH (1)

m
′k2n+1H

(1)+
m

] ;
M13 = 1

Wk3n
H (1)

m H (2)+
m (imh/qn+1rn)

[
k2n − k2n+1

] ;
M14 = 1

Wk3n
H (1)

m H (1)+
m (imh/qn+1rn)

[
k2n − k2n+1

] ;
M21 = 1

Wk3n

[−k2n H
(2)
m kn+1H (2)+

m
′ + knH (2)

m
′k2n+1H

(2)+
m

] ;
M22 = 1

Wk3n

[−k2n H
(2)
m kn+1H (1)+

m
′ + knH (2)

m
′k2n+1H

(1)+
m

] ;
M23 = 1

Wk3n
H (2)

m H (2)+
m (imh/qn+1rn)

[
k2n+1 − k2n

] ;
M24 = 1

Wk3n
H (1)+

m H (2)
m (imh/qn+1rn)

[
k2n+1 − k2n

] ;
M31 = 1

Wk3n
H (1)

m H (2)+
m (imh/qnrn)

[
k2n+1 − k2n

] ;
M32 = 1

Wk3n
H (1)

m H (1)+
m (imh/qnrn)

[
k2n+1 − k2n

] ;
M33 = 1

Wk3n

[(
k2n/qn

)
H (1)

m qn+1kn+1H (2)+
m

′ − qnknH (1)
m

′ (k2n+1/qn+1
)
H (2)+

m

] ;
M34 = 1

Wk3n

[(
k2n/qn

)
H (1)

m qn+1kn+1H (1)+
m

′ − qnknH (1)
m

′ (k2n+1/qn+1
)
H (1)+

m

] ;
M41 = 1

Wk3n
H (2)

m H (2)+
m (imh/qnrn)

[
k2n − k2n+1

] ;
M42 = 1

Wk3n
H (1)+

m H (2)
m (imh/qnrn)

[
k2n − k2n+1

] ;
M43 = 1

Wk3n

[− (
k2n/qn

)
H (2)

m qn+1kn+1H (2)+
m

′ + qnknH (2)
m

′ (k2n+1/qn+1
)
H (2)+

m

] ;
M44 = 1

Wk3n

[− (
k2n/qn

)
H (2)

m qn+1kn+1H (1)+
m

′ + qnknH (2)
m

′ (k2n+1/qn+1
)
H (1)+

m

]
.

(15.11)
We have suppressed all arguments of the Hankel functions and their derivatives.
All functions with a + added as a superscript have the argument (kn+1rn) and the
ones without the superscript have the argument (knrn). W is short for the Wron-
skian, W

[
H (1)

m (x) ,H (2)
m (x)

] = H (1)
m (x) H (2)

m
′ (x) − H (1)

m
′ (x) H (2)

m (x) = −4i/πx .
Now, we have all we need to determine the fully retarded normal modes in a layered
cylindrical structure. We give some examples in the following sections.

Summary of key relations for the derivation of dispersion interactions in
cylindrical structures:

In a cylindrical structure h, the wave number along the cylinder axis, andm are
the proper quantum numbers that characterize a normal mode. The dispersion
curve for a mode can have several branches, i ,ω = ωi

h,m . They are solutions to
the condition for modes, fh,m (ω) = 0, where fh,m (ω) is the mode condition
function. When finding the interaction energy of the system one has to sum
over both h, m and i . Since we often let the system have unlimited extension
along the cylinder axis it is appropriate to calculate the interaction energy per
unit length. For zero temperature the interaction energy is

1This also happens for m = 0.
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E = �

2

1

L

∑

h

∞∑

m=−∞

∞∫

−∞

dξ

2π
ln fh,m (iξ) → �

2

∞∫

−∞

dh

2π

∞∑

m=−∞

∞∫

−∞

dξ

2π
ln fh,m (iξ),

(15.12)
and at finite temperature

F = 1

L

∑

h

∞∑

m=−∞

1

β

∞∑

n=0

′
ln fh,m (iξn) →

∞∫

−∞

dh

2π

∞∑

m=−∞

1

β

∞∑

n=0

′
ln fh,m (iξn),

(15.13)
where L is the length of the system and ξn = 2πn/�β. The arrows indicate
what happens when we let L go toward infinity. In the fully retarded treatment

fh,m ≡
∣∣∣
∣
(M11 + M12) (M13 + M14)

(M31 + M32) (M33 + M34)

∣∣∣
∣ , (15.14)

where M̃ is the matrix for the whole structure. The matrix for interface n is a
4 × 4 matrix where the elements contain the two Hankel functions and their
derivatives. Thematrix is too spacious to bewritten down here. TheWronskian
for the two functions is

W
[
H (1)

m (x) , H (2)
m (x)

] = H (1)
m (x) H (2)

m
′ (x) − H (1)

m
′ (x) H (2)

m (x) = −4i/πx .
(15.15)

The relation between theBessel function of the first kind, Jm , and theHankel
functions, H (n)

m , is
2Jm (z) = H (1)

m (z) + H (2)
m (z) (15.16)

15.2 Basic Structure Elements

A general cylindrical structure can be generated by stacking a number of basic
structure elements coaxially around each other. The most basic element is a solid
cylinder. Sometimes it is convenient to use layers as elements. A special layer is a
2D cylindrical film. Another is a thin cylindrical diluted gas layer which can be used
in the derivation of the interaction between atoms and the cylindrical structure. We
start with the solid cylinder.
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15.2.1 Solid Cylinder

For a solid cylinder of radius a and dielectric function ε̃1 (ω) in an ambient of
dielectric function ε̃0 (ω), as illustrated in Fig. 14.1, we have M̃ = M̃0, and the type
of combinations of matrix elements that appear in the mode condition are:

M11 + M12 = 2
Wk30

[
k20H

(1)
m k1 Jm

′ − k0H (1)
m

′k21 Jm
] ;

M13 + M14 = 2
Wk30

H (1)
m Jm (imh/q1a)

[
k20 − k21

] ;
M21 + M22 = 2

Wk30

[−k20H
(2)
m k1 Jm ′ + k0H (2)

m
′k21 Jm

] ;
M23 + M24 = 2

Wk30
H (2)

m Jm (imh/q1a)
[
k21 − k20

] ;
M31 + M32 = 2

Wk30
H (1)

m Jm (imh/q0a)
[
k21 − k20

] ;
M33 + M34 = 2

Wk30

[(
k20/q0

)
H (1)

m q1k1 Jm ′ − q0k0H (1)
m

′ (k21/q1
)
Jm

] ;
M41 + M42 = 2

Wk30
H (2)

m Jm (imh/q0a)
[
k20 − k21

] ;
M43 + M44 = 2

Wk30

[− (
k20/q0

)
H (2)

m q1k1 Jm ′ + q0k0H (2)
m

′ (k21/q1
)
Jm

]
,

(15.17)

where we have used the relation 2Jm (z) = H (1)
m (z) + H (2)

m (z). We have suppressed
all arguments of the functions. The suppressed arguments are (k0a) for the H -
functions and their derivatives and (k1a) for the J -functions and their derivatives.

The condition for modes is according to (7.15) (M11 + M12) (M33 + M34) =
(M13 + M14) (M31 + M32), which leads to

(
1
k1

Jm ′(k1a)

Jm (k1a)
− 1

k0
H (1)
m

′(k0a)

H (1)
m (k0a)

) (
q2
1
k1

Jm ′(k1a)

Jm (k1a)
− q2

0
k0

H (1)
m

′(k0a)

H (1)
m (k0a)

)
= (mh/a)2

(
1
k21

− 1
k20

)2
.

(15.18)

This is in complete agreement with Ruppin in (107) on page 389 in [2]. When either
m or h or both are zero the TM and TEmodes decouple. If they are decoupled letting
the first factor on the left-hand side be equal to zero defines the TE modes and letting
the second factor be equal to zero defines the TM modes.

Next we move on to a thin diluted gas film.

15.2.2 Thin Cylindrical Diluted Gas Film

Here we proceed in the same way as in Sect. 11.2.3 but the matrices are now much
more involved. Here both α and δ appear in the arguments of the functions. In the
non-retarded case only δ did. We first expand the matrix for the gas layer in α and
keep terms up to linear in α. We have

M̃gaslayer = M̃0 · M̃1;
M̃0 ≈ 1̃ + αM̃1

0; M̃1 ≈ 1̃ + αM̃1
1;

M̃gaslayer ≈ 1̃ + α
(
M̃1

0 + M̃1
1

)
.

(15.19)
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The elements of M̃1
0 are in the first row

M11 = iπk0(b+δ)

8

(
q0
k0

)2 [
H (1)

m H (2)
m

′ − 2H (1)
m

′H (2)
m

+ k0 (b + δ)
(
H (1)

m H (2)
m

′′ − H (1)
m

′H (2)
m

′)] ;
M12 = iπk0(b+δ)

8

(
q0
k0

)2 [−H (1)
m

′H (1)
m

+ k0 (b + δ)
(
H (1)

m H (1)
m

′′ − H (1)
m

′H (1)
m

′)] ;
M13 = mπ

4 H (1)
m H (2)

m
h
k0

(
q0
k0

)
;

M14 = mπ
4 H (1)

m H (1)
m

h
k0

(
q0
k0

)
,

(15.20)

in the second row

M21 = iπk0(b+δ)

8

(
q0
k0

)2 [
H (2)

m
′H (2)

m

− k0 (b + δ)
(
H (2)

m H (2)
m

′′ − H (2)
m

′H (2)
m

′)] ;
M22 = iπk0(b+δ)

8

(
q0
k0

)2 [−H (2)
m H (1)

m
′ + 2H (2)

m
′H (1)

m

− k0 (b + δ)
(
H (2)

m H (1)
m

′′ − H (2)
m

′H (1)
m

′)] ;
M23 = −mπ

4 H (2)
m H (2)

m
h
k0

(
q0
k0

)
;

M24 = −mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
,

(15.21)

in the third row

M31 = −mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
;

M32 = −mπ
4 H (1)

m H (1)
m

h
k0

(
q0
k0

)
;

M33 = iπk0(b+δ)

8

{
H (1)

m H (2)
m

′+H (1)
m

′H (2)
m

+
(
q0
k0

)2 [
H (1)

m H (2)
m

′−2H (1)
m

′H (2)
m

+ k0 (b + δ)
(
H (1)

m H (2)
m

′′−H (1)
m

′H (2)
m

′)]} ;
M34 = iπk0(b+δ)

8

[
2H (1)

m H (1)
m

′ +
(
q0
k0

)2×
(−H (1)

m H (1)
m

′+k0 (b + δ)
(
H (1)

m H (1)
m

′′−H (1)
m

′H (1)
m

′))] ,

(15.22)

and in the fourth row

M41 = mπ
4 H (2)

m H (2)
m

h
k0

(
q0
k0

)
;

M42 = mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
;

M43 = − iπk0(b+δ)

8

{
2H (2)

m H (2)
m

′−(ω/ck0)
2×[

H (2)
m H (2)

m
′ + k0 (b + δ)

(
H (2)

m H (2)
m

′′ − H (2)
m

′H (2)
m

′)]} ;
M44 = − iπk0(b+δ)

8

{
H (2)

m H (1)
m

′ + H (2)
m

′H (1)
m

+
(
q0
k0

)2 [
H (2)

m H (1)
m

′ − 2H (2)
m

′H (1)
m

+ k0 (b + δ) H (2)
m H (1)

m
′′ − H (2)

m
′H (1)

m
′]} .

(15.23)
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The suppressed arguments are in all elements k0 (b + δ). The elements of M̃1
1 are in

the first row

M11 = iπk0b
8

(
q0
k0

)2 [
H (1)

m
′H (2)

m + (k0b)
(
H (1)

m
′H (2)

m
′ − H (1)

m
′′H (2)

m

)] ;
M12 = iπk0b

8

(
q0
k0

)2 [
H (1)

m H (1)
m

′ + (k0b)
(
H (1)

m
′H (1)

m
′−H (1)

m H (1)
m

′′)] ;
M13 = −mπ

4 H (1)
m H (2)

m
h
k0

(
q0
k0

)
;

M14 = −mπ
4 H (1)

m H (1)
m

h
k0

(
q0
k0

)
,

(15.24)

in the second row

M21 = − iπk0b
8

(
q0
k0

)2 [
H (2)

m H (2)
m

′ + (k0b)
(
H (2)

m
′H (2)

m
′ − H (2)

m H 2
m

′′)] ;
M22 = − iπk0b

8

(
q0
k0

)2 [
H (1)

m H (2)
m

′ + (k0b)
(
H (1)

m
′H (2)

m
′−H (1)

m H (2)
m

′′)] ;
M23 = mπ

4 H (2)
m H (2)

m
h
k0

(
q0
k0

)
;

M24 = mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
,

(15.25)

in the third row

M31 = mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
;

M32 = mπ
4 H (1)

m H (1)
m

h
k0

(
q0
k0

)
;

M33 = iπk0b
8

{−H (1)
m H (2)

m
′−H (1)

m
′H (2)

m

+
(
q0
k0

)2 [
H (1)

m
′H (2)

m + (k0b)
(
H (1)

m
′H (2)

m
′−H (1)

m
′′H (2)

m

)]} ;
M34 = iπk0b

8

{−H (1)
m H (1)

m
′−H (1)

m
′H (1)

m

+
(
q0
k0

)2 [
H (1)

m
′H (1)

m + (k0b)
(
H (1)

m
′H (1)

m
′−H (1)

m
′′H (1)

m

)]}
,

(15.26)

and in the fourth row

M41 = −mπ
4 H (2)

m H (2)
m

h
k0

(
q0
k0

)
;

M42 = −mπ
4 H (1)

m H (2)
m

h
k0

(
q0
k0

)
;

M43 = iπk0b
8

{
H (1)

m H (1)
m

′+H (1)
m

′H (1)
m

−
(
q0
k0

)2 [
H (2)

m
′H (2)

m + (k0b)
(
H (2)

m
′H (2)

m
′−H (2)

m
′′H (2)

m

)]} ;
M44 = iπk0b

8

{
H (1)

m
′H (2)

m +H (1)
m H (2)

m
′

−
(
q0
k0

)2 [
H (1)

m H (2)
m

′ + (k0b)
(
H (1)

m
′H (2)

m
′−H (1)

m H (2)
m

′′)]} .

(15.27)

The suppressed arguments are in all elements (k0b). Next we expand M̃gaslayer from
(15.19) in δ up to and including the linear term. We note that the zeroth order term
of M̃1

0 exactly cancels M̃1
1. Thus
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M̃gaslayer ≈ 1̃ + αδ

[
∂M̃1

0

∂δ

]

δ=0

= 1̃ + αδB̃. (15.28)

The elements of the introduced matrix B̃ are in the first row

B11 = iπk0
8

(
q0
k0

)2 {
H (1)

m H (2)
m

′ − 2H (1)
m

′H (2)
m

+ (k0b)
(
3H (1)

m H (2)
m

′′ − 3H (1)
m

′H (2)
m

′ − 2H (1)
m

′′H (2)
m

)

+(k0b)
2
(−H (1)

m
′′H (2)

m
′ + H (1)

m H (2)
m

′′′)} ;
B12 = iπk0

8

(
q0
k0

)2 [−H (1)
m

′H (1)
m

+ (k0b)
(
H (1)

m H (1)
m

′′ − 3H (1)
m

′H (1)
m

′)

+ (k0b)
2
(−H (1)

m
′H (1)

m
′′ + H (1)

m H (1)
m

′′′)] ;
B13 = mπk0

4

[
H (1)

m
′H (2)

m + H (1)
m H (2)

m
′] h

k0

(
q0
k0

)
;

(15.29)

in the second row

B21 = iπk0
8

(
q0
k0

)2 [
H (2)

m H (2)
m

′

− (k0b)
(
H (2)

m H (2)
m

′′ − 3H (2)
m

′H (2)
m

′)

− (k0b)
2
(−H (2)

m
′H (2)

m
′′+H (2)

m H (2)
m

′′′)] ;
B22 = − iπk0

8

(
q0
k0

)2 {
H (2)

m H (1)
m

′ − 2H (2)
m

′H (1)
m

+ (k0b)
(
3H (2)

m H (1)
m

′′ − 3H (2)
m

′H (1)
m

′ − 2H (2)
m

′′H (1)
m

)

+ (k0b)
2
(−H (2)

m
′′H (1)

m
′ + H (2)

m H (1)
m

′′′)} ;
B23 = −mπk0

4

[
2H (2)

m H (2)
m

′] h
k0

(
q0
k0

)
;

B24 = −mπk0
4

[
H (1)

m
′H (2)

m + H (1)
m H (2)

m
′] h

k0

(
q0
k0

)
,

(15.30)

in the third row

B31 = −mπk0
4

[
H (1)

m
′H (2)

m + H (1)
m H (2)

m
′] h

k0

(
q0
k0

)
;

B32 = −mπk0
4

[
2H (1)

m H (1)
m

′] h
k0

(
q0
k0

)
;

B33 = iπk0
8

[
H (1)

m H (2)
m

′ + H (1)
m

′H (2)
m

+ (k0b)
(
H (1)

m H (2)
m

′ + 2H (1)
m

′H (2)
m

′ + H (1)
m

′′H (2)
m

)]

+ iπ(k0)
8

(
q0
k0

)2 [
H (1)

m H (2)
m

′ − 2H (1)
m

′H (2)
m

+ (k0b)
(
3H (1)

m H (2)
m

′′ − 2H (1)
m

′′H (2)
m − 3H (1)

m
′H (2)

m
′)

+ (k0b)
2
(−H (1)

m
′′H (2)

m
′ + H (1)

m H (2)
m

′′′)] ;
B34 = iπk0

8

[
2H (1)

m H (1)
m

′
+ (k0b)

(
2H (1)

m
′H (1)

m
′ + 2H (1)

m H (1)
m

′′)]

+ iπ(k0)
8

(
q0
k0

)2 [−H (1)
m H (1)

m
′

+ (k0b)
(
H (1)

m H (1)
m

′′ − 3H (1)
m

′H (1)
m

′)

+ (k0b)
2
(−H (1)

m
′H (1)

m
′′ + H (1)

m H (1)
m

′′′)] ,

(15.31)



382 15 Dispersion Interaction in Cylindrical Structures

and in the fourth row

B41 = mπk0
4

[
2H (2)

m H (2)
m

′] h
k0

(
q0
k0

)
;

B42 = mπk0
4

[
H (1)

m
′H (2)

m + H (1)
m H (2)

m
′] h

k0

(
q0
k0

)
;

B43 = −iπk0
8

[
2H (2)

m H (2)
m

′
+ (k0b)

(
2H (2)

m
′H (2)

m
′ + 2H (2)

m H (2)
m

′′)]

+−iπ(k0)
8

(
q0
k0

)2 [−H (2)
m H (2)

m
′

+ (k0b)
(
H (2)

m H (2)
m

′ − 3H (2)
m

′H (2)
m

′)

+ (k0b)
2
(−H (2)

m
′H (2)

m
′′ + H (2)

m H (2)
m

′′′)] ;
B44 = − iπk0

8

[
H (2)

m H (1)
m

′ + H (2)
m

′H (1)
m

+ (k0b)
(
H (2)

m H (1)
m

′′ + 2H (2)
m

′H (1)
m

′ + H (2)
m

′′H (1)
m

)]

− iπ(k0)
8

(
q0
k0

)2 [
H (2)

m H (1)
m

′ − 2H (2)
m

′H (1)
m

+ (k0b)
(
3H (2)

m H (1)
m

′′ − 2H (2)
m

′′H (1)
m − 3H (2)

m
′H (1)

m
′)

+(k0b)
2
(−H (2)

m
′′H (1)

m
′ + H (2)

m H (1)
m

′′′)] .

(15.32)

The suppressed arguments are in all elements k0b = k0 (a + d). Now we have
derived the matrix for a thin diluted cylindrical gas shell. The next element is a 2D
cylindrical film.

15.2.3 2D Cylindrical Film

In many situations one is dealing with very thin films. These may be considered 2D.
Important examples are a graphene sheet and a 2D electron gas. In the derivation we
let the film have finite thickness δ and be characterized by a 3D dielectric function
ε̃3D . We then let the thickness go toward zero. The 3D dielectric function depends
on δ as ε̃3D ∼ 1/δ for small δ. In the planar structure we could, in the limit when
δ goes toward zero, obtain a momentum dependent 2D dielectric function. Here we
only keep the long wave length limit of the 2D dielectric function [2, 3]. Here, the
matrices are much more complicated than in Sect. 11.2.4 so we cannot give an as
elegant derivation. We let the layer have radius r and thickness δ, which we let go
toward zero.

The matrix is M̃2D = M̃0 · M̃1. We let M̃0 be at r + δ and M̃1 be at r . We could
equally well have let M̃0 be at r and M̃1 be at r − δ. We expand the matrix in δ

and keep in mind that ε̃3D goes toward infinity when δ goes toward zero in such
a way that δε̃3D stays finite. The derivation is rather tedious since ε̃3D appears in
many places in both matrices. One further complication is that it appears also in the
function arguments. After much work we arrive at the following matrix elements:
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M11 = 1 − iπr
4 q2

0δε̃
3DH (1)′

m [k0r ] H (2)′
m [k0r ] ,

M12 = − iπr
4 q2

0δε̃
3DH (1)′

m [k0r ] H (1)′
m [k0r ] ,

M13 = πmh
4

q0
k0

δε̃3DH (1)′
m [k0r ] H (2)

m [k0r ] ,

M14 = πmh
4

q0
k0

δε̃3DH (1)
m [k0r ] H (1)′

m [k0r ] ,

M21 = iπr
4 q2

0δε̃
3DH (2)′

m [k0r ] H (2)′
m [k0r ] ,

M22 = 1 + iπr
4 q2

0δε̃
3DH (1)′

m [k0r ] H (2)′
m [k0r ] ,

M23 = −πmh
4

q0
k0

δε̃3DH (2)
m [k0r ] H (2)′

m [k0r ] ,

M24 = −πmh
4

q0
k0

δε̃3DH (1)
m [k0r ] H (2)′

m [k0r ] ,

M31 = −πmh
4

q0
k0

δε̃3DH (1)
m [k0r ] H (2)′

m [k0r ] ,

M32 = −πmh
4

q0
k0

δε̃3DH (1)
m [k0r ] H (1)′

m [k0r ] ,

M33 = 1 − i
[

π(mh)2

4
1
k20r

+ π
4 k

2
0r

]
δε̃3DH (1)

m [k0r ] H (2)
m [k0r ] ,

M34 = −i
[

π(mh)2

4
1
k20r

+ π
4 k

2
0r

]
δε̃3DH (1)

m [k0r ] H (1)
m [k0r ] ,

M41 = πmh
4

q0
k0

δε̃3DH (2)
m [k0r ] H (2)′

m [k0r ] ,

M42 = πmh
4

q0
k0

δε̃3DH (1)′
m [k0r ] H (2)

m [k0r ] ,

M43 = i
[

π(mh)2

4
1
k20r

+ π
4 k

2
0r

]
δε̃3DH (2)

m [k0r ] H (2)
m [k0r ] ,

M44 = 1 + i
[

π(mh)2

4
1
k20r

+ π
4 k

2
0r

]
δε̃3DH (1)

m [k0r ] H (2)
m [k0r ] .

(15.33)

To arrive at this result we have made use of (15.15) in all elements and (15.3) in
some. We will need the following element pairs:

M11 + M12 = 1 − iπr
2 q2

0δε̃
3DH (1)

m
′ [k0r ] Jm ′ [k0r ] ,

M13 + M14 = πmh
2

q0
k0

δε̃3DH (1)
m

′ [k0r ] Jm [k0r ] ,

M21 + M22 = 1 + iπr
2 q2

0δε̃
3DH (2)

m
′ [k0r ] Jm ′ [k0r ] ,

M23 + M24 = −πmh
2

q0
k0

δε̃3DH (2)
m

′ [k0r ] Jm [k0r ] ,

M31 + M32 = −πmh
2

q0
k0

δε̃3DH (1)
m [k0r ] Jm ′ [k0r ] ,

M33 + M34 = 1 − iπ2
[
(mh)2 + k20r

]
δε̃3DH (1)

m [k0r ] Jm [k0r ] ,

M41 + M42 = πmh
2

q0
k0

δε̃3DH (2)
m [k0r ] Jm ′ [k0r ] ,

M43 + M44 = 1 + iπ2

[
(mh)2 1

k20r
+ k20r

]
δε̃3DH (2)

m [k0r ] Jm [k0r ] ,

(15.34)

where we have made use of (15.16). Now we are done with the basic structure
elements and turn to the list of common structures. We start with an atom outside a
cylinder.
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15.3 Force on an Atom Outside a Cylinder

The geometry of this problem is illustrated in Fig. 14.3. We have M̃ = M̃0 · M̃1 ·
M̃2 = M̃gaslayer · M̃2. In (15.28) we found the matrix for M̃gaslayer. We introduce
some short-hand notation. Let

Ã = M̃2;
C̃ = B̃ · Ã =

[
∂M̃1

0
∂δ

]

δ=0
· Ã;

M̃ ≈ Ã + δαC̃.

(15.35)

Expressed in terms of the elements of thesematrices the condition formodes becomes

[(A11 + A12) + δα (C11 + C12)][(A33 + A34) + δα (C33 + C34)]
− [(A13 + A14) + δα (C13 + C14)][(A31 + A32) + δα (C31 + C32)] = 0,

(15.36)

and to linear order in δ

(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)

+δα [(A11 + A12) (C33 + C34) − (A13 + A14) (C31 + C32)

+ (C11 + C12) (A33 + A34) − (C13 + C14) (A31 + A32)]= 0.
(15.37)

From this we find the mode condition function is

f = 1 + δα [(A11 + A12) (C33 + C34)

− (A13 + A14) (C31 + C32)+ (C11 + C12) (A33 + A34)

− (C13 + C14) (A31 + A32)] /
[(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)]
−δα (B11 + B12 + B33 + B34) ,

(15.38)

or expressed in the Ã and B̃ elements

f = 1+δα {B32 [(A11 + A12) (A23 + A24)

− (A13 + A14) (A21 + A22)]
+B34 [(A11 + A12) (A43 + A44) − (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)]
+B12 [(A33 + A34) (A21 + A22) − (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)]
+B14 [(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)]} /

[(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)] .

(15.39)

Note that we have chosen as reference system a system of two independent ones,
one with the solid cylinder alone and the other with the thin cylinder alone. The
calculated energy is then the interaction energy between the two objects.

Now, the retarded (Casimir) interaction energy between an atom and a cylinder
is given by
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E = �

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dh
2π ln [ fm (h, iξ)]

≈ �

∞∫

0

dξ
2π

∞∑
m=−∞

L
∞∫

−∞
dh
2π [ fm (h, iξ) − 1]

≈ �

∞∫

0

dξ
2π

∞∑
m=−∞

∞∫

−∞
dh
2π

2αat

b

×{B32 [(A11 + A12) (A23 + A24) − (A13 + A14) (A21 + A22)]
+B34 [(A11 + A12) (A43 + A44)− (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34)+ (A13 + A14) (A31 + A32)]
+B12 [(A33 + A34) (A21 + A22)− (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34)+ (A13 + A14) (A31 + A32)]
+B14 [(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)]} /

[(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)] ,

(15.40)

where we have used that α = 2αat/ (bLδ). Remember that b = a + d is the distance
to the atom from the cylinder axis and d is the closest distance from the atom to the
cylinder. The radial coordinate in the A elements is a and in the B elements is b. The
Ã elements are equal to the M̃ elements in (15.17) and the B̃ elements are given in
(15.29)–(15.32). Next we give the actual expressions for all these combinations of
matrix elements.

(A11 + A12) (A23 + A24) − (A13 + A14) (A21 + A22)

=
(

2
Wk30

)2 k41k
4
0

q1q0

[
1
k20

− 1
k21

]
q0
k0
iW (mh/a) J 2

m

=
(

2
Wk30

)2 k41k
4
0

q1q0
[Jm (k1a)]2 4q0

πk20a
(mh/a)

[
1
k20

− 1
k21

]
,

(15.41)

(A11 + A12) (A43 + A44) − (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= −
(

2
Wk30

)2 k40k
4
1

q0q1
[Jm (k1a)]22H (1)

m (k0a) Jm (k0a)
{[

1
k1

Jm ′(k1a)

Jm (k1a)
− 1

k0
H (1)
m

′(k0a)

H (1)
m (k0a)

]

×
[
q2
1
k1

Jm ′(k1a)

Jm (k1a)
− q2

0
k0

Jm ′(k0a)

Jm (k0a)

]
− (mh/a)2

[
1
k20

− 1
k21

]2}
,

(15.42)
(A33 + A34) (A21 + A22) − (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= −
(

2
Wk30

)2 k40k
4
1

q0q1
[Jm (k1a)]22H (1)

m (k0a) Jm (k0a)
{[

q2
1
k1

Jm ′(k1a)

Jm (k1a)
− q2

0
k0

H (1)
m

′(k0a)

H (1)
m (k0a)

]

×
[

1
k1

Jm ′(k1a)

Jm (k1a)
− 1

k0
Jm ′(k0a)

Jm (k0a)

]
− (mh/a)2

[
1
k20

− 1
k21

]2}
,

(15.43)
(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)

= −
(

2
Wk30

)2 k41k
4
0

q1q0
[Jm (k1a)]2 4q0

πk20a
(mh/a)

[
1
k20

− 1
k21

]
,

(15.44)
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and

(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)

=
(

2
Wk30

)2 k40k
4
1

q0q1
[Jm (k1a)]2

[
H (1)

m (k0a)
]2 {[

1
k1

Jm ′(k1a)

Jm (k1a)
− 1

k0
H (1)
m

′(k0a)

H (1)
m (k0a)

]

×
[
q2
1
k1

Jm ′(k1a)

Jm (k1a)
− q2

0
k0

H (1)
m

′(k0a)

H (1)
m (k0a)

]
+ (mh/a)2

[
1
k20

− 1
k21

]2}
.

(15.45)

We have suppressed all arguments of the functions. The suppressed arguments are
(k0a) for the H -functions and their derivatives and (k1a) for the J -functions and
their derivatives. Note that the factor

(
2/Wk30

)2
in common of all three A expressions

cancels out in the integrand of (15.40).
The B elements in (15.40) become

B12 = − iπ
4b

(
q0
k0

)2 {
m2

[
H (1)

m (k0b)
]2 + (k0b)

2
[
H (1)

m
′ (k0b)

]2} ;
B14 = π

4 2mH (1)
m (k0b) H (1)

m
′ (k0b) h

(
q0b
k0b

)
;

B32 = −π
4 2mH (1)

m (k0b) H (1)
m

′ (k0b) h
(
q0b
k0b

)
;

B34 = iπ
4b

{[
m2 − (k0b)

2
] [

H (1)
m (k0b)

]2 + (k0b)
[
H (1)

m
′ (k0b)

]2}

− iπ
4b

(
q0b
k0b

)2 {
m2

[
H (1)

m (k0b)
]2 + (k0b)

2
[
H (1)

m
′ (k0b)

]2}
.

(15.46)

To arrive at these expressions we have made use of the modified Bessel equation and
its derivative to rid us of second and third oder derivatives of the Hankel functions.

Now, the arguments of the functions are all imaginary on the imaginary axis.
It may be favorable to have real-valued arguments, (γ0ha), (γ1ha), and (γ0hb)
instead of (k0a), (k1a), and (k0b), respectively, where γ0 (ω) =

√
1 − (ω/ch)2 and

γ1 (ω) =
√
1 − [

ñ (ω) ω/ch
]2
, respectively. On the imaginary frequency axis these

become real valued, γ0 (iξ) =
√
1 + (ξ/ch)2 and γ1 (iξ) =

√
1 + [

ñ (iξ) ξ/ch
]2
,

respectively. To achieve real valued arguments we transform the functions to the
modified Bessel functions Im (z) and Km (z). The transformation rules are [3]:

H (1)
m (ix) = 2

π
1

im+1 Km (x) ;
H (1)

m
′ (ix) = − 2

π
1
im Km

′ (x) ;
H (2)

m (ix) = 2imSm (x) ;
H (2)

m
′ (ix) = 2im−1Sm ′ (x) ;

Jm (ix) = im Im (x) ;
Jm ′ (ix) = im−1 Im ′ (x) ;
H (1)

m (ix) Jm (ix) = − 2
π
iKm (x) Im (x) ;

H (2)
m (ix) Jm (ix) = 2(−1)mSm (x) Im (x) ;

H (1)
m (ix) H (2)

m (ix) = − 4
π
iKm (x) Sm (x) ,

(15.47)
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where we have introduced the complex valued function, Sm (x),

Sm (x) = 1

π
i(−1)mKm (x) + Im (x). (15.48)

The modified Bessel functions of real valued arguments are real valued. With these
transformations and after the removal of a common factor,

(
2

Wk30

)2 k40k
4
1

q1q0
J 2
m, (15.49)

that cancels out in (15.40) the factors containing A elements in (15.40) become

(A11 + A12) (A23 + A24) − (A13 + A14) (A21 + A22)

= i 4
π

(ξa/c)
(γ0ha)2

(mha)
[

1
(γ0ha)2

− 1
(γ1ha)2

]
,

(15.50)

(A11 + A12) (A43 + A44) − (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= i 4
π
Km (γ0ha) Im (γ0ha)

{[
−1

(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
+ 1

(γ0ha)

Km
′(γ0ha)

Km (γ0ha)

]

×
[

(ñ1ξa/c)2

(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
− (ξa/c)2

(γ0ha)

Im ′(γ0ha)

Im (γ0ha)

]
− (mha)2

[
1

(γ0ha)2
− 1

(γ1ha)2

]2}
,

(15.51)

(A33 + A34) (A21 + A22) − (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= i 4
π
Km (γ0ha) Im (γ0ha)

{[
− (ñ1ξa/c)2

(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
+ (ξa/c)2

(γ0ha)

Km
′(γ0ha)

Km (γ0ha)

]

×
[

1
(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
− 1

(γ0ha)

Im ′(γ0ha)

Im (γ0ha)

]
− (mha)2

[
1

(γ0ha)2
− 1

(γ1ha)2

]2}
,

(15.52)

(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)

= −i 4
π

(ξa/c)
(γ0ha)2

(mha)
[

1
(γ0ha)2

− 1
(γ1ha)2

]
,

(15.53)

and

(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)

= (−1)m 4
π2

[
Km (γ0ha)

]2 {[
1

(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
− 1

(γ0ha)

Km
′(γ0ha)

Km (γ0ha)

]

×
[

(ñ1ξa/c)2

(γ1ha)

Im ′(γ1ha)

Im (γ1ha)
− (ξa/c)2

(γ0ha)

Km
′(γ0ha)

Km (γ0ha)

]
− (mha)2

[
1

(γ0ha)2
− 1

(γ1ha)2

]2}
.

(15.54)
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The B elements in (15.40) become

B12 = i (−1)m

πb
(q0b)

2

(hγ0b)
2

{
m2

[
Km (hγ0b)

]2 + (hγ0b)
2Km

′(hγ0b)
2
}

,

B14 = i(−1)m 2mh
π

(q0b)
(hγ0b)

Km (hγ0b) Km
′ (hγ0b) ,

B32 = −i(−1)m 2mh
π

(q0b)
(hγ0b)

Km (hγ0b) Km
′ (hγ0b) ,

B34 = −i(−1)m 1
πb (hγ0b)

2
{[

Km (hγ0b)
]2 [

m2

(hγ0b)
2 + 1

]
+ [

Km
′ (hγ0b)

]2}

+i(−1)m 1
πb (q0b)

2
{[

Km (hγ0b)
]2 [

m2

(hγ0b)
2

]
+ [

Km
′ (hγ0b)

]2}
.

(15.55)

To arrive at these expressions we have made use of the modified Bessel equation and
its derivative to rid us of second and third oder derivatives of the modified Bessel
functions.

Since the derivations are rather involved one should make as many checks as
possible.We have checked our results by taking the non-retarded limit of the resulting
integrand in (15.40) and have reproduced the integrand of (11.38). In the following
section we make a direct, numerical, check by calculating the interaction between
a lithium atom and a gold cylinder. The results should agree with the non-retarded
results in the small-separation limit.

The force on the atom is F (b) = −r̂dE(b)/db.

Fig. 15.1 The interaction
energy for a Li atom next to
a gold cylinder of radius
a = 10nm. The distance
between the atom and the
cylinder axis is denoted by b.
The retarded result, solid
curves, was obtained from
(15.40). The non-retarded
result, dashed curve, is from
Fig. 11.1. The thin curve with
circles is the room
temperature result. See the
text for details



15.3 Force on an Atom Outside a Cylinder 389

15.3.1 Force Between a Li-Atom and a Gold Cylinder

As an example of atom-cylinder interactions we show in Fig. 15.1a the interaction
between a Li atom and a gold cylinder. The polarizability for Li was obtained from
the London approximation (8.60) with the parameters given in Fig. 8.2. For gold we
used the polarizability as shown in Fig. 9.3. The b-dependence does not follow a
simple power law, E ∼ b−6, predicted by the summation over pair method (6.27).
The retarded result has a slightly steeper slope than the non-retarded beyond a certain
distance. Thus, both the non-retarded and retarded results for metal cylinders deviate
from the behavior predicted by the summation of pair interactions as described in
Sect. 6.1. We should also note that the negative slope does increase with less than one
power unitwhen retardation sets in.Wehave furthermore added the room temperature
result (T = 300K) at the large b end of the figure, the thin curve with circles.

15.4 Force on an Atom Outside a 2D Cylindrical Shell

In this section we derive the interaction between an atom and a 2D cylindrical shell.
It could approximate the interaction between an atom and a nano tube. The geometry
is illustrated in Fig. 14.5. The derivation proceeds along the lines in Sect. 15.3 and
the matrix Ã is replaced by M̃2D with the elements given in (15.33) and with r = a.
The combinations of element we need are

(A11 + A12) (A23 + A24) − (A13 + A14) (A21 + A22)

= −π (mh)
(
q0
k0

)
δε̃3D Jm ′ Jm,

(15.56)

(A11 + A12) (A43 + A44) − (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= iπ
[
(mh)2 1

k20a
+ k20a

]
δε̃3D Jm Jm + π2

2 q
2
0k

2
0a

2
(
δε̃3D

)2
H (1)

m
′ Jm ′ Jm Jm,

(15.57)

(A33 + A34) (A21 + A22) − (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= iπaq2
0δε̃

3D Jm ′ Jm ′ + π2

2

[
k20a

2
]
(q0)

2
(
δε̃3D

)2
H (1)

m Jm Jm ′ Jm ′,
(15.58)

(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)

= π (mh)
(
q0
k0

)
δε̃3D Jm Jm ′, (15.59)

and
(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)

= 1 − iδε̃3D π
2

{
q2
0aH

(1)
m

′ Jm ′ +
[
(mh)2 1

k20a
+ k20a

]
H (1)

m Jm
}

−(
δε̃3D

)2(π
2

)2
q2
0 (k0a)2H (1)

m JmH (1)
m

′ Jm ′.
(15.60)
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Fig. 15.2 The interaction between a Li atom and a graphene cylinder as a function of distance
b. The radius, a, of the cylindrical shell is 10nm. The results are from using (15.40) and for two
truncations, m = 0 and m = 1, of the summation over m. We see that the m = 1 contribution is
negligible except for a very small region to the left in the figure. The solid circles are the results
from the non-retarded treatment and we see that these results tie nicely on to the retarded results.
The thin curve with circles is the room temperature result

The argument of all the above Bessel functions is (k0a).
On the imaginary frequency axis these combinations of element become

(A11 + A12) (A23 + A24) − (A13 + A14) (A21 + A22)

= iπ(−1)m (mha)

(γ0ha)
(ξ/c) δε̃3D (iξ) Im

′ (γ0ha) Im (γ0ha) ,
(15.61)

(A11 + A12) (A43 + A44) − (A13 + A14) (A41 + A42)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= −i(−1)mπ 1
a

[
(mha)2

(γ0ha)2
+ (γ0ha)2

]
δε̃3D Im(γ0ha)2

+i(−1)mπ(ξ/c)2(γ0ha)2
[
δε̃3D (iξ)

]2
Km

′ (γ0ha) Im
′ (γ0ha) Im(γ0ha)2,

(15.62)

(A33 + A34) (A21 + A22) − (A31 + A32) (A23 + A24)

− (A11 + A12) (A33 + A34) + (A13 + A14) (A31 + A32)

= i(−1)mπa(ξ/c)2δε̃3D (iξ) Im
′(γ0ha)2

+i(−1)mπ(γ0ha)2(ξ/c)2
[
δε̃3D (iξ)

]2
Km (γ0ha) Im (γ0ha) Im ′(γ0ha)2,

(15.63)

(A33 + A34) (A41 + A42) − (A31 + A32) (A43 + A44)

= −i(−1)mπ
(

mha
γ0ha

)
(ξ/c) δε̃3D (iξ) Im (γ0ha) Im ′ (γ0ha) ,

(15.64)
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and

(A11 + A12) (A33 + A34) − (A13 + A14) (A31 + A32)

= 1 − δε̃3D (iξ)
{
(ξ/c)2aKm

′ (γ0ha) Im
′ (γ0ha)

−
[

(mha)2

(γ0ha)2
+ (γ0ha)2

]
1
a Km (γ0ha) Im (γ0ha)

}

−[
δε̃3D (iξ)

]2
(ξ/c)2(γ0ha)2Km (γ0ha) Im (γ0ha) Km

′ (γ0ha) Im
′ (γ0ha) .

(15.65)

To find the interaction energy between an atom and the thin cylindrical shell we
use (15.40) with the factors containing A elements from (15.61)–(15.65) and the B
elements from (15.55).

Two examples where the results apply are a cylinder made of a graphene like
film and a thin metal film, respectively. Then the expressions for δε̃ (iξ) as given in
(10.24) can be used [4, 5].

We have checked our results by taking the non-retarded limit of the resulting
integrand in (15.40) and have reproduced the integrand of (11.44).

15.4.1 Interaction Between a Li-Atom and a Graphene
Cylinder

As an example we give the results for a Li-atom outside a graphene like cylinder
in Fig. 15.2. The results are from using (15.40) with the combination of A elements
from (15.61)–(15.65) and the B elements from (15.55). The polarizability for Li
was obtained from the London approximation (8.60) with the parameters given in
Fig. 8.2 and for the cylindricall shell the δε̃3D (iξ) entering α2D

l (a; iξ) was taken
from (10.24). At large distances only the m = 0 and m = ±1 terms give important
contributions and follow the power law ∼b−5. We find that the retardation effects
are negligible in this case. This is very interesting. We have found that retardation
has negligible effect on the interaction between two planar, pristine graphene sheets,
between one planar, pristine graphene sheet and a metal wall, and here between an
atom and a cylindrical, pristine graphene shell. We found, however, that retardation
affected the interaction between an atom and a spherical, pristine graphene shell. The
room temperature result (T = 300K) is given as the thin curve with circles. Here it
modifies the result at a relatively small b value.
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Chapter 16
Summary and Outlook

We have presented a general formalism for determining the electromagnetic normal
modes in layered structures. We have furthermore shown how to calculate the dis-
persion energy and forces for these structures, both at zero and finite temperature.
For the convenience of the reader we have derived in detail what is needed to address
the three most common geometrical classes viz. the planar, spherical and cylindrical.
We have presented both non-retarded and fully retarded treatments. We have also
given the resulting relations for a large number of illustrating examples.

Systems with a general number of layers can be handled and the thickness of each
layer can have any value; even 2D layers are allowed which means that graphene,
graphene-like, and 2D electron gases can be treated.

Within the formalism it is possible to obtain the force on an atom inside or outside
the layered structures. We have given many examples of this in the text. We have
even derived the van der Waals and Casimir-Polder interactions between two atoms
using the formalism for spherical structures in Sects. 10.5 and 15.6, respectively.

Throughout this work we have been careful to define our system and used as
boundary condition that outside the system there are only outgoing waves and no
incoming waves toward the system. All normal modes included in the treatment are
caused by time dependent charge- and current-densities within the system. Now,
incoming waves are also solutions to Maxwell’s equations but would be caused by
objects outside our system. The energy of these could changewhen objectswithin our
system are moved relative each other and hence affect the force between the objects.
However, the influence of the external objects decreases with the distance between
these objects and our system and can be neglected if the distance is big enough.
As a gedanken experiment we could in the planar case put the whole system inside
a cubic box of finite size and with totally reflecting walls. We now let the box be
included in our system. Then there are incoming waves towards the original system
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but not towards our new system. This approach is used in the standard derivation1

of the Casimir effect. When we let the size of the box go to infinity the effect of the
box vanishes. That we reproduced the Casimir classical result in (14.25) using our
boundary conditions with no incoming waves supports the approach we have used
throughout this book. The approach has also been thoroughly scrutinized and tested
in many other places in the book.

We end by giving a handful of suggestions for further studies in the field of
dispersion interactions.

We have here focused on the three most common geometries. As we mentioned
in Chap.7 our general method can be used in 13 geometries within the non-retarded
formalism and in 11 within the retarded. Of interest could be, e.g., edges, wedges,
and needle shaped objects. The ground is laid for further exploration.

We have not been dwelling on a controversy in the thermal Casimir effect in
metallic systems; we only touched upon it briefly in Sect. 14.13. It has not been fully
resolved yet and it is not clear if the problems lie in the experimental or theoretical
part. Work still remains to be done.

We have not considered colloidal systems containing electrolytes like many bio-
logical systems. In those systems the interactions cause the materials to loose their
homogeneity. This cannot be handled in a simple way within our formalism. The
charged particles are there polarizable ions. We can handle polar and ionic crystals
where the polar atoms or ions are just shifted slightly from their equilibrium positions
but not allowed to move throughout the whole material. There are ways though, to
approach these problems like invoking the Poisson-Boltzmann equation.

Another interesting topic is possible effects of electromagnetic fields on the inter-
action between biological cells and on other biological tissue. One possible negative
result is effects from using cell phones. Other, positive effects could be the possibility
to use light therapy of various sorts.

We have studied dispersion interactions based on electromagnetism. The corre-
sponding induced interactions based on the other fundamental interactions should
be investigated.

There is a struggle going on in finding geometries and material combinations that
lead to repulsive forces. Repulsive forces are preferable in e.g. construction of nano
machines since stiction is a common problem in nano technology.2 Meta-materials
of chiral type were a possible candidate for a while but the repulsive components
were found to be too week. The search continues.

1See Bo E. Sernelius, Surface Modes in Physics (Wiley-VCH, Berlin, 2001), Sect. 4.3.
2The dispersion forces are relatively strong on the nano scale. Small structures have a tendency to
stick to surfaces and it is sometimes impossible to free them without breaking the structure. This is
called stiction.
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We have here only treated systems at thermodynamic equilibrium. Much work
goes on for systems out of thermal equilibrium. One interesting possibility could
be to manipulate the forces by finding alternative ways than thermal to populate the
normal modes.

We believe that the future lies in interdisciplinary work involving medicine,
biology and technology and hopefully this book can help, stimulate and inspire.



Appendix A
Interaction Power Laws Depending on Shape
and Orientation

In this appendix we present comparisons between the asymptotic power laws found
with the formalism in the book and with the method of pair interactions; the van der
Waals limit in Table A.1; the Casimir limit in Table A.2.

© Springer Nature Switzerland AG 2018
B. E. Sernelius, Fundamentals of van der Waals and Casimir Interactions,
Springer Series on Atomic, Optical, and Plasma Physics 102,
https://doi.org/10.1007/978-3-319-99831-2

397



398 Appendix A: Interaction Power Laws Depending on Shape and Orientation

Table A.1 Asymptotic power laws in the van der Waals limit (law for the interaction energy)
Geometry Power law From pair interactions

Metal-half-space–metal-half-space d−2 d−2 (half-space–half-space)a

Pristine graphene–metal-half-space no d−3 (film–half-space)b

Doped graphene–metal-half-space no d−3 (film–half-space)b

2D-metal-film–metal-half-space d−5/2 d−3 (film–half-space)b

Pristine graphene–pristine graphene d−3 d−4 (film-film)c

Doped graphene–doped graphene no d−4 (film-film)c

2D-metal-film–2D-metal-film d−5/2 d−4 (film-film)c

Atom–metal-halfspace d−3 d−3 (atom–half-space)d

Atom–pristine graphene d−4 d−4 (atom-film)e

Atom–doped graphene no d−4 (atom-film)e

Atom–2D-metal-film d−7/2 d−4 (atom-film)e

Atom–atom d−6 d−6 (atom–atom)f

Atom–spherical shell d−6 d−6 (atom–spherical shell)g

Atom–ball d−6 d−6 (atom–ball)h

Ball–ball d−6 d−6 (ball–ball)i

Atom–cylinder d−5 d−5 (atom-cylinder)j

Cylinder–cylinder d−5 d−5 (cylinder-cylinder)k

a(6.7) for λ = 6
b(6.9) for λ = 6
c(6.8) for λ = 6
d(6.4) for λ = 6
e(6.3) for λ = 6
f(6.1) for λ = 6
g(6.11) for λ = 6
h(6.13) for λ = 6
i(6.16) for λ = 6
j(6.24) for λ = 6
k(6.25) for λ = 6
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Table A.2 Asymptotic power laws in the Casimir Limit (law for the interaction energy)

Geometry Power law From pair interactions

Metal-half-space–metal-half-space d−3 d−3 (half-space–half-space)a

Pristine graphene–metal-half-space d−3 d−4 (film–half-space)b

Doped graphene–metal-half-space d−3 d−4 (film–half-space)b

2D-metal-film–metal-half-space d−3 d−4 (film–half-space)b

Pristine graphene–pristine graphene d−3 d−5 (film-film)c

Doped graphene–doped graphene d−3 d−5 (film-film)c

2D-metal-film–2D-metal-film d−3 d−5 (film-film)c

Atom–metal-halfspace d−4 d−4 (atom–half-space)d

Atom–pristine graphene d−4 d−5 (atom-film)e

Atom–doped graphene d−4 d−5 (atom-film)e

Atom–2D-metal-film d−4 d−5 (atom-film)e

Atom–atom d−7 d−7 (atom–atom)f

Atom–spherical shell d−7 d−7 (atom–spherical shell)g

Atom–ball d−7 d−7 (atom–ball)h

Ball–ball d−7 d−7 (ball–ball)i

Atom–cylinder no d−6 (atom–cylinder)j

Cylinder–cylinder d−6 (cylinder–cylinder)k

a(6.7) for λ = 7
b(6.9) for λ = 7
c(6.8) for λ = 7
d(6.4) for λ = 7
e(6.3) for λ = 7
f(6.1) for λ = 7
g(6.11) for λ = 7
h(6.13) for λ = 7
i(6.14) for λ = 7
j(6.27) for λ = 7
k(6.28) for λ = 7



Appendix B
Transforming Between Unit Systems

Table B.1 If we have an expression in CGS units and want the corresponding expression in SI
units we just replace all quantities in the middle column with the corresponding quantity in the
rightmost column

Quantity CGS SI

Velocity of light c
√
1/μ0ε0

Electric field E
√
4πε0E

Potential �
√
4πε0�

Voltage V
√
4πε0V

Displacement D
√
4π/ε0D

Charge density ρ
√
1/4πε0ρ

Charge q
√
1/4πε0q

Current density J
√
1/4πε0J

Current I
√
1/4πε0I

Polarization P
√
1/4πε0P

Magnetic induction B
√
4π/μ0B

Magnetic field H
√
4πμ0H

Magnetization M
√

μ0/4πM

Conductivity σ σ/4πε0

Capacitance C C/4πε0

Dielectric function ε ε/ε0 = εr

Magnetic permeability μ μ/μ0 = μr

Resistance R 4πε0R

Impedance Z 4πε0Z

Inductance L 4πε0L
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Appendix C
The Fourier Transform

The Fourier transform can be defined in different ways. We define the Fourier trans-
forms with respect to position and time and their inverses in the following way:

f (q) = ∫
d3re−iq·r f (r) ,

f (r) = 1
Ω

∑

q
eiq·r f (q) = ∫ d3q

(2π)3
eiq·r f (q) ,

f (ω) =
∞∫

−∞
dteiωt f (t),

f (t) =
∞∫

−∞
dω
2π e

−iωt f (ω),

f (q, ω) = ∫
d3r

∞∫

−∞
dte−i(q·r−ωt) f (r, t) ,

f (r, t) = ∫ d3q
(2π)3

∞∫

−∞
dω
2π e

i(q·r−ωt) f (q, ω) ,

(C.1)

where Ω on the second line is the volume of the system, if finite. For an infinite
system the summation over discrete wave vectors goes over into an integral over a
continuous variable.

With these sign conventions, Fourier transforming differential equations has the
following substitutional effects:

∂
∂t → −iω
∇· → iq·
∇× → iq×

(C.2)
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Appendix D
Dielectric Functions

The dielectric function in a 3D system is

ε (q, ω) = 1 + α (q, ω) = 1 − vqχ(q, ω), (D.1)

where α (q, ω) is the polarizability. In 2D the corresponding relation is

ε (k, ω) = 1 + α2D (k, ω) = 1 − v2D
k χ2D(k, ω). (D.2)

In what follows we present different versions for the polarizability.

D.1 Longitudinal Function for Electron Gas

The longitudinal polarizability for an electron gas in RPA is

αL(q, z) = −vqχ(q, z)

= vq
�
2

∫
d3k

(2π)3
n(k)

[
1 − n (k + q)

] [
1

z+ 1
� (εk+q−εk)

− 1
z− 1

� (εk+q−εk)

]
,

(D.3)

where the factor 2 in front of the integral comes from the summation over spin. This
function is analytic everywhere off the real frequency axes and a straightforward
calculation yields for T = 0

αL(Q, Z) = y
2π

1
Q2

{

1 + Q2−(Z−Q2)
2

4Q3 ln
[

Q−(Z−Q2)
−Q−(Z−Q2)

]

− Q2−(Z+Q2)
2

4Q3 ln
[−Q+(Z+Q2)

Q+(Z+Q2)

]}

,

(D.4)
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where

y = me2

�2kF
; Z = �z

4EF
; Q = k

2kF
; EF = �

2k2F
2m ; kF = (

3π2n
)1/3

. (D.5)

The logarithm is taken from the branch for which |arg ln (z)| ≤ π . From this function
the different forms are for T = 0 obtained according to

αR
L (Q,W ) = αL(Q,W + iη)

αA
L (Q,W ) = αL(Q,W − iη)

αT
L (Q,W ) = αL [Q,W + iηsign (W )],

(D.6)

where W now is a real quantity and η is infinitesimal. The time ordered function is
even with respect to W. The real part of all three functions are even and equal. The
following relations are valid:

ReαR
L (Q,W ) = ReαA

L (Q,W ) = ReαT
L (Q,W )

= ReαR
L (Q,−W ) = ReαA

L (Q,−W ) = ReαT
L (Q,−W )

ImαT
L (Q,W ) = ImαT

L (Q,−W )

ImαR
L (Q,W ) = −ImαR

L (Q,−W ) = sign(W )ImαT
L (Q,W )

ImαA
L (Q,W ) = −ImαA

L (Q,−W ) = −sign(W )ImαT
L (Q,W ).

(D.7)

We stress that (D.6) and (D.7) are only valid for T = 0. We note that it suffices to
study the time ordered or retarded function for W ≥ 0.

ReαR,T
L (Q,W ) = y

2π
1
Q2

{

1 + Q2−(W−Q2)
2

4Q3 ln
∣
∣
∣
Q−(W−Q2)
Q+(W−Q2)

∣
∣
∣

− Q2−(W+Q2)
2

4Q3 ln
∣
∣
∣
Q−(W+Q2)
Q+(W+Q2)

∣
∣
∣

}

.

(D.8)

The imaginary part can be written in the following compact way

Imα
R,T
L (Q,W ) = − y

8Q3

{−2W + ∣
∣W + 1

2

[
Q2 + (W/Q)2 − 1

]∣
∣

− ∣
∣W − 1

2

[
Q2 + (W/Q)2 − 1

]∣
∣
}
.

(D.9)

All the different forms of the polarizability were obtained by calculating the
function in (D.4) either just above or just below the real frequency axes. We will also
in some calculations need the expression for this function on the imaginary axes. It
is

αL(Q, iΞ) = y
2π

1
Q2

{
1 + Ξ 2+Q2−Q4

4Q3 ln
[

Ξ 2+Q2(1+Q)2

Ξ 2+Q2(1−Q)2

]

−Ξ
Q

[
tan−1 Q(1+Q)

Ξ
+ tan−1 Q(1−Q)

Ξ

]}
,

(D.10)
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where
y = me2

�2kF
; Ξ = �ξ

4EF
; Q = k

2kF
; EF = �

2k2F
2m . (D.11)

The function tan−1 is taken from the branch where −π/2 < tan−1 < π/2.

D.2 Transverse Function for Electron Gas

The transverse polarizability for an electron gas in RPA is

αT (Q, iΞ) = y
8π

1
Q2Ξ 2

{
(
Q2 + Q4 − 3Ξ 2

) + (2ΞQ2)
2−(Ξ 2+Q2−Q4)

2

4Q3 ln (Q+Q2)
2+Ξ 2

(Q−Q2)
2+Ξ 2

+2Ξ
Q

(
Ξ 2 + Q2 − Q4

) [
tan−1

(
Q+Q2

Ξ

)
+ tan−1

(
Q−Q2

Ξ

)]}
,

(D.12)
where

y = me2

�2kF
; Ξ = �ξ

4EF
; Q = k

2kF
; EF = �

2k2F
2m ; kF = (

3π2n
)1/3

. (D.13)

The function tan−1 is taken from the branch where −π/2 < tan−1 < π/2.

D.3 Longitudinal Function for 2D Electron Gas

The longitudinal polarizability for a 2D electron gas in RPA is

α2D
L (Q, iΞ) = y

Q

{

1 −
[√(

Q4 − Ξ 2 − Q2
)2 + (

2ΞQ2
)2

+ (
Q4 − Ξ 2 − Q2

)2]1/2
/Q2

}

,

(D.14)

where

y = me2

�2kF
; Ξ = �ξ

4EF
; Q = k

2kF
; EF = �

2k2F
2m

; kF =
√
2πn2D. (D.15)
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D.4 Longitudinal Function for Graphene

The longitudinal susceptibility for graphene in RPA is

Pristine graphene at T = 0:

χ2D
L (k, z) = − 1

4�

k2

g (k, z)
; χ2D

L (k, iξ) = − 1

4�

k2

g (k, iξ)
, (D.16)

where
g (k, z) = √

v2k2 − z2,
g (k, iξ) = √

v2k2 + ξ 2.
(D.17)

Pristine graphene at T �= 0:

χ2D
L (k, z) = − k2

4�

[
1

g(k,z) + 8
πv2k2

1∫

0
dxp (k, z, x)

]

,

χ2D
L (k, iξ) = − k2

4�

[
1

g(k,iξ)
+ 8

πv2k2

1∫

0
dxp (k, iξ, x)

]

,

(D.18)

where

p (k, z, x) = 1
β
ln

[
1 + 2 cosh (�βzx) e−θT (k,z,x) + e−2θT (k,z,x)

]

−�z
2 (1 − 2x) sinh(�βzx)

cosh θT (k,z,x)+cosh(�βzx)

−√
x (1 − x) �z2
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(D.19)

and
θT (k, z, x) = �βg (k, z)

√
x (1 − x),

θT (k, iξ, x) = �βg (k, iξ)
√
x (1 − x),

(D.20)

where the functions g (k, z) and g (k, iξ) are given in (D.17).

Doped graphene:

In the equations for doped graphene we use dimensionless variables: x = k/2kF ,
y = �ξ/2EF and z̃ = �z/2EF , where kF = √

πn and EF = �vkF are the fermi
momentum and fermi energy, respectively.

In a general point in the complex z-plane we have
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χ2D
L (k, z) = −D0
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and along the imaginary axis,

χ2D
L (k, iξ) = −D0
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4
√

y2+x2
[π − g (x, y)]

}

;
g(x, y) = atan [h(x, y)k (x, y)] + l (x, y) ;

h (x, y) =
2

{[
x2(y2−1)+(y2+1)

2
]2+(2yx2)

2
}1/4

√
(x2+y2−1)

2+(2y)2−(y2+1)
,

k (x, y) = sin

{
1
2 atan

[
2yx2

x2(y2−1)+(y2+1)
2

]}

,

l (x, y) =
√

−2x2(y2−1)−2(y4−6y2+1)+2(y2+1)
√
x4+2x2(y2−1)+(y2+1)

2

x2 ,

(D.22)

where D0 = √
4n/π�2v2.

D.5 Transverse Function for Graphene

The transverse susceptibility for graphene in RPA is

Pristine graphene at T = 0:

χ2D
T (k, z) = k2

4�z2 g (k, z) ,

χ2D
T (k, iξ) = − k2

4�ξ 2 g (k, iξ) ,
(D.23)

where the functions g (k, z) and g (k, iξ) are given in (D.17).

Pristine graphene at T �= 0:

χ2D
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πv2k2

1∫

0
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(D.24)

where
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h (k, z, x) = − z2
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where the functions g (k, z) and g (k, iξ) were given in (D.17) and the functions
θT (k, z, x) and θT (k, iξ, x) were given in (D.20).
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