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Nano-Net 2008 
Third International Conference on Nano-Networks 

 
 

 

It gave me great pleasure to welcome everyone to this innovative conference and to 
the city of Boston on the third year since the vision of nano-scale networking was 
conceived. I was at the founding conference in EPFL, Switzerland and followed the 
second conference in Catania, Italy, with great interest. 

We extended the Nano-Net conference this year to include a Workshop Session and 
a Tutorial Session; the highlight was, of course, the Technical Program. Alexandre 
Schmid did an outstanding job presiding over the review process used to select the 
papers that were presented at this conference. I am deeply grateful to the members of 
the TPC for their tremendous effort in evaluating (along with many anonymous re-
viewers) the submissions and for organizing the papers into sessions, all on a tight 
schedule. I extend my deepest thanks to the Organizing Committee, in particular, Alex 
Schmid and Karen Decker, as well as the active organizing members, namely, Sasitha-
ran Balasubramaniam, Alexander Sergienko, Nikolaus Correll, Kaustav Banerjee, 
Radu Marculescu, and Tatsuya Suda. 

The Nano-Net Organizing Committee selected three outstanding plenary speakers 
in Tatsuya Suda, Sylvain Martel, and Neil Gershenfeld, who spoke on a variety of 
truly fascinating topics regarding networking at the nano-scale. 

The panel discussion on “Using Advanced Micro/Nano-electronic Technology to 
Establish Neuromorphic Systems” had very positive feedback. Panelists Garrett Rose, 
Vladimir Gorelik, Eugenio Culurciello, Shih-Chii Liu, and Matthew Hynd shared their 
perspectives on this growing technology related to the formation of the ultimate  
nano-scale network, a brain-like system. 

Recent advances in nano-networks were presents in the form of a Poster Session. This 
opportunity encouraged informal discussion with presenters regarding their latest devel-
opments. 

Karen Decker very ably served as Finance Chair and therefore was intimately in-
volved in virtually all aspects of the planning and organization of the conference. 

Neil Gershenfeld graciously handled local arrangements for the conference, includ-
ing video recording of the presentations. 

Yun Li organized an excellent tutorial. I would like to extend my warm thanks to 
Wei Lu for stepping up to share his ideas and expertise with the community in the 
form of this first Nano-Network Tutorial. 

As you will see from the proceedings, Maggie Cheng has done an excellent job as 
Publications Chair. 

Last, but far from least, I owe a special debt of gratitude to Sanjay Goel and 
Damira Pon of SUNY for an outstanding and highly professional job in organizing the 
Nano-Net Workshop and hosting the symposium website and responding to literally 
hundreds of requests for changes and updates to the website––all done in a timely and 
efficient manner. 



 Preface 

 

VI 

I hope that you find the exchange of information that took place over those few fall 
days in Boston technically stimulating and professionally rewarding.  

 

Stephen F. Bush 
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3D CMOL Crossnet for Neuromorphic Network 
Applications 

Kevin Ryan, Sansiri Tanachutiwat, and Wei Wang 

College of Nanoscale Science and Engineering at SUNY Albany,  
Albany, 12222 New York, USA 

{kryan,stanachutiwat,wwang}@uamail.albany.edu 

Abstract. In this work, a novel 3D CMOL crossnet structure is introduced by 
combining two leading technological concepts for future nanoelectronic 
neuromorphic networks: CMOL crossnet and 3D integration. By implementing 
CMOL crossnet into the third dimension, the proposed 3D CMOL crossnet not 
only maintains the high-speed and high defect-tolerant properties of the CMOS-
nano hybrid CMOL hardware system, but also provides efficient fabrication and 
assembly processes with a much higher density than the original CMOL crossnet. 
Furthermore, this study focuses on the development of multivalue synapses and 
efficient communication methods between CMOS and nanodevices. Preliminary 
results demonstrate that the structure can utilize the advantages of high 
performance synapses and stable analog CMOS somas in three dimensions. 
Therefore, the proposed 3D CMOL crossnet structure has a huge potential to 
become an efficient 3D hardware platform to build neuromorphic networks that 
are scalable to biological levels. 

Keywords: CMOS-Nano Hybrid System, CMOL, Crossnet, Neuromorphic 
Network, 3D IC. 

1   Introduction 

For many years, researchers and programmers have been trying to mimic the brains 
neuromorphic network (NN) in software, and in this task they have been successful [1], 
[2]. Even though, the complexity of the brains functions have been captured, its 
efficiency and power at executing these tasks is still an alluring goal. Utilizing today’s 
computer architecture, the software solutions based on a number of enormous 
supercomputers can not match the brains speed and processing power. In order to 
provide unparalleled computational efficiency and density, the reconfigurable hard-ware 
platforms might be a promising solution to mimic the brain’s structure [3-5]. 

Recent studies [6-11] demonstrated that the CMOS-nano hybrid technology can 
provide an efficient hardware platform to build a family of neuromorphic networks. 
Based on a hybrid technology, the CMOS parts will implement neural cell bodies 
(somas) and the nanodevices with reconfigurable capabilities can be used as synapses. 
The dendrites and axons will be implemented by interconnects or nanowires. This 
CMOS-nano hybrid neuromorphic network can utilize the advantages of both CMOS 
and nanodevices. 
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One key challenge of CMOL crossnet is how to efficiently establish communica-
tion between CMOS and nanodevices. As shown in Fig. 1a, the CMOL crossnet 
requires special pins with different heights to connect CMOS and nanodevices, which 
are difficult to fabricate. Since each nanowire segment requires one pin, millions of 
these special pins are required, which may not be feasible to build. 

 

                

                                     (a)                                                 (b) 

Fig. 1. (a) The CMOL structure with the special pins to connect CMOS and nanodevices [6]. 
(b) 3D CMOL without the special pin requirement [12]. 

In order to tackle the challenge of CMOL crossnet, we present our recent research 
results in developing efficient 3D hybrid neuromorphic network systems. We introduce 
a 3D CMOL crossnet concept to improve fabrication process, and performance of 
CMOL crossnet. 

2   3D CMOL Crossnet 

To ease the fabrication process especially in the area of pin placement and 
connections, the 3D CMOL crossnet was developed by sandwiching the nanodevices 
between two separate layers of CMOS (Fig. 1b). Besides the fabrication advantages 
of this configuration it also doubles the CMOS area and therefore increases the soma 
density of the architecture. On the other hand, 3D CMOL crossnet will present some 
design challenges that need to be overcome.   

In the brain a soma is the logical unit between the axons and dendrites that controls 
signal propagation. The soma design presented by Likharev is shown in Fig. 2a and 
naturally assembles into a matrix type of architecture when put into an array 0.  A 
known benefit of this design is the negative axon-dendrite connection that will always 
send the opposite signal then its positive counterpart because of the electrical 
properties of the diode. Since the somas are not able to connect to both layers of 
nanowires on the crossbar we must take the input and output solely from the vertical 
or horizontal wires as shown in Fig. 2b. With this arrangement there will be no natural 
inverse voltage running through the wires, so an inverter has been added before the 
negative pole of the amplifier to correct the problem. 

The final issue to discuss regarding the crossbar structure is the existence of axon-
axon and dendrite-dendrite connections. These extra connections which are not found 
in the brains neuromorphic network are handled quite effectively by the electrical 
properties of the crossbar. Because of low impedance in the soma’s amplifier and  
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                                      (a)                                             (b) 

Fig. 2. (a) General soma-soma connection as proposed by Likharev (adapted from [7]).  
(b) Revised 3D CMOL soma-soma connection. 

high voltage carried in the axonic nanowires, the axon-axon connections can be 
disregarded. The dendrite-dendrite connections are not an issue as long as the dendrite 
voltages are kept lower than the axons hence it will not disrupt the axon’s signal 
already in the wire [8].  

Based on the 3D CMOL crossnet structure, we present various designs of 
neuromorphic networks in this section. These designs tailor the 2D CMOL designs to 
suit the 3D CMOL crossnet structures. There are two main structures with different 
variations that can be used to pattern the somas; they are called Alternating FlossBar 
(Fig. 3a) and Alternating InBar (Fig. 3b). These designs follow an alternating pattern 
because each soma can only connect to a soma of the opposite type via the synapses.  
Finally to increase the synapse density we have developed the Cut Alternating 
FlossBar (Fig. 3c) which makes use of every nanowire junction as a synapse. 

 

     

                             (a)                              (b)                                     (c) 

Fig. 3. (a) Alternating FlossBar.  (b) Alternating InBar. (c) Cut Alternating FlossBar. 

3   Performance Evaluation 

In order to evaluate the performance of the proposed 3D CMOL crossnet, we carry 
out an analysis in terms of area, speed, and power consumption. Note that for 
simplicity, this analysis does not consider defects and process variations of devices 
and is not dependent on any specific soma layout. 

Table 1 summarizes the estimated implementation results of 2D CMOL crossnet 
and 3D CMOL crossnet. As shown in Table 1, the proposed 3D CMOL crossnet 
circuits provide a 2X area improvement over the 2D CMOL crossnet designs with 
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similar operational speed. This is due to 3D CMOL’s structure significantly reducing 
the footprint and logic stages. Also, interconnects and routing of the circuits will be 
significantly simplified. The 3D CMOL structure can efficiently partition and 
interconnect lengths and routing complexity to achieve high performance. The average 
dynamic power of the 3D CMOL designs is a little higher than the original crossnet 
designs. The short interconnect length of the 3D structure will reduce the dynamic 
power, but this effect is counteracted by the large capacitance of the nanowire crossbar 
with its very high density.  

A significant advantage of the 3D CMOL crossnet in terms of performance is the 
density increases compared to the 2D CMOL crossnet. Due to the significant density 
improvement, this proposed technology would provide huge potential to build future 
generations of NN applications. However, the challenge of 3D CMOL crossnet lies in 
the power and thermal management due to its high power density values. 

Table 1. Table Performance comparison of 3D CMOL crossnet and 2D CMOL crossnet for 
spiking and non-spiking models 

Non-spiking model 

Area 
(Processing 
nodes per 
858 mm2) 

Speed Power  

CMOL crossnet [11] 1716 
50 Hz 
140Hz 
482 Hz 

1.4W 
 

3D CMOL crossnet 3832 
<50 Hz 
<140Hz 
<482 Hz 

<2.8W 

       

Spiking model Connectivity

Area 
(Processing 
nodes per 
858 mm2) 

Power 

CMOL crossnet [11] 0.1 276 1.8 
3D CMOL crossnet 0.1 552 <3.6 
CMOL crossnet [11] 0.01 276 2.7 
3D CMOL crossnet 0.01 552 <5.4 
CMOL crossnet [11] 0.001 276 6.2 
3D CMOL crossnet 0.001 552 <12.4 

4   Conclusion 

In this paper, we have carried out a preliminary study covering the architecture and 
circuit design of 3D CMOL crossnet. By utilizing high-density nanodevices and high-
performance CMOS analog circuits in three dimensions, we can achieve an efficient 
hardware platform to build neuromorphic network systems. In the future, this CMOS-
nano-CMOS one-stack structure can be extended to mutli-stack structures, by bonding 
several stacks together in a back-to-back manner and connecting them with through-
silicon-vias. Such a 3D structure can open up possibilities to develop more complex 
(hierarchical or modular) neuromorphic systems and brain-like machines. In fact, the 
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human brain essentially is a 3D structure, which can be mimicked by the multi-stack 
3D CMOL crossnet. 

It is noted that more knowledge of our brain is required to emulate its functionality 
for advanced intelligent tasks. Recently, neurobiological research has found huge 
amounts of valuable information related to the brain’s structure. Such developments 
may shed light on future 3D CMOL research. We expect that incorporating the new 
neuromorphic network research results with the development of 3D CMOL crossnet, 
may well lead to an innovation or technology breakthrough to construct computers 
that can match the power of the brain.  
 
Acknowledgments. This work has been supported in part by the AFSTTR and 
MARCO (via IFC Center). Useful discussions with K. K. Likharev are gratefully 
acknowledged. 
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Structural Fault Modelling in Nano Devices

Manoj S. Gaur, Raghavendra Narasimhan, Vijay Laxmi, and Ujjwal Kumar

Malaviya National Institute of Technology, Jaipur-302017, India

Abstract. In this paper we present a model for structural failures
in nano-devices. Fault being considered include stuck-at and bridge
faults only. This model is an extension of probabilistic model based
on Gibbs energy distribution and belief propagation as presented in
NANOLAB [1]. Results have been carried out on a 8-bit full adder
circuit. Simulation results indicate that probabilistic TMR model
represents bridge and stuck-at-1 faults better while deterministic model
is more suited for stuck-at-0 faults.

Keywords: Structural fault, stuck-at-0, stuck-at-1, bridge, MRF,
TMR.

1 Introduction

Nano-structures are inherently unreliable and this uncertainty stems from low
operating energy levels, thermal perturbations/noise, significant quantum effects
at nanoscale and high probability of manufacturing defects. Reliable compu-
tation requires fault-tolerant architecture and alternate computational model.
Triple Modular Redundancy (TMR) and its deviants have been proposed for re-
liable computation and fault-tolerance [2]. Recently Chen et. al [3] has proposed
Markov Random Field and Gibbs’ Energy distribution based probabilistic com-
putational model. This probabilistic approach is more reliable computational
mode.

Manufacturing defects at nanoscale can lead to permanent structural fail-
ures. In addition, thermal perturbations can lead to transient failures. A single
NAND gate is not expected to compute reliably at all times. Many fault-tolerant
architectures [4] have been reported to deal with this problem. TMR has three
similar gates working in parallel and a majority gate to compute output to im-
prove reliability and fault tolerance. Figure 1 illustrates the circuit. Cascade
Triple Modular Redundancy (CTMR) has three TMR units of the same type
combined with another majority gate to form a ‘second-order’ TMR unit with a
higher reliability. RMR is a generalization of TMR where instead of 3 we have
R = 3, 5, 7, · · · units working in parallel.

2 Probabilistic Model for Nanoscale Computation

Chen [3] proposed a Markov Random Field (MRF) based probabilistic approach
for nano-scale computing. This approach adapts to errors as a natural consequence

M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 6–10, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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(a) TMR (b) CTMR

Fig. 1. Fault tolerance through TMR and CTMR

of probability maximization, thereby removing the need to actually detect faults.
In MRF model, state of a node depends upon those of its neighbors or clique.

MRF model defines a finite set of random variables, Λ = {λ1, λ2, ..., λk}.
Each variable λi has a neighbourhood, Ni = {Λ − λi}. Energy distribution of
any variable depends only on its neighbourhood in the form of a clique. States of
nodes in a Boolean network represent variables. In this model, uncertainty and
noise handling is through conditional probabilities of energy values with respect
to its clique. Gibbs energy distribution is used to model conditional probabilities.

P (λi | {Λ − λi}) =
1
Z

e
1

KT ΣcεCUc(λ) (1)

Here Z is the normalizing constant and, C is the set of cliques. Uc is the clique
energy function and depends only on the neighborhood of the nodes. In a logic
circuit this clique energy (logic energy) is computed as the summation over the
minterms of the valid states (Fi = 1). This clique energy definition reinforces
that the energy of the invalid logic state is greater than valid state. For a two-
input x0, x1 NAND gate with output x2, function F (x0, x1, x2) = 1 when x2 =
(x0 ∧ x1)′. The clique energy U (-1 for valid and 0 for invalid state) for NAND
gate is

U(x0, x1, x2) = −x2 + 2x0x1x2 − x0x1 (2)

The probability of the different energy configurations of x2 is

p(x2) =
1
Z

∑
x0ε{0,1}

p(x0)
∑

x1ε{0,1}
p(x1)e

−U(x0,x1,x2)
KT (3)
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2.1 Modeling Noise at Inputs and Interconnects

The probabilistic nondiscrete computing scheme described above can be ex-
tended to analyze the impact caused by signal noise at the inputs and inter-
connects of combinational circuits. For a two input NAND gate, there are three
nodes, the inputs x0 and x1 and the output x2. Noise is introduced at the input
x0 as a Gaussian process with mean µ and variance σ2. The probability distri-
bution of x2 being in different energy configurations ε to {0.0, 0.1, 0.2, ..., 0.8,
0.9, 1.0} is

p(x2) =
1
Z

∫ 1

0

∑
x1

e
−U
KT (

e−(x0−µ)2/2σ2

√
2πσ

)dx0 · p(x1) (4)

The energy distribution at x2 if uniform distribution is used to model signal
noise is given by the

p(x2) =
1
Z

∫ 1

0

∑
x1ε{0,1}

e
−U
KT dx0 · p(x1) (5)

2.2 NANOLAB

NANOLAB [1] is a tool developed in MATLAB for modelling of logic gates at
nanolevel. This model can handle discrete energy distributions at the inputs and
interconnects of any specified architectural configuration. These functions work
for any generic one, two, or three-input logic gates and can be extended to handle
multi-input logic gates and circuits. NANOLAB functions are parameterized and
take in as inputs the logic compatibility function and the initial energy distribu-
tion for the inputs of a gate. Outcome of these functions is a probability vector
indicating the probability of the output node being at different energy levels
between [0..1]. These probabilities are calculated over different values of KT so
as to analyze thermal effects on the node. The belief propagation algorithm is
used to propagate these probability values to the next node of the network. The
tool can also calculate entropy values at different nodes of the logic network.
It also verifies that, for each logical component of a Boolean network, the valid
states have an energy level less than the invalid states. NANOLAB functions
can model noise either as uniform or Gaussian distributions or combinations of
these, depending on the user specifications. Arbitrary Boolean networks in any
redundancy-based defect-tolerant architectural configuration can be analyzed by
writing simple MATLAB scripts that use the NANOLAB library functions.

2.3 Fault Models

Fault models are simplifications of phenomena caused by defects on the circuit.
The oldest and most common model is the stuck-at fault model. Defects are
modelled as a node shorted to either power supply (stuck-at-1) or to ground
(stuck-at-0). Bridge fault is an extension of stuck-at fault model wherein two or
more links get connected.
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(a) stuck-at-0 fault
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(b) stuck-at-1 fault
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(c) Bridge fault

Fig. 2. Simulation results for structural faults
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3 Results

The main circuit that we implemented was a 8-bit full adder circuit. Fault oc-
currence was assumed uniform. No gate (link) has more chance of having a fault
than other gates (links). At a given location only two links get bridged. Three
sets of simulations were run for stuck-at-0, stuck-at-1 and bridge faults. Both
traditional deterministic and probabilistic gates were considered in all. Each
simulation was repeated n = 10000 times with different error rates. For stuck-at
fault, error rates ranged from 0.005 to 0.1, with an interval of 0.005. For bridge
fault, error rates were varied from 0.5% to 10% with a difference of 0.5% at each
step. Output of each simulation was considered 1 (same as expected) or 0 (oth-
erwise). In probabilistic case, output equalled logic level with higher probability.
Output was labeled invalid, if probability of any logic level was between 0.4 and
0.6. After n simulations number of correct outputs were noted for each case.
Figures 2(a), (b) and (c) present results for stuck-at-0, stuck-at-1 and bridge
faults respectively.

4 Conclusions

From these graphs, we see that probabilistic gate model gives better result than
traditional deterministic one for bridging as well as stuck-at-1 faults. In de-
terministic approach the majority gate gives as output which comes maximum
number of times. But in probabilistic approach the gate tries to maximize the
probability of the output. For example, if the input to the majority gate is [0.8,
0.2],[0.8, 0.2],[0.8, 0.2], output probabilities should be [0.8,0.2]. But in case of
probabilistic approach the output comes out to be [0.9 0.1]. However, for stuck-
at-0 faults the deterministic approach yields marginally better results than the
probabilistic one. In case of NAND gate, the output probability is biased to-
wards 1. This is to be expected as its truth table has three ones and only one
zero in output. For stuck-at-0 fault, one of the inputs is guaranteed to be 0 im-
plying a guaranteed output of 1. In probabilistic approach, some of the states
may become invalid if output of two gates in TMR block fall below 0.6.
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Abstract. Recently researchers at Hewlett-Packard have announced the 
discovery of a new material having resistance switching characteristics and 
which has been characterized as a fourth fundamental circuit component called 
the “memristor”[1]. It is proposed to combine such memristors with operational 
amplifier circuitry and fixed resistor elements so as to form a programmable 
signal processor capable of selective transmission and multiplexing of multiple 
signals for applications in communications and programmable drive waveform 
control. 

Description of Device 

While the recent revelation by Hewlett-Packard of bi-layer titanium oxide as a 
candidate material for the “missing memristor” initially speculated by Leon Chua [2] 
is an interesting and important development, it is not entirely unprecedented. Similar 
resistance variability effects in thin film oxides have been studied using perovskite [3] 
and similar materials. However, this research has mostly been limited to applications 
in non-volatile memory in which the switching resistance acts to store binary data in 
the form of high or low resistance states. Such materials may also have use in signal 
processing and control applications. 

Fig. 1 illustrates an idealized approximation for the behavior of memristance 
material in which an applied voltage greater than some positive threshold voltage VL1 
initiates a memristance region exhibiting variation from a high resistance level RH to a 
low resistance level RL as voltage is increased. Similarly, resistance may be converted 
from a low level back to a high level by a reversed polarity voltage in the region 
between -VL2 and –VH2. In the small signal region between –VL2 and VL1 the material 
is either at a high or low resistance level depending on the history of voltage 
application to the material.  

Fig. 2 illustrates an array of memristors M1-M4 having inputs connected to fixed 
resistors R1-R4 and outputs connected to a common inverting input of an operational 
amplifier having a feedback resistance RF. Operational amplifiers in such a 
configuration exhibit the well known effect of summing the input signals based on a 
weighting determined by a ratio of the feedback resistance and the input resistances. 
However, the inclusion of memristors allows controllability in selecting which signals 
to sum and, if tuned within the memristance region, the weighting values of each 
input signal may also be adjusted. By using harmonic sinusoidal signals or step 
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signals with relative time delays as the voltage signal inputs this circuit configuration 
may be used for programmable waveform generation useful for automatic control 
systems. Programmable signal mixing and modulation may also be facilitated using 
this configuration by switching memristor values during communication applications 
such as frequency hopping. 

M=RL

M=RH

VH1VL1-VL2-VH2

Memristance 
region 1

Memristance 
region 2  

Fig. 1. Idealized hysteresis model of resistance vs. voltage for memristance switch 

 

Fig. 2. Summing amplifier configured with memristance elements 
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Abstract. The delay dependence on temperature reverses at increas-
ingly larger supply voltages as technology scales into the nanometer
regime, causing delay to decrease as temperature increases. This rever-
sal can be problematic for variation-tolerant systems using critical path
replicas to determine delay guardbands, as delay may no longer indicate
when the system is in danger of thermal runaway. Adaptive voltage scal-
ing, commonly used in variation-tolerant systems, further complicates
the temperature impact, as the range of voltages may intersect both
temperature regions. In this paper, it is shown that use of high-k di-
electrics and metal gates increases the supply voltage where this reversal
occurs by 40% compared to low-k, poly gate technologies. 45, 32, and
22 nm models are examined, and the reversal voltage is shown to ap-
proach 90% of nominal voltage at 22 nm, making the effect important
even for non-adaptive designs. Techniques to account for these complex
temperature dependencies are proposed to ensure functionality under all
conditions.

Keywords: Reverse temperature dependence, variation-tolerant, high-k
dielectric, metal gate.

1 Introduction

Operating temperature affects device delay by altering mobility (µ) and thresh-
old voltage (VT ), according to [1]

µ (T ) = µ0 (T/T0)
αµ (1)

and
VT (T ) = VT0 + αVT (T − T0) . (2)

where T0 is the nominal temperature (generally 300 K), µ0 is mobility at T0, αµ

is an empirical parameter referred to as the mobility temperature exponent, VT0
is nominal threshold voltage, and αVT = ∂VT /∂T is another empirical parameter
named the threshold voltage temperature coefficient.
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VT , µ, and nominal supply voltage (VDD) are all technology dependent pa-
rameters, with predicted values available down to the 22 nm node [2,3]. Use of
high-k dielectrics and metal gates to alleviate nanoscale gate leakage problems
also alters VT and µ [4,5]. The combination of these changes makes it difficult
to determine the effect of temperature on device performance. Two tempera-
ture regions exist: normal temperature dependence, where current decreases as
temperature increases, and reverse temperature dependence [6,7], where current
increases as temperature increases.

These parameters are further complicated by environmental requirements (mil-
itary specifications call for a range of -55◦C to 125◦C) and intra-die temperature
variation (shown to exceed 25◦C [8]). To account for the wide range of conditions,
as well as process and voltage variations, variation-tolerant adaptive systems have
been used to guarantee functionality by adjusting operating voltages and frequen-
cies [9,10,11]; however, these systems with multiple voltagemodes make the above-
mentioned temperature effects even more difficult to determine.

The remainder of this paper will be organized as follows: In Section 2, the impact
of high-k dielectrics and metal gates on temperature behavior will be examined,
and the changing impact of temperature across 45, 32, and 22 nm technologies
will be shown. In Section 3, the effects of these complex temperature dependencies
on variation-tolerant systems are explained, and techniques for considering these
dependencies are discussed. Conclusions are presented in Section 4.

2 Temperature Impact on Current and Delay

For large gate overdrives (VGS − VT > Vti, where Vti is an empirical parameter
referred to as the temperature insensitive voltage [7]), the temperature depen-
dence of a device is dominated by the dependence of µ, while for small gate
overdrives (VGS − VT < Vti), small changes in VT can cause large changes in
current, resulting in a temperature dependence dominated by VT . The normal
temperature dependence occurs when the µ dependence dominates, while the
reverse temperature dependence occurs when the VT dependence dominates.
Further examination of these effects in low-k dielectric, polysilicon gate devices
is available in [6,7].

In nanoscale devices, high-k dielectrics and metal gates have been introduced
to reduce gate leakage due to thinning gate oxides and reduce the depletion
effects of polysilicon gates [4,5]; unfortunately, these techniques have the effect
of dramatically increasing the temperature dependence on VT . The extent of this
effect is shown in Fig. 1, which compares 45 nm predictive technology models [2]
of both low-k/poly gate (dashed line) and high-k/metal gate (solid line) devices.
Each line in Fig. 1 shows the change in delay of an inverter (β = 2) from -55◦C
to 125◦C. For example, at 0.62 V, the high-k/metal gate inverter delay does
not change at all from -55◦C to 125◦C, resulting in the 0.62 V point occurring
on the 0% line. This 0% intersect on each curve represents Vti. As shown, the
high-k/metal gate devices result in a 40% increase in Vti compared to the low-k,
polysilicon gate devices. The normal temperature dependence region is below
the 0% line, and the reverse dependence region is above the 0% line.
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Fig. 1. Effect of high-k dielectric and metal gate on temperature dependence

Fig. 2. Changes in (a) PMOS current, (b) NMOS current, and (c) inverter delay over
the -55◦C to 125◦C temperature range

Fig. 2(a) shows the change in PMOS device current from -55◦C to 125◦C
at the 45, 32, and 22 nm technology nodes. Nominal voltage at each node is
indicated by the rightmost point on each curve, equal to 1 V, 0.9 V, and 0.8
V, at 45, 32, and 22 nm, respectively [2,3]. As shown, Vti of the PMOS devices
steadily increases as technology scales down by about 400 mV (20%) per node,
with Vti at 22 nm equal to 0.56 V. The NMOS device response, shown in Fig.
2(b), is quite different, with nominal voltages at the 32 and 22 nm nodes already
in the reverse temperature dependence region. The PMOS and NMOS devices
are combined into an inverter in Fig. 2(c), with β = 2 to represent FO4 minimum
delay sizing. As shown, Vti in the inverter approaches 90% of nominal voltage
in the 22 nm node. As β increases, the stronger PMOS effect further increases
Vti. Thus, these complex temperature effects will require attention in nanoscale
systems even at nominal voltages.

3 Variation-Tolerant Systems with Complex Temperature
Dependences

Reverse temperature dependence at near nominal voltages complicates variation-
tolerant system design, which uses multiple supply voltages to adjust for changes
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in process, voltage, and temperature. The additional complexity needed to ac-
count for both normal and reverse temperature dependence depends on the de-
sign time information. If the system can be fully characterized at design time,
then this can be solved by updating the voltage and frequency look-up table en-
tries [10] to ensure that the system adapts in the correct direction given a change
in temperature. For example, whereas a low-voltage system would generally re-
duce the frequency as temperature increases, in the reverse dependence region
the system would have to reduce the frequency when temperature decreases.

If the temperature regions in some voltage modes are not known at design
time, whether due to tool limitations, process variations, or unknown IR drops,
they must be determined at runtime. If the system is known to be in the normal
temperature dependence region at nominal voltage, then a fixed nominal-voltage
ring oscillator can be compared to the critical path replica (whose supply voltage
changes with the rest of the system to track the delay at each voltage mode). By
comparing the critical path replica delay with the ring oscillator frequency at
two different temperatures, the temperature region of each voltage mode can be
determined at manufacture time and stored. To include aging effects, this test
can be performed at runtime as needed.

If the temperature dependence is not known for every voltage mode, then
there are two options for ensuring variation-tolerance. One option is to design
the system with large enough guardbands that it can operate correctly over the
entire temperature range regardless of the dependence, though this will result in
a large reduction in delay performance. Another option is to use a temperature
sensor with a poly resistor, which would consume large area and power but
avoid the nonlinear effects of mobility and threshold voltage, resulting in a stable
reference exhibiting normal temperature dependence regardless of variations.

An important issue with all of the approaches mentioned in this section is that
high temperatures in the reverse dependence region are no longer self-limiting: In
the normal dependence region, temperatures are unable to increase to dangerous
levels because the delay would become so large that the system would be forced
to throttle the frequency, reducing the energy and therefore the temperature.
In the reverse dependence region, the circuits will continue to speed up as tem-
perature increases, with no such delay problem. This could potentially result in
race conditions, or even more concerning, the higher temperatures could result
in thermal runaway due to the exponential temperature dependence of leakage
current [12], which will already be dominating the total power consumption in
the nanoscale regime [13].

4 Conclusion

While the complexities of temperature dependence were previously only an issue
in ultra-low voltage design, the combination of high-k dielectrics, metal gates,
and nanoscale parameters mean they will require attention even in nominal
voltage systems. The reversal of temperature dependence occurs at 90% of the
nominal supply voltage at 22 nm, and potentially even higher voltages depending
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on device ratios. After considering voltage and process variation effects, unknown
temperature dependences may affect any system, whether or not it uses adaptive
voltage controls. Techniques for avoiding delay failure and thermal runaway as
a result of these complex dependencies will become more and more important
as technologies stretch further into the nanoscale regime.
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Abstract. A highly sensitive NEMS capacitive sensor with electrode
separation in the order of Debye length is fabricated for label free DNA
analysis. The use of nano-scale electrode separation provides better in-
sight in to the target-probe interaction which was not previously at-
tainable with macro or even micro scale devices. As the double layers
from both the capacitive electrodes merge together and occupy a major
fraction of the capacitive volume, the contribution from bulk sample re-
sistance and noises due to electrode polarization effects are eliminated.
The dielectric properties during hybridization reaction were measured
using 10-mer nucleotide sequences. A 45-50% change in relative permit-
tivity (capacitance) was observed due to DNA hybridization at 10Hz.
Capacitive sensors with 30nm electrode separation were fabricated us-
ing standard silicon micro/nano technology and show promise for future
electronic DNA arrays and high throughput screening of nucleic acid
samples.

Keywords: Micro/Nanofabrication,Capacitive Sensor,Biosensors,DNA
detection.

1 Introduction

Over a decade of rapid advances in Micro and Nano fabrication technologies has
opened up enormous possibilities across various fields of science and technology.
The integration of microelectronics technology with molecular biology is having
a transforming impact in the development of biosensors with potential applica-
tions in future drug and diagnositic development. By the use of miniaturization
techniques, the sensing elements or at least parts of them are now getting shrunk
down to the same order of dimension as the biomolecules being sensed, result-
ing in the improvement of many attributes of the molecular detection processes.
These nano-scale sensors offer solutions to many problems suffered by conven-
tional signal transduction mechanisms, thereby improving detection sensitivity
immensely.

Biosensing, in general involves the detection or quantification of specific bio-
chemical agents such as a particular DNA sequence or protein, using a biorecog-
nition layer for specificity, which is usually immobilized on a transducer surface.

M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 19–25, 2009.
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Several physiochemical signal transduction mechanisms such as optical, mag-
netic, electrochemical and piezoelectric have been demonstrated over the past
decades for the generation of a physical signal from the binding/hybridization
events[1][2][3][4]. The dielectric spectroscopic measurements conducted on micro
fabricated capacitive structures gained special attraction due to their label free
operation and absence of any mechanical motion [5].

Although, several examples of capacitive biosensor have been reported in the
literature, many physical and electrochemical properties of these structures and
the measurement methods used have significantly limited their commercial full-
scale development as a biosensor. The existence of electrode polarization effect and
noises from solution conductance limited the earlier dielectric spectroscopic mea-
surements tohigh frequencies only,which in turn limited its sensitivity tobiomolec-
ular interactions, as the applied excitation signals were too fast for the charged
macromolecules to respond [6][7][8]. The series parasitic impedance from electrode
polarization effect masked the dielectric changes occurring due to biomolecular in-
teractions at low frequencies (<1 kHz) and the proposed methods for minimizing
this effect were not compatible with bio sensing applications [9][10].

In an attempt to address the above mentioned challenges, we report a NEMS
capacitive sensor with electrode separation in the order of Debye length. The
use of a 30nm electrode separation provides better insight into the molecular
interactions, which was not previously attainable with macro or even micro scale
devices. As the double layers from both the capacitive electrodes merge together
and occupy a major fraction of the capacitive volume, the contribution from bulk
sample resistance in the measured impedance will be eliminated. The interaction
between the electrical double layers due to the space confinement decreases the
potential drop across the electrode spacing and allows dielectric measurements
at low frequency.

2 Experimental

2.1 Device Fabrication

The most critical parameter for enhancing sensitivity by eliminating the elec-
trode polarization effect is the nanometer separation between the capacitive
electrodes. The desired separation of less than 50nm is difficult to achieve with
conventional lithographic techniques [11]. To overcome the resolution limit, we
have used a sacrificial layer process where the thickness of the SiO2 spacer layer
determines the electrode separation. The process steps are schematically indi-
cated in Fig 1. In the first process step 500nm thick Silicon Nitride is deposited
on the single side polished <100> Si wafers after which a 1µm thick photo resist
spacers are patterned to act as the sacrificial layer for the formation of the first
set of Au electrodes (a). Gold electrodes are deposited using E-beam evaporation
under ultra high vacuum conditions. The selective removal of the photo resist
sacrificial layer defines the first set of Au electrodes (b). In the next step a very
thin and uniform layer of SiO2 is deposited using Plasma Enhanced Chemical
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Fig. 1. Schematics of the fabrication process flow. a) photo resist spacers are patterned
b) gold electrodes formed by sacrificial method c) deposition of SiO2 for nanometer
spacing d) deposition of gold e) SiO2 spacer removed.

Vapor Deposition (PECVD), to form the nanometer spacers between the elec-
trodes (c). Followed by the patterning of SiO2 sacrificial layer, a second layer of
gold metallization of 1µm is done using E-beam evaporation (d). The Au elec-
trodes were planarized by CMP and finally the SiO2 spacer film between the gold
electrodes is selectively etched off using HF (e). The deposited Silicon Nitride
layer will act as etch stop of this etching process and also serves as an isolator
between the gold electrodes and the Si wafer. Here the use of deposited oxide
thin film to define the separation between gold electrodes allows the fabrication
of capacitive structures with electrode separations lower than the resolution limit
of optical or e-beam lithography.

Detection Scheme. The detection is based on the changes in sensor capac-
itance due to the variation in dielectric properties of the Debye layer result-
ing from the biomolecular interactions. The Debye capacitance (double layer

Fig. 2. Comparison between conventional capacitive sensor and Debye Capacitive
Sensor
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capacitance) formed by the accumulation of counter ions near the electrode sur-
face is highly sensitive to the changes in the dielectric and charge environment in
the electrode/electrolyte interface. The characteristic length of this diffuse dou-
ble layer of charges (Debye layer) is given by the Debye-Hckel parameter and
is generally called the Debye length. The calculated Debye length for the buffer
solution used in our experiment is 76 nm. The use of capacitive element with
electrode separation of 30nm results in the overlapping of the Debye layers of the
two electrodes. Fig 2 shows a comparison between the working of a conventional
capacitive sensor and the Debye capacitive sensor.

Results and Discussion. The dielectric properties were investigated over a
frequency range of 10Hz to 100 kHz, with 0V DC bias and 20mV AC signals
using an SR 785, 2 channel dynamic signal analyzer. A Lab View program is used
to collect and record data through a GPIB interface. The electrical contacts and
the functioning of the entire system including the capacitive element are verified
by measuring the dielectric spectrum with air and De Ionized water in between
the electrodes. The relative permittivity values of various concentrations of buffer
solutions are measured to verify the properties of the Debye layer. Figure 3 shows
the relative permittivity values obtained for the different buffer concentrations
and are seen to increases with increasing concentration. This can be explained
by the fact that the Debye length decreases with increasing concentration which
results in an increase in potential drop across the sensor.

DNA oligonucleotides used for the experiments were purchased from IDT (In-
tegrated DNA Technologies). Other chemicals including the buffer solution were
purchased from Sigma-Aldrich. Single stranded probe DNA sequences
premodified by the thiol linker(5’-CACGTAGCAG/3 Thio MC3-D/-3’ ) were
immobilized on the gold electrodes using a concentration of 10µM in 0.05xSSC
buffer (7.5mM Sodium Chloride + 0.75mM Sodium Citrate). By taking advan-
tage of the high affinity of sulphur atoms to gold substrate, the DNA molecules
with thiol end groups are chemically assembled onto the gold surface from the
solution. The oligomer chains are thus tethered to the gold substrate at one end

Fig. 3. Relative permittivity as a function of frequency for various concentrations of
buffer solutions.The measured permittivity increased as the ionic strengths are in-
creased.
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Fig. 4. Dielectric Spectra after hybridization of (10µM) complementary target with
the immobilized probe sequence

and the rest of the chain stays fully extended at an angle of approx. 30 degree
from the surface. The Van der Waals forces between adjacent chains helps to or-
der the oligomers parallel to each other .The <111> crystal orientation of gold
which is obtained by thin film deposition is found to give excellent result for the
formation of self assembled monolayers (SAM). Mercapto hexanol (HS- (CH2)6
OH ) SAM layers were immobilized in between the DNA strands in order to pas-
sivate the vacant spaces. Prior to immobilization procedure the structure was
cleansed using acetone, isopropanol and deionized water. The substrates with
immobilized oligomers were then allowed to interact with 0.1µM to 10µM con-
centration of complementary oligomers (5’-CTG CTA CGT G-3’) over a short
period of time. After incubation, the substrates were rinsed with deionized water
to remove the nonspecifically bound target molecules.

The rel.permittivity changes after probe immobilization and target hybridiza-
tion are shown in Fig 4a. The increased potential drop across the electrical

Fig. 5. Dielectric Spectra after the interaction of non-complementary target with the
immobilized probe sequence. The slight variation in rel.permittivity value indicates the
non-specifically bound oligomers.
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double layer due to the additional layer of hybridized oligomers is reflected as
the increase in the overall sensor permittivity (capacitance).

As a control experiment, a non complementary target (5’-ATG GCC CTG
T-3’) solution in the same concentration as the complementary target solution
is allowed to interact with the immobilized probe layer. Fig 5 shows negligi-
ble change in dielectric property upon exposure to the non complementary se-
quence. This supports the relationship between capacitance change and specific
nucleotide interaction.

3 Conclusion

Capacitive biosensors with electrode separation in the order of electrical double
layer width were designed and fabricated using SiO2 sacrificial layer techniques.
The nano scale electrode space confinement is shown to eliminate noises from
electrode polarization effect and solution conductivity, permitting the dielectric
spectroscopic measurements at low frequencies. DNA hybridization experiments
with complementary and non complementary target sequences were performed
and a 45-50% change in sensor permittivity (capacitance) was observed after
the hybridization of the immobilized probe with the complementary oligomer
sequences. Work is presently being carried out in order to optimize the detec-
tion mechanism and improve the sensitivity and selectivity of the sensor. Ideally,
Single Nucleotide Polymorphism (SNP) could be detected with the current ge-
ometries of the device. The improved sensitivity demonstrated by the Debye
Capacitive sensor combined with its use of reduced sample volume and low fab-
rication cost makes it promising for applications such as point of care diagnostics
and biowarfare agent detection.
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Abstract. We show results from ongoing work studying the interaction
of process variation and built-in fault resilience intended to handle de-
fects. We find that built-in fault resilience decreases the negative effects
of process variation on a streaming nanoprocessor design.
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1 Background

All nanoscale circuit architectures include a defect-tolerance mechanism to han-
dle the high defect rates expected with bottom-up manufacturing techniques.
This is required to achieve acceptable yield, as has been extensively studied.
One such mechanism is built-in fault resilience, where logic is added to allow the
circuit to function even if some of its components are not functioning correctly.
Some proposed systems use reconfiguration to work around defects, but built-in
fault resilience may be required to tolerate faults from other sources.

Another major issue with nanoscale circuits, as with CMOS circuits today, is
process variation. Process variation leads to large variation in delay, which may
cause incorrect function of the system due to missed deadlines and also makes
it difficult to achieve high performance.

We are using WISP-0, a simple 5-stage streaming processor design, based
on the NASIC nanoscale fabric architecture, to explore the impact of process
variation on circuits with built-in fault resilience. NASIC is a tiled 2-D grid-based
circuit fabric using a dynamic circuit style. For more information on NASIC and
WISP-0, please see [1].

2 Simulation Results

We have used results from the literature [2] [3] [4] [5] to implement a timing
model for NASIC. We use the WISP-0 design in our simulations so as to gauge
the effects on a processor. In order to capture the typical behavior, we use
the Monte Carlo method, picking the parameter values used for each wire and
transistor from a distribution. We use a Gaussian distribution with a variation of

M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 26–27, 2009.
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3σ = 60% for each parameter, which is higher than reported by nanoscale device
and materials researchers. Some of the parameters varied are the diameter of the
nanowires, the resistivity of the wires, the contact resistance with the microscale
wires, the pitch of the grid, and the thickness of the gate oxide.

For each set of parameter values, the minimum delay at which the processor
can achieve correct results is determined through simulation. Circuits which
cannot operate correctly at any speed are not considered in the delay statistics.

The type of fault resilience used is integrated error correction (IEC) based
on Hamming codes combined with 2-way redundancy (IEC). Defects considered
are both stuck-on and stuck-off transistors, with the proportions assumed to be
90% stuck-on due to the structure and devices used in NASIC. For more details
about the fault model and fault resilience technique, see [1].

Table 1. Delay per cycle with and without process variation (in picoseconds)

No Variation With Variation (3σ = 60%)
No defects No defects 5% defects 10% defects
182.15 178.47 182.4 184.41

In a traditional circuit, we would expect to see the typical case be slower than
what could be achieved without process variation. However, as can be seen in
Table 1, the mean delay for WISP-0 with fault resilience is instead decreased.
This decrease in delay is due to the IEC handling timing faults, thus allowing
the speed to be pushed further. Since only a limited number of faults can be
tolerated by each stage, as the defect rate goes up, the delay increases as well.

Circuits with built-in fault resilience clearly also have some tolerance for pro-
cess variation. We are working on techniques to further decrease the impact of
process variation on performance, especially in the presence of defects, and to
increase the overall performance of NASIC circuits.
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Abstract. This paper proposes a biological cell-based communication protocol 
to enable communication between biological nanodevices. Inspired by existing 
communication network protocols, our solution combines two molecular com-
puting techniques (DNA and enzyme computing), to design a protocol stack for 
molecular communication networks. Based on computational requirements of 
each layer of the stack, our solution specifies biomolecule address encoding/ 
decoding, error correction and link switching mechanisms for molecular com-
munication networks.  

Keywords: Molecular communication, molecular computing, communication 
protocols. 

1   Introduction 

In common with networked computing devices, biological cells have the ability to 
transmit, receive and process information through signaling networks and signal 
transduction mechanisms that interact in a complex biochemical system [6][7]. Just as 
modular silicon components are used to compose digital electronic circuits, the 
mechanisms that underpin biological systems are now being investigated to create a 
library of molecular components that can be used to engineer biological based nano 
(bio-nano) scale systems. One good example is Molecular Computing [12], which 
manipulates biomolecules to engineer biochemical based computing systems. By 
combining Molecular Computing and Molecular Communication [1], a new research 
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domain that investigates bio-nano communication, the necessary computing mecha-
nisms can be provided to create communication protocols for bio-nano devices (in the 
rest of this document, this will be referred to as nanodevice).  Just as data communica-
tion protocols resulted in the rapid growth and ubiquity of networked computing de-
vices and applications, the development of communication protocols for nano-based 
networks will stimulate groundbreaking future applications of bio-nano devices. The 
potential applications of these combined technologies are vast, particularly in the 
medical field where nano-scale devices can perform surgical procedures [14] or en-
sure accurate drug delivery to specific parts of organs and tissues.  

Biological cells contain various components that can play vital roles in networked 
communication. These include, for example network interfaces (receptors, gap junc-
tions), computing processes (regulatory networks, enzymatic signaling pathways) and 
memory capabilities (nucleic acids). In this paper, we propose a cell-based communi-
cation platform that uses these functional complexities to create protocols necessary 
for molecular communication networks. Our proposed hybrid solution includes DNA 
as well as enzyme based computing, where each contributes to specific protocol func-
tions. We will describe how we will re-use protocols from communication networks, 
and transfer their mechanisms to a cell-based environment. In particular, we will 
show how our molecular communication protocol stack can support addressing, error 
correction, and link switching.  

The paper is constructed as follows: Section 2 reviews the background of molecular 
communication and computing. Section 3 investigates protocols for data communica-
tion and how we reuse some of these concepts for our proposed protocols for molecu-
lar communication. Section 4 presents a simple connectionless communication solution 
using biological cells as a communication platform for address encoding, error correc-
tion, and link switching. Finally, section 5 presents conclusions and future work. 

2   Background 

2.1   Molecular Communication 

Molecular Communication uses encoded molecules as information carriers to engineer 
biochemical-based communication systems. In [9], Moritani et al define a Molecular 
Communication Interface that uses vesicles embedded with gap junction proteins to 
transport message-encoded molecules. The vesicles that embed the information mole-
cules (e.g. this could be represented as metabolites, or small nucleotides) will then be 
used as signal carriers between the sender and receiver nano-devices. Another form of 
molecular communication exploits the current calcium signalling that occurs between 
cells. For example, in [10] Nakano et al showed that distant nanodevices can commu-
nicate by encoding information through the frequency and amplitude of inter-cellular 
calcium waves. 

2.2   Molecular Computing 

This section will describe two common molecular computing techniques which in-
clude DNA and enzyme based computing. A summary and the characteristic differ-
ences between the two types of computation are also described.  
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2.2.1   DNA Based Computing 
DNA is the universal “information molecule” and has a number of advantages in the 
computing world, such as encoding information as sequence of biochemical symbols 
as well as using these symbols to perform computing operations. In [3], Benenson et 
al present a programmable autonomous finite state automaton consisting entirely of 
biomolecules. The authors' design consists of a long DNA input molecule that is 
processed repeatedly by a restriction enzyme, and short DNA “rule” molecules that 
control the operation of the restriction enzyme. This concept forms the basis for a 
nanoscale computing machine that diagnoses disease and releases treatment mole-
cules based on several disease-indicating inputs [11]. In [17], Liu et al extended the 
molecular automaton presented in [11] to design a “DNA-based Killer Automaton” 
that can release cytotoxic molecules which propagate to neighboring cells via gap 
junction channels. 

2.2.2   Enzyme Based Computing 
Markevich et al [4] created a bistable switch using a cell-based Kinase-Phophatase sig-
naling cascade (MAPK) that is highly conserved in eukaryotic cells. In doing so, the 
author demonstrates the use of ultra-sensitive cell-based enzyme signaling pathways to 
perform digital logic computation. Similarly, in [5] Stetter et al uses the bistable nature 
of biochemical enzymatic reactions to create a reusable, “easy to engineer” architecture 
that forms the basis of several Boolean logic functions such as AND, and OR gates. 
This small enzyme-based circuit can act as a sub-component in composing more com-
plex functions. 

There are a number of differences between the two types of cell-based computing, 
where each has certain disadvantages and advantages with respect to computing for 
communication protocols. Firstly, the computational complexity and speed associated 
with DNA computing is, as yet, not attainable using enzyme based computing [16]. 
Also, the parameter characterization effort required to achieve enzyme computing in-
creases dramatically relative to circuit complexity [13]. This makes enzyme comput-
ing more suitable for relatively simpler circuits that require short computation time. 
On the other hand, DNA-based computing can support larger computing require-
ments.  The other difference between enzyme and DNA computing is that enzymatic 
reactions are intrinsic in cytosolic cell signaling pathways [7].  Therefore, this allows 
closer interaction with cell membrane components such as receptors and gap junc-
tions. This makes it particularly suitable to simpler, responsive computing involving 
extra-cellular input and output. 

3   Defining Protocols for Molecular Communication 

In this section we will first describe the core characteristics of communication net-
work protocols, and how these protocols will be re-used to support nanodevices. 

3.1   Communication Network Protocols 

Communication networks consist of protocols that exhibit the following properties; 
access mechanisms to physical communication interfaces, encoding and addressing 
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mechanisms, error detection/correction techniques, and routing of packets between 
connected nodes. Physical interface controllers provide connection to physical trans-
mission media and include mechanisms such as modulation and channel coding. The 
link layer functions manage access to the underlying physical layer, while flow 
control and acknowledgment mechanisms are usually implemented in higher layer 
protocols such as TCP. Communication can be connectionless or connection-oriented, 
where connectionless communication have lower data overhead, and are suitable for 
energy efficient networks such as wireless sensor networks. Another common proto-
col used in communication network is error correction, where techniques such as 
Forward Error Correction (FEC) can ensure that end devices can recover from any 
data corruption incurred during transmission. One approach is through inclusion of 
redundancy in channel encoding process.  

3.2   Protocols for Molecular Communication 

As described earlier, our intention is to be able to re-use protocols from conventional 
communication networks for molecular communication. Fig. 2 illustrates the compo-
nents of our protocol stack and the protocols for different operations of the nanodevice 
(e.g. Transmitting node, Receiving Node, Intermediate Routing Node). Our approach 
is based on interconnection of loose protocol components, where each component is 
performed by a specific molecular computing technique. The reason that we have not 
embed all components into a generic protocol stack, is to prevent unnecessary increase 
in computational complexity. Although, the components of each layer is mapped from 
conventional protocols used in communication networks, the layers of our protocol 
stack is re-organised to suit a number of characteristics found in molecular communi-
cation. For example, propagation of information in molecular communication is typi-
cally characterized as low speed and in an environment where the interconnecting links 
between nano devices use biological signaling mechanisms that are highly variable 
compared to standard communication networks [1][2]. These characteristics have re-
percussions for the design of protocols of molecular communication systems. Slow dif-
fusion-based processes do not support the creation of high-speed switching functions 
common in conventional network devices that will require complex queuing mecha-
nisms for packets. At the same time, due to high variability and harsh biological envi-
ronment, the use of acknowledgements and retransmission of messages in the event of 
loss or corrupt packets may not lead to improved performance.  

We anticipate two types of information transmissions used in molecular communi-
cations, which includes sensory data (data collected from nanodevices) and command 
data (instructions for nanodevices). Therefore, the transmission mechanism and pro-
tocols to be used will be highly dependent on the nature of the information. For ex-
ample, for sensor data, we may use single paths with UDP-like transmission with no 
error correction. However, command information or high priority sensor data will be 
transmitted through redundant paths with error correction capabilities (e.g. FEC).  

Since protocols can usually be defined through a Finite State Machine (FSM), we 
adopt a nano-logic circuit that is translated from a FSM to represent the different types 
of protocols. We then map the specific protocol to either DNA or enzyme based com-
puting. Since each technique has its own characteristics, we apply and select the right  
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Fig. 1. Molecular Communication protocol stack 

techniques based on two factors which includes, (i) the sequence of operation for the 
protocol, and (ii) complexity of computation required for the protocol. The DNA based 
computing is used for Application Interface, Network, and Error Correction layers, 
while the enzyme based computing is used for the Link Switching layer. The Applica-
tion Interface, Network, and Error Correction layers will require higher complexity 
computation and is usually not required to be time sensitive. Such computations will 
include FEC, addressing, and information encoding/decoding. Enzyme based comput-
ing, due to its limited time requirement, is most suitable in performing small size logic 
circuit with high-speed computation. Therefore, this is most ideal for switching of  
information biomolecules between the links. The underlying physical layer can be 
based on solutions by [1] [10] for molecular communication, where the molecular 
communication can be guided through membrane nanotubes [19]. We select membrane 
nanotubes as a physical layer communication mechanism between cells, essentially 
providing the guided channels interconnecting each node in the bio-nano network. 
Unlike intercellular communication mechanisms that broadcast chemical signals to all 
neighboring cells via intercellular space, these nano-tubular structures can create a 
network of communication links between distinct cells that can support intercellular 
transfer of cytosolic molecules, vesicles and organelles. A notable work is by Önfelt et 
al who demonstrated a membrane network that transports tagged vesicles from cell to 
cell [19]. Therefore, the membrane nanotubes could be used in conjunction with a suit-
able molecular communication mechanism such as [9] that uses vesicles to transport 
message molecules or [10] to guide modulated calcium “waves” from sending cell to 
receiving cell.  
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In between the two layers will be the Inter-layer protocol management, which will 
coordinate the different computation of each layer of the protocols and the location 
where this will happen in the cell. Fig. 2 illustrates our solution that combines a subset 
of our proposed protocol to support transmission on a single link. 
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Fig. 2. Mechanism of transmission for single link molecular communication 

The flow of operation between the layers is as follows. For the Transmitting Node 
(Fig. 1(a)), the Application layer Interface will perform the message encoding for the 
information biomolecules. The encoded biomolecule is then further encoded with the 
specific address of the intended destination using an address table. In our proposed 
protocol stack, we have left our application layer open, where the cells can interface 
to a physical device or we can have artificial cells with embedded functionalities (e.g. 
the cell also acts as the device). Once the encoding process is performed, the informa-
tion biomolecule is ready for transmission and submitted to the Link Switching layer, 
which selects the correct gap junction for transmission. In the Intermediate Routing 
Nodes case (Fig. 1(b)), when the biomolecule is received by the cell, the error correc-
tion is first performed on the biomolecule. This is then followed by the address decod-
ing and encoding process based on the routing table for the next node. Once this is 
performed, the link switching operation follows and transmits the biomolecule to the 
underlying link. Once the information biomolecule is received at the receiving device 
(Fig. 1(c)), the information biomolecule is once again passed through the Error Cor-
rection layer to perform any necessary error correction, which is then followed by the 
message decoding at the Application Interface layer.  

4   Proposed Solution 

In this section, we will describe the molecular computing operations for information 
encoding and addressing, link switching, as well as error correction.  
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4.1   Encoding and Addressing 

Fig. 3(a) illustrates the encoding process. Similar to the model proposed by Liu et al 
in [17], our solution uses Benenson’s and Shapiro’s work in [3] to create a DNA-
based automaton that produces a single strand DNA (ssDNA) message molecules for 
intercellular communication. Each ssDNA message is encoded as a unique sequence 
of nucleotide bases as demonstrated in [4]. For simplicity, only three addressable 
nano-device nodes are considered and each encoded ssDNA message is ‘framed’ to 
include addressing information.  

Fig. 3(a) illustrates how nucleotide encoded messages are assembled in sequence 
of long input double stranded DNA message molecule with each message separated 
by a ‘spacer’ sequence. The upper leftmost “sticky end” represents the current state of 
the machine. During the address encoding process, the DNA message molecule is cut 
by a restriction enzyme, which releases the leftmost segment of the molecule. Thus 
the <address, message> pairing represented by the current state of the encoding 
automaton is released as an ssDNA segment through the restriction process. Fig. 3(b) 
illustrates how each address state and transition corresponds to actual encoded mes-
sage molecule. Each state transition is enacted by a corresponding DNA “rule” mole-
cule and enzyme complex that cleaves the corresponding nucleotide sequences. A key 
characteristic of address encoding is the precise cleaving of input message molecule 
that encodes or “frames” the message. 

Fig. 4 illustrates a rule execution transition from Address 2 to Address 3. Each rule 
molecule has a recognition site to which a restriction enzyme can bind. As described 
earlier, the number of nucleotide bases between the restriction enzyme and the sticky 
end of the rule molecule determines the precise locations of the message molecule  
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Fig. 3. (a) Double Stranded DNA message molecule indicating restriction cut points for address 
encoding, (b) State representation of address encoding transitions 
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cleave. In this example, the restriction enzyme complex combines with the message 
molecule and cuts at fourteen nucleotides on the top and twenty-one nucleotides at the 
bottom. The resulting new sticky end reveals the next state of the automaton. More 
importantly, the segment that is cut away separates into two ssDNA molecules. The 
lower ssDNA molecule indicated in Fig. 4 is the encoded message molecule with its 
rightmost end complementary to the new sticky end of the DNA message molecule.  

Similar to techniques used in [17] and [11], the nanodevice can control computa-
tion by releasing molecules (e.g. mRNA) that selectively activate DNA “rule” mole-
cules. The results of the computation can provide input to other parallel computational 
functions, which was proposed in [3]. In our solution, the cleaved ssDNA message 
molecules are released into the cytosol and provide the input to the molecular inter-
face control function of the network layer. Theoretically, this mechanism can be ex-
tended to encode a multitude of unique address locations and any number of messages 
during computation. 
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Fig. 4. Mechanism of State Transition from Address 2 to Address 3 using Benenson’s Molecu-
lar Automata [3] 

4.2   Molecular Interface Control 

As described earlier, the operation of our molecular communication is through a 
membrane nanotube network. Fig. 5 illustrates a cell with two distinct molecular 
communication interfaces (e.g. distinct gap junctions). Each addressable location is 
switched through the corresponding interface according to the addressing state dia-
gram shown in Fig. 5 (b). For communication involving the transfer of message mole-
cules through gap junctions, our solution is based on results in [18] which demon-
strate the diffusion of synthetic oligonucleotides through gap junction channels.  In 
our case, instead of oligonucleotides, we diffuse our encoded ssDNA from the 
previous section. 

In this study, interface selection is achieved using the “real world” implementation 
of the logical recurrent architecture as described by Stetter et al in [5]. The switching 
circuit releases/alters a corresponding chemical signal that “switches” the ssDNA to  
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Fig. 5. (a) Schematic diagram of cell with two distinct molecular communication interfaces, (b) 
Address/Interface state diagram and switching table 

the correct interface. In the case of gap junction interfaces, the output of the enzyme-
based circuit will control the permeability of gap junction channels. Gap junction 
permeability is affected by the connexin phosphorylation [10] via specific concentra-
tion of phosphorylation reagents.  

Thus Stetter's circuit can be used to effectively switch on and off each molecular 
communication interface by controlling the degree of phosphorylation of gap junction 
connexins. This in turn will allow the ssDNA to be pushed through only a single link 
(or multiple links if multicasting is used). Using this technique, several communica-
tion links can be controlled simultaneously via compartmentalized enzymatic func-
tions [8]. The Inter-layer protocol we will be responsible for triggering the enzymatic 
computation, once the operation from the Application Interface layer is complete (the 
operation of this mechanism is subject to future work).  

4.3   DNA Decoding and Forward Error Correction 

As already stated, prioritized messages require error detection and correction. In-
variably, errors will occur in the encoding and transmission process of ssDNA mole-
cules due to the imprecise nature of the associated complex biochemical reactions 
[15]. By including redundancy in the encoding process, error correction mechanisms 
can be incorporated into the decoding process. Our solution combines the nucleotide 
redundancy concept presented in [16] with DNA automata design in [11] to create an 
autonomous error correction mechanism. In our proposed technique, each ssDNA 
molecule is composed of several repeated, identical nucleotide sequences. 

In [11] Benenson uses “protector strands” to control the operation of an enzyme 
based state machine by separating the constituent DNA strands of message molecules 
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(see Fig. 6). In our solution, the protector strands are designed to have a strong affinity 
for a specific received ssDNA. The ssDNA molecules cause the corresponding protector 
strand to separate from the transition strand and hybridize with the message molecule  
allowing the formation, and thus activation, of a double stranded transition molecule  
(a similar mechanism to the encoding process). The resulting transition molecule and  
restriction enzyme complex cleaves the corresponding decoding DNA molecule and re-
leases the decoded DNA molecule (in Fig. 6, this is represented as the end DNA hair-
pin) with no errors. Our assumption of this approach is mainly for finite instruction 
messages, where our end device will contain as many Decoding DNA molecule as the 
number of possible instructions. Hybridization can also occur even though both the pro-
tector strand and the received ssDNA molecule are not exactly complementary. 
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Fig. 6. Forward Error Correction Mechanism  

5   Conclusion and Future Work 

Inspired by protocols for communication networks, we have presented a molecular 
communication protocol stack that successfully combines molecular computing and 
molecular communication techniques. We describe how the core characteristics of 
communication network protocols are re-used to design bio-nano device communica-
tion protocols. Our proposed protocol stack presents the address encoding/decoding, 
link switching, and error correction functions that are developed using molecular 
computing techniques. The solution demonstrates the necessity of matching the char-
acteristics of each molecular computing technique to the computational requirements 
of each layer of the proposed protocol stack. Our future work will investigate the fea-
sibility of our design initially through simulation of chemical circuits for molecule 
encoding/decoding, link switching and error correction. 
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Abstract. This paper investigates the benefits of a recently proposed commu-
nication approach, namely on-chip stochastic communication, and proposes an
analytical model for computing its mean hitting time. Towards this end, we
model the stochastic communication as a branching process taking place on a
finite mesh and estimate the mean number of communication rounds.

Key words: Network-on-Chip, reliable communication, hitting time.

1  Introduction

Shrinking geometries, scaling down supply voltages, and increasing clock frequen-
cies have a negative impact on System-on-Chip (SoC) reliability [8]. Thus, there is a
great need for scalable and reliable communication protocols among the SoC compo-
nents. The traditional acknowledgement/request protocols are not adequate in such an
error prone environment. To mitigate the impact of unpredictable faults in the deep
submicron domain, a biologically-inspired communication was proposed in [4]. In
that paper, the authors quantify the stochastic communication node coverage, but do
not evaluate concrete performance metrics (e.g., mean hitting time). However, evalu-
ating the hitting time for a source-destination pair of nodes is important as it can serve
as an input parameter for task mapping and scheduling problems in SoCs.

Starting from these ideas, this paper provides a theoretical framework for comput-
ing the mean hitting time between any two nodes in a mesh under stochastic commu-
nication protocol. We model the stochastic communication as a branching process in
which each node that receives a copy of the disseminated packet, duplicates and sends
it probabilistically to a subset of its neighboring nodes. In contrast to a single random
walk, where a message is sent randomly only to a neighbor at any given time, the sto-
chastic communication consists of multiple random walks that start at each node and
provide a higher dissemination speed and robustness to the communication protocol.
A major issue raised by the hitting time analysis for stochastic communication is that
the diffusion process takes place on finite cyclic graphs. Also due to link or node fail-
ures, some of these random walks end prematurely. We model this behavior as an
annihilation process. Thus, not only the topology, but also the protocol features con-
sisting of branching and annihilation phases, make the hitting time analysis difficult.
By estimating the hitting time, we gain insight into the consequences of link/node
failures on node-to-node communication delay; this can help us adjust the forwarding
probability such that the destination node receives at least one copy. 
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The paper is organized as follows: Section 2 presents an overview of the hitting
time theory and motivates the hitting time analysis for multiple random walks. Sec-
tion 3 describes the Markov chain model associated with the stochastic communica-
tion and how the mean hitting time can be estimated. Section 4 presents our
experimental results, while Section 5 outlines possible directions for future work. 

2  Related Work

The hitting time concept for random walks was developed in connection with electri-
cal networks [7][10] and attracted significant attention due to its potential applications
such as the design of distributed computation [5][7][11], estimation of the complexity
of distributed algorithms [6], search in peer-to-peer networks [12], estimation of Web
size [3]. While the evolution of a random walk on graphs is extensively studied, only
recently there has been an increased interest in the study of multiple, yet finite number
of random walks [1][9]. However, many natural phenomena (e.g., epidemics [2]) and
human made processes cannot be modeled by imposing a single or finite number of
random walks. Thus, similarly to epidemics, we model the stochastic communication
as a collection of random walks which increase or decrease in cardinality based on the
forwarding probability or the packet corruption probability.

3 Hitting Time Analysis

We consider a stochastic communication scenario in an N N mesh network starting at
node (i,j)S. The protocol evolves as follows: If the packet is successfully received at
any given node, it is first CRC checked for information integrity. If the packet is not
already a duplicate, the current node copies and probabilistically sends it to a set of its
neighbors. Two design cases can be considered: Either the packets are stored at each
node and the transmission between two neighbors happens only when there is a free
slot (e.g., the West input buffer of right hand side node in Fig. 1 is full and no new
packets can be stored - a buffer overflow is flagged), or the protocol allows the pack-
ets stored in the buffer to be overwritten by the incoming packets. For the sake of sim-
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plicity, we assume that packets can be overwritten and discuss only how the buffer
overflow can be modeled. Besides these events, the packets can be lost due to node
failures (e.g., the incoming packet on the South input buffer of the right hand side
node of Fig. 1 can be corrupted during the routing decision). The packet diffusion is a
branching process, while the reverse process, in which packets are corrupted or over-
written, is an annihilating process. The number of received copies at a given node (i,j)
can be described via a Markovian process  as follows: 

a) Packet duplication: In a short time interval t, a node (i,j) can duplicate a
packet (see the right hand side node in Fig. 1) according to the next relation:

 (1)

where ij is the packet duplication rate for each node (i,j), k is the number of
received copies, and O( t) is a negligible term. The duplication starts only if the node
(i,j) received at least 1 copy (k > 0), otherwise the probability is zero.

b) Packet successful transmission: A packet duplicated at node (i,j) can be suc-
cessfully sent to its neighbor (i,j-1) (thus increasing its Oij-1) as follows:

 (2)

where  is the link successful transmission rate from node (i,j) to its West neigh-
bor (i,j-1) (i.e., the router at (i,j) sends a copy to (i,j-1) node and the packet is success-
fully received). This probability is strictly positive only if the sending node (i,j) has
received at least one copy. The excessive packet duplication can cause buffer over-
flow situations, which can be captured by inserting the (1 - Oij-1/Bij-1) term, Bij-1
being the buffer size at the (i,j-1) node. If the buffer at node Oij-1 is empty, then this
term has no effect on the transition probability. If the number of received copies Oij-1
increases, then this probability decreases. Similarly, we can describe the transmission
events from (i,j) to the North (Oi-1j), East (Oij+1), and South (Oi+1j) neighbors.

c) Packet corruption while routing: The probability that a node corrupts the
received packet during the routing decision, causing it to be discarded, is:

 (3)

where ij is the packet corruption rate at node level. This transition is activated
with rate ij only if the node (i,j) already received a positive number of packets (k >
0). This accounts for potential errors in computation at node-level.

The packet diffusion over the entire network is seen as a collection of Markov pro-
cesses, where the occurrence probability of any transition in an interval (t,t+ t] relies
on the number of packets received at time t in each node. The nodes evolution can be
described via a master equation of the multivariate probability distribution:

 (4)

which shows that the stochastic process Oij(t) received oij packets (Oij(t) = oij).
The evolution of probability function (i.e., Eq. 4) is given by the following equation:
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 (5)

with an initial condition .
Traditional methods of solving Eq. 5 (e.g., the moment generating function, the

transition matrix approach) do not offer a scalable solution. We approximate the solu-
tion of Eq. 5 via nonhomogeneous Poisson distribution [13] and express the mean hit-
ting time between source (i,j)s and destination (i,j)D as follows:

 (6)

where the right hand side accounts for the mean time during which the destination
node did not receive any packet and the time needed to receive exactly one packet.

4 Experimental Results

Next, we evaluate the proposed model by considering a stochastic communication
scenario between node (1,1)S and node (10,10)D on a 10 10 mesh NoC. First, we esti-
mate the probability for node (10,10) to receive exactly 0, 1, 2, 3 and 4 packets (see
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Fig. 2. a) Time-dependent probabilities for destination (10,10) to receive 0, 1, 2, 3 and 4
packets from source (1,1). The probability of receiving at least 1 copy is almost 1 after 25
communication rounds. b) Comparison between analytical and simulation results of the
mean hitting time between (1,1) and (N,N) nodes on a 10 10 mesh. 

a) b)
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Fig. 2.a. We also report the time-dependent probability of receiving at least 1 packet.
For this experiment, we use a 0.15 packet injection rate, and a 0.8 link successful
transmission probability for all directions. The probability of receiving k or more cop-
ies at destination can be used for designing various voting strategies to improve the
error correcting methods (e.g., the destination can recover the packet out k received
copies). Fig. 2.b shows the mean hitting time between nodes (1,1) and (N,N) obtained
via Eq. 6 and simulation in a 10 10 mesh, a 0.15 packet duplication rate, and zero
probability of overflow. The mean hitting time results were obtained by averaging
over 500000 runs. We note that the numerical analysis becomes more inaccurate com-
pared to the simulation as the link successful transmission probability decreases. 

5 Conclusions
This paper presented a framework for computing the mean hitting time of a branching
process running on a finite graph and discussed its application to stochastic communi-
cation. As future work, we plan to model the traffic burstiness and the effects of finite
buffers so that the analysis provides accurate estimates of the node-to-node latency.
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Abstract. In this paper, a novel field programmable analog arrays (FPAA) 
architecture, namely, NueroFPAA, is introduced to utilize nanodevices to build 
a programmable neuromorphic system. By using nanodevices as programmable 
components, the proposed FPAA can achieve high-density and low-power 
operations for neuromorphic applications. The routing and function blocks of 
the FPAA are specifically designed so that this proposed architecture can 
support large-scale neuromorphic design as well as various analog circuitries.  

Keywords: Field programmable analog arrays (FPAA), Nanojunction devices, 
Operational amplifier (Op-amp). 

1   Introduction 

Field-programmable analogue array (FPAA) is a reconfigurable platform to build 
analog circuits and can dramatically reduce time-to-market in analog circuit 
development [1-4]. One promising application of FPAA is to build a neuromorphic 
system that can mimic human brain. Such intelligent computing systems can carry out 
analog computation with extremely low power consumption, which can outperform 
the traditional digital computers for various applications such as pattern recognition 
and classification [4-8].  Even though FPAA is an efficient reconfigurable platform to 
establish electronic neuromorphic machine, the device density and complexity of the 
current FPAA needs to be significantly increased. The typical neuromorphic system 
scalable to biological levels will require a density of 1010 nodes/cm2 and a 
complexity of 1014 components. In order to achieve such a high density and large 
complexity, new devices and architectures of FPAA need to be developed. 

In this paper, we introduce a new FPAA structure, namely, nueroFPAA, by 
utilizing CMOS devices as logics and emerging memory devices as programming 
elements. In particular, we use resistive junction to build the programmable elements 
in both routing channel and function block of a FPAA. The nanojunction device is a 
metal-insulator-metal nanojunction with hysteretic resistance characteristics. The 
routing channel based on these junctions can work as the synapses reaching a density 
of 1010/cm2 [5-8]. The function block based on a combination of CMOS and junction 
devices will be a reconfigurable component as neurons. Therefore, the proposed 
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system not only can support the complex analog applications such as filters, 
differentiators, but also can provide an efficient platform to build neuromorphic 
system that mimic human brain. 

2   Proposed Neuro-FPAA Architecture 

In this section, we will first review the existing FPAA structure [1] and then develop a 
new neuroFPAA architecture to utilize the nanojunction devices with CMOS devices 
for neuromorphic applications. 

2.1   FPAA Basics 

FPAA mainly consists of: (1) routing channel that connects the function blocks. (2) 
Functional blocks or configurable analog blocks that implement circuit functions. 
Both routing channel and function block have the reconfigurable capabilities. 

The routing channel is based on the global and local crossbars. At each crosspoint 
of the crossbar, a floating gate is required to provide reconfigurable capabilities. The 
CAB consists of Op-amp, detector, SOS, matrix multiplier, peak detector and 
capacitors. The configurable capabilities of CAB come from the local crossbar that 
connects the CAB. 

This existing FPAA architecture is sufficient for analog circuit development. 
However, for the neuromorphic application, the size of the crossbar is increasing. The 
size of crossbar will be considerably large due to the use of floating gate transistors. 
This motivates us to use nanojunction to replace floating gate to achieve a high-
density FPAA. 

2.2   Proposed Neuro-FPAA 

As shown in Fig. 1, the proposed FPAA architecture contains routing crossbars based 
on nanojunctions and CABs incorporating nanojunctions inside to obtain CAB 
programmable capabilities. The arrangement of routing and CAB in Fig. 1 is 
specifically suitable for neuromorphic applications. 

Nanojunction-Based Routing for Synaptic Operations: Fig. 1 shows the feed forward 
case such that each CAB  will reach two following CABs through the routing crossbar. 
Each CAB consists of 10 neurons and the size of the routing crossbar is 38*19. 

By utilizing the crossnet concept, the neural network applications will require the 
presynaptic neuron to reach the postsynaptic neuron using two different paths. For 
example, the same output signals of a neuron in CAB-I will reach a neuron of CAB-II 
in two paths. Using two other paths, CAB-I will also reach CAB-III. Therefore, each 
neuron can reach 20 neurons, requiring 38 paths. 

If the recurrent neural network is implemented, each forward path will have a 
corresponding backward path that is in parallel to the forward path with a reverse 
direction. Thus, the crossbar will be duplicated for this purpose. 

Nanojunction-Based CAB as Neuron: The CAB consists of 10 neurons. Each neuron 
is essentially an Op-amp with R, C supporting elements. The Op-amp and its internal  
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Fig. 1. Proposed neuroFPAA architecture 

arrangement strongly affect the flexibility and functionality of the neuron. Thus, we 
propose a CAB with 10 Op-amps and several programmable capacitor arrays (PCAs), 
programmable resistor arrays (PRAs). The nanojunctions are also included in the 
PRAs and PCAs to provide programmable capabilities (see Fig. 1).  

Note that the PCA and PRA are not only useful the neuron application but also can 
realize feedback loop, signal coupling, integration, differentiation and other analog 
signal processing functions. In this way, this proposed CAB structure can fulfill the 
requirement of general FPAA analog circuit applications as well as neuromorphic 
applications.  

Improved Op-amp in CAB: The Op-amp is the core building block for a neuroFPAA. It 
should have adaptability and flexibility. In our design, applications of operational 
amplifiers include non-linear circuit’s application and linear circuit’s application. Non-
linear applications include: neuron, logarithmic amplifier, and exponential amplifier. 
Linear applications include: voltage to current converters, current to voltage converters, 
summing amplifier inverter, noninverter, the integrator, and the differentiator. 

We specifically improve the Op-amp design to achieve high performance both 
types of applications. It is a two-stage design consisting of a folded-cascade amplifier, 
source follower and compensation network. By using this improved design, the 
properties of Op-amp in terms of gain and phase margin, power supply rejection ratio 
and common-mode rejection ratio are significantly improved. 

3   Operation Analysis and Performance Evaluation 

The operation of the proposed FPAA as a neural network consists of two steps: training 
and operation. To statically train the routing crossbar, the dedicated programming 
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circuitry (not shown in Fig. 1) is required to configure the synaptic junction a prior. This 
is generally referred to pre-computation training. The second method is called “in situ” 
training. Since the junction is a two terminal device, we can also modulate the current 
and voltage of neuron to program the junction dynamically.  

After the training or configuration step is over, the neuroFPAA is changed to 
operation mode. The input signals are inserted into the network and allow the synapses 
and neurons to start operations. 

During the operation, the system can have defect tolerance and low-power perform-
ance. The junction devices may have high defect rates. The nanowire connections can also 
be defective. However, since NN can function with these defective devices while 
maintaining minimal performance degradation, the neuromorphic system can provide high 
defect tolerance: in some cases, it can provide 99% fidelity with more than 80% fraction 
of bad devices [8]. 

The low-power properties of the system stem from the low working frequency. The 
system is generally working in 100HZ and KHz ranges [9], leading to low power 
consumption. 

3.1   Performance Evaluation 

The performance analysis is carried out based on the estimation of nanojunction 
performance, which will be compared with floating gate devices. The 38*19 crossbar 
will require 722 transistors (T) in the floating gate based FPAA structure. By using 
the nanojunctions, we can expect to reduce the size by 10 times (assuming the 10 
junctions will be equivalent to 1 transistor) [11]. 

The operational speed of the proposed neuroFPAA and the floating gate transistor-
based FPAA can be the same. Since the proposed structure reduces the area of the 
crossbar by 10X and the crossbar will be half of the complete FPAA (the CAB area is 
not reduced), the power consumption of the whole system is expected to be reduced 
by 5X.  

4   Conclusion 

The significance of this work is that this study introduces an efficient reconfigurable 
platform for large scale neuromorphic system designs by utilizing nanodevices with 
CMOS devices. By utilizing nanojunction devices, the proposed nueroFPAA can 
achieve high-density and low-power operations. The proposed routing and function 
blocks are specifically designed to suit for both large-scale neuromorphic applications 
and general analog circuit designs.  

A preliminary comparison study is also carried out to compare the existing floating 
gate-based FPAA and the proposed neuroFPAA. The results demonstrate that by 
replacing floating gate devices with nanojunction, the density and power can be 
significantly reduced. However the reproducibility and stability of the nanojunction 
devices are worse than those of the floating gate transistors. Significant progress is 
expected to advance the fabrication of nanojunction to enable the proposed 
neuroFPAA into reality.  
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Abstract. In this paper, an improvement of the existing conductance model for 
the single-layer GNR and a novel conductance model for multi-layer GNR are 
introduced. The models leverage the recent theoretical and theoretical results, 
providing consistent conductance/resistance estimations with the experimental 
results. Using these models, comparison of the resistance of multi-layer GNR 
with Cu and CNT bundle for the same aspect ratio is carried out. The results 
demonstrate that multi-layer GNR will be a superior interconnect solution over 
Cu for 45nm or less technology nodes. This work introduced a promising 
graphene interconnect by utilizing multiple layers. This might lead to future 
breakthrough of the new emerging interconnect solution. 

Keywords: Graphene, Interconnect, Conductance, Modeling. 

1   Introduction 

Graphene nanoribbon (GNR) is essentially a monolayer of graphite patterned into a 
narrow strip, which expected to share many fascinating electrical, mechanical and 
thermal properties with graphene and carbon nanotube (CNT). Similar to CNT, GNR 
has a ballistic transport for a very long MFP (in micrometer range) and conduct a 
large current density in the same order of magnitude reported by CNT [1-5]. The main 
advantage of GNR over CNT is the lithographic pattern-ability. The chirality of CNT 
is random during fabrication and the conventional planar process can not be used. But 
GNR can be fabricated using lithographic pattern technology and its chirality can be 
tuned by the orientation of the edge termination. Thus, metallic and semiconducting 
GNR can be controlled to build interconnects and devices respectively, which offers 
the promise of a large integration of graphene-based interconnects and devices to 
build future integrated circuits. 

In order to provide an efficient on-chip interconnect solution, the multi-layer GNR 
needs to be considered, which might potentially lower the overall resistance. The 
stack of GNR layers can be formed during almost all growth processes. Each layer 
will have around 0.34nm distance due to van de Waal effect.  

In this paper, we analyzed the performance of such multi-layer GNRs considering 
chirality, width, Fermi level shift and effect of electron scattering at the edges. Our 
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results show that multi-layer GNRs can outperform copper and carbon nanotube in 
terms of resistance, leading to a promising interconnect solution. 

2   Conductance Modeling of Multi-layer GNR 

2.1   Single-Layer GNR Conductance 

The conductance of a GNR layer depends on the number of the quantum channels and 
the electron mean free path. It can be calculated as [8]: 

 QG
G

L

λ
=  , (1) 

where QG , λ  and L  are the quantum conductance of graphene ( 24QG e h=  [5,8-

9]), the electron mean free path (MFP) considering chN  quantum channels and the 

length of the GNR, respectively. Since QG  is a constant and L  is a predefined value, 

we can calculate the conductance G  by determining the values of chN  and λ . The 

calculation of these two values can be found in [6], which are based on: 1) effect of 
electron scattering, 2) width confinement, 3) GNR chirality, and 4) Fermi level shift. 
However, the intrinsic and extrinsic phonon scattering effects are not included. Recent 
results demonstrated that these two phonon effects have a significant impact on λ  
[10-12].  

The results in [5,11] demonstrated that the scattering of intrinsic acoustic phonons 
(AP) and extrinsic remote interfacial phonons (RIP) due to SiC or SiO2 substrates will 
reduce λ . Based on these results, we have: 

 1 1 1 1
e AP RIPλ λ λ λ− − − −= + +  . (2) 

where eλ , APλ  and RIPλ  denote MFP due to electron, intrinsic AP, and extrinsic RIP 

scattering, respectively. The calculation of eλ  is based on the method in [6] with the 

modification of chN . to include the subbands above Fermi level within a few kT  [8].  

Electron scattering consists of scattering in the longitudinal direction due to defects 

defectλ  (the first subbands) as well as scattering in the transverse direction due to edge 

effect (higher subbands). The effect of width confinement is considered in the 
estimation of 2FE hv W∆ =  [6]. The effect of GNR chirality will decide the GNR to 

be metallic or semiconducting. The metallic GNR has the conduction of the first 
subband, while the semiconducting GNR does not have the subband, leading to a 
smaller conductance value [6]. Therefore, the electron scattering MFP is: 
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The effect of Fermi level shift is due to the charge accumulated at the surface 
between GNR and substrate/dielectric. This FE  shift from the Dirac point will lead to 



 Exploring Multi-layer Graphene Nanoribbon Interconnects 51 

more conduction channels chN . The MFP values due to the two phone scattering 

effects, AP scattering APλ  and RIP scattering RIPλ , can be calculated based on the 

results in [11-12] as: 

 
2 2 2

2 2
s s F

AP
A B

h v v l

D k T

ρλ
π

=  and ( )01.02 1E kT
RIP glV eλ α= −  , (4) 

where 610  m sFv =  is the Fermi velocity, 42.1 10  m ssv = ×  is the sound velocity, 

17 1 eVAD = ±  [11] is the acoustic deformation potential, and 7 26.5 10  kg msρ −= ×  

11 is the 2D mass density of graphene. For SiO2 substrate, 1.020.306 Vα −=  and 

0 104 meVE =  are obtained from experimental results [11-12]. For the SiC substrate, 

these parameters will be different and can be found in [12]. Note that both APλ  and 

RIPλ  are temperature dependant. Also, since RIP APλ λ , the effect of RIP is more 

significant than that of AP. 

By using (2)-(4), we can estimate the conductance of various single-layer GNRs. 
The estimation results based on the proposed model are more consistent with the 
measured results of [1, 4] than the results using [6], demonstrating the efficiency of 
the proposed method. 

2.2   Multi-layer GNR Conductance  

Based on the above conductance model of the single-layer GNR, we now derive the 
conductance model of the multi-layer GNR. The number of GNR layer can be 
consider as M AR W δ= ⋅⎢ ⎥⎣ ⎦ , where AR  is the aspect ratio of the interconnects 

defined in [13] and 0.34nmδ ≈  is the inter-layer distance. We have 1,2, ,i M= K  to 
identify each layer in an M-layer GNR. 

The effect of charges accumulated at the substrate surface will cause the Fermi 
level shift. This effective Fermi level shift is observed to decrease exponentially as 
the layer is away from the substrate, and becomes negligible after the fifth layer [5]. 
Therefore, for the thi  layer and 4i ≤ , the Fermi level FE  will decay by ie δ β− , where 

0.387nmβ =  obtained from the fitting curve in [5]. This decay factor is similar to the 

screening length effect of metal materials reported in [14]. Besides the Fermi level 
shift, the RIP scattering will disappear when the layer is away from the 
substrate/dielectric. This effect has been experimentally observed such that it can be 
neglected after the second layer [11]. 

Based on the above analysis, we can get iG  for each layer by using ,F iE  in (3)-(4). 

Then, we obtain the total conductance of an M-layer GNR as: 

 
1

M

GNR i
i

G G
=

=∑  , (5) 

In order to demonstrate the efficiency of the proposed model (5), we estimate the 
conductance of a 6-layer GNR [5]. The simulation result matches the experiment 
result. 
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3   Conductance Comparison  

Using the proposed multi-layer GNR conductance models, we estimate the 
conductance of various GNR interconnect solutions and compare the results with 
copper [13], monolayer SWCNT and mixed CNT bundle [8] as shown in Fig. 1. It is 
seen in Fig. 1 that the single-layer GNR has a higher resistance than CNT and Cu 
wires, which is consistent with the result in [8]. But for the same aspect ratio, the 
metallic multi-layer GNR has a lower resistance than Cu and the CNT bundle. For the 
45nm, 32nm, 22nm and 16nm technology nodes, the improvements of the multi-layer 
GNR over Cu are 12.8%, 46.1%, 68.8% and 81.4%, respectively. Note that the 
semiconducting GNR will have a poor conductance performance, which is consistent 
with the measurement results in [3]. Therefore, in order to utilize the multi-layer 
GNR, more metallic layers are required to provide an efficient interconnect solution.  

 

Fig. 1. Comparison of resistance per unit length versus different width of different technology 
nodes for various interconnect materials. i.e. single-layer GNR obtained from [6], the proposed 
single-layer GNR, proposed multi-layer GNR (aspect ratios are obtained from [13]), carbon 
nanotube bundle 8 (aspect ratios are obtained from [13]), single-layer carbon nanotube array [8] 
and copper interconnect [13]. 

4   Conclusion 

In this paper, we improved the existing conductance models for the single-layer GNR 
and introduced a novel conductance model for multi-layer GNR. The models leverage 
the recent theoretical and theoretical results, providing a consistent conductance/ 
resistance estimation with the experimental results. Using these models, we compared 
the conductance of multi-layer GNR with Cu for the same aspect ratio. The results 
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demonstrate that multi-layer GNR will be a superior interconnect solution over Cu for 
45nm or less technology nodes.  

The novelty of this work is that the new conductance model of GNR considers the 
realistic substrate/dielectric and layer effect. The results leading to a promising multi-
layer graphene interconnect solution. The significance is that the introduction the 
multi-layer GNR interconnect concepts and models might lead to future breakthrough 
of the new emerging interconnect solution. 
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Abstract. Microfluidic computing is an emerging application for mi-
crofluidics technology. We propose microfluidic logic gates based on digi-
tal microfluidics. Using the principle of electrowetting-on-dielectric,
AND, OR, NOT and XOR gates are implemented through basic droplet-
handling operations such as transporting, merging and splitting. The
same input-output interpretation enables the cascading of gates to cre-
ate nontrivial computing systems. We present a potential application for
microfluidic logic gates by implementing microfluidic logic operations for
on-chip HIV test.

Keywords: microfluidic computing, digital microfluidics, logic gate.

1 Introduction

Microfluidics technology has made great strides in recent years [1]. The appli-
cations of this emerging technology include immunoassays, environmental toxic-
ity monitoring and high through-put DNA sequencing. An especially promising
technology platform is based on the principle of electrowetting-on-dielectric. Dis-
crete droplets of nanoliter volumes can be manipulated in a “digital” manner
on a two-dimensional electrode array. Hence this technology is referred to as
“digital microfluidics” [2].

An especially promising application is the use of droplets for microfluidic com-
puting. Microfluidic computing inherits the advantages of both microfluidics for
sensing and computing for information processing [3]. The speed of microfluidic
computing is much less than silicon-based computing devices. Hence microflu-
idic computing will not replace conventional computing devices; nevertheless, it
will enhance microfluidic technology through direct incorporation of computing
functions on-chip with other primary sensing functions. Microfluidic computing
devices can be implemented in various ways, such as electrochemical reactions [4],
relative resistance [5], bubbles in electronic channels [6]. However, a drawback of
these methods is that they assign different interpretations to inputs and outputs,
which makes cascading of gates difficult.

We propose logic gates based on digital microfluidics. We implement AND,
OR, NOT and XOR gates through basic droplet-handling operations such as
transportation, merging, and splitting by using the principle of electrowetting-
on-dielectric. Nontrivial computing systems can be created by cascading the mi-
crofluidic logic gates that have the same input-output interpretation. A potential
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application for microfluidic logic gates is presented by implementing microfluidic
logic operations for on-chip HIV test.

2 Digital Microfluidic Platform

In digital microfluidics, droplets of nanoliter volumes are manipulated on a two-
dimensional electrode array [1]. A unit cell in the array includes a pair of elec-
trodes that acts as two parallel plates. The bottom plate contains a patterned
array of individually controlled electrodes, and the top plate is coated with a
continuous ground electrode. All electrodes are formed by optically transparent
indium tin oxide (ITO). A dielectric insulator, i.e., parylene C, coated with a
hydrophobic film of Teflon AF, is added to the top and bottom plates to decrease
the wettability of the surface and to add capacitance between the droplet and
the control electrode. A droplet rests on a hydrophobic surface over an electrode.

Droplets are moved by applying a control voltage to a unit cell adjacent to
the droplet and, at the same time, deactivating the cell just under the droplet.
This electronic method of wettability control creates interfacial tension gradi-
ents that move the droplets to the charged electrode. Fluid-handling operations
such as droplet merging, splitting, mixing, and dispensing can be executed in
a similar manner. Droplet routes and operation schedules are programmed into
a microcontroller that drives the electrodes. Design automation techniques for
digital microfluidics are now being developed [10].

3 Digital Microfluidic Logic Gates

In the digital microfluidic platform, droplets of unit volume (1x) or larger can
be easily moved [7]. A droplet of 0.5x volume is not large enough to have suf-
ficient overlap with an adjacent electrode; hence it cannot be moved [7]. It has
been verified experimentally that the times required for dispensing one droplet,
splitting a droplet into two, merging two droplets into one, and transporting a
droplet to an adjacent electrode are nearly identical. This duration is defined as
one clock cycle.

The definitions for logic values ‘0’ or ‘1’ are as follows: the presence of a
droplet of 1x volume at an input or output port indicates a logic value of ‘1’.
The absence of a droplet at an input or output port indicates the logic value ‘0’.
The same interpretations at inputs and outputs enable the output of one gate
to be fed as an input to another gate, thus logic gates can be easily cascaded.

Fig. 1 shows the schematics of the 2-input OR, 2-input AND, NOT, and
XOR gates. The OR gate in Fig. 1(a) incorporates a waste reservoir (WR) and
twelve indexed electrodes. Electrode 1 and Electrode 2 are the two input ports
X1 and X2; Electrode 3 is the reference port (R), from which one reference
droplet is injected into the OR gate. Electrode 9 is the output port (Z) where
a detector can be placed to determine the output logic value of the OR gate.
Such detections to indicate the presence or absence of a droplet can be easily
implemented using capacitive measurements [11]. Electrode 12 is the washing
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Fig. 1. Schematics of microfluidic logic gates

Table 1. Actuation-voltage sequence for the OR gate

Clock Electrode No.
cycle 1 2 3 4 5 6 7 8 9 10 11 12

0 1 1 1 0 0 F 0 F F 0 F 1
1 0 0 1 0 1 0 1 0 F 0 0 1
2 0 0 1 0 0 1 0 0 F 0 0 1
3 0 0 1 0 1 0 1 0 F 0 0 1
4 0 0 0 1 0 0 0 0 F 0 1 1
5 0 F 0 0 1 0 0 F F 0 0 1
6 0 F F 0 0 1 0 F F 0 F 1
7 F 0 F F 0 0 1 0 F 0 0 1
8 F 0 F F 0 1 0 1 0 0 0 1
9 F F F F 0 1 0 0 1 0 F 1

port (WD), from which a washing droplet is injected after the logic operation to
collect the residual droplets and move them to the waste reservoir. The sequence
of control voltage applied to each electrode is shown in Table 1. A ‘1’ (‘0’) entry
in the table indicates a high (low) voltage to the corresponding electrode in that
clock cycle. An ‘F’ entry indicates a floating signal, i.e., it is not required to be
either active or inactive. The sequence of control voltages is independent of the
input logic values. Fig. 2 describes the cycle-by-cycle operation of the OR gate
for X1X2 = 11.

The delay of the OR gate is 9 clock cycles, independent of the inputs. At the
beginning of clock cycle 10, the droplet on the washing port (Electrode 12) is
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(a) t = 0, two 1x droplets

stay at input ports.

(b) t = 1, two 1x droplets

move downwards.

(c) t = 2, two 1x droplets are

merged into a 2x droplet.

(d) t = 3, a 2x droplet is split

into two 1x droplets.

(e) t = 4, a 1x droplet is merged

with reference droplet into a 2x

droplet.

(f) t = 5 to 7, a 2x droplet

moves right from electrode

4 to 7.

(g) t = 8, a 2x droplet is

split into two 1x droplets.

(h) t = 9, a 1x droplet moves

right to the output port. 

Fig. 2. Operation of the OR gate for input 11

routed to merge with the residual droplets, and the result is transported to the
waste reservoir. After this washing process, no droplet is left on the electrodes,
and this gate is clean for the next operation.

To experimentally verify the OR gate, we configured it on a fabricated lab-
on-chip, then activated the corresponding electrodes to perform on-chip cycle-
by-cycle operations in the laboratory. In this experiment, we use a lab-on-chip
with an electrode pitch of 1.5 mm and a gap spacing of 0.475 mm. The droplets
are dispensed from the on-chip reservoirs that are filled by DI water with black
dye. The voltage set-up for the splitting process is 250 V (input voltage for
PCB). Under this voltage set-up, the droplet with volume equal to or larger
than 1x can be split into two droplets with equal volumes. The voltage set-up
for transportation is in the range of 80 V to 90 V (input voltage for PCB). Under
this voltage set-up, only droplets with volume equal to or larger than 1x can be

t = 0

inputs
reference

t = 1 t = 3t = 2

t = 4 t = 5 t = 6 t = 7

t = 8 t = 9 t = 10 t = 11

output

Fig. 3. On-chip cycle-by-cycle operation for the OR gate with input 11
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moved to the adjacent activated electrode. Fig. 3 shows the operation of the gate
for X1X2 = 11. When t = 0, two 1x droplets stay on the electrodes representing
two inputs, while one 1x droplet stays on the electrode representing the reference
port. Operations from t = 1 to 10 are the same as that in Fig. 2. Note that the
splitting step in the experiment occupies five electrodes and lasts for three clock
cycles, as shown from t = 2 to 4. This is because we want to ensure even and
thorough splitting, to acquire two split droplets with equal volume. At t = 11,
there is one 1x droplet on the electrode representing the output. Experimental
results demonstrate the feasibility of the OR gate for different input values.

Fig. 1(b) illustrates the schematic of a 2-input microfluidic AND gate. The
sequence of control voltages applied to each electrode is shown in Table 2. The
delay of the AND gate is 5 clock cycles. Fig. 1(c) shows a microfluidic inverter.
The sequence of actuation voltages applied on each electrode is shown in Table 2.
The delay of the inverter is 9 clock cycles. Fig. 1(d) illustrates the schematic of
a microfluidic XOR gate. The logic function of this XOR gate is as follows: Z =
X1 ·X2 + X2 ·X1. The sequence of control voltages applied to each electrode of
the XOR gate is the same as that of the inverter. The delay of this XOR gate is
also 9 clock cycles.

Table 2. Actuation voltage sequence for the AND gate and the inverter (the values
for the inverter are shown in parentheses)

Clock Electrode No.
cycle 1 2 3 4 5 6 7 8 9 10 11 12 13

0 1(1) 1(0) 0(1) F(1) F(0) F(F) F(0) 0(F) 1(F) (F) (0) (1) (0)
1 0(1) 0(0) 1(0) 0(1) F(0) F(0) F(1) 0(0) 1(F) (F) (0) (0) (0)
2 0(1) 1(0) 0(0) 1(1) 0(0) F(1) F(0) 0(1) 1(0) (F) (0) (0) (0)
3 F(1) 0(0) 0(F) 0(1) 1(0) 0(0) F(0) 0(0) 1(0) (F) (1) (0) (1)
4 F(1) F(0) F(F) 0(0) 0(1) 1(0) 0(F) 0(0) 1(F) (F) (0) (0) (0)
5 F(1) F(0) F(F) F(0) 0(0) 0(1) 1(0) 0(F) 1(F) (F) (0) (F) (F)
6 (1) (0) (0) (F) (0) (0) (1) (0) (F) (F) (0) (0) (F)
7 (1) (0) (0) (F) (F) (0) (0) (1) (0) (F) (F) (0) (0)
8 (1) (0) (0) (F) (F) (0) (1) (0) (1) (0) (F) (0) (0)
9 (1) (0) (0) (F) (F) (0) (1) (0) (0) (1) (F) (0) (F)

4 Potential Application of Microfluidic Logic

HIV test is integral to HIV prevention, treatment, and care efforts. The knowl-
edge of an individual’s HIV status is important for preventing the spread of this
disease. Early knowledge of HIV status is also important for offering those who
are HIV positive with medical care and services to improve quality of life [9].
Early diagnosis is important for effective treatments and to prevent transmission
of HIV infection to other individuals.

A common test for HIV can be implemented on a digital microfluidic platform.
Tests used for the diagnosis of HIV infection should achieve a high degree of both
sensitivity and specificity. This is achieved by combining the screening assay and
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the confirmatory assay. In the US, the enzyme-linked immunosorbent assays
(ELISA) are commonly used for screening to look for antibodies to HIV, and
the Western Blot procedure is commonly used for confirmatory assay. A positive
ELISA must be used with a follow-up (confirmatory) test such as the Western
Blot to make a positive diagnosis [8].

The ELISA test, on blood drawn from a vein, is the most common screening
test used to look for antibodies to HIV. The results of the ELISA test, which are
in the form of chromogenic, fluorogenic, or electrochemical signals, can be viewed
by optical or electrochemical devices. The results of the ELISA test are qualitative,
either positive or negative. If the result of the ELISA test is negative, there are no
HIV antibodies in the blood sample, confirming that the individual is not infected
with HIV. If the result of ELISA is positive, a follow-up (confirmatory) test such
as the Western Blot must be used to make a positive diagnosis.

The results of Western Blot are analyzed in the following way: If no viral
bands are detected, the result is negative. If at least one viral band is present
for each gene-product group, the result is positive. Tests in which less than the
required number of viral bands is detected are defined as indeterminate. The
person who has the indeterminate result should be retested, as later tests may
be more conclusive.

The microfluidic logic gates can be used to implement logic operations for the
on-chip HIV test. Although the speed of microfluidic computing using microflu-
idic logic gates is much less than silicon-based computing devices, the microfluidic
logic operations will enhance the on-chip HIV test through direct incorporation of
computing functions on-chip with primary HIV test operations without the con-
version between fluidic signals and electrical signals.

One logic operation is outlined here to evaluate the results of Western Blot.
Assuming there are n gene-product groups (typically n = 3), we define Xj = 1
if there is at least one viral band for gene-product group j. We use two logic
functions as follows.

Y = OR(X1, X2, . . . , Xj , . . . , Xn),
Z = AND(X1, X2, . . . , Xj , . . . , Xn).

If no viral bands are detected, then Y = 0, else Y = 1. If at least one viral
band for each of the n gene-product groups is present, then Z = 1, else Z = 0.
The results of Western Blot can be evaluated by the combination of Y and Z,
as shown in Table 3.

Table 3. Result-evaluation table of Western Blot

Signal Y Signal Z Western Blot Result
0 0 negative
0 1 forbidden state
1 0 indeterminate
1 1 positive



60 Y. Zhao, T. Xu, and K. Chakrabarty

5 Conclusions

Microfluidic logic gates have been proposed based on the digital microfluidic plat-
form. Microfluidic AND, OR, NOT and XOR gates can be implemented through
basic droplet-handling operations such as transporting, merging and splitting by
using the principle of electrowetting-on-dielectric. Experimental results demon-
strate the feasibility of the microfluidic logic gates for different input values.
A potential application for microfluidic logic gates is to implement microfluidic
logic operations for on-chip HIV test.
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Abstract. The Breit-Wigner resonance formula is used to model a class
of molecular electronic devices, in order to establish an abstract model
for exploration of their applicability in future nanoelectronic systems.
The model is used to characterize molecular device I-V curves in terms
of the coupling between the molecule and the leads, and demonstrate
digital circuit functionality. Circuit metrics such as noise margin, speed
and power are investigated.

Keywords: molecular electronics, circuit simulation, nanotechnology.

1 Introduction

Due to recent success in measuring the I − V characteristics of individual or
small groups of molecules, developing and controlling electronic molecules that
can serve as the active elements in future nano-electronic circuits has become a
current objective in this field [1,2,3,4]. Hence developing a hierarchy of device
and interconnect models and an efficient simulation methodology is a key step in
exploring the system capabilities of molecular device based circuits, as part of the
search for miniaturization of devices beyond CMOS, as predicted by the ITRS[5].
In this paper, we propose a refinement of a compact model introduced by Purdue
University [6,7,8] that describes the static or steady-state behaviour of a device.
The extension allows the dynamic behavior of the device to be modeled and
hence investigation of the potential performance impact that general molecular
electronics device technology could have on Very Large Scale Integration (VLSI)
circuit applications.

2 Device Model

Static Behavior. The transmitted current I through the metal-molecule-metal
junction is proportional to the transmission probability T (E) describing the ease
with which electrons can scatter through the molecule from the source lead into
the drain lead for a range of energy levels around the Fermi energy of the leads.
From [9], the current is computed using
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I(V ) =
2e

h

∫ ∞

−∞
T (E)(

1
exp[E − µs]/kT + 1

− 1
exp[E − µd]/kT + 1

)dE (1)

where e is the electron charge and h is Planck’s constant. For symmetric molecules,
the two electro-chemical potentials µs and µd (refering to the source and drain
respectively) are defined to be µs = Ef +eV/2 and µd = Ef−eV/2, where V is the
bias voltage applied between the source and drain, and Ef is the Fermi energy for
the contacts. In the case of weak interaction between the leads and the molecule, it
is well known [10] that the transmission probability can be approximated by the
Breit-Wigner formula T (E) = 4Γ1Γ2

(E−ε0)2+(Γ1+Γ2)2 where the variables Γ1 and Γ2

represent the broadenings of molecular levels by hybridization with the contacts
and the molecular level ε0 is related to the intrinsic chemistry of the molecule.
A plot of this probability and corresponding I-V characteristics calculated using
Eq.(1) is given in Fig.(1).

Dynamic Behavior. For the purpose of circuit performance investigation,
knowledge of an equivalent time constant related to the physical description
of the device is sufficient for its dynamic characterization. This time constant
can be estimated by calculating the difference between the time spent by the
electron in the region of scattering interaction and the time spent in the same
region in the absence of scattering interaction.

The event of scattering is described using the scattering matrix S(E) [11].
S(E) is unitary and can be written as S(E)=exp(2iδ), where δ(E)=−i logS(E)
is called the scattering phase shift. For narrow isolated resonance with a single
open channel, δ(E) may be parameterized in terms of the resonance position ε0
and width Γ1+Γ2 by the Breit-Wigner one-level formula tan[δ(E)] = − (Γ1+Γ2)/2

E−ε0
[10]. The definition of the phase shift δ(E) has a very intuitive physical meaning,
as it is related to the Wigner delay time τ which is the additional time spent
in the scattering process compared to free motion by τ × | (Γ1+Γ2)

E−ε0+i(Γ1+Γ2)/2 |2 =
2h̄(dδ/dE). Hence under the weak coupling condition, the time constant of the
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molecular device is expressed as τ = h̄
Γ1+Γ2

at E = ε0. We propose to use this
time constant to describe the dynamic behavior of the device as an exponential
decay; i.e. τ is the time taken to reach 63.2% of the final value of the step
response of the device. The current through the device as a function of time
can then be described as I(t) = Isat(1 − exp(−t/τ)), where Isat is the pulse
amplitude calculated using the static model for a given voltage.

3 Implementation and Results

The model proposed in Sec.2 can be used to describe two terminal devices using
resonance tunneling as a conduction mechanism. Such a device can be used
as a two-terminal switch with the “on” or “off” states being a function of the
terminal voltage. The device models have been implemented using the analog
hardware description language VerilogA, allowing arbitrary circuit configurations
to be simulated for static and dynamic behavior within the analog and mixed-
signal simulation environment from Cadence that includes the Spectre circuit
simulator.

Fig.(2a) shows the generic circuit arrangement for an individual device, the
simplest arrangement that suffices for illustration of circuit operation. A 3-D
plot that shows the voltage across the device and the current through the device
for different values of R is shown in Fig.(2b). Operating points for different
values of R are shown in black on the plot, where Γ1 = Γ2 = 0.1 and ε0 = 1.5.
The value of the pull-up (and pull-down) resistors in a more complex circuit
will thus determine the DC bias point of the molecular device, and establish
the regime of operation in which the device operates. Shown in Fig.(2c) is a
three-input AND-OR gate implemented in a cross-bar architecture [12] and the
DC simulation of Vout for various input combinations. The connectivity between
nodes is established by molecular devices, while the horizontal and vertical lines
represent nanowires.

The inputs are labeled alphabetically. For this logic gate, a low input is held
at ground, and a high input is held at +1V . The schematic shows pull-up and

VDD

Pull-up
Resistor

Molecular
Device

a) b) c)

A

B

C

ddV

1upR

downR

outV

2upR

AX

BX

CX

1DX 2DX

loadC

Fig. 2. a) A generic cross-bar circuit that utilizes a molecular device; b) black dots
show how the DC operating point changes with the value of the biasing resistor;
c) Circuit layout for the AND-OR gate; Derived truth table
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a)
b)

Fig. 3. a) The relationship between the speed and the noise margin of the gate for
different values of ε; b) Trade-off between the power dissipation and speed of the gate

pull-down resistors labeled Rup1, Rup2 and Rdown. The gate uses five molecular
devices XA,XB,XC ,XD1, and XD2. In the first instance we set the coupling
values for all devices as 0.1 while Rup1 = Rup2 = Rdown = 1G and Cload =
100aF . The plot in Fig.(2c) is a truth table where the output is given as a voltage
level. The output voltages of Vout = 0.42V and Vout = 0.56V are interpreted as
binary “1” while voltages less than 0.3V are interpreted as logic “0”. It can be
seen that the circuit acts as a three-input AND-OR gate.

One of the most important metrics of interest in characterizing static behavior
is the DC noise margin, which is a function of the separation between the high
and low voltage levels, and is defined as (Vhigh − Vlow) here for convenience. As
mentioned, the delay time of the functional gate is a function of the coupling
parameters. Hence a relationship can be established between the noise margin
and the rise time of the step response. This relationship is shown in Fig.(3a).

Power dissipation results in heating that could have a particularly negative cu-
mulative impact in an ultra-dense molecular electronic system with many closely-
spaced wires, switches, gates, and functions. It is also crucial to estimate the
power for a system that has a complexity similar to that of of a representative
digital system such as a processor. The static and dynamic models proposed in
this paper and our simulation methodology allows the calculation of such quan-
tities. The gates constructed in this PLA type architecture have static power
dissipation, on the order of tens to hundreds of nanowatts per complex gate.
the I-V curve will influence the power dissipation, and this can be captured by
the plot of Fig.(3b), which shows the variation of static power dissipation with
gate delay. The static power dissipation will depend on the state the gate is in,
and a representative average for this 3-input AND-OR gate is around 2nW. This
translates to a total static power consumption of around 0.002W for a system
of 1 million gates, which can be up to several orders of magnitude improvement
on a state of the art CMOS implementation in a 50nm technology.
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4 Conclusion

The Breit-Wigner formula for resonant conductance is used to extract current-
voltage curves for a generic molecular electronic device, based on fundamental
physical constants related to the electronic structure of the molecule. The Wigner
delay time derived from the scattering matrix is used as the time constant to
characterize the dynamic behavior of the device. Using the composite model,
digital logic behaviour was demonstrated for a molecular-device-based circuit,
and a comprehensive analysis of performance metrics of interest including noise
margin, speed and power dissipation was carried out. The study reveals a separa-
tion between distinct logic levels that is several orders of magnitude greater than
the thermal noise induced voltage at room temperature, and an equivalent out-
put impedance of a few M ohms, resulting in a relatively slow (dis)charging time
constant for sub fF loads that dominates the internal charging time of the device
itself. Due to the logic architecture, the power consumption has an input-patter-
dependent static component(a few nW for the 3-input AND-OR gate considered
in the study) in addition to the familiar CMOS type dynamic component, that
depends on the load and switching frequency. The general viability of molecular-
based electronics for ultra dense low-power applications based purely on their
functional capability and performance metrics appears to be promising.
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A Voltage Controlled Nano Addressing Circuit
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Abstract. A voltage controlled nano addressing circuit is proposed,
which (1) improves yield and enables aggressive scaling with no require-
ment of precise layout design, (2) achieves precision of addressing by
transistor current-to-voltage sensitivity in the circuit and applied ex-
ternal address voltages, and (3) is adaptive to and more robust in the
presence of process variations which are expected to be prevalent in na-
noelectronic designs.

Keywords: Nanoelectronics, Nano Architecture, Nano Addressing.

An outstanding challenge for realizing nanoelectronic systems is how to pre-
cisely address a nanoscale wire in an array for configuration or data IO. The
existing nano addressing mechanisms are based on binary decoders to select one
of 2n nanoscale data lines based on n microscale address lines. They are either
(1) randomized contact decoders [9], (2) addressing undifferentiated nanoscale
wires by (lithography defined) differential microscale wires [4], or (3) address-
ing differentiated nanoscale wires by undifferentiated microscale wires [1,5]. All
these existing nano addressing mechanisms require precise layout design, which
is unlikely in nanotechnology, wherein regular structures are expected to grow
in bottom-up self-assembly processes [6].

I propose a voltage controlled nano addressing circuit (Fig. 1 (left)), which
includes two rows of field effect transistors, of which the source/drain regions
are connected to the data lines (nanoscale wires, e.g., carbon nanotubes), while
the gates are connected to the address lines (which can be microscale wires
or even nanoscale wires). Continuously tunable external voltages (Vdda1, Vssa1,
Vdda2, and Vssa2) are applied to the address lines and the transistor gates. All
components in this structure are designed as uniform, e.g., the transistors are
identical, and the address lines have uniform serial resistance. The external volt-
ages are applied such that a decreasing and an increasing array of gate voltages
are applied to the transistors in the first and the second row, respectively. As a
result, the data lines have different conductivity depending on their locations.
By applying different addressing voltages (Vdda1, Vssa1, Vdda2, and Vssa2), this
circuit is able to selectively address one of the data lines in the array.

For example, to address a carbon nanotube (CNT) in an array, each nanotube
is gated by two N-type CNT field effect transistors (CNFETs) [8] of 6.4nm
gate width and 32nm channel length, as are given by the Stanford CNFET
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Fig. 1. A voltage controlled nano addressing circuit (left), and nanotube current Iout

(mA) vs. CNFET gate voltage Vg1(V ) in the first address line (right)

compact model [2]. The two CNFETs in each nanotube are given a voltage
drop of Vdd = 1V . The external address voltages are Vdda1 = Vdda2 = 1V ,
Vssa1 = Vssa2 = 0. SPICE simulation gives the current for each nanotube in
the array (data lines) with different gate voltage in the first address line (Fig. 1
(right)). We have the following observations.

1. The nanotubes carry a significant current only with specific gate voltages,
allowing addressing of a specific carbon nanotube by applying different ad-
dressing voltages.

2. To precisely address a single nanotube, two adjacent nanotubes must carry
significant different currents. This can be achieved by (1) increasing the
current-to-voltage sensitivity of the transistors [8], or (2) increasing the gate
voltage difference between two adjacent nanotubes.

3. Process variations (e.g., of data line shifting and contact resistance) can be
cancelled by tuning the addressing voltages, or (e.g., of address line geometry
or resistance) have little effect.

4. The proposed circuit requires only uniform components in a regular struc-
ture, avoiding precise layout design, which significnatly improves yield and
enables aggressive scaling of nanoelectronic systems.
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Abstract. Alcohol intake may impair human abilities, degrade human 
performance, and result in serious diseases. Alcohol sensors are needed to 
manage the risk and effect of alcohol use to human health and performance. 
This paper was focused on the theoretical models and design of carbon 
nanotube based alcohol sensors. The experiments verified that single-walled 
carbon nanotubes can be used to detect alcohol vapor, and need metal pads to 
achieve higher sensitivity. 

Keywords: Sensor, blood alcohol concentration, carbon nanotube, human-
machine system, driver-vehicle system. 

1   Introduction and Motivations 

Alcoholic beverages are popular in modern society. However, alcohol intake impairs 
human abilities and degrades human performance [1]. Excessive consumption of 
alcoholic beverages may result in serious diseases [2]. In order to manage the risk and 
effect of alcohol use to human health and performance, it is worthy to monitor human 
blood alcohol concentration (BAC). A widely acceptable method is measuring the 
alcohol concentration of human exhalation.  

Most technologies of measuring alcohol concentration can be classified into three 
methods, (1) metal oxide based methods in which the sensing element is metal oxides 
such as SnO2 [3], (2) optical methods in which the absorption bands of alcohol are 
used [4], and (3) carbon nanotubes (CNT) based methods in which the resistance of 
CNTs changes with the ambient alcohol concentration [5]. Compared to the other two 
methods based alcohol sensors, CNT based alcohol sensors have the potential to 
achieve ultra-high sensitivity, quick response, large measurement range, compact size, 
and low energy consumption. These features are essential to monitor human BAC for 
human health and performance. 

This paper is focused on developing a CNT based alcohol sensor which can be 
used to monitor the alcohol concentration of human exhalation, and then detect 
human blood alcohol concentration (BAC). 
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2   Theoretical Models of CNT Based Alcohol Sensors 

Theoretically, there are three models to use CNTs to measure the alcohol 
concentration of alcohol vapor: (1) Pure-CNT model is to monitor the resistance of 
pure CNTs. Pure-CNT based alcohol sensors can be recovered using dry nitrogen gas 
or by heating [5], [6]; (2) Special-CNT model is to monitor the resistance of the CNTs 
that are deposited special chemical molecules (e.g. COOH). Special-CNT based 
alcohol sensors are recovered by heating [7]; (3) Mixed-CNT model is to monitor the 
resistance of the CNTs that are combined with enzymes. The enzymes are used to 
convert the alcohol into other substances which change the resistance of CNTs [8].   

Pure-CNT based alcohol sensors are the simplest. Special-CNT based alcohol 
sensors have higher sensitivity and better gas selection than pure-CNT based alcohol 
sensors. Mixed-CNT model based alcohol sensors which have good gas selection 
require severe operating conditions. Hence, special-CNT model based alcohol sensors 
are more suitable for monitoring human BAC for human health and performance. 

3   Design of a CNT Based Alcohol Sensor 

A CNT based alcohol sensor consists of at least five parts, a substrate, a CNT sensing 
element, metal pads, bonding wires, and heating wires (Fig. 1). The substrate is a piece 
of insulating material with a central opening. The CNT sensing element is placed in the 
central opening, and is bonded to the pads ① and ② using bonding wires. The heating 
wires cover the sensing element, and build a series circuit between the pads ③ and ④. 
The sensing element is heated and recovered by applying a voltage between the pads 
③ and ④. The recovery time from heating start to full recovery of resistance hinders 
the sensor to quickly and continuously respond. A feasible solution is integrating 
multiple sensing elements (e.g. two), a controller, a timer, and a heater into one alcohol 
sensor (Fig. 2). The controller, following the timer signal, can connect the signal 
terminals with one sensing element and recover the other sensing elements using the 
heater. The complexity and expense of alcohol sensor should be increased. 

Alcohol vapor

Metal pad

Bonding wire

CNT sensing element Heating wires

Substrate
1

2

3

4

 

Fig. 1. A CNT based alcohol sensor 
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CNT sensing element #1

Signal terminal

Controller

Heater

CNT sensing element #2

Timer

  

Fig. 2. A CNT based alcohol sensor combining two sensing elements 

4   Experiments of CNT Sensing Elements 

The functional part of the CNT based alcohol sensor in Fig.2 is still the CNT sensing 
element. However, it seems that researchers have not compared the performance of 
different CNT sensing elements in measuring alcohol vapor. Thus, this study designed 
two experiment groups, #1 and #2, to do the comparison. 

4.1   Experiment Group #1  

Experiment group #1 was carried out to verify that the resistance of CNT sensing 
element changes with two ambient alcohol concentrations, no alcohol and having 
alcohol. A multi-walled carbon nanotube (MWNT) sensing element without pads and 
a single-walled carbon nanotube (SWNT) sensing element without pads were 
prepared for the experiment group #1 using the methods of [9-10] (Fig. 3). 

MWNT element
without pads

SWNT element 
without pads

MWNT
Substrate

SWNT
Substrate

SWNT element 
with pads

SWNT
Substrate

Gold pad

(For Experiment Group #1) (For Experiment Group #2)  

Fig. 3. CNT sensing elements for experiment group #1 and #2 

Experiment apparatus and procedures. Experiment group #1 utilized ethyl alcohol 
(70% by volume), a precision ohmmeter, and a plastic cup with lid. The precision 
ohmmeter was used to measure the resistance of sensing elements. The plastic cup 
was utilized to establish a close space full of alcohol vapor.  
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When a sensing element was tested, it was fixed in the plastic cup whose lid opens, 
and then was connected with the ohmmeter using alligator clips. The resistance of the 
sensing element was recorded when the reading was stable. After placing an alcohol 
cotton swab in the plastic cup and closing its lid, the resistance of sensing element 
was recorded again when the reading was stable. Then, the resistance of the sensing 
element was fully recovered by removing the lid of plastic cup and the alcoholic 
swab. Totally, both measurements were repeated 10 times for each sensing element. 

Experiment result. Experiment group #1 produced 40 records. The records of each 
sensing element before adding alcohol were compared with its records after adding 
alcohol using the analysis of variance (ANOVA) (Table 1). The result verified that 
the resistance of the SWNT sensing element without pads is sensitive to the ambient 
alcohol concentration (α=0.05, P=0.0025). The resistance of the MWNT sensing 
element without pads does not significantly change with the ambient alcohol 
concentration (α=0.05, P=0.7700). It is feasible to use SWNT sensing elements to 
measure an alcohol vapor. 

Table 1. ANOVA (α=0.05) result of experiment groups #1 and #2  

Experiment 
Group 

Sample 
Source of 
Variation 

F P-value 

MWNT element without pads 0.088027 0.770096 #1 
SWNT element without pads 12.36055 0.002469 

#2 SWNT element with pads 

no Alcohol 
VS 

having alcohol 37.47929 8.79E-06 

4.2   Experiment Group #2  

Experiment group #2 was performed to verify that a CNT sensing element with pads 
can produce more significant resistive change when the ambient alcohol concentration 
changes between two levels, no alcohol and having alcohol. Considering that SWNT 
sensing elements respond to alcohol vapor, this study prepared a SWNT sensing 
element with metal pads for experiment group #2 using the methods of [9-10] (Fig. 3). 
This sensing element was tested using the same apparatus and procedures of 
experiment group #1. 

Experiment group #2 produced 20 records of which the ANOVA result is showed 
in Table 1. The P-value of the SWNT sensing element without pads (α=0.05, 
P=0.0025) is much larger than the P-value of the SWNT sensing element with pads 
(α=0.05, P=8.79E-06). It implies that the SWNT sensing element with pads can 
achieve higher sensitivity in measuring an alcohol vapor.  

5   Conclusions and Future Work 

When human blood alcohol concentration is measured to decrease the effect of 
alcohol use to human health and performance, the severe technical requirements can 
be satisfied using carbon nanotube based alcohol sensors. Among their three 
theoretical models, the special carbon nanotube based alcohol sensor is more suitable 
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for this measurement. The recovery time of carbon nanotube based alcohol sensor can 
be eliminated by integrating multiple sensing elements into one sensor. The 
experiments verified that single-walled carbon nanotubes can be used to detect an 
alcohol vapor, whereas multi-walled carbon nanotubes can not. The single-walled 
carbon nanotubes with metal pads have higher sensitivity than those without pads.  

The future work is to produce a SWNT based alcohol sensor involving two sensing 
elements and test its performance.  
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Abstract. In this paper, we propose a dual-mode hybrid ARQ scheme for
energy efficient on-chip communication, where the type of coding scheme
can be dynamically selected based on different noise environments and re-
liability requirements. In order to reduce codec area overhead, a hardware
sharing design method is implemented, resulting in only a minor increase
in area costs compared to a single-mode system. For a given reliability
requirement, the proposed error control scheme yields up to 35% energy
improvement compared to previous solutions and up to 18% energy im-
provement compared to worst-case noise design method.

Keywords: Adaptive error control, on-chip interconnects, hybrid ARQ,
interleaving.

1 Introduction

On-chip interconnect errors, exacerbated by very-deep submicron (VDSM) tech-
nology, can be caused by supply voltage fluctuation, crosstalk, process variation,
radiation and electromagnetic interference [1]. Error control schemes, such as
automatic repeat request (ARQ), forward error correction (FEC) and hybrid
ARQ (HARQ), are widely used to improve reliability of on-chip interconnects in
VDSM technology [1]-[6]. Each error control scheme has different area, power,
throughput, and error correction capability trade-offs. Selection of the proper
scheme can be a design-time decision based on quality-of-service (QoS) require-
ments [2,3]; however, noise conditions vary with different environmental factors
(e.g. temperature) and operational conditions (e.g. supply voltage), and design-
ing for the worst case can waste energy [5]. To achieve energy efficiency, an
error control scheme is needed which can intelligently provide appropriate error
control capability based on noise conditions or system requirements [5,6].

In this paper, we focus on HARQ schemes, which combine FEC and ARQ
to achieve a good balance of reliability and energy consumption [1,2]. The pro-
posed dual-mode HARQ scheme can be dynamically configured in different noise
environments. Further, in order to reduce the codec area overhead, a hardware
sharing method is introduced. The proposed dual-mode HARQ method is pre-
sented in Section 2. In Section 3, the design is evaluated in terms of reliability,
area and energy consumption. Conclusions are presented in Section 4.

M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 74–79, 2009.
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2 Proposed Error Control Scheme

In [1,2], single-error correcting double-error detecting (SEC-DED) codes (e.g.
extended Hamming) are used to perform HARQ. As technology scales, spatial
burst errors, where several adjacent bus lines are erroneous, become more com-
mon because of crosstalk effects [1]. In order to improve error resilience against
burst errors, a wide bus can be split into smaller groups and encoded separately,
and the outputs of these small groups can be interleaved to reduce the probability
of multiple errors occurring within the same group [3]. Unfortunately, separat-
ing into groups and interleaving increase link energy consumption because of the
large wire requirements.

In this paper, we propose a dual-mode HARQ scheme, which combines a tra-
ditional HARQ scheme using SEC-DED codes with interleaving. The proposed
method works in two modes–(a) directly using the traditional HARQ method,
or (b) separating the input message into four groups and encoding each group
with a SEC-DED code, then interleaving the outputs of each group. In order
to reduce the area overhead, a hardware sharing method is introduced. Fig. 1
shows the block diagram of the proposed dual-mode HARQ scheme. The in-
put information is split into four identical groups. Each group is encoded with
extended Hamming codes. The parity check bits of each group can be directly
sent to the interleaver (mode b) or combined to generate the parity check bits
of another SEC-DED code which uses the whole message as an input (mode a).
MUXs are used to select the appropriate parity check bits for a mode based on
control signals, which can be generated using the method in [5]. Fig. 2 shows an
example of the interleaving relationship for a 16-bit input message.

The following example demonstrates the proposed dual-mode HARQ design.
Consider a 16-bit input message, which is separated into four groups. Each group
is encoded using an extended Hamming code H(8,4) with the generator matrix in
Eq. (1). The parity check bits of each group can be combined to generate parity
check bits of an extended Hamming code H(22,16) with the generator matrix in
Eq. (3), where PT

16×6 is the transpose of the parity matrix. The parity matrix

Fig. 1. Proposed dual-mode HARQ scheme Fig. 2. Interleaving for 16-bit information
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of H(22,16) is constructed as follows: the first three rows in PT
16×6 of H(22,16)

are duplications of the first three rows in PT
4×4 of H(8,4) (shown in Eq. (2));

the fourth and fifth rows in PT
16×6 are either four zeros or four ones; the last

row in PT
16×6 is either the duplication of the last row in PT

4×4 or its inverse. The
hardware implementation of the H(8,4) and H(22,16) encoder is shown in Fig. 3
and Fig. 4. A pattern of four ones in the fourth or fifth row requires the XOR of
those four data bits, implemented by adding one extra XOR gate in each H(8,4)
encoder, shown as the shaded XOR gate in Fig. 3.

Fig. 3. H(8,4) encoder Fig. 4. Implementation of H(22,16) encoder

3 Results and Analysis

In this section, the performance of the proposed dual-mode HARQ is evaluated.
A 64-bit input message is used, which can be encoded using one extended Ham-
ming code H(72,64) or four extended Hamming codes H(22,16). A 45 nm Predictive
Technology Model (PTM) [7] is used and the link length is 3 mm with feature sizes
from [8]. The clock frequency is 1 GHz. The residual flit error rate, which is the
probability of error after decoding, is used to evaluate the reliability of the pro-
posed method. The error probability of a single wire can be modeled by below [9],
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Fig. 5. Residual flit error rate Fig. 6. Area comparison

Fig. 7. Power consumption Fig. 8. Energy comparison

where VDD is the supply voltage and σN is the standard deviation of the noise
voltage, which is assumed to be a normal distribution. This model can be ex-
tended to describe multiple adjacent errors by assuming that a fault affects its
neighboring wires with a certain probability Pn. Fig. 5 shows the residual flit
error rate of the proposed dual-mode HARQ scheme working at different modes
for different Pn values. The supply voltage is 1 V. The results show that mode
(b) (separating into groups) achieves a significant improvement in residual flit
error rate compared to mode (a) (traditional HARQ) when spatial burst errors
are considered. For a 10−9 residual flit error rate requirement, mode (a) satisfies
the requirement for σN<0.1. Mode (b) satisfied the requirement up to σN

∼=0.17.
Fig. 6 compares the area of the proposed dual-mode scheme to a traditional

HARQ with extended Hamming code H(72,64) in terms of equivalent NAND gate
count. The results show that the codec area of the proposed method increases
by about 10% compared to the traditional HARQ scheme. The codec power also
increases about 10% compared to the traditional HARQ scheme. Fig. 7 shows
the codec power and link power of the proposed method in each mode. The
results show that link power dominates the total power consumption. Mode (b)
consumes 18% more power compared to mode (a) because of the larger number
of link wires used.
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Fig. 8 evaluates the energy consumption of the proposed scheme for a resid-
ual flit error rate requirement of 10−9. The results are compared to a traditional
HARQ scheme using H(72,64) as well as worst-case noise design, in which four
groups are always used. Two noise environments are considered. For the low noise
environment (σN=0.07), the proposed dual-mode HARQ method works in mode
(a) and consumes similar energy to the traditional HARQ. Compared to worst-
case noise design, the proposed method achieves about 18% reduction in energy
consumption. In the high noise environment (σN=0.14), the proposed dual-mode
HARQ scheme switches to mode (b). In order to meet this reliability requirement,
traditional HARQ needs a higher link swing voltage [1,10], which greatly increases
the link energy. In the high noise environment, the proposed method consumes
similar energy to worst-case noise design. Compared to previous solutions to in-
crease the link swing voltage of the tradition HARQ scheme, the proposed dual-
mode HARQ scheme can achieve 35% improvement in energy consumption.

4 Conclusion

In this paper, a dual-mode HARQ scheme is proposed for energy efficient on-chip
communication. The efficient combination of a traditional HARQ scheme with
interleaving shows a good balance between reliability and energy efficiency when
burst errors are considered. In order to reduce codec area overhead, a hardware
sharing design method is implemented and leads to a minor increase in area costs.

The type of error correction code can be dynamically selected in the proposed
dual-mode HARQ scheme based on different noise environments. For a given
system reliability requirement, the proposed error control scheme yields up to
35% energy improvement compared to previous solutions or up to 18% energy
improvement compared to designing for worst-case noise.
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Abstract. This paper makes the case for perturbation-based compu-
tational model as a promising choice for implementing next generation
ubiquitous information applications on emerging nanotechnologies. Our
argument centers on its suitability for technologies with low manufac-
turing precision, high defect densities and performance uncertainty. This
paper discusses some of the possible advantages and pitfalls of this ap-
proach, and associated novel design principles.
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1 Introduction

Advances in the synthesis and self-assembly of nanoelectronic devices suggest
that the ability to manufacture dense nanofabrics is on the near horizon, see e.g.,
[1,2]. Yet, effective ways of utilizing emerging nanoelectronic technologies still
elude us. The tremendous increase in device density afforded by nanotechnologies
is expected to be accompanied by substantial increases in defect densities, per-
formance variability, and susceptibility to single event upsets caused by cosmic
radiation (energetic neutrons) and alpha particles. System-level design adher-
ing to current computational models may thus soon reach fundamental scaling
limits, where the increased densities are countered by overheads associated with
achieving defect- and fault-tolerant designs that are robust to performance vari-
ability. Thus, it is critical to consider and explore alternative computational
models that can operate under such difficult conditions.

In this paper, we investigate a promising new class of computational model,
called perturbation-based and show its potential to synergistically address the
two sides of the complex system design equation: technology and applications.
On one hand we argue it suitability in overcomming the reliability challenges
associated with emerging nanoelectronics. On the other hand we focus on meet-
ing the needs and leveraging the characteristics of emerging, but soon to be
ubiquitous, soft real-time processing and control applications.

� This work is supported by the Gigascale Systems Research Center under the ‘Alter-
native’ Theme.
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2 Principles of Perturbation-Based Computing

Perturbation-based computational models are ideal for implementing complex
non-linear filters (operators) associated with real-time information processing.
The key idea is to perform a non-linear projection of the input stream into a
high dimensional space using a complex dynamical system. If the pool of dy-
namics capturing information about current and past stimuli is sufficiently rich,
any desired non-linear filtering task’s output(s) can be derived, or ‘composed’
from it. Below we develop this basic idea in a more rigorous manner. Note this
computational models was recently independently discovered by two research
groups [3,4]. Yet, their work was driven by research pursuits and objectives
quite different from those in this paper.

Perturbation-Based Machines. Fig. 1 symbolically depicts a perturbation-
based machine M . As can be seen, it maps an input function u(·) to an output
function y(·), relying on two key components: a high dimensional dynamical sys-
tem, implementing the machine’s computational core DM , and an output stage
fM . The key premise underlying perturbation-based computing is that, by using
computational cores realized by sufficiently complex, even random, dynamical
systems, one can essentially project inputs over a sufficiently large family of
basis operators for any given set applications and desired approximation level
[3]. A machine’s DM is thus a dynamical system realizing a very large pool
of candidate operators, while the above mentioned DM denotes a specific set
of basis operators required for a given approximation. As such, the same com-
putational core DM can be used in realizing various tasks. The output stage
is the task dependent part of this machine, playing the role of both selecting
and composing the ‘relevant’ basis operators through a memoryless function. As
shown in Fig. 1, the computational core DM generates an internal state xM (t),
corresponding to a causal response to the input u. This is a non-linear projec-
tion of the input stream on a high dimensional space, generated by exciting the
dynamical system associated with DM . Note that no stable internal states are
required in the computational core, it suffices to generate a sufficiently rich pool
of transient dynamics. The output stage fM maps the internal transient state to
the desired output. Note that the precise internal dynamics of the core network
need not have a specific form, as long as the core projects the input signals on
a sufficiently rich set of basis functions.

Fig. 1. On the left a Perturbation-based machine. On the right a proposed hybrid
eNano-CMOS configurable platform for perturbation-based computing.
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Universal Approximative Power and target applications. Based the work
in [5], [3] established that perturbation-based machines have universal computing
power – that is, machines operating ‘natively’ under this computational model
can approximate arbitrarily closely any time invariant fading memory operator.
Still, although this result tells us that the number of basis operators required by
any such approximation is finite, it says nothing about how many such opera-
tors may be required in each case. If very high precision is required, the num-
ber of operators may be very high for certain tasks. The proposed computational
model is inherently based on approximation. Therefore it is not expected to op-
erate without errors, with perhaps the exception of approximation of very simple
functions/operators. Although for some tasks this will be unacceptable, for others
this presents an opportunity to tradeoff error rate against other costs, e.g., manu-
facturing cost, power consumption etc. An example of such tasks would be those
involving real-time searches for opportunities, e.g., block matches across frames in
video compression. If we miss an opportunity this will not cause algorithm failure,
instead it results in a temporarily lower compression rate. Another class of appli-
cations involves systems with feedback, where such small/rare errors can be com-
pensated subsequently through feedback overall having a negligible effect. More
generally the aim is not to achieve high precision, but rather simplicity and univer-
sality. Blocks having moderate reliability can be bootstrapped to construct more
complex and/or reliable operators, e.g., through averaging or other forms of ag-
gregation [6] or specific mechanisms akin to the way complex logic functions are
constructed from elementary logic gates (e.g. NAND, NOR, etc).

3 Design Principles for Perturbation Based Computing

We begin this section by first proposing a hybrid eNano-CMOS platform as a rep-
resentative realization of perturbation-based machines. The machine’s compu-
tational core is implemented on an emerging nanoelectronic fabric while CMOS
is used to implement the simple (e.g., linear) read out function at the output
stage and support the machine configuration/training process. Fig. 1 shows an
abstract view of such a platform, with the key basis operators in the pool high-
lighted in bold. Clearly, this platform can directly leverage the formidable den-
sities achieved by nanotechnologies to create computational cores of essentially
arbitrary size. At the same time the more reliable CMOS layer allows to reli-
ably configure (train) the output readouts to properly approximate the desired
function. We discuss five underlying design principles next and refer the reader
to [7] for experimental results supporting them:

1. Defect-Tolerance, Randomly Assembled Cores, and Training. First
we need only ensure that the core and readout connectivity are sufficiently ‘rich’
to achieve the desired approximation after training. The designer needs only con-
trol the size and statistics of the core network without precisely specifying its
topology. Manufacturing defects and heterogeneity in the network become part
of its intrinsic randomness. This flexibility comes at the cost of performing a
configuration/training step for each chip – which is indeed a costly requirement.
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Yet it can be viewed as ‘similar’ to the overheads associated with typical defect
tolerance approaches. Indeed the typical requirements in the latter are to detect,
i.e., map out, defects for each chip and then re-synthesize the function to avoid
defects. Defect mapping is typically done using test patterns that are either ob-
tained/generated off chip or stored on chip. Re-synthesis involves reprogramming
the function around the defects on the chip. In our case rather than defect map-
ping and re-synthesis steps we require a training step. Such training will involve
access to input-output pairs that can also be provided either off-chip or on-chip.
A comparison of the cost of mapping an re-synthesis vs training is premature.
Another potential disadvantage is possibility of excessive power consumption by
random core in contrast to precisely controlled core. However reduced control
requirements also open opportunities to make these random cores very cheap
especially in terms of power consumption.

2. Fault-Tolerance Through Unstructured Redundancy. Second, fault tol-
erance can also be partially achieved by appropriately defining the statistics and
size of the core. Intuitively, even if randomly assembled, a large dynamical net-
work should incorporate sufficient redundancy to allow the readout layer to
average out internal noise/soft errors. We refer to this as unstructured redun-
dancy in the core, as it need not be explicitly designed, e.g., as would be the case
with triple modular redundancy. Instead the designer need only decide on a suf-
ficiently large core to address soft faults and/or internal performance variability,
e.g., due to coupling etc. An obvious advantage of this approach is reduction in
design cost in comparison to structured redundancy. A disadvantage this comes
at a cost, bigger cores will consume more power.

3. Complete Core Sharing. Note that aside from general considerations on
size and network statistics detailed core characteristics are task independent.
Thus several different tasks that share the same input can in principle share its
projection on the same core. For example word recognition and speaker identifi-
cation tasks for the same speech input could share the same core. Such complete
and parallel sharing of resources has the potential to substantially reduce overall
system cost in terms of both area and power. Note however that the readout layer
can not be easily shared across tasks, which may lead to a scalability problem if
a core is to be shared among a large number of tasks.

4. Weakly Interconnected Networks and Spatial Decomposition. A po-
tential problem with scaling to large cores is a scalability problem if random in-
terconnections among nodes are necessary. We propose a fourth design principle
towards overcoming this problem. The idea is that to introduce some hierarchy by
only weakly interconnecting smaller cores. This allows one to control the intercon-
nect costs as the size of the cores increase. Moreover this seems a natural way to
randomly assemble cores, i.e., one where the primary form of connectivity is local.
More generally one can imagine designs that leverage a large number of relatively
small cores which serve as building blocks to create bigger cores as needed.

5. Nearly Decomposable Core Dynamics. The last design principle we
propose relates to decomposition in terms of temporal dynamics. The idea is that
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some applications are driven by (possibly coupled) dynamics at different time
scales, which a designer might recognize and incorporate into his core design. For
example a core design might include weakly interconnected cores operating at
different speeds. One can imagine, creating cores with different response times to
input signals, through some form of doping and/or processing. For applications
exhibiting dependencies on multiple time scales such decompositions are very
effective at reducing complexity. Furthermore purposefully combining fast and
slow cores may present further advantages towards reducing power consumption.
Note that the principle here is not perform careful core design, but simply define
some large scale characteristics for connectivity and dynamics of its constituent
subnetworks.

4 Conclusion

This paper explores an alternative computational model for “nanocomputing”.
We have pointed out a variety of interesting characteristics, such as the possi-
bility of using randomly assembled nano network cores for computation. This
approach is consistent with circumventing what appears to be an intrinsic dif-
ficulty and thus costly requirement of precisely controlling the manufacturing
of nano systems. So the question is to what degree can one give up on precise
control over manufacturing and still devise useful computation systems? In this
paper we presented one possible approach but there may be others (perhaps
more general) models.
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Abstract. Molecular communication uses molecules (i.e., chemical signals) as 
an information carrier and allows biologically- and artificially-created nano- or 
cell-scale entities to communicate over a short distance. It is a new communica-
tion paradigm and is different from the traditional communication paradigm 
that uses electromagnetic waves (i.e., electronic and optical signals) as an in-
formation carrier. Key research challenges in molecular communication include 
design of a sender, design of a molecular propagation system, design of a re-
ceiver, design of a molecular communication interface, and mathematical mod-
eling of molecular communication components and systems. This paper focuses 
on system design and experimental results of molecular communication and 
briefly refers to recent activities in molecular communication. 

Keywords: Nanotechnology, Bioengineering, Biochemical communication sys-
tem, Functional soft materials. 

1   Introduction 

Molecular communication [1]-[2] is inspired by the biological communication 
mechanisms (e.g., cell-cell communication using hormones) [3] and artificially cre-
ates a biochemically-engineered communication system in which communication 
processes are controllable. Molecular communication uses molecules (i.e., chemical 
signals) as an information carrier and allows biologically- and artificially-created 
nano- or cell-scale entities (e.g., cells and biohybrid devices) to communicate over a 
short distance. It is a new communication paradigm and is different from the tradi-
tional communication paradigm that uses electromagnetic waves (i.e., electronic and 
optical signals) as an information carrier. 

In molecular communication, a sender encodes information onto molecules (called 
information molecules) and emits the information molecules to the propagation envi-
ronment. A propagation system transports the emitted information molecules to a 
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receiver. The receiver, upon receiving the transported information molecules, reacts 
biochemically to the received information molecules (this biochemical reaction repre-
sents decoding of the information). 

Molecular communication is a new and interdisciplinary research area that spans 
the nanotechnology, biotechnology, and communication technology, and as such, it 
requires research into a number of key areas. Key research challenges in molecular 
communication include 1) design of a sender that generates molecules, encodes in-
formation onto the generated molecules, and emits the information encoded molecules 
(information molecules), 2) design of a molecular propagation system that transports 
the emitted information molecules from a sender to a receiver, 3) design of a receiver 
that receives the transported information molecules and biochemically reacts to the 
received information molecules, 4) design of a molecular communication interface 
between a sender and a molecular propagation system and also between the propaga-
tion system and a receiver to allow a generic transport of information molecules inde-
pendent of their biochemical/physical characteristics, 5) mathematical modeling of 
molecular communication components and systems. This paper focuses on system 
design and experimental results of molecular communication. 

The rest of this paper is organized in the following manner. Section 2 presents key 
features and basic communication processes in molecular communication. Section 3 
explains detailed system design and initial experimental results of key components in 
a molecular communication system. Section 4 briefly describes selected recent activi-
ties in molecular communication and concludes the paper. 

2   Key Features and Basic Communication Processes 

Molecular communication is a new communication paradigm and is different from the 
traditional communication paradigm (Table 1). Unlike the traditional communication 
that utilizes electromagnetic waves as an information carrier, molecular communica-
tion utilizes molecules as an information carrier. In addition, unlike in the traditional 
communication where encoded information such as voice, text, and video is decoded 
and regenerated at a receiver, in molecular communication, information molecules 
cause some biochemical reactions at a receiver and recreate phenomena and/or 
chemical status that a sender transmits. Other features of molecular communication 
include aqueous environmental communication, stochastic nature of communication, 
low energy-consumption communication, and being highly compatible with biologi-
cal systems. 

Although the communication speed/distance of molecular communication is 
slower/shorter than that of the traditional communication, molecular communication 
may carry information that is not feasible to carry with the traditional communication 
(such as biochemical status of a living organism) between the entities that the tradi-
tional communication does not apply (such as biological entities). Molecular commu-
nication has unique features that are not seen in the traditional communication and is 
not competitive but complementary to the traditional communication. 

Figure 1 depicts an overview of a molecular communication system that includes 
senders, molecular communication interfaces, molecular propagation systems, and 
receivers. 
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Table 1. Comparisons of key features between the traditional communication and molecular 
communication 

Key features Traditional communication Molecular communication 
Information carrier Electromagnetic waves Molecules 
Signal type Electronic and optical signals Chemical signals 
Propagation speed Light speed (3 × 105 km/sec) Slow speed (a few µm/sec) 
Propagation distance Long (ranging from m to km) Short (ranging from nm to m) 
Propagation environment Airborne and cable medium Aqueous medium 
Encoded information Voice, text, and video Phenomena and chemical status 
Behavior of receivers Decoding of digital info Biochemical reaction 
Communication model Deterministic communication Stochastic communication 
Energy consumption High Extremely low 

 

Senders
(Mutant or

artificial cells)

Receivers
(Mutant or

artificial cells)

Molecular 
propagation 

systems

Decapsulation

Release 
control

Molecular 
generation

Selective 
reception

Biochemical
reaction

Encapsulation

Molecular communication interfaces
(Vesicles)

Information 
molecule

Active 
transport

Passive 
transport

Substrate

Motor proteins

Cytoskeletal
filament

 

Fig. 1. An overview of a molecular communication system 

A sender generates molecules, encodes information onto the generated molecules, 
and emits the information encoded molecules (information molecules) into a propaga-
tion environment. The sender may encode information on the type of the information 
molecules used or the concentration of the information molecules used. Possible ap-
proaches to create a sender include genetically modifying eukaryotic cells and artifi-
cially constructing biological devices that are capable of performing the encoding. 

A molecular communication interface acts as a molecular container that encapsu-
lates information molecules to hide the characteristics of the information molecules 
during the propagation from the sender to a receiver to allow a generic transport of 
information molecules independent of their biochemical/physical characteristics. 
Using a lipid bilayer vesicle [4] is a promising approach to encapsulate the informa-
tion molecules. Encapsulated information molecules are decapsulated at a receiver. 

A molecular propagation system passively or actively transports information mole-
cules (or vesicles that encapsulate information molecules) from a sender to an appropriate 
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receiver through the propagation environment. The propagation environment is aque-
ous solution that is typically found within and between cells. Using biological motor 
systems (motor proteins and cytoskeletal filaments) [5] are a promising approach to 
actively and directionally transport information molecules. 

A receiver selectively receives transported and decapsulated information molecules, 
and biochemically reacts to the received information molecules. Possible approaches to 
create a receiver are to genetically modify eukaryotic cells and to artificially construct 
biological devices as to control the biochemical reaction. 

3   Detailed System Design and Initial Experimental Results 

This section describes detailed system design and initial experimental results of key 
components in a molecular communication system, and shows that our system design 
is feasible. 

3.1   Molecular Communication Interface 

A vesicle-based communication interface provides a mechanism to transport different 
types of information molecules in diverse propagation environments [6]. This is be-
cause the vesicle structure (i.e., a lipid bilayer membrane) provides a generic architec-
ture that compartmentalizes and transports diverse types of information molecules 
independent of their biochemical/physical characteristics. The vesicle structure also 
protects information molecules from denaturation (e.g., molecular deformation caused 
by changes in temperature or pH) in the propagation environment. Key research is-
sues in implementing the vesicle-based communication interface include how vesicles 
encapsulate information molecules at a sender and how vesicles decapsulate the in-
formation molecules at a receiver. 

The authors of this paper have proposed a molecular communication interface that 
uses a vesicle embedded with gap junction proteins (Fig. 2) [7]. A gap junction is an 
inter-cellular communication channel formed between neighboring two cells, and it 
consists of two docked hemichannels (connexons) constructed from self-assembled 
six gap junction proteins (connexins) [8]. When a gap junction is open, molecules 
whose molecular masses are less than 1.5 kDa can directly propagate through the gap 
junction channel connecting two cells according to the molecular concentration gradi-
ent. A gap junction hemichannel is closed unless two hemichannels are docked. 

In the molecular communication interface that the authors of this paper proposed, a 
sender stores information molecules inside itself and has gap junction hemichannels. 
When a vesicle with gap junction hemichannels physically contacts the sender, gap 
junction channels are formed between the sender and the vesicle, and the information 
molecules are transferred from the sender to the vesicle according to the molecular  
concentration gradient. When the vesicle detaches from the sender spontaneously, the 
gap junction hemichannels at the sender and at the vesicle close, and the information 
molecules transferred from the sender to the vesicle are encapsulated in the vesicle. 
Encapsulation of information molecules in a vesicle allows a molecular propagation 
system to transport the information molecules from the sender to a receiver independ-
ent of their biochemical/physical characteristics. A receiver also has gap junction  
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Fig. 2. A schematic diagram of a molecular communication interface using a vesicle embedded 
with gap junction proteins 

hemichannels, and when the transported vesicle physically contacts the receiver, a gap 
junction channel is formed between the vesicle and the receiver, and the information 
molecules in the vesicle are transferred into the receiver according to the molecular 
concentration gradient. 

In order to investigate the feasibility of the designed communication interface, the 
authors of this paper created connexin-43 (one of the gap junction proteins) embedded 
vesicles [7]. Microscopic observations confirmed that calceins (hydrophilic dyes used 
as model information molecules) were transferred between connexin-43 embedded 
vesicles and the transferred calceins were encapsulated into the vesicles [9]. This 
result indicates that the created connexin-43 embedded vesicle (a molecular commu-
nication interface) may encapsulate information molecules and receive/ transfer in-
formation molecules from/into a sender/receiver through gap junctions. 

3.2   Molecular Propagation System 

In eukaryotic cells, biological motors (e.g., kinesins) load/unload particular types of 
cargoes (e.g., vesicles) without external stimuli and transport them along cytoskeletal 
filaments (e.g., microtubules (MTs)) using the energy of adenosine triphosphate 
(ATP) hydrolysis [5]. Because of these biological capabilities of autonomous  
loading/unloading and transporting of specified cargoes, there is  considerable 
interest in incorporating kinesins and MTs into artificially-created transporters and 
actuators in nano- or cell-scale systems and applications [10]. 

The authors of this paper have proposed a molecular propagation system that uses 
the reverse geometry of MT motility on kinesins and DNA hybridization/strand  
exchange [11]. The proposed propagation system uses DNA hybridization/strand 
exchange to achieve autonomous loading/unloading of specified cargoes (e.g., vesi-
cles encapsulating information molecules) at a sender/receiver and MT motility to 
transport the loaded cargoes from a sender to a receiver (Fig. 3). 

In order to use the DNA hybridization/strand exchange, each gliding MT, cargo, 
and unloading site is labeled with different single-stranded DNAs (ssDNAs). Note  
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Fig. 3. A schematic diagram of a molecular propagation system using the reverse geometry of 
MT motility on kinesins and DNA hybridization/strand exchange 

that the length of an ssDNA attached to an MT is designed to be shorter than that of 
the cargo, and the length of an ssDNA attached to a cargo is designed to be as long as 
that of the unloading site. Cargoes are pooled at a given loading site (a given sender) 
(Fig. 3a) and the ssDNA for the cargo is designed to be either complementary or non-
complementary to that of the MT. When an MT labeled with an ssDNA passes 
through a given loading site, a cargo labeled with an ssDNA complementary to that of 
the MT is selectively loaded onto the gliding MT through DNA hybridization without 
external stimuli (Fig. 3b), while cargoes labeled with a non-complementary ssDNA 
remain at the loading site. The cargo loaded onto the MT (i.e., an MT-cargo complex) 
is transported by MT motility on kinesins toward a given unloading site (a given re-
ceiver) (Fig. 3c). To achieve autonomous unloading at a given unloading site, the 
ssDNA attached to each unloading site is designed to be either complementary or 
non-complementary to that attached to the cargo. When the MT-cargo complex passes 
through an unloading site, the cargo labeled with an ssDNA complementary to that 
attached to the unloading site is selectively unloaded from the gliding MT through 
DNA strand exchange without external stimuli (Fig. 3d). 
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In order to investigate the feasibility of the designed propagation system, the au-
thors labeled MTs with ssDNAs using a chemical linkage that cross-links thiolated 
ssDNAs and amino groups of MTs, while maintaining smooth gliding of labeled MTs 
on kinesins [12]. Microscopic observations confirmed that 23-bases ssDNA labeled 
cargo-microbeads (used as model vesicles in which information molecules were en-
capsulated) were selectively loaded onto gliding MTs labeled with complementary 
15-bases ssDNAs [12]. Microscopic observation also confirmed that loaded cargoes 
were selectively unloaded from the gliding MTs at a micro-patterned unloading site 
where complementary 23-bases ssDNAs were immobilized [13]. These results indi-
cate that gliding MTs may load/unload cargo-vesicles at a sender/receiver through the 
DNA hybridization/strand exchange. 

3.3   Receiver 

A receiver selectively receives transported and decapsulated information molecules, 
and biochemically reacts to the received information molecules. Researchers at NAIST 
(Nara Institute of Science and Technology) worked with the authors of this paper and 
have proposed a receiver that uses a giant liposome embedded with gemini-peptide 
lipids [14]-[15]. A liposome is an artificially created vesicle that has the lipid bilayer 
membrane structure similar to vesicles and cells. The gemini-peptide lipids are com-
posed of two amino acid residues, each having a hydrophobic double-tail and a func-
tional spacer unit connecting to the polar heads of the lipid. The liposomes embedded 
with the same type of gemini-peptide lipids in their lipid bilayer membranes assemble 
in response to an external stimulus (e.g., light, ions, and temperature) [16]-[17]. This 
allows a selective reception of information molecules at a receiver (Fig. 4). 

The gemini-peptide lipids are used as a molecular tag. A small liposome embedded 
with a molecular tag acts as a container of information molecules (a molecular con-
tainer) and a giant liposome embedded with a molecular tag act as a receiver. A re-
ceiver is embedded with a specific molecular tag and a molecular container whose 
destination is the receiver is also embedded with the same type of molecular tag. 
When an external stimulus is applied to the receivers and the molecular containers, a 
receiver embedded with a molecular tag that is responsive to the applied external 
stimulus receives molecular containers embedded with the same type of molecular 
tag. This selective reception mechanism controlled by external stimuli may lead to 
creation of not only unicast-type but also multicast- and broadcast-type molecular 
communication. 

In order to investigate the feasibility of the designed receiver, researchers at 
NAIST created molecular containers (liposomes with a diameter approximately 100 
nm) and receivers (liposomes with a diameter larger than 2 µm) both containing zinc- 
ion responsive molecular tags in their lipid bilayer membranes. When zinc ions were 
added to the aqueous environment where both the molecular containers and receivers 
exist, the selective binding of the molecular containers to the receivers was observed 
[14]. The researchers at NAIST also created molecular containers and receivers both 
containing photo-responsive molecular tags in their lipid bilayer membranes to con-
trol reception of molecular containers to a receiver [15]. The photo-responsive mo-
lecular tag embedded in the receiver also acted as an artificial receptor, and interacted 
with an enzyme (signal amplifier) embedded in the receiver through metal ions when  
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Fig. 4. A schematic diagram of receivers using giant liposomes with gemini-peptide lipids 

a photonic signal was applied; achieving the signal amplification at the receiver by 
applying a photonic signal [15]. These results indicate that a receiver may selectively 
receive tagged molecular containers (encapsulating information molecules) and may 
biochemically react to the received information molecules by applying an external 
stimulus. 

3.4   Integrated Molecular Communication System 

The above sections have described system components in molecular communication 
(i.e., a molecular communication interface using a vesicle embedded with gap junc-
tion proteins, a propagation system using the MT motility on kinesins and DNA hy-
bridization/strand exchange, and a receiver using a giant liposome embedded with 
gemini-peptide lipids). Described system components are compatible with each other 
and will be integrated into a single system (Fig. 5). Note that assembled liposomes  
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with molecular tags (gemini-peptide lipids) can be dissociated reversibly by applying 
a complementary external stimulus (e.g., applying UV-light for liposome assembly 
and applying visible light for liposome dissociation), and the selective reception 
mechanism may be applied to the selective transmission mechanism of molecular 
containers (small liposomes) at a sender. 

4   Conclusions 

This paper described basic concepts and key system components of molecular com-
munication. This paper also discussed in detail system design of a communication 
interface that uses a vesicle embedded with gap junction proteins, a propagation sys-
tem that uses MT motility on kinesins and DNA hybridization/strand exchange, and a 
receiver that uses a giant liposome with gemini-peptide lipids. The feasibility of the 
designed system components was confirmed through the biochemical experiments. 

Molecular communication is an emerging interdisciplinary research area and is re-
ceiving increasing attention in the areas of biophysics, biochemistry, information 
science, and communication engineering [18]-[21]. The authors of this paper hope 
that a number of researchers participate in and contribute to the development of mo-
lecular communication. 
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1 Introduction

The aim of this article is to discuss some of the notions and applications of
random walks on finite graphs, especially as they apply to random graphs. In
this section we give some basic definitions, in Section 2 we review applications
of random walks in computer science, and in Section 3 we focus on walks in
random graphs.

Given a graph G = (V, E), let dG(v) denote the degree of vertex v for all v ∈ V .
The random walk Wv = (Wv(t), t = 0, 1, . . .) is defined as follows: Wv(0) = v
and given x = Wv(t), Wv(t + 1) is a randomly chosen neighbour of x.

When one thinks of a random walk, one often thinks of Polya’s Classical result
for a walk on the d-dimensional lattice Zd, d ≥ 1. In this graph two vertices
x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd) are adjacent iff there is an index i
such that (i) xj = yj for j �= i and (ii) |xi − yi| = 1. Polya [33] showed that if
d ≤ 2 then a walk starting at the origin returns to the origin with probability 1
and that if d ≥ 3 then it returns with probability p(d) < 1. See also Doyle and
Snell [22].

A random walk on a graph G defines a Markov chain on the vertices V . If G
is a finite, connected and non-bipartite graph, then this chain has a stationary
distribution π given by πv = dG(v)/(2|E|). Thus if P

(t)
v (w) = Pr(Wv(t) = w),

then limt→∞ P
(t)
v (w) = πw, independent of the starting vertex v.

In this paper we only consider finite graphs, and we will focus on two aspects
of a random walk: The Mixing Time and the Cover Time.

1.1 Mixing Time

For ε > 0 let
TG(ε) = max

v
min

{
t : ||P (t)

v − π||TV ≤ ε
}

,

where
||P (t)

v − π||TV =
1
2

∑
w

|P (t)
v (w) − πw|

is the Total Variation distance between P
(t)
v and π.
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We say that a random walk on G is rapidly mixing if TG(1/4) is poly(ln |V |),
where ln = loge is the natural logarithm. The choice of 1/4 is somewhat arbitrary,
any constant strictly less than 1/2 will suffice. Rapidly mixing Markov chains are
extremely useful and we will have more to say on them in Sections 2.1.1 – 2.1.3.

1.2 Cover Time

For v ∈ V let Cv be the expected time taken for a simple random walk W
on G starting at v, to visit every vertex of G. The vertex cover time CG of G
is defined as CG = maxv∈V Cv. The (vertex) cover time of connected graphs
has been extensively studied. It is a classic result of Aleliunas, Karp, Lipton,
Lovász and Rackoff [4] that CG ≤ 2m(n − 1). It was shown by Feige [24], [25],
that for any connected graph G, the cover time satisfies (1− o(1))n ln n ≤ CG ≤
(1+o(1)) 4

27n3. As an example of a graph achieving the lower bound, the complete
graph Kn has cover time determined by the Coupon Collector problem. The
lollipop graph consisting of a path of length n/3 joined to a clique of size 2n/3
gives the asymptotic upper bound for the cover time. We will have more to say
on the cover time in Sections 2.2 and 3.

2 Applications in Computer Science

2.1 Rapid Mixing

2.1.1 Sampling and Counting
Let ∆ denote the maximum degree of a graph G = (V, E). Suppose now that we
wish to find a uniform random proper colouring of G using k ≥ ∆ + 1 colours.
By proper we mean that adjacent vertices get different colours. We can easily
generate one such colouring via a greedy algorithm, but it will certainly not
be a random colouring. The distribution of random colourings of G is complex.
The only known approach to this sampling problem is via random walk. Let
Ω denote the set of all proper k colourings of G. This will most likely be of
exponential size in n = |V |. Now consider an auxilliary multi-graph Γ = (Ω, F ).
Two distinct colourings σ1, σ2 : V → [k] are adjacent if they only differ at one
vertex. In addition we add self-loops to make every vertex have the same degree.
A random walk on Γ is equivalent to the following Markov chain X0, X1, . . . , on
Ω: Given Xt we generate Xt+1 as follows:

1. Choose z uniformly at random from V , and c uniformly at random from
{1, . . . , k}.

2. For all w �= z, set Xt+1(z) = Xt(z).
3. If no neighbors of z have color c (i.e., c �∈ Xt(N(z))), then set Xt+1(z) = c,

otherwise set Xt+1(z) = Xt(z).

The version above is called Metropolis Dynamics.
Jerrum [29] showed that if k ≥ 2∆ then this chain/walk is rapidly mixing

i.e. it gets close to the uniform distribution in time poly(n). From here it is
straightforward to devise an algorithm that gives a good approximation to |Ω|
in polynomial time, see [29].
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Counting colourings is only a single example of a flourishing research area
involving the use of Markov chains to sample from complex distributions and
to estimate the size of large combinatorially defined sets. This area of research
constitutes an important meeting place for researchers in Statistical Physics and
Theoretical Computer Science. For further reading, see [26] or [30].

2.1.2 Expanders
In this section we will for convenience asssume that G is a d-regular graph i.e.
every vertex has the same degree d. The adjacency matrix A, where A(v, w) = 1
iff v, w are adjacent. A has largest eigenvalue d and suppose now that λ is its
second largest eigenvalue. In this case it is known that

TG(ε) ≤ 
 ln εn

ln λ
�. (1)

We will say that a graph G is an α-expander if for all S ⊆ V with |S| ≤ n/2, we
have e(S : S̄) ≥ α|S| where e(S : S̄) is the number of edges from S to S̄ = V \S.
In which case one can show that λ ≤ 1 − α2

2d2 . So if d = O(1) and α = Ω(1)
then a random walk on G mixes in O(ln n) time. (See Alon [5] and Jerrum and
Sinclair [31]. This property of expanders can be used to reduce the number of
random bits needed by a randomized algorithm.

We explain the use of the following theorem of Ajtai, Komlós and Szemerédi [1]:

Theorem 1. Let G = (V, E) be a d-regular graph on n. Let C be a set of cn
vertices of G. Then for every �, the number of walks of length � in G that avoid
C does not exceed (1 − c)n((1 − c)d + cλ)�.

This means that a random walk of length �, with a randomly chosen start ver-
tex, has probability at most (1 − c)(1 − c(1 − λ/d))� < e−c(1−λ/d)� of avoiding
C completely. In this context, consider the Miller-Rabin algorithm for testing
whether an integer n is prime. Without going into details, it is known that if
n is composite then at least 1/2 of the integers between 1 and n can be used
to verify this. So if n is composite and we choose � random integers between 1
and n then the probability we fail to show it is composite is at most 2−�. If we
choose our random integers in the normal way, then this requires � ln2 n random
bits. On the other hand, suppose that we have a d-regular graph on [n] with
λ ≤ εd say, and we do a random walk of length � from a randomly chosen start,
then this requires ln2 n + � ln2 d random bits. A significant saving if d = O(1).
Applying Theorem 1 we see that the probability we fail to show it is composite
is at most

( 1+ε
2

)�.
There are many uses of expanders. See Hoory, Linial and Wigderson [28] for

a survey.

2.1.3 Edge Disjoint Paths
In this section we discuss the use of random walks to find edge disjoint paths in
an expander graph G. We are given a graph G = (V, E) with n vertices, and a
set of κ pairs of vertices in V , we are interested in finding for each pair (ai, bi),
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a path connecting ai to bi, such that the set of κ paths so found is edge-disjoint.
In general this is an NP-hard problem, but some strong results have been proven
in the context of d-regular expanders. In a series of papers, culminating in Frieze
[27] it was shown that if G is a sufficiently strong expander and if ε > 0 is
a sufficently small constant then this problem can be solved if κ ≤ εn/ lnn.
First the edge set of G is partitioned to create several edge disjoint expander
graphs G1, G2, . . . G10. Various phases of the algorithm take place on various Gi.
a network flow algorithm is used to connect the ai to randomly chosen κ-set of
vertices by edge disjoint paths. The other endpoint of the path with one endpoint
ai is labelled a′

i. In a similar manner bi is connected to a randomly chosen b′i.
Finally, a path a′

i, . . . , xi, . . . , b
′
i is constructed. Here xi is chosen according to

the steady state of a random walk on one of the Gi’s and then both a′
i and b′i

are connected to xi via a random walk.

2.1.4 Randomized Dual Simplex Algorithm
In this section we discuss the use of random walks to solve the linear program

LP(b) : minimise cy subject to Ay = b, y ≥ 0. where A is a totally unimod-
ular matrix i.e. all sub-determinants of A are 0,±1.

The algorithm described in Dyer and Frieze [23] is somewhat complicated, but
it can be viewed as a dual simplex algorithm for the above problem, in which the
choice of next pivot is found via a random walk through a geomtrically defined
graph. The reader is refered to the paper for details.

2.2 Cover-Time

2.2.1 Log-Space Algorithm for s − t Connecitivity
One of the earliest computer science applications of random walk is in [4]. The
problem under discussion was whether it is possible to check whether two vertices
s and t are in the same component of a bounded degree graph G. The time con-
straint is polynomial, but the space constraint is logarithmic i.e. only O(ln n) work-
ing storage is allowed. This rules out algorithms like breadth-first and depth-first
search. The solution was to consider a random walk from s and run it for O(mn)
time. This only requires order ln n storage and one of the main results of the pa-
per was that the cover time CG of a connected graph satisfies CG ≤ 2m(n − 1).
Suppose then that we repeat the following � times and still do not reach t. Take a
random walk of length 4mn from s. If s, t are in the same component then this walk
will go through t with probability at least 1− 2m(n−1)

4mn ≥ 1
2 . So if s, t are indeed in

the same component then this algorithm succeeds with probability ≥ 1 − 2−�. It
is only recently that Reingold [34] has found a deterministic algorithm that uses
LOGSPACE.

2.2.2 Universal Traversal Sequences
Suppose that G is a d-regular graph G and that for each vertex v ∈ V we order
the neighbours of v as x(v, i), i = 1, 2, . . . , d. We call this an ordered d-regular
graph. Given a start vertex v and a sequence σ = (i1, i2, . . . , i�) ∈ [d]�, � = |σ|
we can define a walk P (v, σ) = (v = y0, y1, . . . , y�) by yj+1 = x(yj , ij) i.e. yj+1
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is the ijth neighbour of yj . P (v, σ) traverses G if it visits each vertex of G. If
we choose σ at random from [d]� and v arbitrarily then the walk P (v, σ) is a
random walk. Let Zv denote the time taken by the random walk Wv to visit all
vertices of G. We see then that if |σ| = 4m(n − 1) then

Pr(σ does not traverse G) = Pr(Zv ≥ 4m(n − 1)) ≤ Pr(Zv ≥ 2E(Zv)) ≤ 1
2 .

Similarly, if |σ| = 4km(n − 1) then
Pr(σ does not traverse G) ≤ 1

2k .

Now there are at most ndn+1 ways of choosing an ordered d-regular graph and
a start vertex. So, with |σ| = 4km(n − 1),

Pr(∃ordered d-regular graph G and start vertex v such that σ does not traverse G)≤ ndn+1

2k
.

(2)

If k > (dn + 1) ln2 n then the RHS of (2) is less than one. Thus there exists a
sequence σ of length O(dmn ln n) such that for every ordered G and every start
vertex v, P (v, σ) traverses G. Put another way, using this universal traversal
sequence we can be sure of ariving at any other vertex, if we follow σ. This being
regardless of start vertex v and graph G. So, short (polynomial length) universal
traversal sequences exist, but they are very hard to construct explicitly.

2.2.3 Random Spanning Trees
Aldous [2] and Broder [10] independently proved the following beautiful result
concerning spanning trees of a fixed graph G. Initialise T = ∅ and start a random
walk W at an arbitrary vertex and when the walk first visits a vertex w add the
edge (v, w) to T . Here (v, w) is the edge just traversed by W . The algorithm
stops after W has visited all vertices. The algorithm generates a spanning tree
T of G. The aforementioned papers prove that T is equally likely to be any
spanning tree of G. A rather remarkable result.

3 Random Graphs

Various topics arise in the context of random walks on random graphs. Among
them are the following: Mixing time of the random walk, cover time of a random
graph, properties of multiple particle walks, random walks on graph processes,
constructing random networks using random walks.

3.1 Mixing Time

There is not much to say here except that random graphs tend to be excellent
expanders. In some sense they provide the simplest method of generating an
expander graph. For example a random walk on an r-regular graph, r ≥ 3, has
mixing time O(log n) whp. In contrast it has proven very difficult to produce ex-
plicit expanders. It has been done, but the methods can be deep and complicated.

3.2 Cover Time of Random Graphs

In this section we study the cover time of various classes of random graphs with
fixed vertex set V = [n] = {1, 2, ..., n}. The spaces of labeled random graphs we
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consider here are: Erdos-Renyi graphs Gn,p, random digraphs Dn,p, random r-
regular graphs Gr, preferential attachment graphs Gm(n) and random geometric
graphs G = G(d, r, n). A fuller definition of these graph spaces is given below.

It is probably a good time to mention a graph of particular interest in the
context of this meeting i.e. Carbon Nano-Tube networks, see for example Bush
and Li [12]. These graphs are formed from the intersection points of ”randomly”
placed line segments and one is interested in their effective resistance. This pa-
rameter is related to commute times, which are related to cover time. We do not
have any results yet on a model of such graphs, but it forms a promising line of
research.

A few words on notation. Results on random graphs are always asymptotic in
n, the size of the vertex set. The notation An ∼ Bn means that limn→∞ An/Bn =
1, and whp (with high probability) means with probability tending to 1 as
n → ∞.

Erdos-Renyi graphs Gn,p are defined as follows. The edge {i, j} between any
pair of vertices i and j occurs with probability p, independently of all other edges.
Let CG denote the vertex cover time. It was shown by Jonasson [32] that whp

– CG = (1 + o(1))n ln n if np
ln n → ∞.

– If c > 1 is constant and np = c ln n then CG > (1+α)n ln n for some constant
α = α(c).

Thus Jonasson has shown that when the expected average degree (n−1)p grows
faster than lnn, a random graph has the same cover time whp as the complete
graph Kn, whose cover time is determined by the Coupon Collector problem.
Whereas, when np = Ω(ln n) this is not the case. This result was refined for
sparse graphs as follows:

– If p = d ln n/n and d > 1 then whp CGn,p ∼ d ln
(

d
d−1

)
n lnn, [16].

– Let d > 1 and let x denote the solution in (0, 1) of x = 1 − e−dx. Let Xg be
the giant component of Gn,p, p = d/n. Then whp CXg ∼ dx(2−x)

4(dx−lnd)n(ln n)2,
[17]

Considering random r-regular graphs (i.e. the set of all simple r-regular graphs
with the uniform measure), we have the following result [14]:

If Gn,r denotes a random r-regular graph on vertex set [n] with r ≥ 3 then
whp CGn,r ∼ r−1

r−2n ln n.
The proof of this result uses a lemma, which we call the first visit time lemma,

which under not very restrictive conditions (see e.g. [17]) states that the proba-
bility f(v; T, ..., t) that vertex v is not visited by the walk during steps T, ..., t is
given by

f(v; T, ..., t) = (1 + o(1))(1 − pv)t,

where T is a mixing time of the walk. Here pv ∼ πv

Rv
, where πv is the stationary

distribution of vertex v, and Rv is the expected number of returns to v during
the mixing time T , of a random walk starting at v. Thus Rv is dependent only
on the local geometry of the graph around v. This result is true also for weighted
random walks, and general ergodic Markov processes.
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The preferential attachment graph Gm(n) is a random graph formed by adding
a new vertex at each time step, with m edges which point to vertices selected at
random with probability proportional to their degree. Thus at time n there are
n vertices and mn edges. This process yields a graph which has been proposed
as a simple model of the world wide web [8]. In [15] it is shown that if m ≥ 2
then whp CGm(n) ∼ 2m

m−1n ln n.
The random digraphs Dn,p are generated in the same manner as Gn,p ex-

cept that now, each directed edge (i, j) occurs independently with probabil-
ity p. The first visit time lemma applies to these graphs provided they are
strongly connected (etc) and we find that: If p = d ln n/n and d > 1 then
whp CDn,p ∼ d ln

(
d

d−1

)
n ln n.

The main problem for walks on directed graphs is to determine the stationary
distribution πv.

Finally we consider geometric random graphs. Let I denote the unit interval
[0, 1] and let I(d) = [0, 1]d denote the unit torus in d dimensions. We define a
random geometric graph G = G(d, r, n) as follows: Sample n points V indepen-
dently and uniformly at random from I(d) wrapped toroidally. For each point x
draw a ball (disk) D(x, r) of radius r about x. The vertex set V (G) = V and the
edge set E(G) = {{v, w} : w �= v, w ∈ D(v, r)}. The graph serves as a model for
ad-hoc networks, where transmitters have limited range.

Avin and Ercal [6] considered the case d = 2. They proved that if G =
G(2, r, n) and r2 > (8 lnn/n) then whpCG = Θ(n ln n). For d ≥ 3 dimensions
we can give precise results. Let G(d, r, n), d ≥ 3 be a random geometric graph.
Let r = (c ln n)/(Υdn)1/d and where c > 1 is a constant. Then whp

CG ∼ c ln
(

c

c − 1

)
n lnn. (3)

Here Υd = (πd/2)/Γ (d/2 + 1) is the volume of the unit ball D(0, 1) in d dimen-
sions.

3.3 Multiple Particle Walks

Suppose there are k ≥ 1 particles, each making a simple random walk on a
graph G. Essentially there are two possibilities. Either the particles are Oblivious
or Interactive. Oblivious particles act independently of each other, and do not
interact on meeting. They may however interact with vertices, possibly in a
way determined by previous visits of other particles. Interactive particles, can
interact directly in some way on meeting. We assume that interaction only occurs
when meeting at a vertex, and that the random walks made by the particles are
otherwise independent. Various models and questions arise, e.g.

– Multiple walks. For k particles walking independently, we establish the
cover time CG(k) of G.

– Talkative particles. For k particles walking independently, which commu-
nicate on meeting at a vertex, we study the expected time to broadcast a
message.
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– Predator-Prey. For k predator and � prey particles walking independently,
we study the expected time to extinction of the prey particles, when preda-
tors eat prey particles on meeting at a vertex.

– Coalescing particles. For k particles walking independently, which coa-
lesce on meeting at a vertex, we study the expected time to coalesce to a
single particle.

– Annihilating particles. For k = 2� particles walking independently, which
destroy each other (pairwise) on meeting at a vertex, we study the expected
time to extinction.

The motivation for these models comes from many sources. Using random walks
to test graph connectivity is an established algorithm, and it is appealing to speed
up this by parallel searching [11], [7]. Similarly, properties of communication,
such as broadcasting and gossiping, between particles moving in a network, is a
natural question. In this context, the predator-prey model represents interaction
between server and client particles, where each client needs to attach to a server.

Coalescing and annihilating particle systems are part of the classical theory of
interacting particles (see e.g. [3]). A system of coalescing particles where initially
one particle is located at each vertex, corresponds to another classical problem,
the voter model, which is defined as follows: Initially each vertex has a distinct
opinion, and at each step each vertex changes its opinion to that of a random
neighbour. It is known that the expected time for a unique opinion to emerge,
is the same as the expected time for all the particles to coalesce. By establishing
the expected coalescence time, we obtain the expected time for voting to be
completed.

The cover time of a random walk on a random r-regular graph was studied in
[14], where it was shown with high probability (whp), that for r ≥ 3 the cover
time is asymptotic to θrn lnn, where θr = (r − 1)/(r − 2).

In [20] we prove the following (whp) results, arising from the study of multiple
random walks on a random regular graph G. For k independent walks on G, the
cover time CG(k) is asymptotic to CG/k, where CG is the cover time of a single
walk. For most starting positions, the expected number of steps before any of
the walks meet is θrn/

(
k
2

)
. If the walks can communicate when meeting at a

vertex, we show that, for most starting positions, the expected time for k walks
to broadcast a single piece of information to each other is asymptotic to 2 lnk

k θrn,
as k, n → ∞.

We also establish properties of walks where there are two types of particles,
predator and prey, or where particles interact when they meet at a vertex by
coalescing, or by annihilating each other. For example, the expected coalescence
time of k particles tends to 2θrn as k → ∞; the expected extinction time of k
explosive particles (k even) tends to (2 ln 2)θrn as k → ∞. Suppose k predator
and � prey particles make random walks, starting in general position (not too
near each other). Let Dk,� be the extinction time of the prey. Then E(Dk,�) ∼
θrH�

k n.
The case of n coalescing particles, where one particle is initially located at

each vertex, corresponds to a voter model defined as follows: Initially each vertex



Random Walks on Random Graphs 103

has a distinct opinion, and at each step each vertex changes its opinion to that
of a random neighbour. The expected time for a unique opinion to emerge is the
expected time for all the particles to coalesce, which is asymptotic to 2θrn.

Combining results from the predator-prey and multiple random walk models
allows us to compare expected detection time in the following scenarios: both
the predator and the prey move randomly, the prey moves randomly and the
predators stay fixed, the predators move randomly and the prey stays fixed. In
all cases, with k predators and � prey the expected detection time is θrH�n/k,
where H� is the �-th harmonic number. A application of this is with the predators
as government agents and the prey as criminals.

3.4 Random Walks on Random Graph Processes

If we consider a random graph process (G(t), t = 0, 1, ...) in which the graph
evolves at each step by the addition of vertices and/or edges then the random
walk is searching a growing graph, so we cannot hope to visit all vertices of the
graph.

For example, consider a simple model of search, on e.g. the www, in which
a particle (which we call a spider) makes a random walk on the nodes of an
undirected graph process. It is presumed that the spider examines the data
content of the nodes for some specific topic. As the spider is walking the graph
is growing, and the spider makes a random transition to whatever neighbours
are available at the time. For simplicity, we assume that the growth rate of the
process and the transition rate of the random walk are similar, so that the spider
has at least a chance of crawling a constant proportion of the process. Although
the edges of the www graph are directed, the idea of evaluating models of search
on an undirected process has many attractions, not least its simplicity.

We study the success of the spider’s search on comparable graph processes of
two distinct types: a random graph process and a web graph process [13]. In the
simple process we consider, each new vertex directs m edges towards existing
vertices, either choosing vertices randomly (giving a random graph process) or
copying according to vertex degree (giving a web graph process). Once a vertex
has been added the direction of the edges is ignored.

We consider the following models for the graph process G(t). Let m ≥ 1 be a
fixed integer. Let [t] = {1, ..., t} and let G(1) ⊂ G(2) ⊂ · · · ⊂ G(t). Initially G(1)
consists of a single vertex 1 plus m loops. For t ≥ 2, G(t+1) is obtained from G(t)
by adding the vertex t and m randomly chosen edges {t + 1, vi}, i = 1, 2, . . . , m,
where

Model 1: Vertices v1, v2, . . . , vm are chosen independently and uniformly with
replacement from [t].

Model 2: Vertices v1, v2, . . . , vm are chosen proportional to their degree after
step t. Thus if d(v, τ) denotes the degree of vertex v in G(τ) then for v ∈ [t] and
i = 1, 2, . . . , m,

Pr(vi = v) =
d(v, t)
2mt

.
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While vertex t is being added, the spider S is sitting at some vertex Xt−1 of
G(t−1). After the addition of vertex t, and before the beginning of step t+1, the
spider now makes a random walk of length �, where � is a fixed positive integer
independent of t.

Let η�,m(t) be the expected proportion of vertices which have not been visited
by the spider at step t, when t is large. If we allow m → ∞ we can get precise
asymptotic values. Let η� = limm→∞ η�,m, then

(a) For Model 1,

η� =

√
2
�
e(�+2)2/(4�)

∫ ∞

(�+2)/
√

2�

e−y2/2 dy, η1 = 0.57 · · · , and η� ∼ 2/� as � → ∞.

(b) For Model 2

η� = e�2�2
∫ ∞

�

y−3e−y dy, η1 = 0.59 · · · , and η� ∼ 2/� as � → ∞.

So for large m, t and � = 1 it is slightly harder for the spider to crawl on a
webgraph whose edges are generated by a copying process (Model 2) than on a
uniform choice random graph (Model 1).

3.5 Constructing Random Networks Using Random Walks

Bourassa and Holt [9] propose a decentralised protocol for P2P networks based
on random walks. If a vertex in the network needs an address of a random ver-
tex, then it initiates a random walk and gets the address of the vertex reached
at some specified step of the walk. The protocol constructs a 4-regular random
graph. Their protocol, however, cannot reconnect the network if it becomes dis-
connected.

In [21] we describe a randomized algorithm for assigning neighbours to vertices
joining a P2P network. The aim of the algorithm is to maintain connectivity,
low diameter and constant vertex degree. On joining each vertex donates a con-
stant number c of tokens to the network. These tokens contain the address of the
donor vertex. Tokens make independent random walks in the network. A token
can be used by any vertex it is visiting, to establish a connection to the donor
vertex. This allows vertices which initially join in an arbitrary manner (e.g to a
friend/super-node) to be re-allocated to a random set of neighbours although the
overall vertex membership of the network is unknown. The new vertex joins ar-
bitrarily, collects m tokens, attaches to the vertices whose addresses they contain
and detaches from its original contacts.

If t is the size of the network, then the diameter of the network is O(ln t) for
all t, with high probability. The network is extremely robust under adversarial
deletion of vertices and edges and actively reconnects itself when broken. As an
example of the robustness of this model, suppose an adversary deletes edges from
the network leaving components of size at least t1/2+δ, δ > 0 small. With high
probability the network rapidly reconnects itself by replacing lost edges using
tokens from the token pool.
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Abstract. Swarm Microrobotics aims to apply Swarm Intelligence al-
gorithms and strategies to a large number of fabricated miniaturized au-
tonomous or semi-autonomous agents, allowing collective, decentralized
and self-organizing behaviors of the robots. The ability to establish basic
information networking is fundamental in such swarm systems, where
inter-robot communication is the base of emergent behaviors. Optical
communication represents so far probably the only feasible and suitable
solution for the constraints and requirements imposed by the develop-
ment of a microrobotic swarm. This paper introduces a miniaturized
optical communication module for millimeter-sized autonomous robots
and presents a computer-simulated demonstration of its basic working
principle to exploit bio-inspired swarm strategies.

Keywords: micro-optics, optical communication, microrobotics, swarm
intelligence.

1 Introduction

Microrobotics is a field of the scientific and technological research that aims for
the development of miniaturized autonomous or semi-autonomous systems. Mi-
crorobotics has a particular relevance in the development of a relatively new sci-
entific discipline named Swarm Robotics. This aims to apply Swarm Intelligence
strategies [1] to a large number of robotic agents, allowing collective, decentral-
ized and self-organizing behaviours of the robots, possibly leading to a global,
often bio-inspired, intelligent behavior of the swarm on the base of few simple
basic rules, while considering issues of robustness and scalability. It is indeed
in the perspective of miniaturization that Swarm Robotics becomes meaningful,
leading to the concept of Swarm Microrobotics. Actually, microrobots have by
construction very limited capabilities, thus they need to operate in very large
groups, or swarms, in order to have any appreciable effect on the “macroworld”.
In order to produce a large number of them, mass-fabrication and mass-assembly
by means of Microtechnologies should be pursued.

M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 107–119, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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The cooperation between swarming agents is the key to the accomplishment
of a desired task of the swarm. Communication plays a primary role in that,
requiring important features to the communication system, without demanding
too high resources. Communication capabilities in a microrobot are strongly lim-
ited by the microrobot size and power available on board. The first implies that
only miniaturized communication systems can be integrated, while the latter im-
poses strict limits on communication distance and bit-rate. In addition, in order
to exploit mass-fabrication, the system itself has to be relatively simple to al-
low automatic fabrication and assembly procedures. Following these constraints
and a vast survey of possible communication technologies, optical communica-
tion demonstrated to be currently the only suitable and feasible solution for
millimeter-sized microrobots. Indeed, also some of the most relevant multi-agent
or swarm systems of inch-sized microrobots exploit (mainly) optics as a commu-
nication mean, e.g. iRobot [2], Alice [3] and Jasmine [4] robotic swarms.

Up to author’s knowledge nobody has never attempted the mass-production
of optical communication modules for millimeter-sized autonomous microrobots
as those developed in the I-SWARM project.

1.1 The I-SWARM Project

The challenge to develop a miniaturized communication module to be inte-
grated in (one of) the up-to-date world’s smallest autonomous robot has been
attempted in the frame of the I-SWARM project [5] [6], under the European
Future and Emerging Technologies (IST-FET) Programme. The project aims
to mass-produce autonomous millimeter-sized microrobots, which can then be
employed as a “real” swarm capable to demonstrate observable emergent self-
organization effects similar to those observed within ecological systems like ant
states, bees colonies and other insect aggregations.

Only a few millimeter-sized autonomous robots (with limited functionalities)
have been demonstrated in literature, e.g. [7], however, none of them approached
the problem from a mass-production viewpoint. Actually, the concept of Swarm
Microrobotics becomes (particularly) meaningful and powerful in correlation
with this last issue.

The I-SWARM microrobots consist of a stack of assembled chip-modules for
a whole size of about 3 × 3 × 3 mm3. An overview of the robotic modules
and assembly process is in [8]. One of the final CAD design of the microrobot
and a first prototype are reported in Fig. 1. Several tens of microrobots have
already been assembled with an automatic machine-based process and are cur-
rently under testing. Each robot has a weight and volume of less than 70 mg
and 23 mm3 respectively. Although complete functionality of assembled robots
is still heavily affected by the yield of the fabrication of each modules and of the
assembly process itself, it is due to point out one of the most relevant results of
the project from the hardware viewpoint: the establishment of a (preliminary)
method for mass production and assembly of “chip-robots”, a goal envisioned
by some robotic experts in the past, e.g. [9], but a challenge never completely
faced.
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(a) (b)

Fig. 1. CAD models of a final version of the I-SWARM autonomous microrobot; a)
CAD drawing of the fully assembled robot ( c© P. Corradi (2007)): (1) Solar cell for
energy scavenging from a double-lamp system equipping a custom small arena where
microrobots will operate; (2) Optical communication module [10] [11]; (3) Electronics
(Application Specific Integrated Circuit - ASIC) [12]; (4) Vibrating contact sensor:
a vibrating cantilever with feedback sensor to be employed as touch-sensor to locate
object/obstacles [13]; (5) Piezoelectric P(VDF-TrFE) legs, which are made vibrating
for moving the robot [14]; (6) Capacitors; (7) Flexible printed circuit (FPC) backbone;
b) One of the produced I-SWARM microrobots on a human thumb nail; this robot
version is slightly different from the CAD model in (a) (courtesy of the I-SWARM
Consortium and Uppsala University)

2 A Miniaturized Communication Module for
Microrobots

Bio-inspiration has been the original approach in the effort to conceive a commu-
nication system that could let the development of swarm strategies demonstrated
by some insects (e.g. ants, bees, wasps and termites). Therefore, initial work was
focused on studying and trying to technologically conceive devices able to re-
produce the interaction systems and methods that nature has evolved among
insects of a same swarm. One of the most diffused communication systems used
in natural swarms is based on the release of a chemical called pheromone. This
demonstrated to be an extremely efficient technique in nature to develop emer-
gent behaviours in swarms. However, the technical development of systems able
to reliably release and detect chemicals along the time is a critical issue. As a
consequence, several attempts to design communication systems for millimeter-
sized robots were based on standard technological approach such as radio wave
transmission or magnetic induction (e.g. [15]), however, only optics showed to be
feasible according to the space and power constraints on board the microrobot
(where the communication module has to share with the locomotion module
a power budget of less than 0.8 mW at 3.6 V, and integrated capacitors can
guarantee only very short and limited high power pulses for information trans-
mission) and suitable for developing swarm strategies, mainly due to its feature
of directionality in signal transmission.

In literature, there are some relevant examples of miniaturized communication
systems (more conceived as nodes in communication networks rather than for



110 P. Corradi et al.

equipping microrobots). In the frame of the Smart Dust project a device has been
demonstrated based on a system of passive reflection of a LASER-based optical
signal [16]. The system disadvantageously requires high voltages (about 100 V )
for actuation. A similar miniaturized communication system has been introduced
by the Speckled Computing project [17], but to the authors’ knowledge not a
single prototype has been built so far. Moreover, both the mentioned systems
cannot assure proper information broadcasting in all the directions as required by
swarm applications, because they are conceived more for far-range and focused
optical emission. In addition, the conceived architecture is not likely to be easily
produced by means of mass-fabrication processes, a basic requirement for the
development of a swarm of microrobots.

2.1 Hardware Description

The optical module was completely designed taking into account mass-fabrication
issues, and aiming at minimize the architecture, while reaching a sufficient func-
tionality. The final design consisted of a 9 mm3-body composed of a thin substrate,
sub-mm sized photoemitter and photodetector dies (ELC-870 series and EPC-
880-0.5 respectively, from Epigap, working in the 870−880nm light range), which
are integrated and wire-bonded along the borders of the substrate and controlled
by the microrobot ASIC, 0201-sized surface-mounted resistors in the centre and a
reflecting structure placed over the substrate, aimed at deflecting the incoming sig-
nals towards the photodetectors and at deflecting the signals generated and verti-
cally emitted by the photoemitters toward the surroundings. The mirror structure
was fabricated as a moulded transparent polymer body with a central pit with re-
flective 45◦-sloped walls, covering and embedding the assembled devices. A CAD
design is shown in Fig. 2(a). In Fig. 2(c) some of the final and fully functional fab-
ricated optical modules: the polymer mirror looks black-colored because a visible
light-blocking black-dye (EpolightTM 7276A) was mixed into the polymer for am-
bient light rejection (up to about 850 nm). The pyramidal pit of the mirror were
sputtered with chromium, in order to form reflective surfaces to deflect the light.

(a) (b) (c)

Fig. 2. a) Final CAD design of the optical module (size: 3× 3× 1.2 mm3), with LEDs
(small boxes) and photodiodes (larger boxes) along the borders of the substrate, and
resistors in the center; the modules has to be turned up-side down in the microrobot,
see Fig. 1(a); (b) Mass-produced optical modules diced by LASER machine (mirrors are
not sputtered); (c) Close view of mass-produced optical modules (one is turned up-side
down showing the bottom-side electrical contacts) with metal sputtered mirrors.
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2.2 Communication Properties

The optical properties of the communication module were firstly simulated before
fabrication and experimentally characterized afterwards [11]. Tests were carried
out to determine its radiation pattern and also its communication range, both
in laboratory conditions and under the nominal illumination conditions of the I-
SWARM arena. In Fig. 3 the set of measured points around the module with the
same detected value of emitted light intensity, starting from a fixed value (e.g.,
the free-error communication intensity value at 15 mm distance) is reported and
compared to the corresponding theoretical pattern reported as dotted line (and
calculated starting from the consideration that the emission from each side of the
optical module is Lambertian). The measured pattern results wider on the LED
side due probably to bulk and surface scattering of the light in the polymer of the
optical module. A significant overlapping of the free-error communication zone
between adjacent sides of the module would evidently occur. This feature might
be advantageous in order to improve the angular resolution in communication,
by exploiting serial emission of the four LEDs (each identified with a specific
code, see the next section 2.3) of the transmitting microrobot: in the signal-
overlapping zone the receiving microrobot will be able to receive, consecutively
in time, both the signals emitted by adjacent sides of the microrobot, thus better
understanding the relative orientation of the transmitting microrobot.

For signaling, a defined digital protocol has been used [18], where only ex-
tremely short pulses (30 µs long) are emitted. Each single bit is started by a
pulse; if this pulse is followed by a second pulse (after a software-adjustable time
period), then the symbol is interpreted as a logic ’1’, if the second pulse is missing,

Fig. 3. Polar plots of the error-free communication pattern generated by one side only
of the optical module: the continuous line plots measured data starting from a max-
imum distance of 15 mm; the dotted elliptical-like line represents the calculated ra-
diation pattern; the sectioned darker line, defining a 90◦-wide circular sector, is the
radiation pattern as theoretically considered in the algorithms presented in the follow-
ing and as it is modeled in the simulation described in the section 3. The module size
in the centre is exaggerated for clarity (it should be only a central point). Units are
degrees for the angles and mm for the distance.
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as a logic ’0’. A beginning of a data frame is marked by three consecutive pulses.
The ASIC hardware supports a frame length between 1 and 32 bits. Bit rate
can be adjusted by software from 83 bps to 2083 bps. The average maximum
power consumption on a 32-bit frame at the lowest transmission speed is 36.6µW
(438.5 µW at 1 Kbps), with a peak power consumption of 7.2 mW (2 mA at
3.6 V ). Error-free directional communication capability was demonstrated with
the optical modules up to 20 mm in standard laboratory conditions with a sup-
plied current of 2 mA and using standard laboratory electronics. By using the
ASIC both for transmission and reception the same distance decreased down to
9 mm. Due to powering illumination in the final arena set-up, the inter-robot
communication distance was further reduced to 4.5 mm. Several realistic im-
provements to increase performances of the whole system have been considered
for future works.

2.3 A Basic Communication Strategy between Microrobots

The introduced optical system allows a basic directional communication strat-
egy for both collision avoidance between microrobots and a cooperative behavior
without any external supervision, as described in the following. A similar tech-
nique is described in [19] for multi-agent robotic applications, but for much
larger robots. During communication each LED belonging to one microrobot is
identified with a particular bit string; in the case of four LEDs, two-bit strings
are enough: 00, 01, 10, 11 (Fig. 4(a)). In this way surrounding microrobots can
detect not only the presence and position of one or more microrobots, but also
understand if it/they are on a direct collision course and react accordingly. The
mentioned cooperative strategy is illustrated in Fig. 4. The strategy is based on
the following steps: a microrobot MR1 finds a target or obstacle and a micro-
robot MR2 enters MR1’s communication range. In a more general configuration,
the microrobot MRN+1 needs to know:

A. The relative direction of the microrobot MRN (which is understood depend-
ing on which of the MRN+1’s photodiode(s) receives the signal);

B. The relative orientation of MRN (received by bit communication);
C. The target direction vector with reference to MRN (received by bit commu-

nication).

Combination of points B and C transposes the vector of the target from the
reference of MRN to the reference of MRN+1. In this way the vector named V
in Fig. 4(b) is acquired from MRN+1 relatively to its own reference system. The
final vector VF for the target direction is obtained by calculating the vector sum
of the components of the acquired vector V and the vector VR, introduced in
point A. This allows each microrobot to know the direction to the target (and
eventually also the distance, if VR is thought to have a known value, proportional
to, for instance, the detected intensity of the received signal). Fig. 4(c) shows an
example of the propagation of this strategy to several members of the swarm and
the formation of a vector trail. In this basic form, it is possible to think that as
soon as the microrobot MRN+1 enters the MRN ’s communication range, it stops
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(a) (b) (c)

Fig. 4. (a) Representation of a theoretical emission pattern of the optical module
mounted into the microrobot; (b) Vector sum for reconstruction of the direction of
the target (e.g. a match): VF = VR + V ; (c) Optical network established inside the
swarm: darker vectors are the VR for each microrobot and define the forming trail; the
circles defines the theoretical border of the communication range for each microrobot.
c© P. Corradi (2007)

and starts to forward the signal. In this way the technique allows information
broadcasting within the swarm, creating a motionless communication network,
that extends in time, thus increasing progressively the probability that other
microrobots could meet it and, therefore, receive information.

The main issue regarding the working principle of the developed communica-
tion module and the introduced basic communication strategy consists in a poor
angular resolution for the identification of direction and relative orientation be-
tween microrobots, because only four directions basically can be discriminated.
Nevertheless, the bio-inspired swarm algorithm, presented in the next section 3,
which is based on these basic rules, demonstrates in simulations collective swarm
behaviours and the establishment of an emergent network, which, in this case,
is also “mobile” (microrobots keep moving while receiving messages). Although
the optical properties of the described communication module are modeled in
the simulation in a simplified way (in particular, as clearly visible in Fig. 3,
the modeled radiation pattern does not reproduce a considerable part of the
measured optical pattern), the results are significant because they introduce a
preliminary demonstration of the possibility to implement swarm strategies on
the base of the minimal communication module developed and the simple rules
described. The same strategies will be tested in the final physical microrobotic
swarm as soon as enough fully functional microrobots will be available.

3 A Bio-Inspired Vector-Based Swarm Algorithm

For swarm-robotic algorithms, nature offers a variety of sources of inspiration by
providing a multitude of biological solutions to “swarm problems”. It is desired
to find algorithms that are easy enough to be implemented with the limited
computational capabilities available on board autonomous swarm microrobots.
Besides that, the algorithms should be robust enough to work in a noisy envi-
ronment, sensed through imperfect sensors, flexible enough to be able to deal
with rapidly changing environments. Obviously, the algorithms should also scale
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well to be used in ever-increasing swarm sizes, as they are used in today’s swarm
robotics [20]. These constraints require a decentralized local-neighbour based
communication, as it is frequently found in natural swarm systems [21]. On the
base of the features of the introduced communication module and on the de-
scribed vector-transmission technique, we describe here the basic principles of a
bio-inspired communication and navigation algorithm, which is based on simple
vector communication, as it is found in honeybees [22], and on vector summation,
as it is found in the desert ant Cataglyphis [23] [24]. We demonstrate here, how
this vector-based algorithm can allow hundreds of robots to allocate themselves
at the right places in the arena and to organize themselves into self-organized
trails in a multi-source/one-target scenario.

The algorithm is based on the communication of simple vectors within a
swarm of microrobots equipped with the described communication module. This
was modeled in the simulations merely at a functional level, characterized by
a set of 4 light emitters and sensors, which emit and perceive horizontally in
four directions (front, rear, left, right) with 90◦ between the central transects
of each emitted light beam. No light physics was implemented at this stage,
the simulation limited to show the emergent cooperative effect based on the
theoretical working principle of the optical module, although several realistic
conditions were implemented, see in the following. The communicated messages
consist of 3 integer values and 3 boolean signals: The Boolean (On/Off) signals
indicate the internal status of the sending robot, two integer values are used for
communicating the vector towards the target, and one integer value is used as
a hop-count, which allows to identify the “age” of the message. The necessary
calculations performed within the robots are simple additions of vectors as well
as “if-else” statements.

The testbed for the proposed algorithm is the simulator “LaRoSim v.66” [25],
which is a multi-agent bottom-up simulation of a swarm of I-SWARM robots.
The robotic swarm is tested in a cleaning scenario, in which the robots have to
encounter dirt areas (sources), attract other robots to these source areas and
then move on an as-short-as-possible path to a designated dump area (target).
The robots can sense the source area and the target area only if they are already
located there and can then communicate messages to other nearby robots within
a circular neighbourhood of 3.5 robot-diameters. The vector-based algorithm is
described as follows:

1. All robots start unloaded (no dirt particles loaded) at randomized positions
in the arena, are headed in randomized directions, and move straight ahead.

2. If a robot senses another robot or an obstacle in front, it turns away of the
encountered obstacle.

3. If an unloaded robot realizes that it is located on a source area, it picks up
a particle and emits a specific boolean signal (signal-1 ) and an additional
signal coding for the LED used. An additional hop-count is also attached to
each message. As this robot is located directly on the source area, the hop-
count is set to 1, what indicates information of the highest possible quality.
After some time-steps, this robot picks up a dirt particle and significantly
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changes its internal status this way. See step 7 for this robot’s further be-
havioural rules.

4. If another robot receives the signal-1 and the corresponding orientation code,
it calculates the relative angle to the robot that is located on the source area
and adds the vector (V ) that was transmitted by communication. This way,
the receiving robot can calculate the resulting vector (VF ), which should
point directly to the robot located on the source. The robot then starts
to emit another specific boolean signal (signal-2 ), which indicates that the
robot is not located on the source area, but is receiving “high-quality” in-
formation directly from a robot that is located on the source area. It also
emits the vector towards the source area, as well as a beam-specific (LED)
code. At the end of the message, a hop count (now increased to 2) is sent.

5. Other robots can receive this message and can update their own vector
towards the source area, as long as the hop-count of the received message is
below or equal to the already stored information.

6. All unloaded robots that receive such a vector message turn towards the
location of the source area and move a small distance forward before they
receive new information, calculate new resulting vector by vector summation
and they transmit this new vector again to their neighbours.

7. For describing the behaviour of loaded robots, the same rules as mentioned
in the steps 3-6 apply, except that the term “unloaded” has to be replaced
by the term “loaded” and the term “source” has to replaced by the term
“target”: These robots move in trail formation from the source areas (dirt)
towards the target areas (dumps). As soon as they reach the dump area,
they drop the carried dirt particle there, change their status to “unloaded”
and continue with step 1.

For testing this algorithm in the simulator under realistic conditions, an er-
ror in communication (P break communication) was assumed. Furthermore we
assumed that robots cannot measure distances and could not perform angular
measurements to other robots, they can only discriminate the side the other
robot is located relative to themselves (front, rear, left, right) by evaluating the
photodetector that received the message from the other robots. For calculating
the vectors to other robots, the robots use a “standard distance”, which reflects
the half of the maximum communication range, and they use a “standard an-
gle”, which reflects the median transect of the area covered by the receiving
photodetector. To allow outdated (not-reinforced) information to leave the sys-
tem, two additional rules were implemented: With a given probability of 20%,
a robot spontaneously forgets its information and refreshes its internal memory
by accepting information from other nearby robots. Except for this case, robots
accept only communicated vectors with hop-counts less or equal to their own
stored “old” information. To prevent the robots from aggregating too densely
in specific parts of the arena (e.g. source areas, target areas), we prevented a
fixed fraction (10%) of the robots from navigating towards the points that are
communicated by the vectors. These robots (“scouts”) perform just the random
walk and communicate with neighbours, thus their important role is to provide
a bridge in the swarm network from one aggregation area to the others.
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3.1 Results

The simulated arena setup in the cleaning scenario consists of an arena wall
(outer boundary), four dirt areas (sources) in the corners of the rectangular
arena, and one central target area (dump), see Fig. 5.

Fig. 5. Screenshot of the simulation scenario: Light-grey boxes indicate unloaded
robots. Dark-black boxes indicate loaded robots. They move on a chessboard-like arena,
where every grey square represents a patch. In the corners of the arena, four rectan-
gular dirt areas (sources) are shown. In the center of the arena, a cross-shaped dump
area (target) is shown. Robots should transport dirt particles from the sources to the
target in as direct as possible trails.

By varying the parameter P break communication and the number of robots
on the arena (i.e. the swarm density in the arena, expressed in percentage by
the parameter swarm density), we show the robustness of the algorithm. To
visualize the results, we tracked the paths of all loaded robots and coded them
as shades of grey on the arena floor. The darker an area is, the more loaded
robots have been located on that patch of the arena. As Fig. 6 shows, both
parameters affect significantly the directness of the robots’ motion. However,
under all tested circumstances the robot swarm was always able to form a trail
heading clearly towards the central dump area.

As the probability of communication breaks increases (Fig. 6, from left to
right column), the trails get (slightly) wider, indicating less optimal naviga-
tion towards the central target area. As the swarm intensity increases (Fig. 6,
from top to bottom row), the global swarm behaviour changes: With a den-
sity of 5% (swarm density = 0.05, corresponding to a swarm size of 109 robots,
Fig. 6(a),(b),(c)), no trails emerge at all. The robots’ motion show just random
trajectories, because the distances between robots are too large to allow longer
chains of robot-to-robot communication, thus no network is estalished. With a
swarm density of 15% (i.e. 328 robots, Fig. 6(d),(e),(f)), the robots clearly ap-
proach the central target. The smaller the communication failure rate, the clearer
the emerging trails are (compare Fig. 6(d),(e),(f)). With a swarm density of 25%
(i.e. 547 robots, Fig. 6(g),(h),(i)), still prominent trails emerge. But most robots
accumulate in a ring-shaped structure around the target, not on the target area
itself. The high swarm density leads to the fact that a large number of robots
that were initially located on the target area got trapped by the dense trail
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Fig. 6. The effect of the parameters swarm density (s d) and P break communication
(P b c) on the directness of the swarm’s navigation

heading towards this target area. Thus, a robot density of 15% was found to be
a near-optimal swarm-density for the given scenario.

Finally we wanted to investigate how these parameters affect the efficiency of the
robotic swarm. For all the 9 parameter combinations, corresponding to Fig. 6(a)-
(i), the number of picked-up and delivered dirt particles was measured. The result
states that a swarm density of 15% and a value of P break communication of 5%
is optimal for particle delivery. A higher swarm density can increase the number
of picked-up dirt particles but results in a significantly lowered number of deliv-
ered particles due to the emergence of the dense ring-shaped robot trail around the
delivery area.

4 Conclusions

We have introduced a novel mass-producible miniaturized 3×3×1.2 mm3 com-
munication system for swarming microrobots, whose architecture allows the ex-
ploitation of a simple communication strategy based on the transmission of vecto-
rial information. The possibility to form communication networks between more
and more tiny mobile robots is indeed based on solutions of minimal, thought
functional, communication hardware and the exploitation of distributed and de-
centralized intelligence in suitable large multi-agents systems or swarms. The
presented bio-inspired vector-based algorithm is a robust and computational
easy algorithm, which bases on the working principle of the developed optical
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module and requires only very limited computational power of the robots it is
executed on. With 3 Boolean and 3 integer values (per motion cycle), the re-
quired bandwidth of communication is low (less than 17 bps). Simulation results
show that using simple navigation rules and limited nearest-neighbour communi-
cation, a desired and well directed collective swarm behaviour, e.g., trail forma-
tion, can be achieved. The robotic swarm demonstrated to work with a variety
of parametrizations, as well as with a high number of target areas, leading to a
complex pattern formation of autonomously emerging trails of loaded robots all
heading towards a single target, starting from several “trail sources”.

Future works include modeling the measured emission/reception radiation
pattern of the fabricated optical module in the simulator, and, finally, experi-
mental tests with the fabricated microrobots.
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project (grant IST-2004-507006) of the Future and Emerging Technologies (IST-
FET) Programme within the European 6th Framework Programme.
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In: Şahin, E., Spears, W.M. (eds.) Swarm Robotics 2004. LNCS, vol. 3342, pp. 10–
20. Springer, Heidelberg (2005)

21. Camazine, S., Deneubourg, J.L., Franks, N., Sneyd, J., Theraulaz, G., Bonabeau,
E.: Self-Organization in Biological Systems. Princeton University Press, New York
(2001)

22. Frisch, K.V.: Tanzsprache und Orientierung der Bienen. Springer, Berlin (1965)
23. Andel, D., Wehner, R.: Path integration in desert ants, Cataglyphis: how to make

a homing ant run away from home. Royal Society London B 271, 1485–1489 (2004)
24. Collett, M., Collett, T.S., Bisch, S., Wehner, R.: Local and global vectors in desert

ant navigation. Nature 394, 269–272 (1998)
25. Schmickl, T., Crailsheim, K.: Trophallaxis within a robotic swarm: bio-inspired

communication among robots in a swarm. Autonomous Robots 25, 171–188 (2008)



M. Cheng (Ed.): NanoNet 2008, LNICST 3, pp. 120–122, 2009. 
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009 

Counting Photons Using a Nanonetwork of 
Superconducting Wires 

Andrea Fiore1, Francesco Marsili1,2, David Bitauld1, Alessandro Gaggero3,  
Roberto Leoni3, Francesco Mattioli3, Aleksander Divochiy4, Alexander Korneev4, 

Vitaliy Seleznev4, Nataliya Kaurova4, Olga Minaeva4, and Gregory Gol’tsman4 

1 Eindhoven University of Technology, P.O. Box 513, NL-5600MB Eindhoven,  
The Netherlands 

a.fiore@tue.nl 
2 Ecole Polytechnique Fédérale de Lausanne (EPFL),  

Institute of Photonics and Quantum Electronics (IPEQ), Station 3,  
CH-1015 Lausanne, Switzerland 

3 Istituto di Fotonica e Nanotecnologie (IFN), CNR, via Cineto Romano 42,  
00156 Roma, Italy 

4 Moscow State Pedagogical University (MSPU), Department of Physics,  
119992 Moscow, Russian Federation 

Abstract. We show how the parallel connection of photo-sensitive supercon-
ducting nanowires can be used to count the number of photons in an optical 
pulse, down to the single-photon level. Using this principle we demonstrate 
photon-number resolving detectors with unprecedented sensitivity and speed at 
telecommunication wavelengths. 

A superconducting nanowire biased close to the critical current can be used as a 
single-photon detector [1]: As a photon is absorbed, a nanoscale hot-spot is formed, 
producing a resistive transition across the wire, which is detected as a voltage pulse in 
the external circuit. However, a single wire (usually patterned into a meander shape to 
increase the active area) has a response nearly independent of the number of incident 
photons, as the resistance produced by the absorption of a single photon is sufficient 
to divert all the current to the external circuit. We have recently proposed [2] a novel 
detector architecture, the “Parallel Nanowire Detector” (PND), which provides an 
output electrical pulse whose amplitude is proportional to the incident photon number. 
The basic structure of the PND is the parallel connection of N  superconducting 

nanowires, each connected in series to a resistor 0R  (Fig. 1). In this parallel 

configuration, the currents from different wires can sum up on the external load, 
producing an output voltage pulse proportional to the number of photons. 

PNDs were fabricated on ultrathin NbN films (4nm) on MgO and R-plane sapphire 
using electron beam lithography (EBL) and reactive ion etching. Detector size ranges 
from 5x5 µm2 to 10x10 µm2 with the number of parallel branches varying from 4 to 14. 
The nanowires are 100 to 120 nm wide and the fill factor of the meander is 40 to 60%.  
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Fig. 1. Equivalent circuit of a PND 

 

Fig. 2. Oscilloscope histograms during photodetection by a PND with 4 parallel wires. Up to 
four photons are detected. 

The length of each nanowire ranges from 25 to 100 µm. Designs with and without the 
integrated bias resistors were tested.  

The photoresponse of a PND with four parallel wires probed with light at 1.3 µm 
was recorded by a sampling oscilloscope (Fig. 2). All four possible amplitudes can be 
observed. The pulses show a full width at half maximum (FWHM) as low as 700 ps. 
PNDs showed counting performance when probed with light at 26 and 80 MHz 
repetition rate, outperforming any existing PNR detector at telecom wavelength by 
three orders of magnitude.  

The one-photon quantum efficiency η at 1.3 µm and dark-counts rate DK were 
measured as a function of bias current. The lowest DK value measured was 0.15 Hz 
for η∼2% (yielding a noise equivalent power NEP=5.6x10-18 W/Hz1/2), limited only 
by the room temperature background radiation coupling to the PND. Additionally, 
unlike most PNR detectors, no multiplication noise can be observed in PNDs, as the 
width of the histogram peaks is independent of the number of detected photons.  

In conclusion, a new photon-number-resolving detector, the Parallel Nanowire 
Detector, has been demonstrated, which significantly outperforms existing approaches 
in terms of sensitivity, speed and multiplication noise in the telecommunication 
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wavelength range. The ability to measure the photon number is a key asset in quantum 
optical information processing, where states with a well-defined photon number are 
routinely used for the transmission and processing of quantum information. 
Additionally, by further extending this concept we envisage the fabrication of analog 
detectors with large dynamic range (>30 photons) and single-photon sensitivity, which 
would bridge the gap between conventional detectors and single-photon detectors, for 
applications in optical sensing and communications.  
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Abstract. A computational model of molecularly communicating
mobile nanomachines is defined. Nanomachines are modeled by a vari-
ant of finite-state automata—so-called timed probabilistic automata—
augmented by a severely restricted communication mechanism captur-
ing the main features of molecular communication. We show that for
molecular communication among such motile machines an asynchronous
stochastic protocol originally designed for wireless (radio) communica-
tion in so-called amorphous computers with static computational units
can also be used. We design an algorithm that using the previous pro-
tocol, randomness and timing delays selects with a high probability a
leader from among sets of anonymous candidates. This enables a proba-
bilistic simulation of one of the simplest known model of a programmable
computer—so-called counter automaton—proving that networks of mo-
bile nanomachines possess universal computing power.

Keywords: molecular communication; nanomachines; timed probabilis-
tic automata; communication protocol; universal computing.

1 Introduction

Nanomachines are molecular cell-sized artificial devices or engineered organ-
isms produced by self-assembly or self-replication, capable of performing simple
tasks such as actuation and sensing (cf. [4]). Construction of various nanoma-
chines seems to be entirely within reach of current nano- and bio-technologies
(cf. [3]). Once constructed and endowed with a certain sensor and actuating
abilities communication among nanomachines becomes an important problem.
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Corresponding molecular mechanism design presents a great challenge for nano-
technology, bio-technology, and computer science. In molecular biology there is
an explosively growing field dealing with molecular communication. Here, the
respective research is interested almost exclusively in the (bio)chemical aspects
of existing communication mechanisms in living systems. It seems that almost
no attention has been paid to the algorithmic aspects of the respective com-
munication process. Communication at a nanoscale substantially differs from
communication scenarios and frameworks known from classical distributed sys-
tems. Key features of traditional versus molecular communication have been
neatly summarized in [4]. In molecular communication, the communication car-
rier is a molecule; chemical signals are extremely slowly propagated by diffusion
in an aqueous environment with low energy consumption. In general, it is not
necessary that the signal will reach all targets: a majority will do. This is to
be compared with traditional communication via electromagnetic waves where
electronic or optical signals are propagated at light speed with high energy costs
in an airborne medium and message delivery to all targets is required.

In what follows we will concentrate onto a scenario in which nanomachines
form an autonomous system operating in a closed liquid environment without
external control (a similar scenario is also considered in [4]). The system consists
of a finite number of nanomachines freely “floating” in their environment that
interact via molecular communication creating thus a kind of ad-hoc network.
We assume that there is a sufficient number of nanomachines such that within
the “communication radius” (to be explained later) of each machine there are
other nanomachines available. Within the communication process the authors of
[4] have identified following steps: encoding of information onto the information
molecules, sending of the carrier/information molecules into the environment,
propagation of the carrier/information molecules through the environment, re-
ceiving of the carrier/information molecules, and decoding of the information
represented by the received information molecules into reaction at a receiver. In
addition, recycling of carrier/information molecules may be necessary to avoid
accumulation at a receiver.

This seems to be a reasonable sequencing of communication subtasks, but
from an algorithmic viewpoint several questions immediately arise. What pro-
tocol is used for molecular communication? What happens if there are more
nanomachines communicating concurrently? Would it be necessary to synchro-
nize them so that one would act as a sender and the other as a receiver? How
does the sending machine learn that a target machine has received its signal? If
we allow a finite number of different signals (types of molecules) by which the
machines can communicate, what happens if a machine having several receptors
detects different signals at different receptors at the same time? What happens
when a (would be) receiving machine is engaged in sending a signal? What are
the computational limits of the underlying system?

It is the purpose of the present paper to answer such questions. In order to do
so three things are needed: (i) a more detailed algorithmic (computational) model
of a nanomachine, (ii) a communication protocol, i.e., an algorithm controlling
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the communication behavior of each nanomachine, and (iii) a simulation proce-
dure showing the relation of networks of communicating nanomachines to a stan-
dard (classical) model of computations whose computational power is known.

The contribution of the paper corresponds to the latter mentioned three items.
First, the paper defines a new model of communicating nanomachines based on
probabilistic timed finite state automata. This seems to be a novel application
of such types of automata. The size of the resulting network of nanomachines is
scalable even though the number of states of each nanomachine remains fixed
(i.e., independent of the number of communicating machines). The most impor-
tant feature of our nanomachine model is its part respecting the limitations of
molecular communication. The communication mechanism works with the min-
imal functionalities available at the molecular level: a finite number of states,
randomness, asynchronicity, anonymity of nanomachines, and one-way commu-
nication without a possibility of signal reception acknowledgement. Second, the
paper shows that for basic communication among the mobile nanomachines a
protocol originally designed for wireless radio communication in the case of so-
called amorphous computers with the static computational units can be used.
This points to the robustness of the respective protocol that is used in a com-
pletely different communication medium and for mobile, rather than static com-
municating units. Last but not least, we show that nanomachines captured by
our modelling are able to perform whatever kind of computation—they possess
universal computational power.

The structure of this extended abstract also mirrors the previous three items.
In Section 2 the nanomachine computational model is introduced and in Sec-
tion 3 it is shown that wireless communication protocol designed in [7] can be
also used for the case of molecular communication. In Section 4 a simulation of
a very simple model of universal computer—so-called counter automaton—by
nanomachines is shown.

The full version of the paper is available as a technical report [8].

2 Nanomachine Computational Model

From computational point of view we will see each nanomachine as a timed
probabilistic finite-state automaton. In essence this is a finite state automaton
augmented with quantitative information regarding the likelihood that transi-
tions occur and the time at which they do so. Timing is controlled by a finite set
of real valued clocks. The clocks can be reset to 0 (independently of each other)
with the transitions of the automaton, and keep track of the time elapsed since
the last reset. The transitions of the automaton put certain constraints on the
clocks values: a transition may be taken only if the current values of the clocks
satisfy the associated constraints (cf. [2], [5]).

A biomolecular realization of a probabilistic automaton has been described
in [1]. As far as timing mechanisms of biological automata are concerned, in
biology there is a vast body of research dealing with biological oscillators and
clocks controlling various biological processes in living bodies and it is quite
plausible that such mechanisms could also be considered in nanosystems.
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Our version of probabilistic timed automaton will in fact be a probabilistic
timed transducer (Mealy automaton) having a finite number of input ports (re-
ceptors) and output ports (emitters). The signal molecules will be represented
by elements of automaton’s finite working alphabet. The conditions under which
the nanomachines can communicate are designed so as to make the underlying
molecular mechanism as simple as possible while capturing the constraints im-
posed on molecular communication:

1. Each automaton is able to work in two modes: in the receiving mode, reading
(in parallel) the symbols (molecules) from its input ports, and in the sending
mode, writing the same symbols to its output ports. A read operation is suc-
cessful if and only if all symbols at all input ports are identical. Otherwise,
when the symbols at the input ports differ, a so-called communication colli-
sion occurs: the read operation fails and the symbols are released from the
input ports. Except of communication ports, a nanomachine can also have
receptors detecting other than signaling molecule stimuli, and other actua-
tors doing some job corresponding to the purpose to which the nanomachine
has been designed.

2. In the sending mode, an automaton releases signal molecules of the same
kind through all its output ports; these molecules diffuse in the environment
and eventually can reach the input ports of an automaton in a receiving
mode.

3. After a certain time, signal molecules disintegrate into other molecules which
are not interpreted by the automata as signal molecules. In their life time,
signal molecules can travel, by diffusion, in average a certain maximal dis-
tance called communication radius.

4. The automata work asynchronously — there is no global clock in the system.
The actions of each automaton are governed by automaton’s local clock. The
local clocks in the automata are not synchronized, however, they all “tick”
(roughly) at the same rate since they all are realized by the same biochemical
oscillators. A slight variation (that in practice may also be caused, e.g., by
temperature variations) in the clock rate does not harm our purposes.

5. The automata have no identifiers, i.e., for communication purposes all senders
and receivers “look the same”.

6. The automata are equipped by a finite set of timers (clocks) that are as-
signed to certain transitions. These timed transitions work as described in
the beginning of the section.

Note that the previous conditions are quite restrictive. Condition 1 means that
an automaton cannot simultaneously be in a sending and receiving mode; a
signalling molecule reaching an input port of an automaton in a sending mode
will not be detected by that automaton by that time. Condition 2 essentially
says that if a broadcast from one automaton is “jammed” by a broadcast of
an other automaton broadcasting different signal, then the receiving automaton
does not accept any signal. Condition 3 ensures that signal molecules cannot
“roam” for ever in the environment and that current signals eventually prevail
over the old ones in the communication radii of the automata. Condition 4 says
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that we cannot count on automata switching their sending and receiving modes
synchronously. Also note that our automata can move in their environment,
either passively, due to the external forces (e.g., in a bloodstream), or actively,
like some bacteria. This by itself, but the more so in conjunction with condition
5, prevents whatever kind of “acknowledgements” of received messages. Last
but not least, observe that making use of a finite number of states (independent
of the number of communicating automata) does not allow “storing” automata
“addresses” (names) in automaton’s states since the number of such addresses
grow unboundedly with the number of nanomachines.

A multiset of communicating identical nanomachines is called a nanonet.

3 Communication Protocol

Thanks to a similarity between the computational model of “static” amorphous
computer from [7] and the present model a similar communication protocol as
in the latter case applies. In order to enable an algorithmic insight into the
functionality of the protocol we briefly describe the necessary background.

Consider the so-called communication graph G of a given nanonet whose
nodes are nanomachines (automata) and edges connect those automata which
are within the communication radius of each other. The size of G will be mea-
sured in the number n of its nodes. Obviously, the topology of G depends on time
since in general our automata move. In order to enable communication among
all (or at least: a majority of) available automata in a nanonet most of the time
G must have certain desirable properties. What we need are connected graphs
with small diameter and a reasonable node degree. The most important prop-
erty of G is its connectivity: connectivity is a necessary condition in order to be
able to harness all processors. Graph diameter D = D(n) bounds the length of
the longest communication path. Finally, the node degree Q (i.e., the maximal
neighborhood size of a node) determines the collision probability of signals.

In order to our communication algorithms work in the way we assume we will
consider the families of so-called well-behaved nanonets. For any n, these are the
nanonets whose underlying computational graph of size n stays connected and
whose diameter and maximal neighborhood size stay bounded by D = D(n) and
a constant Q, respectively, all the time.

The requirements put on the well-behaved nanonets are quite strong and one
can hardly imagine that in “practice” they will be fulfilled, indeed. Nevertheless,
the invariance of these properties is needed in order to be able to analyze the
correctness and efficiency of the communication primitives we will deal with in a
sequel. After presenting these primitives we will see that they are sufficiently “ro-
bust” in order to operate correctly and with a similar efficiency also in instances
of nanonets that occasionally, for short time, deviate from their well-behaved
properties.

Protocol Send. For delivering a signal s from a node X to any node Y in its
communication neighborhood with a given probability ε > 0 of failure a wireless
Protocol Send designed in [7] is used.
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The idea is for each node to broadcast sporadically, minimizing thus a com-
munication collision probability in one node’s neighborhood. This is realized as
follows. Let T be time to transfer a signal between any two neighbors at the com-
munication radius distance. Each node has a timer measuring timeslots (intervals)
of length 2T . During its own timeslot, each node is allowed either to listen till the
end of its timeslot, or to send a signal at the very beginning of its timeslot and
then listen till the end of this timeslot. At the start of each timeslot a node sends s
with probability p = 1/(Q + 1) and this is repeated for k = O(Q log(1/ε)) subse-
quent timeslots. The probability of a node sending s is controlled by the transition
probability of the respective probabilistic automaton.

Assuming that all nodes send their signals asynchronously according to Pro-
tocol Send, in [7] it is shown that s will be received by Y in time O(Q log(1/ε))
with probability at least 1 − ε.

In order to allow the sending automaton to send s k = k(ε) times in a row as
required by the protocol its timer must be set to the interval ≈ kT . Note that
this is the time for which a node must be in the sending mode.

Algorithm Broadcast. In order to send a signal from a node to any other node
of a nanonet which is not in the communication radius of the sending node the
idea of flooding the network by that signal is used.

The main idea of Algorithm Broadcast is to use every node reached by a given
signal s as a “retranslation station” that distributes s using Protocol Send further
through the network. After retransmitting s each node stops retransmitting s
— it locks itself with respect to s. However, any signal different from s is again
retransmitted and afterwards the node locks itself again with respect to that
last signal, etc. Thus, a locked node remains in the receiving mode until it gets
unlocked by a different signal.

Again, in [7] is is shown that given any ε : 0 < ε < 1, Algorithm Broadcast
delivers s to each node of N that has not been locked with respect to s in time
O(DQ log(n/ε)) and with probability 1 − ε. Afterwards, all nodes in N will be
in a locked state with respect to s.

In order to achieve the failure probability ε of the broadcasting algorithm
Protocol Send must be performed with error probability ε/n. This calls for re-
peating each send operation in a node k = O(Q log(n/ε)) times—i.e., this time
k should grow not only with a decreasing ε, but also with increasing size of the
nanonet. Similarly as in the case of Protocol Send, the respective timer is realized
by means of the timing mechanism of the underlying automata.

Now it is time to return to the problem of non well-behaved nanonets. From
the description of the communication protocol it is seen that occasional short-
time connectivity “interruptions” could not harm the communication as long as
constant k controlling the repeated sending trials is set high enough to overcome
the interruption periods. A sufficiently high value of k will also help to overcome
differences and drifts in the clock rates of the individual nodes, the switching
times between sending and receiving modes, and occasional local increase of
maximal neighborhood size which can block efficient communication. Finally,
a generous estimate of the nanonet diameter (which is always bounded by n)
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that is in fact determined by the shape of the closed environment in which the
nanomachines operate will help to overcome the time variations of instantaneous
nanonet diameter.

4 Distributed Computing through Nanomachines

Let us assume that each nanomachine gets its “own” input from the domain
{0, 1} through its sensors; this input can be used in the subsequent “collective”
data processing. If outputs from the nanomachines are also restricted to the
domain {0, 1} then the respective nanonet can be seen as a device computing
functions with their inputs and outputs represented in unary. Further assume
that within the net there is a distinguished nanomachine called the base. In the
full version of the paper [8] it is shown that under this scenario a nanonet can
simulate a very simple model of a universal (i.e., programmable) machine called
counter machine (cf. [6]), with high probability. A counter machine computes
with the help of a finite number of so-called counters. These counters represent
any positive integer number and the only allowable operation over counters is
their testing for zero, and adding or subtracting a one (the later operations can
only be used for counters representing a positive number).

In a simulating nanonet each counter storing a number n ≥ 0 is represented by
a set of nanomachines of cardinality exactly n whose states belong to a specific
subset of states. To simplify matters, assume that all machines in a counter
are in the same state, q, let us say. Testing such a counter for zero is easy:
using Algorithm Broadcast the base station issues a “query” whether there is
a nanomachine in state q. Using the same algorithm each machine in state q
sends the answer “yes” which eventually, in time that can be computed from the
estimates given in Section 3, will reach the base station. If no answer arrives in
the given time, than the counter is zero.

In order to add a one to a counter represented by a set S of nanomachines in
state q we must select a single machine that is not in state q to be added to S by
changing the state of that nanomachine to q. To subtract a one from a counter
represented by S we must select a single machine in S and change its state to
a state different from q. In both cases, a single machine has to be selected from
a set of machines. This operation is called leader selection. The leader of a set
of nanonmachines is a single nanomachine which originally has belonged to that
set but subsequently is put into a distinguished state that is different from the
states of all other nanomachines in that set.

The algorithm for leader selection from among the candidate set of nanoma-
chines works in rounds. The idea of the algorithm is as follows. Using their
probabilistic mechanism, in each round the nanomachines from the candidate
set throw a random coin giving output 0 or 1. If this will split the set of can-
didate machines into two non-empty subsets we proceed recursively with either
subset. Otherwise we choose the non-empty set which with a high probability is
a singleton set—the leader. The instructions “what to do” are sent by the base
station using Algorithm Broadcast. For the details and complexity analysis, see
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the full paper [8]. The resulting simulation algorithm is unbelievably cumber-
some since all the computation is performed in a unary counting system and the
operations have to be repeated many times in order to reach a prescribed level
of reliability. In [8] the following theorem is shown:

Theorem 1. Let M be a counter machine with input of size n operating with a
constant number of registers of size O(n) in time p(n). Then for any ε : 0 < ε < 1
there exist constants c1 > 0 and c2 > 0 and a nanonet N consisting of O(n)
nanomachines using Protocol Send with failure probability ε such that N simu-
lates M for inputs of size at most n in expected time O(DQp(n) log n log(n/ε))
with probability of failure bounded by max{1, c2p(n)(ε log n + (ε/n)c1)}.
Thus, the theorem claims that a nanonet of a fixed size can correctly, with a
high probability, simulate any computation over inputs up to a certain size. For
larger inputs a larger nanonet must be used. Most probably, in practice nobody
would consider performing a universal computation by nanonets. Nevertheless,
our result shows that in principle a nanonet can perform whatever algorithmic (or
nano-robotic, if the machines embodiment is considered) task arising in practical
applications.
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