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Preface

With the exponential growth of wireless data services, the spectrum shortage
becomes extremely severe. As a promising and new technology to break the
spectrum gridlock, cognitive radio has received much attention in both academia
and industry. In cognitive radio, spectrum sensing is crucial since it identifies the
spectrum holes for secondary user transmission. This Springer Brief investigates
advanced sensing techniques to detect and estimate the primary receiver for
cognitive radio systems. Along with a comprehensive overview of existing spectrum
sensing techniques, this Brief focuses on the design of new signal processing
techniques, including the region-based sensing, jamming-based probing, and relay-
based probing. The proposed sensing techniques aim to detect the nearby primary
receiver and estimate the cross-channel gain between the cognitive transmitter
and primary receiver. The performance of the proposed algorithms is evaluated
by simulations in terms of several performance parameters, including detection
probability, interference probability, and estimation error. The results show that the
proposed sensing techniques can effectively sense the primary receiver and improve
the cognitive transmission throughput.

Chengdu, China Guodong Zhao
Sydney, NSW, Australia Wei Zhang
Chengdu, China Shaoqian Li
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Chapter 1
Introduction

1.1 Cognitive Radio

In the past decades, the wireless communications experience a fast growth, where
the demand of the wireless data grows dramatically. On the other hand, the spectrum
resource is limited, which results in spectrum shortage for future wireless devices
and services. This is also one of the main bottlenecks in wireless communications.

Cognitive radio (CR) is the solution to deal with the spectrum shortage issue
[1, 2]. The basic idea is to let the new wireless devices and services reuse the
spectrum bands that have already been allocated to the existing devices and services
if the interference to the existing devices can be controlled to an accepted level.
In cognitive radio systems, the existing devices are called primary users since they
have high priority to access the spectrum. In contrast, the new devices are called
cognitive users or secondary users since they have low priority to access the spec-
trum. Figure 1.1 provides three examples to illustrate how cognitive radio works.
In Fig. 1.1a, the cognitive users access the idle time-frequency slots for secondary
communication. In Fig. 1.1b, the cognitive users share the same frequency band with
primary users, but in different geographic regions. In Fig. 1.1c, the cognitive users
coexist with the primary users, but using different spatial directions [3].

In general, the cognitive users can share the same frequency bands with the
primary users in two ways [4]. The first one is called overlay spectrum sharing,
which requires the cognitive users to find the idle frequency bands. Then, cognitive
users may access the frequency bands if the primary users are not using it in a certain
location and time, e.g., Fig. 1.1a, b. The second one is called underlay spectrum
sharing, which requires the cognitive users to obtain the cross-channel information.
Based on this, the cognitive users may control the interference to the primary
users through interference management, e.g., Fig. 1.1c. Therefore, to control the
interference to the primary users and establish the cognitive communications, the
cognitive users need to obtain the required information of the primary users.

© The Author(s) 2017
G. Zhao et al., Advanced Sensing Techniques for Cognitive Radio,
SpringerBriefs in Electrical and Computer Engineering,
DOI 10.1007/978-3-319-42784-3_1
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2 1 Introduction

Fig. 1.1 Three examples of
cognitive communication

1.2 Spectrum Sensing Techniques

Spectrum sensing is a task that obtains the availability of certain frequency bands,
which is one of the most important components in cognitive radio systems [5].
Figure 1.2a shows the principle of spectrum sensing. In the figure, a primary
transmitter (PT) is serving its receiver (PR) in a certain coverage. If a cognitive
user intends to concurrently share the same frequency band, it needs to observe
the primary signal coming from the primary transmitter. Once the power of the
observed primary signal is low enough, it indicates that the cognitive user is outside
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Fig. 1.2 Principle of spectrum sensing: (a) primary transmitter based detection; (b) primary
receiver based detection

the coverage of the primary transmitter. In other words, the primary signal is too
weak to establish a communication link and no primary receiver is located in the
surrounding region of the cognitive user. As a result, the cognitive user is able to
access the same frequency band and does not cause interference to the primary
receiver.

The most challenging issue in spectrum sensing is to detect the primary signal
in low signal-to-noise ratio (SNR) region [6]. This is because the cognitive users
are usually located outside the coverage of the primary user. Most of existing works
on spectrum sensing aim to detect weak primary signals, i.e., primary transmitter
detection.

One the other hand, if we further consider the coverage region of the primary
transmitter as shown in Fig. 1.2b, there are still many regions that can be used for
cognitive transmission. For example, if the cognitive user is on the left-hand side of
the coverage, it can still transmit it own cognitive signal without interfering with the
primary receiver. This is because the primary receiver is far away from the cognitive
user. Thus, to establish the coexistence of primary and cognitive users, the spectrum
sensing needs to detect the nearby primary receiver [7].



4 1 Introduction

Fig. 1.3 Summary of
spectrum sensing techniques

In the following, we give an overview of the main sensing techniques developed
in recent years. In particular, Fig. 1.3 provides the structure that consists of
transmitter based and receiver based sensing techniques.

1.2.1 Primary Transmitter Based Detection

The PT based spectrum sensing can be divided into local spectrum sensing and
cooperative spectrum sensing.

Local Spectrum Sensing

In local spectrum sensing, each cognitive user measures the primary signal and
makes a decision by itself. In the following, we introduce some of the most common
spectrum sensing techniques.

Energy detection is one of the most widely used spectrum sensing method since it
has low complexity and does not require any prior information of the primary signal
[8]. In energy detection, the cognitive user measures the energy of the received
signal and compares it with a threshold. Once the energy of the received signal
is below the threshold, it indicates that the primary transmitter is off or far away.
Then, the cognitive user is able to share the frequency band with the primary user.

Matched filter detection is an optimal signal detection method if the cognitive
user has a priori information of the primary signal [9]. In matched filter detec-
tion, the cognitive user first constructs the primary signal and then conducts the
correlation operation. Once the correlation result is above a threshold, the primary
transmitter is detected. Since this method uses the information of the primary signal,
it has good detection performance. However, it cannot distinguish the signal from
the primary device and the interference from other devices, which leads to poor
detection performance in the interference scenario.

Cyclostationary-based detection exploits the periodicity of the primary signal
[10]. Since the noise is wide-sense stationary with no correlation while the
primary signal with a modulation format has cyclic frequency, cyclostationary-
based detection is able to differentiate them over some cyclic frequency. Thus,
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this detection method is suitable for detecting weak signals. In this method, the
cognitive user needs to know the modulation information of the primary user, which
in practice is not easily accessible.

There are also many other types of detections for spectrum sensing, e.g.,
waveform based detection, radio identification based detection, wavelet transformed
based detection, time-frequency analysis, etc.

Cooperative Spectrum Sensing

In practice, the performance of local spectrum sensing may be degraded due to
the uncertainty of the wireless channel, e.g., shadowing and fading. To solve the
problem, the cooperative spectrum sensing has been proposed, which is able to
enhance the sensing performance through spatial diversity. In cooperative spectrum
sensing, the multiple cognitive users are used to obtain the sensing result, which can
be divided into two categories: centralized and decentralized cooperative sensing.

In centralized sensing, each cognitive user needs to feedback its measurement to
a central unit. Then, the global decision is made based on all measurements. Most
of existing works discuss the fusion algorithm [11]. If each sensor makes a local
decision and sends only one bit information to the central unit, the global decision
is obtained according to some fusion rules, which is referred to as hard decision. On
the other hand, if each sensor sends its original measurement to the central unit, the
global decision is made by processing of the measurements, which is referred to as
soft decision.

In decentralized sensing, each cognitive user shares the local sensing information
with each other, but makes its own decision. Thus, it does not require the backbone
link between each cognitive user and the central unit [12]. Similarly, in decentralized
sensing, different cognitive users may exchange the local measurement or the local
decision, which yield different performance. In addition, since the communication
link between different cognitive users is not perfect, the feedback error in coop-
erative sensing was also studied [13]. In summary, compared with local spectrum
sensing, the cooperative sensing can achieve better performance. But, the tradeoff
between performance and complexity needs to be considered in practical system
design.

1.2.2 Primary Receiver Based Detection

Detecting primary receiver is very challenging since the receiver does not transmit
signals. The conventional signal detection theory and algorithms cannot be easily
applied to the detection of primary receiver. There are very few contributions
working in this area.

A method in [14] is to detect the receiver directly via oscillator leakage signals,
which is shown in Fig. 1.4. This is because each wireless device has the component
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Fig. 1.4 Detecting primary receiver through oscillator power leakage

that converts the received radio frequency (RF) signal to the intermediate frequency
signal or the base-band signal. During the procedure, the local signal generated by
the oscillator inevitably passes through the receive antenna, which is emitted to the
air. This is called oscillator power leakage, which occurs in all wireless devices.
Therefore, the oscillator power leakage can be used to detect primary receiver. But,
the detection algorithm belongs to weak signal detection. Either local or cooperative
sensing algorithms can be used.

1.3 Advanced Spectrum Sensing Techniques

In order to obtain high spectrum utilization efficiency, the cognitive and primary
users need to coexist in the same frequency band, at the same time, and also
in the same geographic region. Hence, the cognitive users need to be capable
of detecting its nearby primary receiver or even estimating the cross-channel
information between the cognitive transmitter and primary receiver.

This is actually a very challenging task since the primary receiver works
passively. Even though the primary receiver may transmit reverse signal back to
its transmitter, it is still very hard to conduct the detection and estimation related to
primary receiver. This is because in frequency division duplex (FDD) systems, the
cognitive user may not know which frequency band the primary receiver uses for
reverse transmission. In time division duplex (TDD) systems, the cognitive user may
not know the transmission power of the reverse transmission. As a result, advanced
spectrum sensing techniques need to be developed to conduct the detection and
estimation that are related to primary receiver.

Fortunately, it is possible for cognitive users to detect the primary receiver and
estimate the cross-channel information by exploiting the hidden information of the
signal from the primary transmitter. This is because the link adaption has been
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widely used in existing wireless networks, i.e., the primary networks. This allows
the primary transmitter to carry the information related to primary receiver. For
example, the transmission power of the primary signal is related to the location
of the primary receiver. When the primary receiver is far away from the primary
transmitter, the transmission power of the primary signal is high. Otherwise, it is
low. Thus, by measuring the power of the primary signal, the cognitive user is able
to infer the located region of the primary receiver. Based on the above principle, a
region-based sensing technique can be developed to conduct receiver detection.

On the other hand, we may also consider the probing technique to exploit
the link adaption between primary transceivers, which can be used to detect
the primary receiver and also estimate the cross-channel information between
cognitive transmitter and primary receiver. Specifically, if the cognitive transmitter
sends some probing signals to the primary receiver, it may affect the primary
transmission. Under the link adaption, the primary transmitter automatically adjusts
its transmission parameters, e.g., transmission power, adaptive modulation and
coding (AMC) level, to react the probing. Therefore, by sending probing signal
and observing the reaction of the primary signal, the cognitive user is able to detect
the primary receiver and estimate the cross-channel information, which is called the
jamming-based probing and relay-based probing, respectively.

Table 1.1 compares different advanced sensing techniques. From the table, the
region-based sensing and jamming-based probing are both for primary receiver
detection. The former is with low implementation complexity and causes no
interference to the primary receiver. This is because the region-based method works
passively, i.e., the decision is made based on the measured primary signal. In
contrast, the jamming-based method needs to conduct the probing, which increases
the implementation complexity and causes interference to the primary receiver.
But, the detection performance of the jamming-based method is better than the
region-based one. If we further consider the relay-based method, it can estimate the
cross-channel information and cause low interference, which enable the cognitive
user to achieve a satisfactory communication performance. But, this method has
high implementation complexity since it requires the cognitive user to be able to
conduct the full-duplex relay.

Table 1.1 Comparison of advanced sensing techniques

Technique Task Implementation
complexity

Interference

Region-based sensing PR detection Low No

Jamming-based probing PR detection Medium High

Relay-based probing Cross-Ch. estimation High Low
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1.4 Structure of the Brief

Most of existing sensing techniques detect or estimate the information related to the
primary transmitter. However, the information related to primary receiver is more
important since the cognitive user needs to manage the interference to primary
receiver rather primary transmitter. In this brief, the advanced spectrum sensing
techniques are discussed to enable cognitive users to autonomously detect its nearby
primary receiver as well as estimate the cross-channel information.

In Chap. 2, we investigate the region-based spectrum sensing technique, where
the cognitive femtocell networks are considered. In particular, the receiver detection
problem is formulated according to the located geographic regions of primary
receiver. Two detectors are designed that use one and two thresholds, respectively.
In addition, the performance in terms of the spectrum opportunity for cognitive
femtocells is discussed. With the proposed method, the cognitive user is able to
detect its nearby active primary receiver.

In Chap. 3, we study the jamming-based probing technique to enable cognitive
user to detect its nearby active primary receiver more effectively. The probing
principle is discussed and the detection problem is formulated. The probing signal
and detection algorithms are designed under both static and dynamic scenarios. The
simulation results are provided to show the advantages of the proposed algorithms.

In Chap. 4, we investigate the relay-based probing technique to enable cognitive
user to estimate the cross-channel gain between cognitive transmitter and primary
receiver. The idea is to use the advanced full-duplex relay technique to reduce the
interference to the primary receiver caused by the probing signal. The interference-
free probing method is developed. Meanwhile, the cross-channel gain estimator is
also obtained. Based on this, the cognitive user is able to conduct the power control
to coexist with the primary users.

In Chap. 5, the conclusions are drawn and some future research directions are
presented.
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Chapter 2
Region-Based Spectrum Sensing

2.1 Introduction

In cognitive radio systems, spectrum sensing is critical since it determines which
kind of spectrum sharing schemes can be used. For example, in cognitive small cell
networks, a large number of small cells with short transmission range can share the
same spectrum band with a macro cell. To avoid co-channel interference, small cell
may access the idle bands of the macro cell, called overlay spectrum sharing, which
works well in low and medium load scenarios [1, 2], i.e., the macrocell has enough
idle bands to accommodate the small cells. However, when the macro cell is with
high load, it may have few idle bands. This significantly reduces the transmission
opportunities of the small cells.

To deal with the issue, another kind of spectrum sharing, called underlay
spectrum sharing, is proposed, but it requires the cognitive small cells to control the
interference to active macro cell user equipments (M-UEs). In the literature, most
of existing contributions [3–6] determine an access probability of cognitive small
cells to guarantee the outage probability of active M-UEs based on Poisson point
process (PPP) model. However, those methods can only obtain limited transmission
opportunities for cognitive small cells. This is because they are based on the statistic
information of the networks and the worst case needs to be considered.

An effective approach to improve the transmission opportunities of the small
cells is to allow them to access the busy bands of the macro cell, which requires to
sense the location of the active M-UE. If the active M-UE is outside a small cell’s
coverage, the small cell is allowed to access the M-UE’s busy band; if the active
M-UE is inside the small cell’s coverage, the small cell needs to keep silence to
avoid the interference. Therefore, the effective spectrum sharing needs to identify
the located region of the M-UE, i.e., whether the active M-UE is inside or outside
the coverage of the small cell.

© The Author(s) 2017
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In practice, it is very difficult to detect the located region of the M-UE. This is
because most of the existing spectrum sensing methods [7–9] belong to transmitter
detection. They cannot be used to detect the M-UE. Specifically, in downlink
transmission, since the active M-UE acts as the receiver and does not transmit
signals, the small cell can not identify the active M-UE. In uplink transmission,
since the small cell does not know the transmission power of the active M-UE, it
still can not identify the active M-UE.

In this chapter, a region-based spectrum sensing method is proposed to detect the
located region of the active M-UE, where the two-tier cognitive small cell network
is considered. In our method, the detection is based on the measured energy of the
received signal from a macro cell base station (M-BS). We design two detectors with
one and two thresholds, respectively, which allow the small cell and the macro cell
to simultaneously access the same band. With the proposed method, the small cell
base station (S-BS) is able to identify the location of the active M-UE and further
find the transmission opportunity of the busy band, i.e., the band is being occupied
by the active M-UE, but the active M-UE is outside the coverage of the small cell. As
a result, the cognitive S-BS can obtain significant transmission opportunities in an
“opportunistic” way, i.e., identifying the active M-UE that is outside the coverage
of the S-BS and accessing the busy band without interfering with the active M-
UE. This is different from conventional overlay methods [7–9] that work in an
“on and off” way, i.e., turning on and off the S-BS when a band is idle and busy,
respectively. This is also different from conventional underlay methods [3–6] that
work in a “blind” way, i.e., accessing the busy band with a certain probability to
avoid interference to active M-UEs.

2.2 System Model

Figure 2.1 provides the system model of this chapter. Acting as the primary users,
an M-BS serves each M-UE in a certain downlink frequency band. In particular, the
M-UEs are uniformly distributed in the coverage of the M-BS with the radius R.
On the other hand, acting as a cognitive user, an S-BS inside the M-BS’s coverage
intends to access the same downlink band being used by the M-UE, where the radius
of the S-BS’s coverage is r (Here, we use the term “S-BS’s coverage” to represent
the interference region of the S-BS, then the S-BS does not cause interference to the
active M-UE that is outside the S-BS’s coverage). Since both the M-UE and S-BS
can receive the signal from the M-BS, we will introduce the signal model between
the M-BS and M-UE and that between the M-BS and S-BS, respectively. Here, we
only consider the three nodes, which do not include the small cell UE.
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Fig. 2.1 System model (the
S-BS that acts as a cognitive
user accesses the same
frequency band as the M-BS
and M-UE that act as the
primary users)

2.2.1 Primary Transmission

Denote g1 as the large-scale path-loss from the M-BS to the M-UE and h1 as the
small-scale fading from the M-BS to the M-UE, then the received signal at the
M-UE can be expressed as

y1.k/ D h1

p
g1px.k/ C n1 .k/ ; 1 � k � K; (2.1)

where x.k/ is the transmit signal of the M-BS with the power p, k is the index of the
K samples, and n1.k/ is the additive white Gaussian noise (AWGN) at the M-UE
with zero mean and variance �2

1 . Then the SNR of the received signal at the M-UE
can be expressed as

�1 D h2
1g1p

�2
1

: (2.2)

We assume that the M-BS communicates with the M-UE for guaranteed wireless
services. Then, for a certain data rate, the M-BS can automatically adjust the
transmission power to meet a target SNR for the specific M-UE, defined by �T .
This assumption is reasonable since maintaining SNR has been widely applied in
practical systems, e.g., the M-BS usually adjusts the transmission power through
close loop power control (CLPC) or power allocation to provide the required
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data rate. Based on the above assumption, we replace �1 by �T in (2.2). Then we
can obtain the transmission power of the M-BS by

p D �T�2
1

h2
1g1

: (2.3)

Furthermore, we consider both large-scale path-loss and small-scale fading in
wireless channels. According to [10], the path-loss follows the model

g1 D C

�
�

4� l

�ˇ

; (2.4)

where C is a constant, � is the wavelength, l is the distance between the M-UE and
M-BS, and ˇ is the path-loss factor (ˇ D 2 � 6). The small-scale fading follows
Rayleigh distribution with unit power, and the probability density function (PDF) is

fh1 .z/ D 2ze�z2

; z � 0: (2.5)

2.2.2 Cognitive User Measurement

Similarly, denote g2 as the large-scale path-loss from the M-BS to the S-BS, and h2

as the small-scale fading from the M-BS to the S-BS, then the received signal at the
S-BS can be expressed as

y2.k/ D h2

p
g2px.k/ C n2 .k/ ; 1 � k � K; (2.6)

where n2 .k/ is the AWGN at the S-BS with zero mean and variance �2
2 . We adopt

the same path-loss and small-scale fading models as in (2.4) and (2.5), i.e.,

g2 D C

�
�

4�d

�ˇ

(2.7)

and

fh2 .z/ D 2ze�z2

; z � 0; (2.8)

where d is the distance between the S-BS and M-BS.
Substituting (2.3) into (2.6), we have

y2.k/ D h2

h1

s
�T�2

1 g2

g1

x.k/ C n2 .k/ ; 1 � k � K: (2.9)
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Let

˚ D g2

g1

(2.10)

and

˝ D h2
2

h1
2
; (2.11)

and assume �2
1 D 1, the received signal at the S-BS in (2.9) can be simplified as

y2.k/ D p
˚˝�Tx.k/ C n2 .k/ : (2.12)

2.3 Detection Principle

In this section, we introduce the basic principle of our region-based spectrum
sensing method that detects the located region of the active M-UE and finds the
transmission opportunities for the S-BS. Generally, our region-based method uses
the energy of the received signal from the M-BS since the energy carries the location
information of the M-UEs. Specifically, as shown in Fig. 2.1, the whole coverage of
the M-BS can be divided into three regions according to the location of the S-BS.
The S-BS is always in Region II while the M-UEs are randomly located in one
of the three regions. If an M-UE is located in Region I or III, the S-BS does not
interfere with the M-UE. Otherwise, if an M-UE is in Region II, the S-BS may
cause interference to the M-UE. Then we define the two cases as hypotheses H0

and H1, respectively, i.e.,

�
H0 W M-UE 2 Regions I or III;
H1 W M-UE 2 Region II:

(2.13)

For a guaranteed wireless service to the M-UE with a target SNR requirement,
the transmission power of the M-BS is mainly determined by the location of the
M-UE. If the M-UE is in Region I, which is the center of the M-BS’s coverage, the
M-BS can meet the M-UE’s target SNR with low power; if the M-UE is in Region
II, the M-BS needs medium power to satisfy the target SNR; if the M-UE is in
Region III, which is the edge of the M-BS’s coverage, the M-BS has to use high
power for the target SNR. In other words, it establishes the above corresponding
relationship between the M-UE’s located region and the M-BS’s power. Based on
the corresponding relationship, the S-BS can distinguish the two hypotheses by
measuring the energy of the received signal from the M-BS: if the measured energy
is very small or very large, the M-UE is probably in Region I or III, respectively; if
the measured energy is medium, the M-UE is probably in Region II. Therefore, the
S-BS can use the energy of the received signal from the M-BS as a test statistic to
identify the located region of the M-UE.
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In the next section, we obtain the distribution of the test statistic and then design
the detectors. In particular, we ignore the shadowing in algorithm development
because it is very difficult to obtain the closed-from distribution of the test statistic
with shadowing. Instead, we will consider it in the simulation section.

2.4 Detector Design

In this section, we first use three steps to obtain the distribution of the test statistic.
Based on that, we design a one-threshold detector in Sect. 2.4.5 to maximize the
small cell transmission opportunity subject to an interference constraint. Further-
more, we design a double-threshold detector in Sect. 2.4.6, which can achieve better
performance.

2.4.1 The Test Statistic

When the S-BS uses K samples to calculate the energy of the received signal from
the M-BS, we obtain the following test statistic,

E D
KX

kD1

y2
2.k/: (2.14)

Substituting (2.12) into (2.14), and simplifying the expression, we obtain

E D
KX

kD1

˝˚�Tx2.k/ C
KX

kD1

2
p

˝˚�Tx.k/n2 .k/ C
KX

kD1

n2
2 .k/: (2.15)

In the above expression, ˝, x.k/, ˚ , and n2.k/ represent four random variables: ˝

is determined by the ratio of the power of the two small-scale fadings h1 and h2; ˚

is determined by the ratio of two path-loss values g1 and g2; x.k/ is the signal from
the M-BS with normalized power; n2.k/ is the AWGN.

It is very difficult to obtain the distribution of the test statistic in (2.15), since it
is a combination of the four random variables. To obtain a closed-form expression,
we ignore the noise and make the following approximation,

E �
KX

kD1

˝˚�Tx2.k/ D K˝˚�T : (2.16)

Now, the energy of the received signal in (2.16) is determined by the two random
variables ˝ and ˚ .
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In the following, we first derive the probability density functions (PDFs) of ˝

and ˚ , respectively, and then obtain the cumulative distribution function (CDF) of
the test statistic E.

2.4.2 Step 1: Obtain the PDF of ˝

Since the small-scale fadings follow independent Rayleigh distribution, the power
of them follows exponential distribution, i.e., h2

1
� e�u and h2

2
� e�u. According to

[11], the CDF of ˝ D h2
2
=h2

1
can be calculated by

F˝.!/ D
Z 1

0

yf˝.y!; y/dy D !

1 C !
; (2.17)

and the PDF of ˝ can be obtained by

f˝.!/ D 1

.1 C !/2
; (2.18)

which follows F-distribution.

2.4.3 Step 2: Obtain the PDF of ˚

Since the M-UE is uniformly distributed in the coverage of the M-BS, the PDF of
the distance between the M-UE and M-BS can be obtained by

fl.l/ D
(

2l
R2�4dr�"2 ; " � l � d � r or d C r � l � R .H0/;

2l
4dr ; d � r < l < d C r .H1/;

(2.19)

where " is the minimum distance between the M-UE and M-BS. When the path-loss
factor is ˇ D 2, we substitute (2.4) and (2.7) into (2.10), and then obtain

˚ D g2

g1

D l2

d2
: (2.20)

Given a distance between the S-BS and M-BS, i.e., d, we can obtain the CDF of
˚ , i.e.,

F˚ .�/ D P

�
l2

d2
� �

�

D
(

�d2

R2�4dr�"2 ; "� l� d�r or d C r � l�R .H0/;
�d2

4dr ; d � r < l < d C r .H1/:
(2.21)
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Then, the PDF of ˚ becomes

f˚ .�/ D
(

d2

R2�4dr�"2 ; H0;
d2

4dr ; H1:
(2.22)

2.4.4 Step 3: Obtain the CDF of E

As indicated in (2.16), i.e., E D K˝˚�T , our test statistic E has the same
distribution as ˝ for a given value of ˚ (K and �T are constants). Then, we obtain
the conditional PDF of E from (2.18) as follows,

fE.�j˚/ D K˚�T

.K˚�T C �/2
: (2.23)

As a result, the closed-form CDF of E in both H0 and H1 can be obtained by

Pr.� �E�jH0/D
Z

M�UE2I;III

Z E�

0

fE.�j˚/f˚ .�/d�d�

D
Z d�r

"

Z E�

0

Kl2d2�T

.Kl2�T Cd2�/2
� 2l

R2�4dr�"2
d�dlC

Z R

dCr

Z E�

0

Kl2d2�T

.Kl2�T Cd2�/2
� 2l

R2�4dr�"2
d�dl

D d2E�

.R2�4dr�"2/K�T

"
ln

 
.d�r/2K�T Cd2E�

"2K�T Cd2E�

!
Cln

�
R2K�T Cd2E�

.dCr/2K�T Cd2E�

�#
: (2.24)

and

Pr.� � E�jH1/ D
Z

M�UE2II

Z E�

0

fE.�j˚/f˚ .�/d�d�

D
Z dCr

d�r

Z E�

0

Kl2d2�T

.Kl2�T C d2�/2
� 2l

4dr
d�dl

D d2E�

4drK�T
ln

 
.d C r/2K�T C d2E�

.d � r/2K�T C d2E�

!
: (2.25)

Figure 2.2 plots the theoretical CDF curves and the corresponding scenarios of
the test statistic E based on (2.24) and (2.25), where different distances between the
S-BS and M-BS are considered. We also provide simulation curves for comparison,
where the system parameters are the same as that in Sect. 2.5. From Fig. 2.2a, when
the S-BS is close to the M-BS, i.e., d D 100 m, the CDF curves of H0 are on the
right side of the CDF curves of H1. However, when the S-BS is far away from
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v

Fig. 2.2 CDF curves of the test statistic E and the corresponding scenarios (d is the distance
between S-BS and M-BS, r D 100 m, and R D 500 m)

the M-BS, i.e., d D 300 m and d D 400 m in Fig. 2.2c, e, the CDF curves of H0

dramatically shift to the left side of the curves under H1. On the other hand, the
CDF curves of H1 slightly shift to the left as the S-BS moves away from the M-BS
and the shift is too small to be observed.

This shift is reasonable since the whole coverage of the M-BS is divided into
three regions according to the location of the S-BS. When the S-BS is close to the
M-BS, Region I is small and Region III is large, and the M-UE is more likely to
appear in Region III, resulting in that the M-BS uses higher power to serve the
M-UE. Otherwise, when the S-BS is far away from the M-BS, Region I is large and



20 2 Region-Based Spectrum Sensing

Region III is small, and the M-UE is more likely to appear in Region I, resulting in
that the M-BS uses lower power to serve the M-UE. Thus, the CDF curves of H0

shift to the left as the S-BS moves away from the M-BS. However, the shift of the
CDF curves of H1 is almost indistinctive. This is because under H1, the M-UE and
S-BS are both in Region II and experience similar path-losses and receive similar
energies.

Furthermore, when we compare the theoretical curves with the simulation ones,
they overlap very well except for a small gap that appears in the curves of H0 when
d D 400 m and 0 dB < E < 13 dB. The reason is that the approximation in (2.16)
is inaccurate when the S-BS is far away from the M-BS and experiences low SNR.
But this does not affect the performance of the proposed methods, which will be
shown in the next section.

2.4.5 One-Threshold Detector

Two Special Scenarios

In Fig. 2.2a, b, when the S-BS is close to the M-BS, i.e., 0 < d � r, it has only
Regions II and III, which are corresponding to H1 and H0, respectively. Since the
H0 CDF curve is on the right side of the H1 CDF curve, we can find a threshold �0
to distinguish H0 and H1, i.e.,

Decision result D
�
D0; E > �0;
D1; E � �0; (2.26)

where D0 and D1 are denoted as the decisions on H0 and H1, respectively.
On the other hand, in Fig. 2.2e, f, when the S-BS is far away from the M-BS, i.e.,

R � r � d < R, it has only Regions I and II, which are corresponding to H0 and
H1, respectively. Since the H0 CDF curve in this scenario is on the left side of the
H1 CDF curve, we can find a threshold �00 to distinguish H0 and H1, i.e.,

Decision result D
�
D0; E � �00;
D1; E > �00: (2.27)

The General Scenario

In Fig. 2.2c and d, when the S-BS is in the medium range of the M-BS’s coverage,
i.e., r < d < R � r, it has three regions. Then, the detection becomes complicated
because we have only one threshold �. On one hand, if the threshold � is relatively
high, the case E > � indicates that the M-UE is inside Region III (H0) and the
S-BS is able to access the busy band. In contrast, the case E � � indicates that the
M-UE may appear in either Region I (H0) or II (H1). Then, the S-BS still has the
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opportunity (i.e., the probability that the M-UE is in Region I) to assess the busy
band. On the other hand, if the threshold � is relatively low, the case E � � indicates
that the M-UE is inside Region I (H0) and the S-BS is able to access the busy band.
In contrast, the case E > � indicates that the M-UE may appear in either Region II
(H1) or III (H0). Then, the S-BS still has the opportunity (i.e., the probability that
the M-UE is in Region III) to assess the busy band. As a result, on both sides of the
threshold, i.e., E > � and E � �, the S-BS has the opportunity to access the busy
band.

To maximize the small cell transmission opportunity, it is reasonable to introduce
two access probabilities q1 and q2 for E > � and E � �, respectively, where 0 �
q1 � 1 and 0 � q2 � 1. Then, the S-BS can make full use of the transmission
opportunities under both cases (i.e., E > � and E � �). In particular, with the
two access probabilities, the S-BS is able to automatically adjust the decision rule
between (2.26) and (2.27), which makes the OTD work in all three scenarios. For
example, when q1 D 1 and q2 D 0, the S-BS accesses the busy band if E > �,
which is equivalent to (2.26); when q1 D 0 and q2 D 1, the S-BS accesses the busy
band if E � �, which is equivalent to (2.27).

Next, we obtain the optimal access probabilities q�
1 and q�

2 as well as the
corresponding optimal threshold �� so that the small cell transmission opportunity
can be maximized.

Calculate the Threshold and Access Probabilities

Based on the above discussion, the probability that the S-BS may access the busy
band, i.e., the small cell transmission opportunity, becomes four components, i.e.,

PO D q1 .PrfE > �jH0gPrfH0g C PrfE > �jH1gPrfH1g/
Cq2 .PrfE � �jH0gPrfH0g C PrfE � �jH1gPrfH1g/ : (2.28)

Similarly, the interference probability to the M-UE has two components, i.e.,

PI D .q1PrfE > �jH1gPrfH1g C q2PrfE ��jH1gPrfH1g//	.d/; (2.29)

where 	.d/ D Ss=SII is the area ratio between the coverage of the S-BS and Region
II. The expression of 	.d/ varies with different ranges of d and we obtain them in
[12].

Given an interference constraint Ic, which is the maximum allowable interference
probability to the M-UE, the optimal threshold as well as the optimal access
probabilities can be obtained by

max
q�

1 ;q�

2 ;��

PO;

s:t: PI � Ic; 0 � q1 � 1; 0 � q2 � 1; and � � 0:
(2.30)
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We can substitute (2.28) and (2.29) into (2.30). But, the obtained expression is
very complicated since different distance ranges between the S-BS and M-BS need
to be considered. Thus, it is very difficult to obtain the closed-form expressions of
q�

1 , q�
2 , and ��. Instead, we will obtain them numerically.

2.4.6 Two-Threshold Detector

In this subsection, we will design another detector using two thresholds. As shown
in Fig. 2.2c, when the distance between the S-BS and M-BS is d D 300 m, half of
the H0 curve is on the right side of the H1 curve (E > 25 dB), and the other half of
the H0 curve is on the left side of the H1 curve (E < 25 dB). This indicates that the
S-BS in such a location should access the busy band if the test statistic of the S-BS
is either large enough or small enough. Then, we set two thresholds �L and �H to
distinguish H0 and H1, i.e.,

�
H0 W E � �L or E � �H;

H1 W �L < E < �H :
(2.31)

This rule also works for the other two cases when the S-BS is close and far away
from the M-BS, respectively, e.g., Fig. 2.2a, e. Then, the small cell transmission
opportunity can be expressed as

PO D PrfE � �L or E � �HjH0gPrfH0g
CPrfE � �L or E � �HjH1gPrfH1g: (2.32)

The interference probability to the M-UE can be expressed as

PI D Prf�L < E < �HjH1gPrfH1g	.d/; (2.33)

where 	.d/ is also obtained from [12].
Given an interference constraint Ic, the optimal thresholds that maximize the

small cell transmission opportunity can be obtained by

max
�L

�;�H
�

PO;

s:t: PI � Ic and 0 < �L � �H:
(2.34)

Similarly, we can also substitute (2.32) and (2.33) into (2.34). However, it is very
difficult to obtain the closed-form expression of the optimal thresholds. Therefore,
we will calculate them numerically.
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2.5 Simulation Results

In this section, we demonstrate the advantages of the proposed detectors, called
one-threshold detector (OTD) and double-threshold detector (DTD). To compare
with the conventional transmitter detection, we also provide the performance of
the energy detector (ED) [13, 14], where the threshold is calculated under Neyman
Pearson criteria with 1 % false alarm probability. In the simulation, we assume that
the M-UE is uniformly distributed inside the macro cell, where the radius of the
macro cell’s coverage and that of the small cell’s coverage are R D 500 m and
r D 100 m, respectively, the target SNR at the M-UE is �T D 20 dB, the interference
probability constraint is Ic D 0:01, the minimum distance between the M-UE and
M-BS is " D 36 m [15], the number of samples is K D 2, and N D 104 Monte Carlo
trials are conducted for each simulation curve.

In the following, we first compare the performance of the OTD, the DTD, and
the ED. Then, we present their performance as a function of the target SNR and
the radius of the S-BS. After that, we demonstrate that our methods work well even
if the target SNR of the M-UE is unknown to the S-BS. Finally, we provide the
performance of our methods in the case of shadowing.

2.5.1 Comparison of the OTD, the DTD, and the ED

Figure 2.3 compares the transmission opportunities identified by the three detectors,
the OTD, the DTD, and the ED, where both simulation and theoretical curves are
provided for the OTD and the DTD. From the figure, the simulation and theoretical
curves overlap very well, and the proposed OTD and DTD significantly outperform
the conventional ED. In particular, the OTD and the DTD have an “U” shape for
d < 500 m and are with the lowest transmission opportunities when d � 300 m. The
reason is that the CDF curves of H0 and H1 in Fig. 2.2 overlap when d � 300 m,
and then it is hard for the OTD and the DTD to distinguish the two hypotheses.
When d > 500 m and the S-BS moves out of the coverage of the M-BS, the
S-BS may always access the busy band without interfering with the M-BS. Thus,
the transmission opportunity approaches 1 for d > 560 m. Furthermore, when
comparing the OTD and the DTD, they have the same performance for most of
the S-BS locations except for a small gap when 250 m < d < 350 m. In this range,
the DTD slightly outperforms the OTD.

Figure 2.4 compares the interference probabilities of the OTD, the DTD, and the
ED. From the figure, the OTD and the DTD can control their interference under the
preset interference probability constraint Ic D 0:01 for d < 500 m. This is because
the optimal thresholds of the OTD and the DTD are designed under the interference
probability constraint. In addition, the interference probability of the ED is around
0:002 for d < 500 m, since the ED is designed under the false alarm probability
constraint rather than the interference probability constraint. When d > 500 m
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Fig. 2.3 Transmission opportunities of the OTD, the DTD, and the ED
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Fig. 2.4 Interference probabilities of the OTD, the DTD, and the ED

and the S-BS moves out of the coverage of the M-BS, there is no M-UE inside
the M-BS’s coverage and the S-BS causes no interference to the M-UE. Then, the
interference probabilities of all three methods approach 0 when d > 500 m.

Figures 2.5 and 2.6 provide the optimal threshold and the optimal access
probabilities of the OTD, respectively, where the threshold of ED is also provided
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in Fig. 2.5 for comparison. From Fig. 2.5, the threshold of ED is a constant since
it is determined by a fixed false alarm probability and does not change with d. But
the optimal threshold of the OTD varies with d since it is calculated based on an
interference probability constraint. From Fig. 2.6, when the S-BS is close to the
M-BS, i.e., d < 300 m, q�

1 D 1 and q�
2 D 0, which means that the S-BS accesses the
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busy band when E > ��; when the S-BS is far away from the M-BS, i.e., d > 300 m,
q�

1 D 0 and q�
2 D 1, which means that the S-BS accesses the busy band when

E < ��. Thus, the OTD only needs to design one threshold and switch the decision
rules between (2.26) and (2.27). This significantly reduces the complexity of the
OTD and makes the OTD easy to implement in practice.

Figure 2.7 shows the optimal thresholds of the DTD as well as the threshold of
the ED. From the theoretical curves of the DTD, when d < 250 m, the optimal
high threshold ��

H is about 30 dB and the optimal low threshold ��
L is about �80 dB,

which means that the decision mainly depends on ��
H; when the S-BS moves away

from the M-BS, i.e., 250 m < d < 350 m, the decision depends on both thresholds;
when the S-BS is close to the edge of the M-BS’s coverage, i.e., 350 m < d <

500 m, the low threshold becomes the dominant threshold. As the S-BS keeps on
moving out of the M-BS’s coverage, d > 500 m, the overlap between the coverages
of the S-BS and the M-BS reduces to zero, and then the S-BS may always access
the busy band without interfering with the M-UE. Thus, the two thresholds of the
DTD become identical and can be any value, which has been omitted in Fig. 2.7.
Furthermore, the simulation curves match the theoretical ones very well except for
the lower threshold ��

L in the range 36 m < d < 250 m and the higher threshold ��
H

in the range 350 m < d < 500 m. This is reasonable since the optimal thresholds
��

L and ��
H in these ranges approach zero and infinity, respectively. We cannot obtain

the theoretical values by conducting the simulation with 104 trials.
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2.5.2 Transmission Opportunities Versus �T and r

Figure 2.8 compares the simulation results of the OTD and the DTD with the
theoretical ones in terms of the transmission opportunity. Since the largest gap
between simulation and theoretical curves in Fig. 2.3 appears at d � 300 m, we
evaluate our theoretical results under the worst case of d D 300 m. From the figure,
the simulation and theoretical curves of the OTD do not overlap for �T < 5 dB, and
these of the DTD do not overlap for �T < 15 dB. The reason is that we omit the
noise in our derivation, which is not valid in low SNR regions. Fortunately, such an
approximation works well in practice, which covers most target SNR values of the
M-UE.

Figures 2.9, 2.10 and 2.11 give the two optimal access probabilities of the OTD
with low target SNRs. Here, we only provide the simulation results, since the
theoretical results do not match the simulation ones for �T < 5 dB as we have
discussed. From the three figures, when d < 300 m, q�

1 D 1 and q�
2 D 0. But when

d > 300 m, q�
1 and q�

2 become 0 and 1, respectively, as the target SNR �T grows from
�20 dB to 0 dB. This is reasonable and can be explained by our theoretical analysis
in [12], i.e., if �T is large, the optimal access probabilities are q�

1 D 1 and q�
2 D 0

for d < 300 m, and q�
1 D 0 and q�

2 D 1 for d > 300 m. In practice, the target SNR
of the M-UE is usually larger than 0 dB, i.e., �T > 0 dB, then the optimal access
probabilities of the OTD can be either 0 or 1, which is also confirmed by Fig. 2.6.
Therefore, the proposed OTD is easy to be implemented in practical systems.
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Figure 2.12 shows the transmission opportunities of the OTD and the DTD for
different radii of the small cell, where �T D 20 dB. Here, we only provide the
theoretical results for simplicity since the theoretical and simulation results match
very well in high target SNR. From the figure, the transmission opportunities of the
OTD and the DTD have the same trend for different distances between the S-BS and
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M-BS. Specifically, the transmission opportunity of all curves are equal to 1 for d <

50 m and the S-BS may always access the busy band. The reason is that the coverage
of the S-BS is so small that the interference to the M-UE can be ignored. But, as
the radius r grows, all the transmission opportunities decrease. This is because the
large coverage of the S-BS results in high interference probability to the M-UE.
To meet the interference probability constraint, the transmission opportunity of the
S-BS reduces.

2.5.3 �T Unknown to S-BS

In practice, the target SNR of the M-UE varies with different services and may
even be unknown to the S-BS. Thus, we assume that the target SNR is uniformly
distributed in a reasonable range, e.g., between 5 dB and 20 dB. Then, the CDF of
the test statistic in Sect. 2.4 needs to incorporate the distribution of �T . Since it is
very difficult to obtain the closed-form CDF in this case, we will provide simulation
results instead.

Figure 2.13 compares the performance of the OTD, the DTD, and the ED, where
�T is uniformly distributed between 5 dB and 20 dB. From the figure, the proposed
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the OTD and the DTD obtain almost the same performance. They achieve about
100 % to 300 % more transmission opportunities in average than the conventional
ED. Figure 2.14 provides the corresponding interference probabilities of the OTD,
the DTD, and the ED. From the figure, the three methods have similar interference
to the M-UE, i.e., the interference probabilities are around 0:01 for d < 500 m, and
approach 0 for d > 500 m.

2.5.4 The Case of Shadowing

In this subsection, we provide the performance of the three detectors in the case
of shadowing, i.e., path-loss, shadowing, and multi-path fading are all considered.
In particular, the shadowing coefficient follows log-normal distribution with the
standard variation of 12 dB (We actually provide the worst case performance since
the standard variation of shadowing is usually between 4 dB and 12 dB [10]). All
simulation parameters except K D 16 are the same as those in Figs. 2.13 and 2.14.
Here, the reason that the number of samples K is set to 16 is to let the ED has
similar interference probability with the OTD and the DTD. This is because the
OTD and the DTD are designed under the interference probability constraint. When
we consider shadowing, they can automatically adjust the thresholds to reach the
preset interference probability Ic D 0:01. However, the ED is designed under the
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Fig. 2.15 Transmission opportunities of the OTD, the DTD, and the ED in the case of shadowing
(the target SNR of M-UE is unknown to S-BS)

false alarm probability. When we consider shadowing, the ED does not change the
threshold, which raises the interference probability. Thus, we adjust the number
of samples K to raise the threshold and make the ED have similar interference
probability with the OTD and the DTD. This allows us to make a comparison of
different detectors in terms of the transmission opportunity.

Figure 2.15 provides the transmission opportunities of the three detectors.
From the figure, we observe the same trend as in Fig. 2.13, but with only slight
performance loss at all detectors. Figure 2.16 shows the corresponding interference
probabilities of all three detectors. From the figure, we observe almost the same
curves as in Fig. 2.14. Therefore, in the case of shadowing, the proposed OTD and
DTD can still achieve about 100 % to 300 % more transmission opportunities in
average than the conventional ED.

2.6 Summary

In this chapter, a region-based spectrum sensing method was proposed to enable a
cognitive small cell to identify the location of an active user that is being served
by a macro cell. Then, the small cell may access the busy band if the active



References 33

0 100 200 300 400 500 600 700
0

0.002

0.004

0.006

0.008

0.01

0.012

The distance between M−BS and S−BS, d (m)

In
te

rf
er

en
ce

 p
ro

ba
bi

lit
y 

to
 M

−
U

E
, P

I

OTD, simulation
DTD, simulation
ED, simulation

I
c

Fig. 2.16 Interference probabilities of the OTD, the DTD, and the ED in the case of shadowing
(the target SNR of M-UE is unknown to S-BS)

user is outside the coverage of the small cell, and achieve more transmission
opportunities. We suggested that the small cells detect the active user by using
the received energy from the macro cell as the test statistic. Then we designed
two detectors with one and two thresholds, called OTD and DTD, respectively.
Meanwhile, as the conventional energy detector, neither the OTD nor the DTD
requires any prior information of the macro cell’s signal. Our results indicated that
under the same interference probability to the active user, the proposed OTD and
DTD achieve about 100 % to 300 % more transmission opportunities in average
than the conventional energy detector. This is because our region-based detectors
exploit the active user’s location information, which is carried by the power of the
macro cell’s signal for guaranteed services with target SNR requirement. Therefore,
the proposed OTD and DTD are suitable for the macro cell with guaranteed services
in future wireless communication systems.
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Chapter 3
Jamming-Based Probing for Spectrum Sensing

3.1 Introduction

In cognitive radio (CR), unlicensed users are able to access the frequency band
that belong to primary users as long as they do not interfere with the primary users
[1–5]. Thus spectrum sensing that finds spectrum opportunities in primary networks
is critical to enable CR users to work on a non-interference basis.

Spectrum holes (SHs) [2, 3] describe spectrum opportunities and are defined as
the vacant spectrum bands that can be accessed by CR users in a certain time and
at a certain geographic location. By detecting primary transmitters (PTs), CR users
can identify SHs and conduct overlay spectrum sharing [5–17]. On the other hand,
the spectrum opportunity can also be exploited by underlay spectrum sharing as
in [18, 19]. That is, CR users may coexist with primary users at the same time in
the same spectrum band and geographic area if the interference generated by CR
users is below a tolerant threshold. For example, a CR transmitter can spread its
power over a wide band by spread spectrum [20] or ultra-wideband (UWB) [21]
techniques. However, the transmit power of such a scheme has to be conservative
and it is limited to short range applications.

Since the ultimate goal of spectrum sensing is to avoid interfering with primary
receivers (PRs), it is more important to detect PRs directly. Based on the PR
detection results, CR users can budget their transmit power and exploit the spectrum
opportunities more efficiently. In [22], a direct sensing method to detect PRs has
been developed by exploiting local oscillator leakage emitted by radio-frequency
(RF) front end of a PR. However, this approach has poor performance because the
leakage signal is too weak to be detected.
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In this chapter, a jamming-based probing method is proposed to effectively detect
PRs. Different from traditional spectrum sensing methods [6–18] that detect SHs by
listening to primary signals, the proposed method finds SHs by probing the close-
loop power control (CLPC) of the primary link, i.e., sending a jamming signal
and observing possible corresponding power fluctuation of the primary signal. As a
result, the performance of CR system can be significantly enhanced.

3.2 System Model

Figure 3.1 shows an example of a CR application in a cellular primary system. It is
assumed that a PT and a PR-A are communicating with each other by frequency
division duplex (FDD). From the figure, Channels 1 and 2 are used for downlink
and uplink transmissions respectively between the PT and PR-A. A CR transmitter
is in the coverage of the PT and intends to communicate with a CR receiver by
Channel 1. If the coverage of the CR communication is the shaded area in the figure,
the CR user may still use Channel 1 even though the channel is already occupied
by the primary user because PR-A is beyond the range of the CR communication.
In this scenario, PR-A is referred to a coexistence terminal since it is out of CR’s
coverage and may coexist with CR users. In contrast, PR-B in the figure is called
an interference terminal. Assume that PR-B uses Channels 3 and 4 for downlink
and uplink transmissions, respectively. Since PR-B is within the coverage of the CR
transmitter, the CR user is not allowed to use Channel 3 that is assigned to PR-B.
The purpose of the jamming-based probing method is to distinguish coexistence
terminals from the interference ones. Once a coexistence terminal is identified, the
CR user is able to communicate over its downlink channel.

Fig. 3.1 CR system setup in a cellular primary system
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Denote Pr, Pi, and Pn as the power of the desired signal, the interference power
from CR users, and the noise power at a PR, respectively. Then the signal-to-
interference-plus-noise ratio (SINR) is given by

� D Pr

Pi C Pn
: (3.1)

In order to maintain an desired signal quality at the PR, CLPC will adjust the PT’s
transmit power to compensate the power loss caused by characteristics of wireless
channels, such as path-loss and shadowing. Denote G as the channel gain between
the PT and the PR, and Pt as the transmit power of the PT, then

Pr D G � Pt: (3.2)

From (3.1) and (3.2), the transmit power of the PT under CLPC can be obtained by

Pt D �T.Pi C Pn/

G
; (3.3)

where �T denotes the target SINR for the desired signal quality. Usually, quantized
information is used for CLPC feedbacks in practical wireless systems [23]. To
facilitate analysis, an ideal feedback is assumed in CLPC, where there are no
quantization and transmission errors.

3.3 Detection Principle

As indicated before, the PT’s transmit power with CLPC is adjusted according to the
interference power at the PR to maintain the quality of the received signal. When a
CR user is close to a PR, the jamming signal changes the interference environment
of the PR and therefore changes the PT’s transmit power accordingly. If the power
fluctuation of the PT signal is detected as a response to the jamming signal, then,
with a high probability, the CR transmission is causing interference to the PR. Thus
it needs to vacate the spectrum band as soon as possible. This is referred to as
Hypothesis HB, which denotes the channel as busy. On the other hand, when the
CR user is far away from the PR, the jamming signal does not trigger the primary’s
CLPC and the CR transmission may coexist with the primary transmission at the
same time and in the same geographic area. This is referred to as Hypothesis HI ,
which means that the channel is idle and can be accessed by CR users. In summary,
by sending a jamming signal and observing whether the transmit power of the PT
changes accordingly, a CR user can determine whether a PR is within its interference
region.

In the system, a whole sensing frame is divided into several observation blocks.
The channel gains are constant during each block, but may vary from block to block.
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In the following, the power of the received signal in a single block is first derived,
where the index of the block is omitted for simplicity. Then, the power in the whole
sensing frame is considered to formulate the PR detection problem.

As an extension, the modulation and coding scheme (MCS) can also be exploited
in our jamming-based probing method. For example, when the jamming signal
changes the interference environment of a nearby PR, the PT may adjust the MCS
to maintain the reliability of the primary communication link. Then CR users
can identify the nearby PR by detecting such responses using MCS classification
approaches proposed in [24] and [25].

3.3.1 Power of the Received Signal in a Single Block

Denote s.t/ as the transmit signal of the PT with the power Pt, then the received
signal at the CR user can be expressed as

y.t/ D h
p

Pts.t/ C n.t/; (3.4)

where h denotes the channel coefficient between the PT and the CR user, and n.t/
represents additive white Gaussian noise (AWGN) with zero mean and variance �2

n .
According to [26], the energy of the received signal, denoted as Y 0, follows a non-
central chi-square .
2/ distribution with M degrees of freedom and a non-central
parameter M�, i.e.,

Y 0 � 
2
M.M�/; (3.5)

where

� D
PM�1

kD0

�
h
p

Pts
�

kT
M

��2
M�2

n

: (3.6)

It is the instantaneous signal-to-noise-ratio (SNR) in the current observation block.
According to the central limit theory (CLT), Y 0 is approximately Gaussian when M
is large, i.e.,

Y 0 � N ŒM.1 C �/; 2M.1 C 2�/�; (3.7)

where N Œa; b2� represents Gaussian distribution with mean a and variance b2. Then
the power of the received signal in the current observation block can be obtained by
Y D Y0

M . Obviously,

Y � N Œ.1 C �/;
2

M
.1 C 2�/�: (3.8)
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3.3.2 Power of the Received Signal in Multiple Blocks

In the entire sensing frame, the CR user calculates the power of the received signal
within every block, and each of them follows a Gaussian distribution with mean
1 C �.l/ and variance 2

M .1 C 2�.l//, where l is the index of the observation block,
the mean 1 C �.l/ represents the expected power related to wireless channels and
CLPC, and variance 2

M .1 C 2�.l// reflects the uncertainty of the received power
caused by the noise.

Denote

�.l/ D Y.l/ � .1 C �.l//: (3.9)

Then,

�.l/ � N Œ0;
2

M
.1 C 2�.l//�; (3.10)

and

Y.l/ D 1 C �.l/ C �.l/; (3.11)

where 1 C �.l/ can be regarded as the signal component, �.l/ as the noise
component, and �.l/ D jh.l/j2Pt.l/. Here, �2

n D 1 in (3.6).
The power of the jamming signal is divided into direct current (DC) component

and alternating current (AC) component. The DC component denotes the average
power of the jamming signal and equals to 1 for simplicity while the AC component
represents the power fluctuation of the jamming signal and is denoted as x.l/. Then
the jamming signal can be expressed as .1 C x.l//. Since only the AC component is
focused for PR detection, the term jamming signal will represent x.l/ in the rest of
this section for simplicity. Then the interference power at the PR can be expressed
as

Pi.l/ D ˛.1 C x.l//; (3.12)

where ˛ reflects the interference strength. The larger ˛ is, the more interference to
PRs there is and vice versa. Assume Pn D 1, substituting (3.12) into (3.3) leads to
the transmit power of a PT using CLPC as follows,

Pt.l/ D pŒ1 C ˛.1 C x.l//�; (3.13)

where p D �T
G . From (3.11) and (3.13), the power of the received signal at the CR

user can be expressed as

Y.l/ D p.1 C ˛/jh.l/j2 C p˛jh.l/j2 � x.l/ C 1 C �.l/; (3.14)
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which indicates that Y.l/ will be affected by the jamming signal, x.l/, if the CR user
is close to the PR. Thus Hypotheses HB and HI can be distinguished by detecting
whether x.l/ is present or absent in Y.l/. Perform Fourier transformation to (3.14),
we have

QY.f / D p.1 C ˛/ QH.f / C p˛Œ QH.f / ˝ QX.f /� C ı.f / C QPn.l/; (3.15)

where ˝ denotes the convolution operation, QY.f /, QH.f /, QX.f /, and QPn.f / represent
the Fourier transforms of Y.l/, jh.l/j2, x.l/, and �.l/, respectively.

In (3.15), the received signal consists of four components in frequency domain
if HB is true. The first one is the Fourier transform of squared envelop of channel
(FTSEC) and it depends on wireless channels, the second one is the convolution of
FTSEC and the jamming signal, the third one is a DC signal which is a constant and
can be subtracted from the received signal, and the last one is the noise component.
On the other hand, if HI is true, only the first and the last terms exist in (3.15).

To summarize, the power of the received signal from a PT is the signal of interest.
By detecting whether it is adjusted according to the jamming signal, the CR user can
identify nearby PRs or access the spectrum band if the interference to PRs is below
a tolerant threshold.

3.4 Probing and Detection Algorithms

As indicated in [23], the maximum component of power spectrum density (PSD) of
the channel envelop is 2fm, where fm represents the maximum doppler frequency in
wireless channel. Thus the frequency components of x.l/ should be larger than 2fm.
Otherwise, spectrum overlaps between the jamming signal and the variation of the
wireless channels will confuse the CR user and degrade the detection performance.
On the other hand, the frequency components of x.l/ have to be limited to a certain
value so that the CLPC is able to respond them. That is because CLPC is to
compensate SINR losses caused by shadowing or path-loss in wireless channels
[27], which do not change rapidly. Based on the above two constraints, slow fading
channels and fast fading channels are considered. In slow fading channels, fm is
much smaller than the frequencies of the jamming signal, while in fast fading
channels, fm is much larger than the frequencies of the jamming signal.

3.4.1 Static Scenario

As discussed before, the PR can be detected by observing the power variation of
the received primary signal. Specifically, the CR user needs to identify whether
or not such power variations are caused by its jamming signal under fluctuations
of wireless channels. To distinguish two signals with different frequency bands,
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Fig. 3.2 Principle of the MF detector

we design the detector in frequency domain. We will consider a Fourier transform
approach to design a jamming signal and the corresponding detection algorithm.
Assume that the jamming signal, x.l/, is band-pass, where fl and fh represent its
lowest and highest frequency components, respectively. Since x.f / is non-negative,
its Fourier transform QX.f / is symmetric. Define

QX.f / D QX�.f / C QXC.f /; (3.16)

where QX�.f / D QXC.�f /, and QX�.f / and QXC.f / represent the negative and the
positive components of QX.f /, respectively. Figure 3.2a shows the Fourier transform
of Y.l/ if HB is true, where we omit the DC and noise components for simplicity.
As shown in the figure, if fl � 2fm > 2fm or fl > 4fm, QY.f / consists of three isolated
components, QH.f /˝ QX�.f /, QH.f /, and QH.f /˝ QXC.f /. On the other hand, if HI is true
and QX.l/ D 0, there is only QH.f / component left in QY.f /. Therefore, by detecting
QH.f / ˝ QX�.f / and QH.f / ˝ QXC.f / components, the CR user can distinguish HI and
HB. Equation (3.10) indicates that the variance of the noise varies with �.l/, i.e.,
the noise is non-stationary. To facilitate analysis, we still assume it is stationary and
apply matched filter (MF) for the detection of QX.f /. Again as shown in Fig. 3.2a,
QH.f / is a fraction of QY.f /, where �2fm < f < 2fm. Then the CR user can obtain QH.f /

through the Fourier transformation of the envelop of the received signal no matter
whether or not CLPC is triggered by the jamming signal. Therefore, QH.f / ˝ QX�.f /

and QH.f / ˝ QXC.f / can be reconstructed by QY.f / ˝ QX�.f / and QY.f / ˝ QXC.f /, as
illustrated in Fig. 3.2b, c, respectively. As in the figure, the shaded components of
the spectrum are the reconstructed parts. Then the test statistics of the MF detector
can be obtained by performing correlation operation between the received signal,
QY.f /, and the reconstructed signal, QY.f / ˝ QX.f /, in frequency domain, i.e.,

D D
X QY.f / � Œ QY.f / ˝ QX.f /�: (3.17)

In slow fading channels, we assume fl � fm and fh � fm so that there is
no interference when performing correlation operations among different isolated
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components of the signal Y.l/ in frequency domain. Substitute (3.15) into (3.17),
we obtain

D D p2˛.1 C ˛/
XfŒ QH.f / ˝ QX.f /�2 C QH.f / � Œ QH.f / ˝ QX.f / ˝ QX.f /�g C QN.f /

D 2p2˛.1 C ˛/

8<
:

fhC2fmX
fl�2fm

Œ QH.f / ˝ QXC.f /�2 C
2fmX

�2fm

QH.f / � Œ QH.f / ˝ QXC.f / ˝ QX�.�f /�

9=
;C QN.f /;

(3.18)

where QN.f / is the noise component. Then the jamming signal of a CR user can be
designed as follows,

max QX.f /.D/ (3.19)

s:t:
Pfh

f Dfl
QX.f / D constant;

fh � fCLPC;

where fCLPC is the highest frequency that CLPC is able to react.
In (3.19), the jamming signal can be obtained in frequency domain by maximiz-

ing the output of the MF detector and it also needs to satisfy the two constraints, i.e.,
the summation of frequency components of the jamming signal is constrained so that
it will not cause the harmful interference to PRs; the highest frequency component
of QX.f / is smaller or equals to fCLPC so that it can be responded by CLPC. As shown
in Fig. 3.2, with a proper jamming signal, the original signal is able to be matched
perfectly. It is very hard to obtain a closed-form expression of the jamming signal
from (3.19). Therefore, from practical considerations, we apply a sinusoid signal
with frequency fx as our jamming signal, which facilitates the detection as well, and
thus fl D fh D fx. Substitute QXC.f / D ı.f � fx/ and QX�.f / D ı.f C fx/ into (3.18),
then we obtain the test statistics as

D D 4p2˛.1 C ˛/

2fmX
�2fm

QH2.f / C QN.f / if fx > 4fm: (3.20)

It can be found that the effect of the sinusoid jamming signal is equivalent to
shifting a FTSEC, QH.f /, to a high frequency region. When fx > 4fm, there is no
overlap between QH.f / and its shifted version QH.f ˙ fx/. Then the jamming signal
can be easily identified by the MF detector.

3.4.2 Dynamic Scenario

In this case, fCLPC � fx > 4fm does not always hold. As will be shown in the
next subsection, the performance of the MF detector decreases dramatically when
fx � 4fm. To enable our proposed scheme in this scenario, we develop a jamming
signal and the corresponding detector that are suitable for fast fading channels.
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Fig. 3.3 Diagram of the EDC detector

Rectangle pulses can be applied as a jamming signal and can be implemented by
turning a CR signal on and off alternately. In particular at the CR user, the power
fluctuation caused by the variation of channel gains can be averaged in a fast fading
channel and it leads to good detection performance in this scenario. Figure 3.3 shows
the diagram of the detector. It calculates the power of the received signal during CR’s
on and off periods separately and then compares the difference between them to get
the test statistics for decision. Thus nearby PRs can be detected by the CR user and
such a detector is named as an energy detection comparator (EDC).

Assume that the overall durations of CR’s on and off periods are T1 and T2,
respectively, and T is the duration of one observation block. Let a D T1

T and b D T2

T .
In duration T , we denote Y1 and Y2 as the equivalent energies when CR is on and
off, respectively. Then, it can be shown that

Y1 � N

	
M C �CR;

2.M C 2�CR/

a



; (3.21)

and

Y2 � N

	
M C �CR � 
;

2.M C 2.�CR � 
//

b



; (3.22)

where M is the number of samples in a unit duration, �CR denotes the SNR at the
CR user, and 
 represents the transmit SNR adjustment when the jamming signal
turns from on to off. In particular, 
 represents the power variation of the PT’s signal
due to the CLPC triggered by the jamming signal. Thus if there is a PR nearby, the
expected values of Y1 and Y2 may be different, otherwise, they should be the same.
Therefore, the PR can be detected based on the test statistics, D0 D Y2 � Y1, which
follows a Gaussian distribution, that is,

D0 � N

	

;

2.M C 2�CR/

a
C 2.M C 2�CR � 2
/

b



: (3.23)

Define the duty cycle of the jamming signal as

� D a

a C b
; (3.24)
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which denotes the proportion of the duration when the CR user is on. From (3.23),
the larger a and b are, the longer the overall duration is, and as a result, the smaller
the variance of the power of the received signal is. Denote K D 2.M C 2�/, then

D0 �
�
N

�
0; K. 1

a C 1
b /
�

; HI .
 D 0/;

N
�

; K. 1

a C 1
b / � 4


b

�
; HB .
 > 0/:

(3.25)

Given the threshold of the detector, �, the probabilities of false alarm and miss
detection can be expressed as

Pf D Q

0
B@ �q

K. 1
a C 1

b /

1
CA ; (3.26)

and

Pm D 1 � Q

0
B@ � � 
q

K. 1
a C 1

b / � 4

b

1
CA ; (3.27)

respectively. Eliminating � by combining (3.26) and (3.27), we can find Pf for given
a, b, and Pm as follows,

Pf D Q

0
B@Q�1.1 � Pm/

q
K. 1

a C 1
b / � 4


b C 


K. 1
a C 1

b /

1
CA ; (3.28)

where Q�1.�/ represents the inverse Q-function.

3.5 Numerical Results

In this section, some numerical and monte carlo simulation results are presented
to demonstrate the performance of the proposed MF and EDC detectors for the
proactive spectrum sensing.

3.5.1 MF Detector

Since we are interested in the ratio between fm and fx, the small values of fm and
fx are used for facilitating simulations, i.e., the maximum doppler frequency is
fm D 2 Hz. Different from existing spectrum sensing methods working in a low
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Fig. 3.4 Probability of missed detection in the MF detector

SNR region [8], our proactive approach works at the similar SNR as the nearby PR
who are communicating with the PT under medium or even high SNR. Thus we
set the SNR as 10 dB in our simulations. In addition, we assume that the period of
energy detection samples, T , is 0:02 seconds and 104 monte carlo trails have been
done for each curve. Figure 3.4 shows the probability of missed detection, Pm, in
different scenarios, where the thresholds are chosen so as to satisfy Pf � 10�2.
From the figure, Pm goes down dramatically as interference strength, ˛, increases.
In particular, Pm < 10�2 when ˛ > 0:18 in fx D 5fm case. Furthermore, Fig. 3.4
indicates that Pm goes down with the fx-to-fm ratio. This is because in the correlation
operation at the MF detector, there will be spectrum overlaps between QH.f / and
QH.f / ˝ QX.f / when fx < 4fm, as shown in Fig. 3.2, which degrades the performance

of the MF detector.

3.5.2 EDC Detector

Figure 3.5 demonstrates the ROC performance form (3.26) and (3.27) versus
different SNRs at a CR user, �CR, where 
 D 5 dB. From the figure, the ROC
performance improves as �CR goes up, i.e., the higher �CR is, the more ROC benefits
can be obtained. Based on (3.28), Fig. 3.6 shows the probability of false alarm, Pf ,
versus the number of blocks in “silent” status of the pulse jamming signal, b. Here
30 blocks in “on” status of the pulse jamming signal are considered, i.e., a D 30, and
both a and b determine the duty circle, v D a

aCb . We further assume that the number
of samples during each observation block is M D 10, the SNR is �CR D 10 dB,
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the power adjustment at the PT is 
 D 10 dB, and the threshold is selected so that
Pm � 10�2. It is shown in the figure that Pf decreases as b increases, in particular,
Pf < 10�2 when b > 30.
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3.5.3 Comparison Between the MF and the EDC Detectors

Figure 3.7 compares the performance of the MF and the EDC detectors in different
scenarios. In our simulation, fm D 4 Hz and the thresholds are chosen to satisfy
Pf � 10�2 as well. In the EDC method, the duty cycle is � D 0:5 and the power of
jamming pulses equals the average power of the sinusoid jamming signal in the MF
detector. Therefore, the interference to the PR caused by the two proactive sensing
algorithms is identical, but the EDC detector needs twice the duration of the MF
detector to identify a PR. As shown in Fig. 3.7, the performance of the EDC detector
in fx D 0:5fm case is much better than that of the MF detector. However, as fx
increases from fx D 0:5fm to fx D 2fm, the probability of missed detection in EDC,
Pm, goes up while that of the MF detector goes down dramatically. This is because
in fast fading channels, the sensing duration is relatively large so that the variation
of the channel gains can be averaged and the power of PT’s signal can be measured
with a small variance, while in slow fading channels, the variation of the channel
gains in the sensing duration will lead to a large variance of the received signal,
which confuses the CR users and degrades the detection performance considerably.

3.6 Summary

In this chapter, a jamming-based probing method was proposed to detect primary
receivers, which enables a CR system to coexist with a primary system without
harmful interference to primary receivers. In particular, we developed two prac-
tical detectors and the corresponding jamming signals to identify the spectrum
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opportunities for CR. Compared to conventional spectrum sensing methods with
primary transmitter detection, the proposed approach can obtain more spectrum
opportunities.
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Chapter 4
Relay-Based Probing for Spectrum Sensing

4.1 Introduction

In spectrum sharing, the cross-channel gain from the cognitive transmitter (CT)
to the primary receiver (PR) significantly affects the cognitive capacity [1, 2].
When the cross-channel gain is available, the CT can precisely control its inter-
ference to the PR and achieve significant cognitive capacity. However, when the
cross-channel gain is not available, the CT has to reduce the transmission power to
protect the PR, which inevitably degrades the cognitive capacity. Therefore, efficient
spectrum sharing schemes require the cross-channel gain [3].

In practice, estimating the cross-channel gain is a very challenging task. In
frequency-division duplex (FDD) systems, the cross-channel gain can only be
estimated by the PR and sent back to the CT via the backhaul link between the
two systems. However, such a backhaul assumption is usually invalid in cognitive
radio networks [4]. In time-division duplex (TDD) systems, the cross-channel gain
can be obtained by the CT in the PR’s reverse transmission if the CT knows the
transmission power of the PR. However, such an assumption is also invalid [4].
Therefore, the conventional estimation methods [5–7] are not suitable for cognitive
radio systems and estimating the cross-channel gain becomes the bottleneck for
efficient spectrum sharing.

Recently, a new category of estimation methods, called proactive estimation, is
proposed in [8–14] to estimate the cross-channel gain, which does not need either
the backhaul link or the transmission power of the PR. In proactive estimation, the
CT transmits some jamming signals to probe the close-loop power control (CLPC)
between the primary transmitter (PT) and PR, i.e., the jamming signals pass through
the cross-channel, degrade the signal-to-noise ratio (SNR) at the PR, and force the
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PT to adjust the transmission power to maintain a certain target SNR at the PR. Then
the power adjustment of the PT becomes a function of the cross-channel gain. As
a result, by measuring the power adjustment of the primary signal, the CT is able
to autonomously estimate the cross-channel gain. In [8], the proactive estimation
is first proposed to obtain the cross-channel gain in cognitive radio networks. In
[10, 11], the power of the jamming signals is designed to optimize the estimation
performance. In [12–14], the proactive estimation is further developed in multiple
antenna systems to obtain the null space or the channel direction information of the
cross-channel.

However, all these proactive sensing methods require the CT to transmit jamming
signals, which may inevitably cause severe interference to the PR. This raises a new
issue in the sensing phase, called spectrum sensing interference. Conventionally,
spectrum sensing does not cause any interference to the PR since it works passively.
Therefore, we need to strictly control the sensing interference to an extremely low
level when designing the proactive sensing algorithms. Otherwise, it is difficult to
implement the proactive sensing in practical systems.

In this chapter, the motivation is to deal with the spectrum sensing interference
caused by the jamming-based proactive estimation methods. A relay-based method
is proposed to conduct the proactive estimation. In our method, the CT acts as a
full-duplex amplify-and-forward (AF) relay. This allows the CT to use the relayed
primary signal rather than the jamming signal for the probing. As a result, the
interference to the PR can be effectively reduced.

4.2 System Model

Figure 4.1 provides the system model of this chapter, where the PT serves the PR
that is uniformly located inside the disk region with the center PT and the radius
R. At the same time, a CT intends to estimate the cross-channel gain from the
CT to the PR for spectrum sharing, and the distance between the CT and the PT
is r. Here, we denote hk

p
gk (k D 0; 1; and 2) as the channel coefficients among

the three nodes, where hk and gk represent the small-scale fading and large-scale
path loss coefficients, respectively. In the small-scale fading, the coefficient hk

follows Rayleigh distribution with unit variance. In the large-scale path loss [15],
the coefficient gk follows

gk.dB/ D �128:1 � 37:6 log10.l/ for l � 0:035 km; (4.1)

where l denotes the distance between two nodes and the system is assumed to
operate over 2 GHz frequency band.

Furthermore, the block fading channel is considered, where the Rayleigh fading
coefficients are constant within each block and they are independent for different
blocks. It is also assumed that all nodes are stationary and their path loss coefficients
are constant in different blocks.
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Fig. 4.1 System model

In the following, the point-to-point model and the three-node relay model are
introduced, respectively.

4.2.1 Point-to-Point Model Between the PT and PR

Denote x.i; j/ as the transmitted signal of the PT with unit power, i.e.,
E
�jx.i; j/j2� D 1, where E Œ�� is the expectation operator, and i and j denote the

indices of N samples and M blocks. Then the received signal at the PR can be
expressed as

y.i; j/ D h0.j/
p

g0p0x.i; j/ C np.i; j/; (4.2)

where p0 is the transmission power of the PT and np.i; j/ is the addictive white
Gaussian noise (AWGN) at the PR with zero mean and variance �2.

The guaranteed primary service with CLPC is assumed, where the PT auto-
matically adjusts its transmission power to maintain a certain target average SNR
or signal-to-interference-plus-noise ratio (SINR), denoted as N�T . In particular, the
value N�T is publicly available knowledge and it is known to the CT. The relationship
between N�T and p0 can be obtained by
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(4.3)

4.2.2 Three-Node Relay Model Among the PT, CT, and PR

Since the CT is inside the coverage of the PT for spectrum sharing, it can overhear
the PT’s signal. Then the received signal at the CT can be expressed as

xcr.i; j/ D h1.j/
p

g1p0x.i; j/ C nc.i; j/; (4.4)

where nc.i; j/ is the AWGN at the CT with zero mean and the variance �2. The
corresponding average SNR at the CT can be obtained by
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(4.5)

When the CT acts as a full-duplex AF relay with the amplitude gain G, the
transmitted signal of the CT becomes

xct.i; j/ D Gxcr.i; j/: (4.6)

In fact, there is a time delay in full-duplex relay between reception and transmission,
called signal processing delay. However, the impact of the signal processing delay
depends on the relationship between the signal processing delay and the system
sample period. If the signal processing delay is relative small compared with
the system sample period, the destination cannot distinguish the direct and relay
paths. Therefore, the signal processing delay can be ignored in the baseband signal
processing model in (4.6). This is in particular valid in AF full-duplex relay systems
since the AF relay can be implemented through RF circuits with extremely short
signal processing delay. This assumption has also been widely used in existing
literature on full-duplex relay systems, e.g., [16–18].
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Since this chapter focuses on proposing a new sensing technique, it does not
consider the specific self-interference suppression techniques. Instead, it is assumed
that most of the self-interference can be cancelled using existing self-interference
suppression methods. The residual self-interference (after self-interference sup-
pression) is modelled as the noise. Then the received signal of the PR has two
components: the direct signal from the PT and the relay signal from the CT. In
addition, since the two components arrive at the PR via different paths, � is defined
as the time-difference-of-arrival (TDOA) [19] between them. Then the overall
received primary signal at the PR can be expressed as

yp D h0.j/
p

g0p0x.i;j/„ ƒ‚ …
Sd.Direct signal/

C Gh2.j/
p

g2h1.j/
p

g1p0x.i� ;̨j�ˇ/„ ƒ‚ …
Sr.Relay signal/

C �Gh2.j/
p

g2nc.i;j/Cnp.i;j/„ ƒ‚ …
N.Noise/

; (4.7)

where � is the parameter indicating the strength of the residual self-interference
in full-duplex relay, ˛ and ˇ are delay indices. As a result, the TDOA becomes
� D ˛Ts C ˇTb, where Ts and Tb represent the block period and sample period,
respectively.

4.3 Estimation Principle

The motivation of this chapter is to deal with the spectrum sensing interference
caused by proactive sensing. In conventional proactive sensing, the jamming signal
is used to probe the CLPC between the primary transceivers, which allows the CT
to autonomously estimate the cross-channel gain. However, as the side effect, using
jamming signal inevitably causes the sensing interference to the PR. In particular,
the more sensing interference the CT generates, the more effectively the CLPC can
be probed, and then the better the estimation performance becomes. To deal with
the sensing interference, the proposed solution is to let the CT act as a full-duplex
AF relay to conduct the probing, i.e., replace the jamming signal by the primary
signal using the full-duplex AF relay. Therefore, the PR can receive the desired
signals from both PT and CT, which can effectively reduce the sensing interference
to the PR.

In principle, when the CT conducts the full-duplex AF relay, it actually changes
the original point-to-point channel between the primary transceivers to the three-
node relay channel. Then the original PT-PR channel gain g0 becomes the equivalent
end-to-end channel gain (EEECG) ge. If g0 ¤ ge, the received SNR of the PR
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becomes unequal to the target SNR. Then the CLPC can be triggered to adjust the
transmission power of the PT. As a result, by observing the power adjustment, the
CT can estimate the cross-channel gain.

Depending on the relationship between g0 and ge, the CLPC is triggered in
different ways, which has different impacts on the primary link. If g0 < ge, it means
that the CT enhances the primary link. Then the SNR of the PR becomes larger than
the target value, and the PT reduces the power to maintain the target SNR. On the
other hand, if g0 > ge, it means that the CT causes interference and degrades the
primary link. Then, the SNR of the PR becomes less than the target value, and the
PT increases the power to maintain the target SNR. Therefore, to avoid interfering
with the PR, the relay-based probing needs to work in the case of g0 < ge since the
case of g0 > ge causes the interference to the PR.

In the rest of this section, the EEECG expressions are obtained and then the
relationship between g0 and ge is analyzed to find two interference-free regions, in
which the CT’s probing can render g0 < ge. In the next section, the new algorithm
is proposed to identify the CT located region and estimate the cross-channel gain.

4.3.1 Calculate the EEECG ge

As indicated before, since the transmitted signal of the PT travels through different
paths, the PR may receive multiple copies of the signal, which arrive at the PR at
different time. Depending on the system bandwidth and also the signal processing
ability, the PR may only collect the received signals within a ceratin time duration,
which is called the maximum allowable TDOA [19] and defined as Tm. If the TDOA
of the direct and relay signals is less than Tm, i.e., � < Tm, it is the small delay case,
where the PR treats both of them as the desired signals. Otherwise, if the TDOA
is equal to or lager than Tm, i.e., � � Tm, it is the large delay case, where the PR
only treats one of them as the desired signal and leaves the other as the interference.
In the following, the EEECG expressions are developed under the small and large
delay cases, respectively.

Small Delay Case: When � < Tm, the PR treats both direct and relay signals as
the desired signals. Then the average SNR at the PR can be obtained by
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where the EEECG is

ge D g0 C G2g1g2

�2G2g2 C 1
: (4.9)

Large Delay Case: When � � Tm, the PR automatically treats the strong one
(between the direct and relay signals) as the desired signal and leaves the other as
the interference. Since either the direct signal from the PT or the relay signal from
the CT can be the strong one, we discuss them in the following two subcases.

• Strong Direct Signal: The PR treats the direct signal as its desired signal as
long as the direct signal can provide higher SINR than that the relay signal can
provide, i.e.,

E
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: (4.10)

Then the average SINR at the PR can be obtained by
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(4.11)

where the EEECG becomes

ge D g0

2
.

1

G2p0g1g2

�2 C �2G2g2 C 1
C 1/: (4.12)

• Strong Relay Signal: The PR treats the relay signal as its desired signal as long
as the relay signal can provide equal or higher SINR than that the direct signal
can provide, i.e.,
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Then the average SINR at the PR can be obtained by
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where the EEECG becomes

ge D G2g1g2
p0g0

�2 C �2G2g2 C 1
: (4.15)
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Once we obtain the SNRs in (4.11) and (4.14), we can substitute them into (4.10)
and have

1

2
.
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G2p0g1g2 C �2G2g2�2 C �2
C p0g0

�2
/ >

G2p0g1g2

p0g0 C �2G2g2�2 C �2
: (4.16)

When we further substitute (4.3) and (4.5) into (4.16) and obtain

N�T. N�T C �2G2g2 C 1/ C N�T.G2 N�c0g2C�2G2g2C1/. N�T C�2G2g2C1/

>2G2 N�c0g2.G2 N�c0g2C�2G2g2C1/;
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we can have the following inequality
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a
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where
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(4.19)

This indicates that when the amplitude gain G is less than
p

a=g2, the PR treats the
direct signal as the desired signal. Otherwise, the PR treats the relay signal as the
desired signal.

4.3.2 Relationship Between g0 and ge

Based on the above EEECG expressions, this subsection discusses the relationship
between the original PT-PR channel gain g0 before the relay and the EEECG ge

after the relay. The goal is to find the interference-free regions, in which the CT can
conduct the relay-based probing without interfering with the PR, i.e., let g0 < ge

always hold. In the following, two theorems are presented to show the relationship.

Theorem 1. In the small delay case, the relay enhances (or degrades) the primary
link if the first hop of the relay channel is stronger (or weaker) than the primary
channel, i.e.,

(
g0 < ge; if g1 > �2g0; (4.20a)

g0 � ge; if g1 � �2g0: (4.20b)

Proof. The detailed proof can be found in [20].
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Theorem 2. In the large delay case, the relay enhances the primary link if the first
hop of the relay channel is stronger than the primary channel and the amplitude
gain is greater than the value

p
b=g2. Otherwise, the relay degrades the primary

link if the first hop of the relay channel is stronger than the primary channel but the
amplitude gain of the relay is no more than

p
b=g2, or if the first hop of the relay

channel is not stronger than the primary channel, i.e.,

8̂<
:̂

g0 < ge; if g1 > �2g0 and G >
q

b
g2

; (4.21a)

g0 � ge; if g1 � �2g0 or G �
q

b
g2

: (4.21b)

Proof. The detailed proof can be found in [20].

The above two theorems indicate that the relationship between g0 and ge is
mainly determined by three factors:

1) in which case the relay is operating, the small or large delay case?
2) what is the relationship between g0 and g1, g1 > �2g0 or g1 � �2g0?
3) whether or not the amplitude gain G >

p
b=g2 is satisfied?

• The First Two Factors: Since the first two factors are determined by the location
of the CT, Fig. 4.2 is provided to show the relationship. In the figure, the ellipse
and the dashed circle divide the whole coverage of the PT into four regions, called
Regions I, II, III, and IV. For the ellipse, the PT and PR are located at the two
focuses, and the boundary of the ellipse is determined by the maximum allowable
TDOA Tm. If the CT is located at any point of the ellipse, the TDOA of the direct
and relay signals is equal to Tm. Thus, the regions inside the ellipse (Regions I

Fig. 4.2 Four location regions for the CT
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and II) and those outside the ellipse (Regions III and IV) are corresponding to
the small and large delay cases, respectively. For the circle, the PT is located at
the center and the radius is the PT-PR distance. Therefore, the regions inside the
circle (Regions I and III) and those outside the circle (Regions II and IV) are
corresponding to g1 > �2g0 and g1 � �2g0, respectively.

In practice, since the CT may appear in any one of the four regions, it needs
to identify its located region. This is because the CT can conduct the relay-
based probing without interfering with the PR only in Regions I and III, i.e.,
the inequality g0 < ge only holds for g1 > �2g0.

• The Third Factor: Since the relationship between g0 and ge is also affected by
the third factor, i.e., the amplitude gain G, Fig. 4.3 is provided to show how
the amplitude gain affects the EEECG ge, where the same system parameters
are adopted as in Sect. 4.5. Here, a specific CT location in each region is
considered and four EEECG curves are provided based on (4.9), (4.12), and
(4.15). Figure 4.3a considers Regions I and III where the first hop of the relay
channel is stronger than the primary channel, i.e., g1 > �2g0. For the CT in
Region I, the EEECG is always greater than the primary channel gain, i.e.,
ge > g0, which agrees with Theorem 1. For the CT in Region III, the EEECG is
less (or greater) than the primary channel gain if the amplitude gain of the relay is
less (or greater) than the value

p
b=g2, which agrees with Theorem 2. Figure 4.3b

considers Regions II and IV where the primary channel is stronger than or equal
to the first hop of the relay channel, i.e, g1 � �2g0. From the figure, both EEECG
curves are always less than or equal to the primary channel gain, i.e., ge � g0.
This is true and agrees with the two theorems.

From the above analysis, the relay-based probing causes no interference to the PR
only in two case: one is the small delay case with g1 > �2g0, i.e., the CT is located
in Region I, and the other is the large delay case with g1 > �2g0 and G >

p
b=g2,

i.e., the CT is located in Region III and the amplitude gain satisfies G >
p

b=g2.
Therefore, the CT needs to be capable of identifying its located region and finding
the value

p
b=g2.

4.4 Probing and Estimation Algorithms

In the previous section, the relay-based probing is studied and two interference-free
regions are obtained for the CT. In this section, a method is proposed to identify the
CT located region and find the value

p
b=g2. Then, the corresponding estimator is

developed in each region to obtain the cross-channel gain.
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Fig. 4.3 An example to demonstrate the relationship between g0 and ge
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4.4.1 Interference-Free Probing

A two-step detection method is considered to identify Regions I and III. The first
step is to rule out the cases that the CT is in Region II or IV. The second step is to
distinguish the two cases whether the CT is located in Region I or III. Meanwhile,
the value

p
b=g2 can be obtained.

Rule Out Regions II and IV

As indicated before, since Regions I, III and Regions II, IV are divided according
to the relationship between g0 and g1, it is easy to distinguish them by comparing
the average SNRs of the CT and PR, i.e., �c0 and �T . This is because these average
SNRs are corresponding to the channel gains g0 and g1, i.e.,

g1

g0

D
N�c0 �2

p0

N�T �2

p0

D N�c0

N�T
: (4.22)

Therefore, Regions I, III and Regions II, IV can be distinguished by

Decision result D
�

Region I or III, if N�c0 > �2 N�T ;

Region II or IV, if N�c0 � �2 N�T ;
(4.23)

where N�c0 > �2 N�T and N�c0 � �2 N�T are corresponding to g1 > �2g0 and g1 � �2g0,
respectively.

Distinguish Regions I and III

Once the CT rules out Regions II and IV, the difficulty becomes to distinguish
Regions I and III, which can be treated as a two-hypothesis detection problem. Next,
a test statistic is obtained and a threshold is calculated to make a decision.

In principle, for the primary system with CLPC, the channel gain or equivalent
channel gain between the PT and PR, i.e., g0 or ge, determines the transmission
power of the PT, i.e., p0 D �2 N�T=g0 and p1 D �2 N�T=ge. Since the transmission
power of the PT further determines the average SNR of the CT, i.e., N�c0 D p0g1=�2

and N�c1 D p1g1=�2, it has

N�c0

N�c1

D p0

p1

; (4.24)
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Fig. 4.4 The principle of obtaining the test statistic ˝ in distinguish Regions I and III

which indicates that the relationship between g0 and ge is corresponding to the
relationship of the measured SNRs at the CT before and after the relay, i.e., N�c0

and N�c1 . Thus, it is possible for the CT to distinguish Regions I and III.

• Find the Test Statistic: Fig. 4.4 provides the measured SNR N�c1 of the CT in
Regions I and III versus the amplitude gain G, where the measured SNR N�c0
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of the CT before conducting the relay is also marked for comparison. From the
two figures, the SNR curves in Regions I and III are the inverse of the EEECG
curves in Regions I and III in Fig. 4.3. As a result, N�c0 > N�c1 (corresponding
to g0 < g1) indicates that the relay-based probing does not cause interference
to the PR. Specifically, as the amplitude gain G reduces from 80 dB, the SNRs
N�c1 in both Regions I and III increase to N�c0 . In particular, in Region I, the SNR
curve reaches N�c0 at G D p

b=g2 while in Region III, the SNR curve reaches
N�c0 at G D 35 dB, where

p
b=g2 � 35 dB. Thus, it is reasonable for the CT to

conduct the full-duplex relay and gradually reduce the amplitude gain. Once a
stop threshold N�c1 D N�c0 is satisfied, the corresponding value G can be treated
as the test statistic ˝. Meanwhile, the value

p
b=g2 is obtained since the test

statistic ˝ is equal to
p

b=g2 for the CT in Region III.

Theoretically, if the amplitude gain G is reduced continuously, the test statistic
˝ can be obtained without interfering with the PT, i.e., N�c0 > N�c1 always holds.
However, in practice, since the amplitude gain G is adjusted by a reducing step
�G, then the test statistic ˝ is actually obtained at N�c0 < N�c1 , which introduces
interference to the PR. To limit the interference, the stop threshold is adjusted by a
coefficient 0 < K � 1, i.e., change the original threshold �c0 to a new one K�c0 ,
which are shown in Fig. 4.4. By selecting the coefficient K, the CT is able to control
the interference probability, i.e., PI D Prf N�c0 < N�c1g.

• Find the Threshold: Fig. 4.5 provides an example to show the PDF of the test
statistic ˝, where the PR is randomly located inside the coverage of the PT,
the PT-CT distance is r D 0:2 km, the reducing step of the amplitude gain is
�G D 0:5 dB, and the coefficient K is set to 0:9. From the figure, once a threshold
Gt is set, the CT is able to distinguish Regions I and III by

Decision result D
�

Region I, if ˝ < Gt;

Region III, if ˝ � Gt:
(4.25)

To maximize the correct detection probability, the threshold Gt can be
obtained by

Pd Dmax
Gt

ŒPrf˝ < GtjIg PrfIgCPrf˝ �GtjIIIg PrfIIIg�; (4.26)

where PrfIg and PrfIIIg are the probabilities that the CT is in Regions I and III,
respectively.

4.4.2 Cross-Channel Gain Estimation

In this subsection, two estimators are designed for Regions I and III, respectively.
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Fig. 4.5 The PDF of the test statistic ˝

Estimator in Region I

If the CT is located in Region I, it can conduct the full-duplex relay and change the
original PT-PR channel gain g0 to the EEECG ge in (4.9). Then the received average
SNR at the PR is changed to a new value. To maintain the target SNR N�T , the PT
adjusts the transmission power to

p1 D N�T�2

ge
: (4.27)

Then, the measured average SNR at the CT becomes

N�c1 D p1g1

�2
: (4.28)

From (4.5) and (4.28), it leads to the following relationship,

p0

p1

D N�c0

N�c1

: (4.29)
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By substituting (4.3), (4.5), (4.9), (4.28), and (4.29) into (4.27), it has

N�T D
N�c1N�c0

N�T C G2 N�c1g2

�2G2g2 C 1
: (4.30)

Therefore, the following estimator can be obtained for the CT in Region I, i.e.,

Og2 D N�T. N�c1 � N�c0 /

G2 N�c0 .�2 N�T � N�c1 /
: (4.31)

In (4.31), since the relay-based probing causes no interference to the PR for any
value of G, G can be chosen to minimize the estimation error, which will be
discussed latter.

Estimator in Region III

If the CT is located in Region III, the amplitude gain needs to be large enough,
i.e., G >

p
b=g2, to let the relay signal be stronger than the direct signal. Then the

relay-based probing changes the original PT-PR channel gain g0 to the EEECG ge

in (4.15). Consequently, the SINR at the PR changes from N�T to N� in (4.14). To
maintain the target average SNR N�T , the PT adjusts the transmission power to a new
value p1, i.e.,

p1 D N�T�2. N�T C �2G2g2 C 1/

G2g1g2

: (4.32)

At the CT, the measured average SNR becomes

N�c1 D p1g1

�2
D N�T. N�T C �2G2g2 C 1/

G2g2

: (4.33)

Therefore, the following estimator can be obtained for the CT in Region III, i.e.,

Og2 D N�2
T C N�T

G2 . N�c1 � �2 N�T/
; (4.34)

where G >
p

b=g2. In (4.34), since the relay-based probing only causes no
interference to the PR for G >

p
b=g2, it needs to consider both the estimation

error and the condition G >
p

b=g2 when choosing the value of G, which will also
be discussed latter.
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4.5 Simulation Results

In this section, the simulation results are provided to demonstrate the performance of
the proposed method. Here, the same system model is adopted as shown in Fig. 4.1,
where the PT is located in the center of the disk with the radius R D 0:5 km, the PR
is uniformly distributed on the disk, and the distance between the PT and CT is r
km. In the simulation, the target average SNR of the PR is N�T D 10 dB, the reducing
step of the amplitude gain is �G D 0:5 dB, the maximum allowable TDOA at the
PR is Tm D 10�6 second, the noise power is �114 dBm, the number of blocks
is M D 200, the number of samples in each block is N D 200, and the number
of Monte Carlo trails is 103. For the wireless channels among the three nodes, the
path loss, shadowing, and small-scale fading are considered, where the path loss
coefficient is determined by the model in (4.1), the shadowing coefficient follows
log-normal distribution with the standard deviation of 4, and the small-scale fading
coefficient follows Rayleigh distribution with mean �k D 1 (k D 0; 1; and 2).
When the impacts of the imperfect self-interference suppression (SIS) is considered,
it has � D 1:2598, i.e., raise the noise floor at the CT by 2 dB according to [21, 22].

In the following, the coefficient K and the threshold Gt are determined to identify
the CT located region and find the value

p
b=g2. Then, the amplitude gain G is

further determined to estimate the cross-channel gain. Finally, the performance
of the proposed method is provided, which also compares with the conventional
jamming-based method in [11].

4.5.1 Determine the Coefficient K and the Threshold Gt

Figure 4.6 provides the interference probability of the relay-based probing for
different PT-CT distances. From the figure, as the value of K approaches 1, the
interference probability grows. Furthermore, as the PT-CT distance r reduces, the
interference probability rises after falling. This is because when the CT is close to
the PT, the probability in regions of interference-free is large but the probability of
large delay case drops. Then, for a certain reducing step �G of the amplitude gain,
the reduced value of the SNR becomes large. Then, when the CT obtains the test
statistic ˝, it is more likely that �c1 > �c0 occurs, which increases the interference
probability. In the following simulations, K D 0:8 is used so that the interference
probability at PI D 0:05 can be achieved in most situations.

Figure 4.7 shows the performance of the proposed detection method to distin-
guish Regions I and III, where the PR is uniformly distributed in Regions I and III.
From the figure, as the threshold Gt grows from 20 dB to 80 dB, the correct detection
probability Pd first increases and then decreases. Since the maximum value of Pd

can be obtain at Gt � 52 dB for both curves, the threshold at Gt D 52 dB is used for
the rest of the simulations.
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Fig. 4.6 The interference probability versus the coefficient K
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Fig. 4.7 The correct selection probability of the proposed detection method in distinguishing
Regions I and III



4.5 Simulation Results 69

4.5.2 Determine the Amplitude Gains

In this subsection, the amplitude gains of the two estimators are selected for Regions
I and III, respectively. Here, both the successful estimation probability and the
estimation error are used to evaluate the performance because the uncertainties
of the wireless channel and noise may lead to the failure of the estimation, i.e.,
the estimators may output negative values. Thus, � is defined as the successful
estimation probability, i.e.,

� D Nc

Ns
; (4.35)

where Nc is the number of the successful estimation values and Ns is the number of
Monte Carlo trails. For the successful estimation values, " is further defined as the
estimation error, i.e.,

" D j10 lg.Og2/ � 10 lg.g2/j
j10 lg.g2/j : (4.36)

Figure 4.8 provides the performance of the estimator for the CT in Region I,
where the PT-CT distance is 0:2 km. From the figure, as the amplitude gain G grows
from 40 dB to 75 dB, the successful estimation probability first increases and then
decreases while the estimation error first decreases and then increases. Therefore,
the amplitude gain at G D 50 dB is used to obtain the minimum estimation error at
� � 0:03. Meanwhile, it also achieves the large successful probability at � � 0:9.
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Fig. 4.8 The successful estimation probability and estimation error for the CT in Region I
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Fig. 4.9 The successful estimation probability and estimation error for the CT in Region III

Figure 4.9 provides the performance of the estimator for the CT in Region III,
where the PT-CT distance is 0:2 km. From the figure, the similar trend as in Fig. 4.8
can be observed, and the minimum estimation error can be obtained at G D 55 dB.
However, since the estimator in Region III requires G >

p
b=g2, the inequality in

choosing the amplitude gain needs to be considered.
Specifically, for the CT in Region III, the obtained test statistic ˝ is approx-

imately equal to
p

b=g2, i.e., ˝ � p
b=g2. Then, the cumulative distribution

function (CDF) of ˝ is plotted in Fig. 4.10 to indicate the probability PrfG >p
b=g2g. From the figure, as the amplitude gain G grows, the probability PrfG >p
b=g2g increases. Then, it is more likely that the CT causes no interference to the

PR. Based on both Figs. 4.9 and 4.10, the amplitude gain at G D 65 dB is used,
where the RMSE is about 0:05. Meanwhile, the probability PrfG >

p
b=g2g is

about 0:9, which indicates that the CT in Region III has about 90 % probability to
conduct the probing, i.e., the successful estimation probability is about 0:9.

4.5.3 Estimation Performance

Figure 4.11 provides the performance of the proposed method, where the amplitude
gains for the two estimators are chosen under different PT-CT distances. Here, the
CT randomly appears in one of the four regions in Fig. 4.2 and their probabilities
are determined by the PT-CT distance. From the figure, as the PT-CT distance grows
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Fig. 4.12 The comparison between the proposed and conventional methods

from 0:05 km to 0:5 km, the estimation error increases from about 0:01 to about 0:05

while the successful estimation probability decreases from 1 to about 0:05. This is
reasonable since the probabilities that the CT is in Region I or III decreases as the
PT-CT distance grows. When the impacts of the residual interference caused by
imperfect SIS are further considered, it slightly increases the estimation error by
about 0:01 � 0:02 and decreases the successful probability by about 0:1.

Figure 4.12 compares the interference of the different methods under the same
estimation error at � D 0:04, where the PT-CT distance at r D 0:2 km is considered.
Here, the interference power cannot be used as in [8, 10, 11] to evaluate the
sensing interference because the proposed relay-based method introduces not only
the interference power but also the desired signal power to the PR. In fact, when
the primary system adopts the CLPC to maintain a constant target SINR of the
PR, the sensing interference actually causes the PT to raise the transmission power.
Therefore, the power adjustment at the PT, denoted as �P D p1=p0, is used to
evaluate the sensing interference of both jamming-based and relay-based methods.
Specifically, the CDF of the PT’s power adjustment is provided. If �P in dB unit
is positive, it means that the CT causes interference to the PR and the PT has to
raise the power to compensate the SNR loss. If �P in dB unit is negative, it means
that the CT does not cause interference to the PR. From the figure, the conventional
jamming-based method in [11] has 100 % probability to interfere with the PR while
the proposed relay-based method has only about 5 % probability. In other words, the
proposed method can reduce the interference probability by about 95 %.
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It has been found that the jamming-based method obtains only 10 % interference
probability in [11], which is quite smaller than the above result in 100 %. In fact,
this is reasonable since the proposed method and the method in [11] use different
metrics to evaluate the sensing interference. The method in [11] uses the interference
power at the PR while the proposed method uses the power adjustment at the PT.
In addition, the interference power threshold in [11] is relative high and thus the
PR can tolerant some interference unless the interference power is above a certain
value ppeak. In contrast, the power adjustment threshold in the proposed method is
set to 0 dB. This threshold is very low and therefore the PR cannot tolerant any
interference, i.e., it does not allow the CT’s probing to reduce the SINR of the PR
or increase the PT transmission power. Therefore, the proposed method has more
strict interference definition than that in the reference [11], which leads to different
interference probabilities.

Furthermore, our results in Fig. 4.12 indicate the applicable scenarios for dif-
ferent methods. Specifically, the proposed relay-based method is for the scenario
where the primary user is very sensitive to the sensing interference. In contrast, the
jamming-based method is for the scenario where the primary user is able to tolerant
some sensing interference.

4.6 Summary

In this chapter, a relay-based probing method was proposed to conduct the proactive
estimation. It found that depending on the location of the CT, the whole coverage
of the PT can be divided into four regions and the CT that is located in two of the
four regions can conduct the relay-based probing without causing interference to
the PR. Thus, a detection method was developed to identify the CT located region
and two estimators are designed for the two interference-free regions, respectively.
Simulation results indicated that under the same estimation error, the proposed
method can reduce the interference probability from 100 % to about 5 %, compared
with the conventional jamming-based method.
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Chapter 5
Conclusions

Cognitive radio is regarded as one of the most promising techniques for future
wireless communication systems since it can effectively enhance the spectrum
utilization efficiency. To enable the coexistence of the primary and cognitive users,
spectrum sensing needs to acquire the information related to the primary receiver.
However, the existing spectrum sensing techniques are not applicable to address
this challenge since they are designed to obtain the information related to primary
transmitter.

In this Brief, three advanced spectrum sensing techniques are presented for
cognitive radio. First, we addressed the problem of receiver detection in cognitive
femtocell networks. In order to enable the cognitive femtocells to access the busy
frequency bands of the macrocells, each femtocell needs to detect its nearby active
macro users. Two detectors were proposed by exploiting the hidden information
from macrocell signals, which can provide more spectrum opportunities for femto-
cells. Secondly, we considered the probing technique to enhance the performance of
the receiver detection since the probing is able to artificially trigger the link adaption
between primary transceivers. Different probing signals and detection algorithms
were developed for static and dynamic scenarios, respectively. Finally, we further
considered the full-duplex relay technique, which can not only improve the sensing
performance but also reduce the potential interference caused by the probing signal.
In particular, if a cognitive user is capable of conducting the full-duplex relay, it can
estimate the cross-channel information between cognitive transmitter and primary
receiver. Then, the performance of the cognitive radio system can be significantly
improved by enabling the coexistence between primary and cognitive users.

Next, we discuss some other future directions of the advanced sensing tech-
niques. To achieve high area spectrum efficiency, the tiered heterogenous networks
attract much attention in recent years. The applications are not only for future
cellular networks but also for future industrial networks with a very large number
of devices or sensors. The current interference management in tiered heterogenous
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networks is mainly based on the statistic information of the network and its
performance is limited by the density of the wireless devices. To further enhance the
performance, the interference map can be constructed using advanced sensing tech-
niques. Since it provides the real-time interference information, the performance of
the networks is expected to be significantly improved.

Another direction of the advanced sensing techniques is the non-cooperative
receiver localization [1–4], which provides the location information of the receiver
in other networks. This can be used in many commercial and public safety
applications, e.g., counter-terrorism, law enforcement, patient monitoring, location-
based services, data mining, etc. The main technique challenge is to exploit the
hidden information of the signal from transmitters, which requires the state-of-the-
art techniques, e.g., full-duplex relay, big data analytics, etc.
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