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varying from informal consultations and formal research 
presentations to committee and faculty meetings. His Cor-
nell colleagues are delighted to join with former and pre-
sent collaborators, with contributors to this Festschrift, and 
with theoretical chemists generally in celebrating Greg 
Ezra’s accomplishments and contributions to the fi eld and 
community. 

    2   A collaborator’s appreciation: Stephen Wiggins, 
University of Bristol 

 I have known Greg Ezra for some time, but we have only 
been seriously collaborating together for the past 7 years 
or so. I began graduate school at Cornell in 1983 and Greg 
had already been there for a year as an assistant professor of 
chemistry. He had recently taken on his fi rst students (Larry 
Fried and Craig Martens, who have both contributed to this 
Festschrift). In those days, Cornell was one of the world’s 
hot spots for the development of nonlinear dynamics from 
the theoretical, applied, and experimental perspectives. 
There was a sense of something new happening. Gucken-
heimer and Holmes had just been published and Phil Hol-
mes was teaching his fi rst course from that book, John Hub-
bard was teaching ordinary differential equations from V. 
I Arnold’s advanced ordinary differential equations book, 
Eric Siggia was teaching mechanics from V. I. Arnold’s 
classical mechanics book, and Michael Fisher was lecturing 
on renormalization group theory. It was a time when every-
body went to everybody’s seminars, and I saw Greg at many 
of these seminars, discussing with his students. It seems to 
me that the Cornell environment had a signifi cant infl uence 
on the development of Greg’s research career in subsequent 
years. But it did not work out to be the right time for us to 
begin any type of collaboration since we both had more 

                         1   A colleague’s appreciation: Roger Loring, Cornell 
University 

 As is customary in university departments, the doors of 
faculty offi ces in Cornell’s Department of Chemistry and 
Chemical Biology indicate the name of the occupant. 
One of these doors, however, differs from the rest, lack-
ing a name and decorated only with a small photograph 
of Rodin’s Le Penseur. New arrivals to the department, 
from fi rst-year undergraduates to faculty, soon learn that a 
thinker can indeed be found within. 

 Marking Greg Ezra’s 60th birthday is also an occasion to 
recognize that half of that span has been spent at Cornell. 
Academic generations of undergraduate and graduate stu-
dents have appreciated the clarity and rigor of his lectures, 
to say nothing of the preternaturally neat handwriting on 
the blackboard. A recent A. B. in chemistry who received 
an academic award wrote a letter of thanks to the benefac-
tor who had endowed the prize. She chose to illustrate a 
high point of her undergraduate education with a drawing 
of Greg Ezra at the blackboard placing a “hat” on a let-
ter H. The intellectual incisiveness admired by students is 
highly valued by Greg’s departmental colleagues in settings 
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pressing concerns (he had to get tenure, and I had to pass 
qualifying exams). Even though we both went our separate 
ways, I continued to follow Greg’s work over the years, and 
for reasons, I cannot remember, I sent him an e-mail in 2008 
asking some question (that I also cannot remember). This 
was the start of a very rewarding collaboration that probably 
could not have happened earlier because I had to develop 
the type of mathematics that I was doing to a point where it 
might actually provide useful insight for a problem in chem-
istry, and I also needed to develop a common language so 
that I could benefi t from his extensive knowledge. This took 
about 15 years, but it eventually got there. 

 Working with Greg is the ideal model of what someone 
would term an interdisciplinary collaboration (although I am 
not sure either of us have thought of it in that way). I have 
learned an incredible amount from working with him, and not 
just about chemistry. His encyclopedic knowledge of classical 
and quantum mechanics has greatly enriched our work. (It is 
a running joke now when we write papers that Greg must be 
falling down on the job if there are less than 100 cited ref-
erences). When you work with Greg on a project, you will 
know what you can, and cannot, understand, about the project 
when it is completed. He is uncompromising and rigorous in 
his approach to research, and I have appreciated, admired, 
and benefi ted from that greatly. But there are aspects to 
Greg’s scholarship that are probably not so well known. 
Greg is a very serious scholar of the best of twentieth cen-
tury music (and he can also convince you that vinyl provides 
a superior listening experience). For example, he can explain 
in detail the evolution of the drumming style of Ginger Baker, 
and he has a deep knowledge of the infl uence of American 
blues music on the great British rock music of the 1960’s. 

 I am sorry that I did not get to know Greg during my 
days as a graduate student. But everything has its time, and 
I feel fortunate that I now have this collaboration, and I 
wish Greg the best for the next 60 years. 

    3   A former postdoc’s appreciation: Srihari 
Keshavamurthy, IIT Kanpur 

 I had the honor of joining Greg Ezra as a fresh postdoc in 
the winter of 1995. In fact, having met and discussed briefl y 
with Greg on semiclassics in the 1993 Seattle APS meet-
ing, I was convinced that Greg was the person I wanted to 
work for my postdoc. I have not regretted that decision! 
Coming from Berkeley, the recent snowstorm in Ithaca was 
quite an experience for me. I had to meet Greg at his offi ce 
in the morning and did so by trudging through snow from 
the motel to Baker laboratories. Two things that I remem-
ber from this fi rst meeting—fi rst, I was the only occupant 
of that part of Baker laboratory and second, Greg had 
already prepared a list of papers concerned with dynamical 

tunneling. Greg told me that he would like to understand 
dynamical tunneling and its infl uence on molecular spec-
tra and asked me to analyze the highly excited vibrational 
states of an effective Hamiltonian for water. I remember 
being immersed in calculating surfaces of sections, com-
puting resonance zones and widths and looking at hundreds 
of vibrational eigenstates. Interestingly, and thankfully, 
Greg let me pursue my line of thoughts on the dynamical 
assignment problem. At the same time, through numerous 
discussions and gracefully tolerating many of my grandiose 
ideas, Greg passed on to me his immense knowledge and 
deep insights into the phenomenon of intramolecular vibra-
tional energy redistribution. I was amazed by Greg’s abil-
ity to point out a relevant paper irrespective of when it was 
published—sometimes a hard copy would emerge from one 
of the stacks on his desk. Equally striking was the fact that 
he had not only read these papers through, but also had a 
fi rm grasp of the limitations of the approach used in these 
works. This was an important and a very valuable lesson 
for me and, for that matter, any honest academician. For 
those who have had the pleasure of reading Greg’s papers, 
it is a bit unnerving to realize that he has most probably 
read every one of the hundreds of cited references. 

 An event that occurred within a few months of my coming 
to Ithaca has left a lasting impression on me in terms of my 
current research interests. Greg asked me to attend a NATO 
ASI workshop on Hamiltonian systems with three or more 
degrees of freedom in June 1995 held in S’Agaro, Spain. This 
was a one of a kind meeting and a heady one for a young 
person with people like Arnold, Moser, and Sinai being there. 
Attending this workshop exposed me to the great beauty of 
nonlinear dynamics and the challenges of applying them to 
molecular Hamiltonians—I am yet to recover from this meet-
ing! But then, the challenges remain and it is a great pleas-
ure to see Greg’s recent works that take a step closer toward 
meeting these challenges. In any case, I am forever indebted 
to Greg for providing me with this unique opportunity. 

 My own research has benefi ted immensely from the 
beautiful insights into classical-quantum correspondence 
that have come from Greg’s work over the years. Perhaps, 
to a small extent, I have imbibed even some of his writing 
skills—to quote Samuel Johnson ‘language is the dress of 
thought.’ A colleague read a preprint of mine and remarked 
that “It is a very scholarly piece of work. There is a Greg 
Ezra style infused in your work. This is good.” I take that as 
a high compliment. 

    4   A former graduate student’s appreciation: Craig 
Martens, University of California, Irvine 

 During the summer of 1982, I traveled from Nebraska to 
Ithaca, NY to begin my graduate studies in chemistry at
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Cornell University. I was drawn to that beautiful campus by 
its long history of being a home to luminaries of science—
from Debye and Feynman to the newly minted Nobel Lau-
reate Roald Hoffmann and the television star Carl Sagan—
but it was another newcomer that would end up changing 
the course of my life. This was Greg Ezra, a new assistant 
professor with a small (and already cluttered) offi ce and a 
cavernous laboratory equipped with an antique glove box 
and a single computer terminal. I remember that fi rst talk in 
Greg’s offi ce about his research. Compact and quiet, with 
an unruly mop of black hair, Greg stood at the blackboard 
sketching invariant tori and writing equations with his neat 
handwriting, his eyes bright and intense. I was hooked. 

 And so began the graduate education of a theoretical 
chemist. At the time, I did not fully appreciate how special 
that education was to be. Greg the thesis advisor was not 
one to give orders or lecture pedantically to his students, 
and would not dream of being so presumptuous as to com-
ment on ones work habits. Rather, he led by example. A 
consummate scholar, Greg seemed to have already read 
(and photocopied) everything. It was rare to visit Greg’s 
offi ce without him recalling a relevant article and extract-
ing it, miraculously, from the center of one of the tall piles 
of papers that fought for space on every level surface. Greg 
was embarking on a new research direction, combining 
semiclassical mechanics with nonlinear dynamics, and was 
more concerned about learning this new fi eld than about 
showing off what he knew. He encouraged a continual 
commitment to intellectual development by attending semi-
nars and reading literature, and made it possible for his stu-
dents to attend conferences and workshops. He would even 
go with us to sit in on classes in other departments. And 
although he did not have a big ego, he set high standards. 
Greg demanded rigor in science and scholarship, but also 
for usage of the English language. Writing papers with him 
was an intense process, sometimes requiring a trip to his 
offi ce to consult his immense copy of the Oxford Diction-
ary to determine the fate of a single word. 

 There were a few things that Greg did not teach his 
students. Things like overselling your work, ignoring or 
minimizing previous contributions by others, cranking out 
numerous mediocre publications, navigating the meta-sci-
entifi c waters of politics and fashion, and the tireless pur-
suit of credit and citation. To Greg, the scientists life is one 
driven by a passion to appreciate the beautiful whole that 
emerges by seeing the connections between ideas—yours 
and those of a community of scholars. He taught by exam-
ple the ideals of hard work, intellectual and personal hon-
esty, optimism, generous sharing of credit with others, and 
the fi nal authority of the truth and beauty of natural law. 
I have become older and wiser since leaving Ithaca. But 
the essential principles and practices that set the high bar 
I believe a scientist should strive for are things I picked up 

(and hopefully have not misplaced) long ago from Greg 
Ezra. 

    5   Greg Ezra: Scientifi c autobiography 

  Ed é subito sera    1   

   Ognuno sta solo cuor della terra 
 traffi to da un raggio di sole: 
 ed é subito sera   

 Salvatore Quasimodo (1901–1968) 

   5.1   Beginnings 

 I was born and raised in northwest London. A bookish and 
intellectually precocious child, I early on developed the 
habit of amassing and organizing large amounts of data 
and information in order to write my own ‘encyclopedias’; 
some of my coworkers will perhaps recognize this trait! 

 Throughout the course of my education in the UK, I 
was extremely fortunate to have benefi tted from the state 
run system in place at the time that recognized ability and 
aptitude in children of modest backgrounds, and facili-
tated their passage to academically excellent schools. So, 
I passed from Braintcroft Primary in Neasden to Merchant 
Taylors’ (alma mater of, among others, Edmund Spenser, 
Clive of India and Boris Karloff) to St. John’s college, 
Oxford, as a Thomas White Scholar. At Merchant Taylors’, 
I received much support and encouragement from several 
inspiring teachers; in particular, John Dishman and Andy 
Edge (chemistry), and Alan Whitney (art). 

    5.2   Apprenticeship 

 I studied chemistry at Oxford, with equal time devoted to 
Organic, Inorganic and Physical branches. It became clear 
early on that I was not cut out to be an experimentalist 
(despite having a strong interest in synthetic organic chem-
istry in high school), and so, it was necessary to pick up 
the mathematics and physics necessary for deeper study of 
theory on my own initiative. 

 A fi rst encounter with transition state theory as an 
undergraduate set the stage for decades of interest in this 
fascinating topic: After I complained to my tutor that the 
theory made absolutely no sense (What, precisely, were 
the assumptions involved? Where, exactly, had the dynam-
ics gone?), it was suggested that I write a research paper 
to clarify my misgivings on the subject! At this point, the 

  1     And suddenly it’s evening  Everyone stands alone at the heart of the 
world, pierced by a ray of sunlight: and suddenly it’s evening Salva-
tore Quasimodo (1901–1968) 
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seminal papers of Pechukas and Pollak on periodic orbit 
dividing surfaces, etc, had not appeared, and I had yet to 
read Wigner’s remarkably lucid treatment of the topic. 

 Peter Atkins had a profound infl uence on my intellectual 
direction through both his textbooks and lectures on quan-
tum mechanics. I therefore joined Peter’s research group 
for my part II (a thesis on multiphoton processes, leading 
to a lifelong interest in angular momentum and symmetry) 
and my Ph.D. thesis. 

 As a Senior Scholar at Christ Church, Oxford, I had the 
freedom to chart my own course as a graduate student. My 
research direction was set after I heard an inspiring talk by 
Brian Sutcliffe on the properties of the Eckart frame (used 
to separate molecular vibration from rotation), in particular 
the connection with molecular symmetry properties. This 
talk was based both on Brian’s own work and on the then-
recent review by Louck and Galbraith. Already familiar 
with the Eckart-Sayvetz frame, which generalizes the Eck-
art frame to non-rigid molecules, I resolved to carry out the 
same kind of analysis for non-rigid systems. (I was unaware 
that very similar work was being undertaken by Natanson 
and Adamov in the Soviet Union at about the same time). 
Extensive use was made of the theory of induced represen-
tations, which I learned from the book of Simon Altmann 
and the papers and lectures of Harald Fritzer. This work 
formed the basis for my D. Phil. thesis, and for my con-
tinuing interest in the subtleties associated with use of the 
Eckart condition and with vibration-rotation interaction 
generally. The puzzling (to me, at the time) observations of 
Meyer and Günthard on the non-integrability of the condi-
tions for removal of rotation-vibration coupling and many 
other outstanding problems besides were eventually beauti-
fully elucidated by the seminal work of Guichardet, Iwai, 
Tachibana and Littlejohn on holonomy in the RV problem. 

 I had the good fortune to meet Steve Berry during one of 
his visits to Oxford and went to Chicago to work with Steve 
as a NATO Postdoc. At Chicago, I worked on a number of 
projects related to the properties of “fl oppy molecules” 
which, following the seminal work of Kellman and Her-
rick, included the doubly excited Helium atom! While at 
Chicago I learned how to program a trajectory integration 
algorithm, and so began to explore the classical mechan-
ics of the Helium atom. Infl uenced by the work of Percival 
and others on semiclassical quantization of vibrational lev-
els, my (very näive) plan was to fi nd invariant tori in the 
Helium atom phase space, and hence obtain quantized lev-
els for 2-electron systems. I very quickly discovered that 
any randomly selected non-symmetric Helium atom tra-
jectory will apparently autoionize with probability one (!), 
and that singular Coulomb potentials require application of 
special but well-established regularization techniques. So, 
began a long-term interest in the classical and semiclassical 
mechanics of few-body Coulomb systems, which was to 

culminate in a few years in the semiclassical quantization 
of the He atom. 

    5.3   Vocation 

 After Chicago, the plan was to return to an academic post 
in the UK, but the situation in the job market dictated oth-
erwise. I interviewed for a faculty position at a number of 
US universities, and was offered a job at Cornell, located 
somewhere in upstate NY in a place called Ithaca. There I 
have been ever since. 

 My research at Cornell has covered many aspects of 
the few-body problem in chemistry and physics. In broad 
terms, I have been interested in the role of symmetry in 
physical problems, in classical, semiclassical and quan-
tum approaches to atomic and molecular systems, and in 
geometrical aspects of Hamiltonian and non-Hamiltonian 
dynamics. 

 I have been fortunate to have had a number of talented 
and creative students and postdocs over the years, several 
of whom have gone on to distinguished careers in research. 
I count myself particularly lucky that my fi rst graduate stu-
dents were Craig Martens and Larry Fried, both of whom 
worked on problems in semiclassical mechanics. Craig’s 
work on the Fourier quantization of quasiperiodic trajec-
tories in multidimensional systems led us to inquire what 
power spectra looked like for fi nite time segments of non-
regular trajectories; the resulting method of ‘Local Fre-
quency analysis’ (a collaborative effort with Mike Davis) 
has been developed and applied to a number of physi-
cal problems since by many others since. Larry’s work 
focussed on the use of Lie-transform perturbation theory 
to derive simplifi ed Hamiltonians for molecular vibrational 
problems, in the spirit of earlier work of Swimm-Delos-
Jaffé-Shirts-Reinhardt; this work led to an interest in the 
symplectic geometry of phase space which has informed 
much of my work since. 

 A turning point in the Helium atom problem came when 
I attended a Cornell seminar given by Robert Devaney, who 
talked about the application of the McGehee ‘blow-up’ 
technique to the analysis of the dynamics of the anisotropic 
Kepler problem. (Steve Wiggins, then a graduate student at 
Cornell, was also at this very memorable talk.) I was aware 
that Gutzwiller’s periodic orbit quantization technique had 
been applied to the anisotropic Kepler problem, which was 
conjectured to be completely chaotic, but was unfamiliar 
with the various blow-up and regularization techniques 
used in celestial mechanics. Regularization of pairwise col-
lisions would facilitate numerical integration of He atom 
trajectories, while analysis of the triple collision manifold 
would perhaps provide the basis for application of some 
kind of symbolic dynamics. Numerical work on a (suit-
ably regularized) collinear model for the classical He atom 
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showed that these approaches worked well and suggested 
that the system might be completely chaotic, with unstable 
periodic orbits coded by a complete binary code. My stu-
dent Jong-Hyun Kim carried out extensive computations of 
doubly excited resonances in the collinear model, so that 
by applying the Gutwiller trace formula ‘in reverse,’ we 
were able to use the scaled quantum levels to extract infor-
mation on the nature of the classical periodic orbits con-
tributing to the quantized level structure. Our results defi ni-
tively showed that it is the ‘antisymmetric stretch’ po,  not  
the ‘symmetric stretch’ po, as had previously been thought, 
that is the most important po associated with the manifold 
of   n = n′    doubly excited states. The symmetric stretch orbit 
is in a sense infi nitely unstable, and hence does not contrib-
ute to the semiclassical spectrum, although it serves as the 
basis for organizing the classical phase space structure. 

 These results were presented at the 1990 Trieste confer-
ence on Quantum Chaos and published in the proceedings. 
(A short paper describing these fi ndings was rejected by 
Physical Review Letters; a full account is given in Kim’s 
unpublished doctoral thesis.) At the Trieste meeting, I was 
fortunate to meet the late Dieter Wintgen and his students 
Grigor Tanner and Klaus Richter, who were working on the 
same problem. They had been using similar techniques to 
analyze the classical dynamics of He, and I ended up as a 
co-author on a short paper describing the application of the 
cycle-expansion technique to the more diffi cult problem of 
forward quantization of the He. While this work overturned 
textbook dogma about the inapplicability of semiclassical 
quantization to the 2-electron problem, it of course relied 
on more than a half century of development of semiclas-
sics and classical dynamics! It is also true to say that many 
aspects of the phase space structure of the 3D He atom 
remain to be understood. 

 The problem of comprehending dynamics in multi-
dimensional systems (that is, those with   N ≥ 3    degrees of 
freedom) has been a central theme of my research. In 1991, 
Richard Gillilan and I published a study of dividing sur-
faces and ‘turnstiles’ in a 4D model of a van der Waals com-
plex dissociation reaction (as a symplectic mapping). One 
surprise was the possibility of the non-existence of turn-
stiles (phase space structures mediating passage between 
bound and unbound regions) in higher dimensions. This 
work was inspired by a seminal paper of Steve Wiggins on 
Normally Hyperbolic Invariant Manifolds (NHIMs), which 
has provided the foundation for much subsequent research 
in the fi eld. 

 Another noteworthy excursion into higher dimensional 
phase space was the study of the Baggot Hamiltonian for 
the water molecule, carried out in collaboration with Sri-
hari Keshavamurthy. 

 In the past few years, I have enjoyed a very stimulating 
and productive collaboration with Steve Wiggins, who is 

in the Mathematics department at Bristol University, and 
other members of the ‘Bristol group’. We have worked on 
a number of topics, such as thermostats, higher-index sad-
dles, transition state theory and the gap time formalism, the 
roaming mechanism, and non-statisticality on organic reac-
tion mechanisms. A major theme of this work is the impor-
tant role played by NHIMs and related phase space struc-
tures in reaction dynamics, long emphasized by Wiggins, 
and the importance of adopting a phase space perspective 
for understanding mechanisms and non-statisticality in 
general. I am particularly pleased to be currently working 
on the theory of the dynamics of organic reactions with my 
former Cornell colleague Barry Carpenter, now at Cardiff 
University, and on roaming dynamics with Stavros Faran-
tos (Iraklion, Greece), whose work on periodic orbit theory 
I have followed for a long time. 

 Space does not allow full discussion of the various other 
projects and topics of interest we have investigated over the 
years: non-adiabatic dynamics; dynamics of ion-molecule 
reactions; rotation–vibration interactions; semiclassics for 
singular potentials; periodic orbit analysis of vibrational 
spectra; semiclassical theory of nonlinear response func-
tions; geometrical approach to non-Hamiltonian (thermo-
stat) dynamics; quantum monodromy in molecular rotors. 

    5.4   Avocation 

 When not teaching or researching, I can often be found 
playing and performing music as a drummer-percussionist, 
pursuing anew a youthful interest in the percussive arts. 
I enjoy playing in a variety of genres such as blues, folk-
rock, Middle Eastern and Klezmer music. Making live 
music in real time with real people is to me a perfect anti-
dote to the alienating and (dis)connected nature of our digi-
tal world. 

    5.5   Sine qua non 

 The Cornell Chemistry (now Chemistry and Chemical 
Biology) department is an extraordinary place, and I am 
singularly fortunate to have been able to spend my career 
as an independent scientist there. Inhabited by titans such 
as (the late) Andy Albrecht, Michael Fisher, Jack Freed, 
Roald Hoffmann, Harold Scheraga, and Ben Widom (to 
name but a few), and dynamic younger theorists Nandini 
Ananth, Garnet Chan (now at Princeton), and Roger Lor-
ing, it is a uniquely collegial and friendly department. Most 
important, the department as a whole has a genuine and 
unwavering commitment to the highest standards of intel-
lectual rigor and scholarship, regardless of research fads or 
fashions, and to quality teaching. It is a wonderfully sup-
portive environment in which to pursue research on funda-
mental problems in chemical physics. 
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Abstract A reduced two-dimensional model is used to

study ketene isomerization reaction. In light of recent

results by Ulusoy et al. (J Phys Chem A 117, 7553, 2013),

the present work focuses on the generalization of the

roaming mechanism to the ketene isomerization reaction

by applying our phase space approach previously used to

elucidate the roaming phenomenon in ion–molecule reac-

tions. Roaming is again found be associated with the

trapping of trajectories in a phase space region between

two dividing surfaces; trajectories are classified as reactive

or nonreactive, and are further naturally classified as direct

or nondirect (roaming). The latter long-lived trajectories

are trapped in the region of nonlinear mechanical reso-

nances, which in turn define alternative reaction pathways

in phase space. It is demonstrated that resonances associ-

ated with periodic orbits provide a dynamical explanation

of the quantum mechanical resonances found in the isom-

erization rate constant calculations by Gezelter and Miller

(J Chem Phys 103, 7868–7876, 1995). Evidence of the

trapping of trajectories by ‘sticky’ resonant periodic orbits

is provided by plotting Poincaré surfaces of section, and a

gap time analysis is carried out in order to investigate the

statistical assumption inherent in transition state theory for

ketene isomerization.

Keywords Roaming reaction � Normally hyperbolic

invariant manifold � Periodic orbit � Nonlinear resonance �
Transition state and dividing surface � Gap time

distribution

1 Introduction

The photodissociation of ketene, CH2CO, has been the

subject of many studies, both experimental and theoretical.

Moore and co-workers, in a series of experiments, have

reported many interesting aspects of this reaction [1–3].

The dissociation gives rise to two product fragments, CO

and CH2. However, when the dissociation is observed in

molecules for which the two carbons are differentiated by

using different isotopes, with for example, 12CH13
2 CO or

13CH12
2 CO, then the products of the dissociation show in

each case a mixture of 13CO and 12CO with co-fragments
13CH2 and 12CH2. These results show that isomerization

(carbon exchange) in ketene has taken place prior to dis-

sociation. The postulated mechanism involved in the
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isomerization of ketene is the Wolff rearrangement

mechanism [4]. In order to examine this hypothesis,

ab initio calculations have been carried out by several

authors [1, 5]. These calculations showed that the relevant

portion of the potential energy surface (PES) for ketene

isomerization has three different minima associated with

two symmetrically related formylmethylene species and an

oxirene structure situated midway between these structures,

respectively [3]. On each side, a high barrier leads to the

two isomers of ketene. These findings point out the

importance of understanding the isomerization of ketene

when studying its dissociation.

Recently, Ulusoy et al. [6, 7] studied the effect of

roaming trajectories on the reaction rates for the isomeri-

zation of ketene. The roaming phenomenon is a recently

identified chemical reaction mechanism, which has attrac-

ted much attention due to its unusual character. The

roaming phenomenon was discovered in the photodissoci-

ation of H2CO [8]. In this process, the formaldehyde

molecule can dissociate via two channels: H2CO! H ?

HCO (radical channel) and H2CO! H2 ? CO (molecular

channel). Zee et al. [9] pointed out that, above the threshold

for the H ? HCO dissociation channel, the CO rotational

state distribution exhibited an intriguing ‘‘shoulder’’ at

lower rotational levels correlated with a hot vibrational

distribution of H2 co-product. The observed product state

distribution did not fit well with the traditional picture of

the dissociation of formaldehyde via a well-characterized

saddle point transition state for the molecular channel. The

roaming mechanism as an alternative reaction pathway,

which explains the observations of van Zee and co-work-

ers, was demonstrated both experimentally and in trajec-

tory simulations by Townsend et al. [8]. Following this

work, roaming has been identified in the unimolecular

dissociation of molecules such as CH3CHO, CH3OOH or

CH3CCH, as well as in ion–molecule reactions [10], and it

is now recognized as a general phenomenon in reaction

dynamics (see refs [11, 12] and references therein).

A common characteristic of systems exhibiting roaming

reactions studied so far is the presence of long-range

interactions between the fragments of the dissociating

molecule. However, the study by Ulusoy et al. [6, 7] dis-

cussed the roaming phenomenon in a different context. For

ketene isomerization, there are no long-range interactions at

play and this raises the question of the broader relevance of

the roaming mechanism. Ulusoy et al. [6, 7] in their effort to

find trajectories that avoid the minimum energy path (MEP)

on the potential energy surface carried out isomerization

rate constant calculations at very high energies, accessible

neither to experiments [1–3] nor to the quantum mechanical

calculations of Gezelter and Miller [13].

In two recent studies [14, 15], we have analysed the

roaming phenomenon for ion–molecule reactions. In such

reactions, the long-range potential function is dominated by

charge-induced dipole interactions; a useful model for

these systems is the Chesnavich potential [16]. By inves-

tigating the dynamics in its appropriate setting, phase

space, we examined the roaming phenomenon in the pre-

sence of well-defined dividing surfaces (DSs) and associ-

ated reaction pathways in phase space. This approach

enabled us to interpret roaming as a trapping phenomenon

of trajectories between two DSs and the enhancement of

this trapping by the presence of nonlinear mechanical

resonances between the different degrees of freedom (DoF)

of the system. ketene offers the opportunity to investigate

the roaming phenomenon in other type of molecules than

those studied up to now, and this is the main purpose of the

present article.

The paper is organized as follows. Section 2 presents the

reduced dimensional model for ketene isomerization used

in our study and originally introduced by Gezelter and

Miller [13]. We then analyse the dynamics of ketene

isomerization in Sect. 3. In this section, we first discuss the

construction of DSs that govern the reactions studied in

Sect. 3.1 and then the dynamics in Sect. 3.2. The next Sect.

3.3 investigates the statistical assumption for the dynamics

by a gap time analysis. Sect. 3.4 presents a detailed ana-

lysis of the trapping mechanism of trajectories between the

DSs and the role of the ubiquitous resonances due to

bifurcations of periodic orbits. In Sect. 4, roaming

observed in the two distinctly different systems, ion–mol-

ecule and ketene, is compared. By associating roaming to

the phase space structure of the molecule in a dynamically

well-defined fashion, we establish its general character as a

framework for revealing and exploring new reaction

pathways. Finally, Sect. 5 concludes.

2 Reduced dimensional model of ketene isomerization

In this section, we give the details of the Hamiltonian used

in our study. A reduced dimensional model for the study of

ketene isomerization was proposed several years ago by

Gezelter and Miller [13]. In their original paper, they

proposed three models for ketene isomerization, retaining

one, two and three relevant DoF for describing the isom-

erization process of ketene amongst the nine DoF of ketene

molecule, respectively. They subsequently employed these

three models for calculating quantum mechanical isomer-

ization reaction rates. From their study, it appears that a

two-dimensional model provides the best agreement when

compared with experimental results by Lovejoy et al. [3].

Ulusoy et al. employed this two DoF model in their clas-

sical mechanical study [6, 7] of the dynamics of isomeri-

zation of ketene, and we use the same model in the present

study.
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In the Gezelter and Miller model, one of two DoF is

identified with the reactive mode and involves mainly

oxygen and hydrogen atom motion. The other relevant DoF

corresponds to the out-of-plane motion of a hydrogen atom

relative to the CCO plane, a motion which has a harmonic

frequency of approximately 514 cm�1. Gezelter and Miller

used an analytical form for their reduced dimensional

potential having several adjustable parameters in it. They

fitted these parameters to reproduce the data from ab initio

calculations obtained by Scott et al. [5]. The resulting

potential1 is expressed as:

VðqF; q1Þ ¼ V1dðqFÞ þ 1

2
k q1 þ d

k
q4F

� �2

; ð1Þ

with

V1dðqFÞ ¼ a2 q
2
F þ a4 q

4
F þ a6 q

6
F þ c q2F expð�d0 q2FÞ:

ð2Þ
Numerical values of the potential parameters are given in

Table1. Figure 1 depicts a contour plot of the potential

along with some periodic orbits (see Sect. 3.4). The dif-

ferent equilibrium points (EP) of the potential are listed in

Table 2. For each EP, the stability is indicated by the labels

CC or CS. A CC label denotes a centre–centre EP, which

means that the EP is stable in both directions and the label

CS is used for centre-saddle, which means that the EP is

stable in one direction and unstable in the other.

The total Hamiltonian is obtained by adding to the

above potential a kinetic energy term quadratic in momenta

(pqF ; pq1 ) conjugate to the coordinates (qF ; q1), respec-

tively. The resulting Hamiltonian takes the form:

HðpqF ; pq1 ; qF; q1Þ ¼
p2qF
2mO

þ p2q1
2mH

þ VðqF; q1Þ; ð3Þ

where mO ¼ 16 u and mH ¼ 1 u are the masses of oxygen

and hydrogen atom, respectively. This choice of masses

was used by Gezelter and Miller [17].

3 Dynamics of ketene isomerization

In this work, we are concerned with the dynamics of

isomerization in ketene and its relation to the roaming

phenomenon. Recently, Ulusoy et al. reported a study of

ketene isomerization where they analysed the impact of

roaming trajectories on the rate of the reaction [6, 7]. Up to

now, roaming reactions have been identified in the context

of reactions involving long-range interactions between two

fragments of a dissociating molecule. The study of Ulusoy

et al. suggests the possibility of looking at roaming in

different reaction dynamics contexts and in this sense

represents an important conceptual advance. Recently, we

Fig. 1 Contour plot of the PES along with some POs. The red curves

are the Lyapunov POs, and the blue is a 1:6 resonant PO (see text)

Table 1 Parameters used in the reduced dimensional potential of

ketene

Parameter Value Units

k 1.0074 9 10-2 ðEha
2
0Þ

d 1.9769 ðEha
5
0Þ

a2 -2.3597 9 10-3 ðEha
2
0Þ

a4 1.0408 9 10-3 ðEha
4
0Þ

a6 -7.5496 9 10-5 ðEha
6
0Þ

c 7.7569 9 10-3 ðEha
2
0Þ

d0 -2.45182 9 10-4 ða20Þ

Table 2 Equilibrium points of the potential with their stability

Name qF q1 Stability

EP1 -2.805 1.506 CS

EP2 -1.325 0.075 CC

EP3 -0.547 0.002 CS

EP4 0.0 0.0 CC

EP5 0.547 0.002 CS

EP6 1.325 0.075 CC

EP7 2.805 1.506 CS

Coordinates qF and q1 are indicated in Bohr. CS means centre-saddle

and CC centre-centre

1 Note that, the original paper by Gezelter and Miller [13] had a typo

in it resulting in a missing factor of one half in front of the second

term in the RHS of their Eq. (2.2).
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studied the dynamics of roaming reactions in the context of

ion–molecule reactions [14, 15] and proposed a dynamical

origin for the roaming phenomenon. Our approach con-

sisted of identifying optimal DSs for the different reactive

events possibly occurring in the problem considered. The

roaming phenomenon was then identified with the trapping

of trajectories between two DSs and enhanced by the

presence of nonlinear resonances identified with resonant

periodic orbits (POs). In the present work, we extend our

methods to study the ketene isomerization reaction and the

way roaming appears. To begin, we must first locate the

relevant DSs for the problem we consider. The next para-

graph is devoted to the definition of proper DSs and how

this can be achieved with the help of the so-called normally

hyperbolic invariant manifolds (NHIMs).

3.1 Normally hyperbolic invariant manifolds

and dividing surfaces

The study of reaction dynamics aims at understanding the

associated mechanism at an atomic level of detail in a

specific molecular reaction. Eventually, one is interested in

computing quantities such as reaction rate constants, which

can be compared with experiment. The most popular theory

developed for this purpose is transition state theory (TST).

TST relies on several fundamental assumptions [18]. One

of these assumptions is the existence of a dividing surface,

which separates reactants from products and which has the

nonrecrossing property. This means that a trajectory initi-

ated at the reactants and crossing this dividing surface must

proceed to products without recrossing the dividing sur-

face, and end up as a reactant. The other fundamental

assumption of TST is that of statistical dynamics. If one

considers the reaction at a specific energy (microcanoni-

cal), the statistical assumption requires that throughout the

dissociation of the molecule, all phase space points are

equally probable on the timescale of reaction [18]. This

assumption is equivalent to saying that the redistribution of

the energy amongst the different DoF of the system on the

reactant side of the DS is fast compared to the rate of the

reaction, and this guarantees a single exponential decay for

the reaction. We will check this assumption for the ketene

model by a gap time analysis in the roaming region (see

below).

In our previous study of roaming phenomena, we

explained how NHIMs provide a solution to the problem of

the nonrecrossing property of the DS. In fact, the problem

of constructing a nonrecrossing DS for a two DoF system

was solved during the 1970s by Pechukas, Pollak and

coworkers [19–22]. They showed that the DS at a specific

energy is intimately related to an invariant phase space

object, an unstable PO. The periodic orbit defines the

bottleneck in phase space through which the reaction

occurs, and the DS which intersects trajectories evolving

from reactants to products can be shown to have the

topology of a hemisphere, whose boundary is the PO. As

our present system is a two DoF problem, we will focus on

POs and the DSs constructed from them. Nevertheless, this

unstable PO is a simple example of a NHIM. Generaliza-

tion to higher number of DoF has been a major obstacle in

the development of the theory, and the question of the

construction of DSs for systems with three and more DoF

has been given a satisfactory answer only recently. The

appropriate construction is built around an invariant phase

space object, a NHIM, which is the generalization of the

unstable PO of the two DoF case. The NHIM serves as the

anchor for the construction of the DS, and this DS con-

structed in this way can be shown to have the nonre-

crossing property [23].

The construction of a nonrecrossing DS for the simple

two DoF model of ketene isomerization therefore starts

with the location of relevant unstable POs. For the ketene

problem, isomerization reaction is completed when the

system passes from one ketene well to the other. The model

we are dealing with locates the oxirene minimum between

the formylmethylene wells. If we consider that the system

is initially in the ketene well located on the part of the

potential for which qF\� 3 a0 (the ‘left’’ ketene well if

we look at Fig. 1), then isomerization is completed if the

system passes to the other ketene well located on the part of

the potential for which qF [ 3 a0. To accomplish this

reaction, we see that the system must pass through two

bottlenecks located around the equilibria labelled EP1 and

EP7 in Table 2. These two EPs are of CS stability type,

which means that the linearized vector field at these points

(with momenta pqF ¼ 0 and pq1 ¼ 0) has one pair of real

eigenvalues and one pair of imaginary eigenvalues. This

means that in the vicinity of these EPs, there exist unstable

POs [24], the so-called Lyapunov POs [25]. In the vicinity

of these EPs, the Lyapunov POs exist as families of POs

depending on the energy of the system. Representative POs

of these families are shown in Fig. 1. These POs are the

NHIMs which define the bottlenecks through which the

reaction occurs and will serve as anchors for the con-

struction of the nonrecrossing DSs.

The DSs attached to these NHIMs are obtained by

considering a fixed value of energy. At each energy, two

Lyapunov POs exist, each located in the vicinity of EP1
and EP7, respectively. These POs are the equators of the

DSs [23] and split the DSs into two hemispheres. One

hemisphere intersects trajectories travelling from reactant

to products (forward hemisphere) and the other intersects

trajectories travelling from products to reactants (backward

hemisphere). For concreteness, we consider the Lyapunov
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PO at a certain energy in the vicinity of EP1. This PO

projects to a line in configuration space (see Fig. 1). To

sample points on the DS, we need to specify the phase

space coordinates of the points belonging to the DS at a

certain energy. To do so, we move along the PO (the

equator of the DS) in configuration space. This fixes the

values of qF and q1. We then scan the values of one of the

momenta pqF or pq1 . To obtain the value of the remaining

phase space coordinate (the remaining momentum), we

solve the equation HðpqF ; pq1 ; qF; q1Þ ¼ E for the remain-

ing unknown momentum (pqF or pq1 ) and at a specified

value of energy, E. Since the kinetic energy is quadratic in

the momenta, this equation has two real roots distinguished

by their sign. Each root belongs to one of the hemispheres

of the DS (forward and backward hemispheres). The result

of this sampling procedure is shown in Fig. 2. Panel (a) of

this figure is a 3D plot of the forward hemisphere (blue

dots) of the DS at energy of 0.01 Hartree above the oxirene

minimum. The Lyapunov PO is shown by the green curve.

Panel (b) depicts a 2D projection of this hemisphere onto

the (q1 ; pq1 ) plane. At the bottom of this figure, we note

that some points belonging to the hemisphere lie out of the

area enclosed by the Lyapunov PO (green curve). This is

the result of the ‘tilting’ over of the DS in the coordinates

we are using. Because of this fact, to obtain a uniform

sampling with full coverage of the hemisphere, we sample

momenta in two ways: sampling pq1 with pqF obtained by

solving the energy equation mentioned above, or sampling

pqF and fixing pq1 from the equation of energy.

3.2 Classical trajectory simulations

Our aim is to investigate the dynamics of ketene isomeri-

zation and how one can identify and understand the

roaming phenomenon in this situation. To do so, we

propagated classical trajectories and examined their qual-

itatively different characters.

If we consider that the system is initially located in the

ketene well in the region where qF\� 3 a0, then the

isomerization reaction is completed when the system

arrives in the ketene well on the region where qF [ 3 a0.

On its way to complete this reaction, a trajectory has to

pass through two bottlenecks, one located in the vicinity of

EP1 and which is defined by the Lyapunov PO we dis-

cussed above, and the other located in the vicinity of EP7
also defined by a Lyapunov PO. We explained above how

to construct DSs attached to these two POs. In order to

understand the dynamics of the isomerization process, we

sampled the DS attached to the Lyapunov PO associated

with EP1. We used these samples as initial conditions for

numerically propagating classical trajectories.

As we did in our previous studies [14, 15] of roaming

phenomenon, we classified the trajectories into four qual-

itatively different categories. These different categories of

trajectories are defined in relation to the reactive scenario

involved in the ketene isomerization. To begin, we note

that there are two obvious different types of expected tra-

jectories. First, there are reactive trajectories which will

complete the isomerization reaction, which means that

these type of trajectories will cross the DS located in the

vicinity of EP7. Second, there are nonreactive trajectories,

which do not complete the isomerization reaction, but

instead recross the DS located in the vicinity of EP1 and

end up in the ketene well where they originally came from.

Since we are interested in understanding the roaming

phenomenon from a dynamical point of view, we need to

specify those characteristics a trajectory should have to be

assigned as roaming. The notion of roaming is invoked

when a trajectory does not follow the minimum energy

path (MEP) or intrinsic reaction coordinate (IRC) [26] of

the potential function. In our problem, this departure from

traditional understanding of reactivity occurs in trajecto-

ries, which do not complete directly the isomerization

reaction or do not recross directly the DS located in the

vicinity of EP1. Instead, the roaming trajectories spend

more time in the trapping (roaming) region and exhibit

oscillations in the qF direction before eventually finding

their way out of the oxirene well region by either crossing
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the DS located in the vicinity of EP7 or the DS located in

the vicinity of EP1. To summarize, reactive (which

complete the isomerization reaction) and nonreactive

(which do not complete isomerization) trajectories are

further categorized as direct and roaming. Hence, we have

four classes of trajectories: direct reactive, roaming

reactive, direct nonreactive and roaming nonreactive.

However, in order to quantitatively define a roaming

trajectory, we need a criterion to decide when a trajectory

exhibits oscillations in the qF direction before eventually

becoming reacting or nonreacting. To achieve this task,

we count the number of times a trajectory crosses the

symmetry line qF ¼ 0. The precise definitions of the four

categories are therefore:

1. Direct reactive trajectories: these trajectories cross the

line qF ¼ 0 only once before crossing the DS located

in the vicinity of EP7 and completing the isomerization

reaction.

2. Roaming reactive trajectories: these trajectories cross

the line qF ¼ 0 at least three times before crossing the

DS located in the vicinity of EP7 and complete the

isomerization reaction. Note that a reactive trajectory

has to cross the line qF ¼ 0 an odd number of times.

3. Direct nonreactive trajectories: these trajectories cross

the line qF ¼ 0 only twice before crossing the DS

located in the vicinity of EP1 and do not complete the

isomerization reaction.

4. Roaming nonreactive trajectories: these trajectories

cross the line qF ¼ 0 at least four times before crossing

the DS located in the vicinity of EP1 and do not

complete the isomerization reaction. Note that nonre-

active trajectories have to cross the line qF ¼ 0 an even

number of times.

In Fig. 3, we show representative trajectories from these

four categories. Each panel in this figure corresponds to a

particular category. Panel (a) shows representative direct

reactive trajectories, panel (b) roaming reactive, panel

(c) direct nonreactive and panel (d) roaming nonreactive.

At this point, it is interesting to compare the present

results on ketene isomerization with those obtained in our

previous studies of the roaming phenomenon [14, 15],

which were done in the context of an ion–molecule reac-

tion. We see that in the present problem, the natural clas-

sification into four different categories of the trajectories

fits nicely into the classification provided in the previous

studies. Our earlier analyses of the roaming phenomenon

pointed out that roaming is related to the appearance of

trapped trajectories between two DSs in phase space. This

led us to define a roaming region which is the region of

phase space between these two DSs, where the roaming

occurs. The scenario here for ketene isomerization is

similar, and the trapping occurs between the two DSs

located in the vicinity of EP1 and EP7. These two DSs

define a region in phase space, which can be identified with

the roaming region we defined in our previous work. Fur-

thermore, we previously described how nonlinear reso-

nances manifest by the presence of certain POs provide the

basic mechanism to transfer energy from one DoF to

another and enhance the trapping phenomenon in the

roaming region. We shall see below that this ingredient of

the roaming phenomenon is also present in ketene isom-

erization and takes also the form of resonant POs. Lastly,

we noted in our earlier studies that our approach had strong

similarities with Miller’s unified approach to reaction

mechanisms in the presence of complex formation [27].

Specifically, Miller considered how TST should be

Fig. 3 The four different

categories of trajectories at

energy E ¼ 0:04 Eh. a Direct

reactive trajectories. b Roaming

reactive trajectories. c Direct

nonreactive trajectories.

d Roaming nonreactive

trajectories
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modified in the presence of a complex formation. This led

us to investigate the question of the statistical assumption

of TST in the roaming region using a gap time analysis,

and we now investigate this question for the ketene

isomerization.

3.3 Gap time analysis

The relevance of studying gap times in unimolecular

reaction is seen in the investigation of the validity of the

statistical assumption of TST. This assumption has been

the subject of numerous works (see, for example the work

of Slater [28, 29], Bunker [30, 31], Bunker and Hase [32],

Thiele [33, 34], Dumont and Brumer [35] and DeLeon and

co-workers [36, 37]).

In our earlier paper [15], we summarized the gap time

approach to reaction rates due to Thiele [33, 34] (see also

the discussion in Ref. [38]). The gap time in the ketene

isomerization problem is the time s it takes for a trajec-

tory to traverse the roaming region. If we consider a point

on the forward hemisphere of the DS located in the

vicinity of EP1 (the hemisphere which intercepts trajec-

tories travelling from the ‘left’ ketene well to the oxirene

well), the gap time of a trajectory initiated at this point is

the time it takes for this trajectory to reach either the

hemisphere intercepting trajectories travelling from the

oxirene well to the ‘right’ ketene well of the DS located

in the vicinity of EP7 or to reach the backward hemi-

sphere of the DS located in the vicinity of EP1 (the one

which intercepts trajectories travelling from the oxirene

well to the ‘left’ ketene well). An important notion in the

gap time formulation of TST is the gap time distribution,

Pðs;EÞ: the probability that a phase space point on the

forward hemisphere of the DS at EP1 at energy E has a

gap time between s and sþ ds is equal to Pðs;EÞds. The
statistical assumption of TST is equivalent to the

requirement that the gap time distribution is the random,

exponential distribution.

Pðs;EÞ ¼ kðEÞ expð�kðEÞsÞ: ð4Þ
This distribution is characterized by a single exponential

decay constant kðEÞ, which is a function of the energy.

In addition to the gap time distribution, we also consider

the integrated gap time distribution Fðt;EÞ, which is

defined as the fraction of trajectories with gap times s� t,

and is expressed as

Fðt;EÞ ¼
Zþ1
t

ds Pðs;EÞ: ð5Þ

For the random gap time distribution, the integrated gap

time distribution is exponential, Fðt;EÞ ¼ expð�ktÞ.

The results of gap time and integrated gap time distribu-

tions for ketene isomerization are shown in Figs. 4 and 5. To

obtain these figures, we sampled uniformly at a certain

energy the forward hemisphere of the DS at EP1 and prop-

agated trajectories until they exit the roaming region by

either crossing the DS at EP7 or recrossed the DS at EP1.

Figure 4 shows the gap time distributions at different ener-

gies measured from the oxirene minimum (see the caption of

the figure). For each panel, we have reported the individual

gap time distributions of the different categories of trajec-

tories. The red curves represent the distributions for the direct

reactive trajectories, the green represent the roaming reactive

trajectories, the blue the direct nonreactive and the magenta

the roaming nonreactive trajectories. The black curves depict

the gap time distributions for all categories taken together.

Figure 5 shows the integrated gap time distributions at the

same energies as Fig. 4. For each energy, we show two

panels presenting the short timescale distributions and the

large timescale distributions. The different curves with their

colours have the same meaning as in Fig. 4.

As we can see, these two figures exhibit significant

deviation from the random gap time distributions as well as

exponential integrated gap time distributions, indicating

that the statistical assumption of TST is not valid for the

ketene isomerization problem and must be corrected in

some fashion. To give an idea of the kind of corrections

one needs to provide, we plot in Fig. 6 the fractions of the

different types of trajectories as a function of the energy. If

one were to use the DS at EP1 to compute the flux needed

to evaluate the reaction rate in TST, this flux would have to

be corrected by the fractions given in Fig. 6. Indeed, since

some trajectories are reflected back to the ‘left’ ketene

well, there are some recrossing trajectories and the real flux

is the flux through the DS multiplied by the sum of the

fractions of the direct and roaming reactive trajectories.

3.4 Trapping in the roaming region and resonant

periodic orbits

We have attributed the roaming phenomenon to trapped

trajectories, which follow alternative pathways to those

associated with MEPs on the PES. The trapping is due to

multiple dividing surfaces and the existence of nonlinear

mechanical resonances. Resonances can be traced in phase

space by constructing continuation/bifurcation diagrams of

periodic orbits starting from principal POs originating from

equilibria, minima and saddles, and following them in a

parameter space, which may include the total energy,

angular momentum, masses or other parameters of interest.

This is a well-known strategy in studying nonlinear

dynamical systems.

For the ketene isomerization model, we located families

of POs that are related to EP1 and EP7 equilibria and the
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roaming region at low energies of excitation. These fami-

lies emanate from a cascade of centre-saddle bifurcations

approaching the saddle from energies above the isomeri-

zation threshold [39]. The results are shown in a continu-

ation/bifurcation diagram of POs in Fig. 7. This figure

depicts the period of the POs found as a function of energy.

We also label the POs with respect to their resonance

numbers n : m, which means that the PO makes n oscilla-

tions in qF direction in the time it performs m oscillations

in q1 direction. To give an idea of the shape of these POs in

configuration space, we have plotted the 1:6 resonant PO as

a blue line in Fig. 1. It is easy to recognize the impact of

this family of POs on the dynamics of ketene from the plots

of representative trajectories in Fig. 3. It is worth empha-

sizing that these periodic orbits are the results of centre-

saddle bifurcations. Thus, we expect, and indeed find,

stable and unstable branches of POs to appear simulta-

neously, and these periodic orbits define the resonance

region in phase space. A linear stability analysis of periodic

orbits reveals the stable/unstable character of nearby tra-

jectories with respect to POs. However, in order to better

estimate the size of the resonance zone defined by these

periodic orbits, we calculate Poincaré surfaces of section

(PSS) [40], and autocorrelation functions from batches of

trajectories sampled around the POs.

3.4.1 Poincaré surfaces of section

We have used two different PSS, which give complemen-

tary views of the dynamics. The first one (PSS1) was

defined by fixing qF ¼ 0 and recording points when they

cross this plane with a momentum pqF [ 0. The second one

(PSSF) was chosen at q1 ¼ 0 with momentum pq1 [ 0.

These two PSS are depicted in Fig. 8 for two different

energies. Panel (a) is PSS1 for energy E ¼ 0:01 Hartree

above oxirene minimum and panel (b) is PSSF for the same

energy. Panels (c) and (d) are the equivalent PSS at energy

E ¼ 0:04 Hartree above oxirene minimum.

For each panel, we have used different colours for points

on the PSSs belonging to trajectories of a different category

as were classified above. The colours are consistent with

those in the previous plots: hence, red dots denote points

belonging to direct reactive trajectories, green dots denote

the roaming reactive ones, blue the direct nonreactive and

magenta the roaming nonreactive trajectories, respectively.

In Fig. 8, we see a clear separation between the red and the

other colours with the red concentrated in the middle of the

figure. This is consistent with the fact that direct reactive

trajectories have their energy mainly distributed on the

(qF; pqF ) DoF. Interestingly, the blue nonreactive direct

trajectories appear at the boundary between the red and the

roaming trajectories. Such reactivity boundaries have been

observed in many studies and in several different contexts

(see for example [15, 41–43], and references therein).

On the other hand, the green and magenta points

(roaming trajectories) cover the periphery in the plots of

PSS1 indicating that more energy is involved in the

(q1; pq1 ) DoF for these types of trajectories. The two plots

of PSSF for the two energies show that the green and

magenta dots are concentrated around some islands of
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Fig. 4 Gap time distributions.

For each energy, we give the

number n of trajectories used to

compute the distributions. a
Energy E ¼ 0:010 Eh,

n ¼ 942592. b E ¼ 0:0150 Eh,

n ¼ 941938. c E ¼ 0:040 Eh,

n ¼ 1967165. d E ¼ 0:150 Eh,

n ¼ 1932961
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stability (blank area). These blank areas correspond to the

stable regions in phase space associated with the stable

resonant POs. The large blank area in panel (b) and for the

energy E ¼ 0:01 Hartree is not accessible to trajectories

initiated on the DS at EP1. However, as energy increases to

0.04 Hartree, this stable area shrinks and the three central

blank domains in panel (d) are attributed to trajectories

in the vicinity of the three minima, which correspond

to oxirene (EP4) and the two formylmethylene minima

(EP2, EP6).

3.4.2 Classical autocorrelation functions

Quantum calculations of the rate constant of ketene isom-

erization have shown that there are resonant features that

are spaced at 70–80 cm�1 apart and with a width of about

10 cm�1. These resonances have been attributed to Fesh-

bach energy transfer or dynamical resonances that occur at

energies above the barrier to isomerization [13]. According

to Gezelter and Miller [13], ‘these dynamical resonances

appear because the multimode potential energy surface has
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Fig. 5 Lifetime distributions.

For each energy, we plot two

panels showing the small

timescale and the large

timescale of the distribution.

The number of trajectories used

to compute the distributions is

as indicated in Fig. 4. a, b
Energy E ¼ 0:010 Eh. c,
d E ¼ 0:0150 Eh. e, f E ¼ 0:040
Eh. g, h Energy E ¼ 0:150 Eh
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a strongly bent region between the two outer transition

states, which acts as a dynamical bottleneck even at total

energies above the outer transition state energies’. The

present classical trajectory results suggest that these reso-

nances can be identified with the resonant periodic orbits,

which are the result of a cascade of centre-saddle bifur-

cations shown in Fig. 7 [44].

This notion can be verified by calculating the classical

analogue (XðtÞ) of the quantum survival probability func-

tion (jCðtÞj2) for a wavepacket centred on the classical PO.

In this case, the correspondence between spectrum and

phase space structure is relatively straightforward. We can

pass from the quantum to the classical analogue of the

autocorrelation function by replacing the trace in the

density matrix given in Eq. 7 with an integral over the

phase space, and by replacing the density operators

(j/ðq; tÞih/ðq; tÞj) with classical distribution functions,

qðq; pÞ, [45, 46].

(a)

(b)

(c)

(d)

Fig. 8 Poincaré surfaces of sections (PSSs). a PSS1 at E ¼ 0:010 Eh.

b PSSF at E ¼ 0:010 Eh. c PSS1 at E ¼ 0:040 Eh. d PSSF at E ¼
0:040 Eh

0 2000 4000 6000 8000
0.8

0.9

1

fr
ac

ti
o

n

0 2000 4000 6000 8000
0

0.05

0.1

Energy (cm−1)

fr
ac

ti
o

n

Fig. 6 Fractions of the different trajectories categories as a function

of the energy above the barrier for isomerization. The different

fractions are computed with the same number of trajectories as

indicated in Fig. 4
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XðtÞ ¼
Z

q½qð0Þ; pð0Þ�q½qðtÞ; pðtÞ�dqdp: ð6Þ

jCðtÞj2 ¼ jh/ðq; 0Þj/ðq; tÞij2
¼ h/ðq; 0Þj/ðq; tÞih/ðq; tÞj/ðq; 0Þi; ð7Þ

In our case, the classical initial distribution q½qð0Þ; pð0Þ� is
a Gaussian function of coordinates and momenta. The

spectrum is then defined as the Fourier transform,

IcðxÞ ¼
Z

eixtXðtÞdt: ð8Þ

The classical survival probability function, Eq. 6, and its

Fourier transform have been used in studies of molecular

spectroscopy and dynamics by Gomez Llorente, Pollak and

Taylor [47, 48].

Figure 9 shows a typical spectrum produced by a batch

of 1000 trajectories selected from a Gaussian distribution

centred on the stable 1:6 PO and at energy 0.04 Eh. The

spacing of eigenfrequencies is 83 cm�1 and the regularity

of the spectrum reflects the regularity of the region of phase

space in which the trajectories are trapped. Higher-order

POs, like the 1:7, have longer periods and appear at ener-

gies closer to the isomerization saddle. Their frequencies

match the quantum mechanical frequencies in the interval

of 70–80 cm�1 found by Gezelter and Miller [13].

4 Phase space reaction pathways and roaming

Reaction pathways are conventionally identified in nuclear

configuration space by minimum energy paths on the

potential energy surface, since the latter is the fundamental

concept used to interpret chemical reactivity [26]. Thus, the

presence of multiple saddles on the PES suggests the

existence of multiple reaction pathways. However, the

development of nonlinear mechanics has enabled the rig-

orous definition of objects such as reaction pathways and

transition states in phase space for polyatomic molecules.

The strategy followed to understand the motions of

nonlinear dynamical systems is to reveal the geometry of

phase space in a systematic way by first locating equilibria,

and from them the emanating principal families of periodic

orbits, tori, NHIMs and (un)stable manifolds associated

with NHIMs. The latter are key protagonists in controlling

reaction fluxes. Both for the isomerization dynamics of

ketene and in our previous work on the Chesnavich model

for ion–molecule reactions, we have shown that, by

defining transition states using the appropriate NHIMs

(unstable periodic orbits for 2D molecular models),

ordinary (MEP) and roaming reaction pathways emerge

within a phase space framework. Similarities between the

two type of reactions emphasized in Sect. 3.2; we now

point out some significant differences.

ketene belongs to the general type of molecules for

which NHIMs are associated with potential energy saddles.

The Chesnavich model for ion–molecule reactions is a

model, which manifests the existence of NHIMs not

associated with potential energy saddles. Indeed, as shown

in refs [14, 15], the loose transition state and the tight one

are periodic orbits originating from centre-saddle bifurca-

tions. The loose transition state is a rotating-type periodic

orbit (relative equilibrium). The tight transition state is a

periodic orbit associated with the barrierless MEP for

association/dissociation. Hence, for these type of reactions,

phase space is mandatory to define reaction pathways,

since the potential energy alone is inadequate.

By attributing roaming to trapped trajectories in the

region of nonlinear resonances in phase space, we are able

to generalize the concept of roaming. From the PSS in Fig.

8 and in the low energy regime (0.01 Hartree), the roaming

pathways are determined by the resonances 1:6 and 1:7 as

indicated by the types of POs in Fig. 7. From the large

number of trajectories run, none penetrates close to the

regions of formylmethylene and oxirene. At higher ener-

gies (0.04 Hartree), the regular phase space region gov-

erned by the equilibria, EP2, EP4 and EP6, shrinks, and the

reactive trajectories initiated from the NHIMs of the outer

saddle penetrate into this region. In this way, we infer that

the new resonances associated with these minima define

new roaming reaction pathways. It is worth mentioning that

nonlinear resonances associated with centre-saddle bifur-

cations of periodic orbits have been found to be a general

phenomenon in molecular dynamics [44].

Finally, it is essential to stress that, although roaming as

an alternative reaction pathway was identified in the dis-

sociation of formaldehyde with long-range interactions

between the fragment species, several other molecules with

Fig. 9 Autocorrelation function for trajectories in the neighbourhood

of 1:6 periodic orbit at energy of 0.04 Eh
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competing non-MEP have previously been studied

[49–55].

5 Summary and conclusions

In this paper, we have used a reduced dimensional model

initially proposed by Gezelter and Miller to study the

isomerization dynamics of ketene molecule. The study of

Ulusoy et al. [6, 7] discussed the connection of ketene

isomerization and roaming reactions mechanism. The

question of how our previous interpretation of roaming

phenomenon [14, 15] fits the ketene isomerization situation

naturally arose.

It was found that the previous interpretation of the

roaming mechanism in terms of a trapping mechanism of

trajectories between two DSs enhanced by nonlinear res-

onances also fits the ketene isomerization reaction well.

We were able to classify classical trajectories into quali-

tatively different types of trajectories and compute frac-

tions of different types of trajectories; these data could be

used to correct the flux in a reaction rate calculation. As in

our previous study, the question of statistical dynamics was

raised and investigated by gap time analysis. Significant

deviation from the statistical assumption of TST was

found. In addition, evidence of the trapping mechanism of

the trajectories by resonant POs has been given using

surfaces of section.

The importance of ketene isomerization stems from the

experimental investigations of Moore and co-workers.

Furthermore, the quantum mechanical results of Gezelter

and Miller are in overall agreement to the experimental

results. Our phase space analysis provides further insight

into this important system; for example, ketene provides an

experimental manifestation of the importance of the centre-

saddle bifurcations of periodic orbits.

In the present calculation and for the energies studied,

the direct-type reactive trajectories dominate (Fig. 6).

However, if oxirene could be isolated and photoexcited

into resonant states, the roaming branch of the reaction

would then be the dominant one. In other words, knowl-

edge of the phase space structure in a particular range of

energies in principle enables us to exert some degree of

control over chemical reaction pathways. Analysis of

classical phase space as presented here can achieve a

degree of resolution not necessarily accessible to experi-

ment. Nevertheless, experimental techniques are continu-

ally advancing, and methods may be developed in the

future to control roaming pathways [56].
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linked to the point of highest energy along a reaction coor-
dinate — that is, the saddle point of the reaction. In transi-
tion state theory ( TST ), the rate of a chemical reaction is 
described as the fl ux through a dividing surface ( DS ) at the 
saddle point (or col) [ 1  –  4 ]. The  DS  ideally separates the 
phase space into reactant and product regions. The better 
the choice of the  DS , the better is the agreement between 
the  TST  and exact rate. 

 In more general  TST , the  DS  is defi ned in phase space 
rather than confi guration space [ 4  –  7 ]. For example, for a 
system with two degrees of freedom ( DOF ) (  F = 2   ), if 
the transition state ( TS ) is described as a periodic orbit 
 DS  (PODS [ 8 ]), then the rates are exact. More generally, 
the non-recrossing requirement can be satisfi ed if the  TS  
is a normally hyperbolic invariant manifold ( NHIM ) for a 
multidimensional system (  F ≥ 3   ). The formalism has been 
extended to barriers containing higher-rank saddles, allow-
ing the treatment of reaction dynamics with multiple saddle 
points connected through a higher-rank saddle [ 9 ,  10 ]. 

 While many reactions exhibit an energy profi le along 
the reaction path that accommodates the inherent  TST  
assumption of a recrossing-free  DS , there may exist alter-
native mechanisms that circumvent the barrier and lead 
to non- IRC  (internal reaction coordinate) behavior [ 11 , 
 12 ]. One such mechanism involves roaming pathways. 
Therein, one atom or a group of atoms moves around the 
molecule followed by an  “ intramolecular ”  abstraction of 
an atom or group of atoms. Examples can be found in 
formaldehyde, acetaldehyde and nitrate molecular dis-
sociation [ 13  –  15 ]. The roaming fragment bypasses the 
traditional reaction path and avoids the naive  TS . The 
energy profi le of the roaming pathway may also not reveal 
any relevant dynamics in the saddle point region. Thus, 
roaming dynamics present a challenge to traditional  TST  
[ 16  –  19 ]. 

                     Abstract     Roaming dynamics have been observed in a three-
dimensional model of the ketene isomerization reaction. The 
roaming trajectories sample the region between the outer 
potential barriers closest to the respective ketene isomers and 
involve turning points along the reaction coordinate in a polar 
representation. These roaming trajectories avoid the intrinsic 
reaction coordinate and the intermediates to which it is asso-
ciated. Thus, one-dimensional transition state theory ( TST ) 
is generally insuffi cient as has been confi rmed through an 
analysis of the reactive fl ux along the dividing surface ( DS ). 
A global representation of the  DS , however, leads to accurate 
 TST  rate constants. The exact and  TST   microcanonical  rates 
of isomerization have been obtained for the three-dimensional 
model and compare well to experiment. The global  DS  is 
therefore particularly important for obtaining rates in reactions 
that exhibit roaming. This work thus confi rms the fi ndings of 
our previous two-dimensional treatment of ketene isomeriza-
tion ( Ulusoy  et al. in J.  Phys .  Chem . A 117:7553 – 7560,  2013 ). 

   Keywords     Transition state theory    ·  Roaming    ·  Reaction 
dynamics    ·  Classical trajectories    ·  Reaction rate Theory  

      1  Introduction 

 The rate-determining step of a chemical reaction is gener-
ally the slowest step along the reaction pathway and can be 
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 In a phase-space representation of roaming trajectories, 
it has been shown by  Maugui è re  et al. [ 20  –  22 ] that roaming 
trajectories are trajectories which are trapped for an arbi-
trarily long time between two barriers. The roaming region 
therefore is defi ned by two  DSs  in phase space.  Klippen-
stein  et al. [ 18 ] showed a similar representation in confi gu-
ration space for roaming in formaldehyde. These results are 
consistent with our recent fi nding [ 23 ,  24 ] that a globalized 
 TS  is capable of capturing the rates even in the presence of 
roaming trajectories. 

 In the present paper, we extend our work studying the 
ketene isomerization reaction and the role of roaming tra-
jectories in a multidimensional representation of the model 
(  F = 3   ) [ 23 ,  24 ]. We calculate exact and  TST  rates for 
isomerization while fi nding roaming trajectories in three 
dimensions. We demonstrate that these trajectories avoid 
the  IRC  altogether and are  “ bound ”  by two  DSs . Flux pro-
fi les along the  DS  are shown, and the implications on tradi-
tional one-dimensional (1D)  TST  are discussed. 

    2   Theory and methods 

   2.1   The model system: ketene isomerization 

 A reduced-dimensional potential for this reaction has 
already been constructed by  Gezelter  and Miller [ 25 ]. The 
potential energy is given by 
     

     

     

The potential contains a one-dimensional term   V1d(qF)    
along the reaction coordinate   qF    and a coupling term 
  Vcoup(q1, q2, qF)   . The parameters are given in Table  1 . 
A projection of the potential onto the (  q2   ,   qF   ) plane is 
shown in Fig.  1 . Other cuts through the potential can be 
found elsewhere [ 23  –  25 ]. The normal and local modes 
associated with the  DOFs  are the coupled in-plane 
motion of O and H atoms (reaction coordinate   qF   ), an 
out-of-plane vibration of the H  a    in  oxirene  (mode   q1   ), and 
an in-plane bending vibration of the H  b    in  oxirene  (mode 
  q2   ) [ 23  –  25 ].           

 In the Hamiltonian, we neglect rotational contributions 
in the kinetic energy term and employ the simple form
     

(1a)V(q1, q2, qF) = V1d(qF) + Vcoup(q1, q2, qF)

(1b)V1d(qF) = a2q2
F + a4q4

F + a6q6
F + cq2

F exp−dq2
F

(1c)Vcoup(q1, q2, qF) =
k1

2

(
q1 +

d1q4
F

k1

)2

+
k2

2

(
q2 +

d2q4
F

k2

)2

(2)H =
p2

1

2m1
+

p2
2

2m2
+

p2
F

2mF
+ V(q1, q2, qF)

where the momenta   pi    are conjugate to positions   qi    with 
associated masses   mi    (  i = {1, . . . , F}   ). The values employed 
for the masses are discussed below. 

    2.2   Exact and  TST  rates of isomerization 

 To obtain isomerization rate constants, we calculate clas-
sical rates  exactly  by integrating over the reactive phase 
points at a  DS , and  approximately  by employing  TST . The 
 DS  is denoted through the   (F − 1)    dimensional vector   qs    
between the product and reactant regions on the potential 
[ 26 ,  27 ]:
     

The function   χr(p, qs)    is the characteristic function of reac-
tive phase points,   χr(p, qs) = 1    if   (p, qs)    lies on a reactive 
trajectory, and   χr(p, qs) = 0    otherwise. The unit vector   ns    
is perpendicular to the  DS  and points in the direction of 
product formation. The reactant density of states   ρR(E)    is 
assigned the experimentally measured value [ 28 ,  29 ] of 
  4.5 × 104 states/cm−1    for a ketene molecule at an internal 
energy equal to 28,000   cm−1   . The numerator in Eq.  3  can 
be interpreted as the cumulative reaction probability,   N(E)   . 

(3)kFlux(E) =
1

ρR(E) hF

∫
dp dqs(p · ns)χr(p, qs)δ(E − H(p, qs))

 Table 1       Parameters contained in the potential function [ 25 ]  

  Parameter    Value  

    a2         −2.3597 × 10−3    (  Eha−2
0    )  

    a4         1.0408 × 10−3    (  Eha−4
0    )  

    a6         −7.5496 × 10−5    (  Eha−6
0    )  

    c         7.7569 × 10−3    (  Eha−2
0    )  

    d       1.9769 (  a−2
0    )  

    k1         1.0074 × 10−2    (  Eha−2
0    )  

    d1         −2.45182 × 10−4    (  Eha−5
0    )  

    k2         2.9044 × 10−2    (  Eha−2
0    )  

    d2         −8.5436 × 10−4    (  Eha−5
0    )  

 Fig. 1       Contour plot of the ketene isomerization potential projected 
onto the reaction coordinate   qF    and the in-plane bend of   Hb   , mode   q2     
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In the  TST  approximation, the rate simplifi es to a form that 
requires no information about the dynamics, namely
     

Here, the characteristic function   χr(p, qs)    is approxi-
mated as   χ+(p, qs, ns) = 1    for momenta   p · ns > 0   . Hence, 
  kTST(E)    is an upper bound to the exact classical rate, as is 
well known [ 30 ]. 

    2.3   Methodology 

 To obtain reaction rates, the integration in Eq. ( 3 ) is in prin-
ciple carried out over all   F     DOF  of the molecule. In order 
to make trajectory calculations computationally feasible, we 
employ a reduced-dimensional model where only three  DOF  
are treated explicitly, and the other six  DOF  are approxi-
mated as harmonic oscillator modes and included in the 
reactive state count via the number of states   G‡(E)    [ 31  –  33 ], 
as discussed previously [ 23 ,  24 ]. The vibrational frequencies 
of the implicit modes are taken from Ref. [ 34 ]. Anharmonic 
corrections for the implicit modes have not been introduced 
here under the assumption that they are weaker than the cou-
pling to the explicit modes which has also been neglected. 

 Use of statistical phase-space theory within the  RRKM  
approximation suggests that the total energy   E    is distrib-
uted equally between the implicit and explicit  DOF  into the 
correspondingly designated implicit and explicit energies 
  Eim    and   Eex    
     

where   Nex    and   N im    denote the number of explicit and 
implicit  DOFs . The energy for the explicit  DOF  contains 
a correction term for the zero-point energy for all explicit 
 DOF  except the reaction coordinate. 

 The energies are given relative to an effective zero 
of energy   E0   , which is found to lie approximately at 
3,600   cm−1    below the barrier (the outer  TS ). This effective 
zero of energy impacts only the state count   G‡(Eim)    in so 
far as it sets the amount of energy to be distributed across 
the vibrational  DOF . Thus, at the barrier,   Eim    is available as 
kinetic energy for the implicit (harmonic) modes. 

 The energy in the explicit modes   Eex    corresponds to that 
required to activate the reactant above the threshold to reac-
tion. The difference between these energies,   Eex

− E‡   , is 
the excess energy. 

 The fl ux integral of Eq.  3  is now carried out over the 
  Nex

− 1    explicit  DOF 
     

(4)

kTST(E) =
1

ρR(E) hF

∫
dp dqs(p · ns)χ+(p, qs, ns)δ(E − H(p, qs))

(5)E = Eim
+ Eex

=
N im

F
E +

Nex

F
E

(6)Γ (Eex) =

∫
dpex dqex

s (pex
· ns)χr(pex, qex

s )δ(E − Hex(pex, qex
s ))

where   χr(pex, qex
s )    has to be replaced by   χ+(pex, qex

s , ns)    
for a  TST  calculation, and the unimolecular rate constant 
becomes
     

which carries the units of inverse time. 
 In order to fully specify the Hamiltonian Eq. ( 2 ) and the 

trajectory propagation, masses must be assigned to each 
 DOF . The potential term   V(q1, q2, qF)    is a fi t to  ab  initio   
energies at relevant points on the potential energy surface 
( PES ) [ 25 ,  34 ,  35 ]. The coordinate connecting the reactant 
and product minima across the lowest barrier — the reaction 
coordinate   qF    — is the   b2    ring deformation mode. The fre-
quency of this normal mode vibration at different points on 
the  PES  is very strongly dependent on the level of theory 
used and basis set employed [ 34 ,  35 ]. 

 The mass associated with this normal mode vibration, 
  mF   , is also strongly dependent on the displacement coordi-
nate. In their original paper,  Gezelter  and Miller employed 
a mass of   mF = 29203.22    a.u., which roughly corresponds 
to the mass of an oxygen atom [ 21 ,  36 ]. For an exact treat-
ment,   mF    should take on different values at different points 
on the potential. However, we use the mass associated with 
the   b2    ring deformation vibration at the  oxirene  geometry 
(  mF = 9580.46    a.u.), as obtained from a normal mode anal-
ysis. To demonstrate the effect of the mass on the dynamic 
properties of the system, we employ a local harmonic fi t 
to the potential   V1d(qF)    to derive harmonic vibrational fre-
quencies   ω(1)

F     at the relevant points of the potential. This 
frequency can be compared to the vibrational frequency 
using a mass   mF ≈ mO   , and the vibrational frequency from 
a normal mode analysis of the relevant structures at a high 
level of theory [ 34 ]. The results are summarized in Table  2 .  

 Both masses lead to reasonable vibrational frequen-
cies   ω(1)

F     and   ω(2)
F    , where the choice of   mF ≈ mO    leads to 

an improved description of the dynamical properties at the 

(7)kFlux(E) =
G‡(Eim)Γ (Eex)

ρR(E) hNex

 Table 2       Vibrational frequencies for the ring-opening mode of   b2    
symmetry in   cm−1   , as derived from a local harmonic fi t to potential 
  V1d(qF)   , using a mass of   mF = 9580.46    a.u. (this publication) (  ω(1)

F
   ), and a mass of   mF ≈ mO    [ 25 ] (  ω(2)

F    ), in comparison with ab  initio  
values at the  CCSD (T)/6-31G(d) level of theory [ 34 ] (  ω(3)

F    ), and at the 
 CCSD (T)/cc- pVTZ  level of theory (  ω(4)

F    ) [ 35 ]  

 The pair of emboldened frequencies in the fi rst and fourth lines high-
light the agreement obtained according to the respective choices of 
the mass along the reaction coordinate 

  Structure      ω(1)
F          ω(2)

F          ω(3)
F          ω(4)

F      

   Oxirene     234     134     21     139   

   Iinner   TS     246 i     141 i     133 i      –   

   Formylmethylene     265    152    328     –   

  Outer  TS      484   i     277 i      409   i      –   

Reprinted from the journal 27



 Theor Chem Acc (2014) 133:1528

1 3

central region (the  oxirene  intermediate), and the choice of 
  mF    in accordance with the mass derived from our normal 
mode analysis results in a better representation at the  for-
mylmethylene  intermediate/outer  TS . Thus, in the choice 
of a fi xed mass to be associated with   qF   , either of these 
choices for   mF    are appropriate. Both model systems have 
been found to contain roaming trajectories [ 21 ,  23 ,  24 ]. 

 Meanwhile, the masses   m1    and   m2   , associated with 
vibrations of a single hydrogen atom, take the value 
of 1837.1 a.u., resulting in vibrational frequencies 
  ω1 = 514 cm−1    and   ω2 = 873 cm−1   . 

     3   Results 

   3.1   Rates of isomerization and reactive fl ux at low 
energies 

 The  TST  (  kTST   ) and exact (  kFlux   ) rates of the ketene isomer-
ization reaction were calculated at low energies using the 
3D reduced-dimensional model in Eq.  1 . These rates are 
compared to experiment [ 37 ] in Fig.  2  as a function of the 
excess energy   Eexc   . The latter   Eexc    is defi ned as the energy 
above the barrier corresponding to the outer  TS  and cor-
rected for zero-point vibrational energies [ 23 ].        

 The  TST  rates for the 3D model are much higher than 
the experimental rates. This overestimate of the isomeriza-
tion rate is even more pronounced at higher energies. The 
exact rates are in very good agreement with the experi-
mental values and are an improvement upon what was seen 
in the previous 2D model [ 23 ,  24 ]. The large discrepancy 
between  TST  rates and exact ones indicates that there are 
a signifi cant number of  recrossings  through the  DS  even 
at low energies. Below, we investigate the extent to which 
these  recrossings  can be attributed to the presence of roam-
ing trajectories. Nevertheless, the experimental rates are 
very well reproduced by the classical exact rates in our 

reduced-dimensional model and are even capable of captur-
ing some of the stepwise characteristics of the experimental 
rates. 

    3.2   Roaming events in a three-dimensional representation 
of ketene 

 In moving from a 2D to 3D representation of ketene 
isomerization, the dimensionality of the roaming dynam-
ics can remain effectively two-dimensional or expand 
to all three explicit  DOFs . We observe two general types 
of roaming trajectories ( RTs ): The fi rst type (RT1) 
exhibits one large swing in the fl at region of the poten-
tial, following a ridge line of high potential energy far 
out from the central region of the  oxirene  intermedi-
ate. The second type (RT2) takes a complete turn in 
the plateau region of the potential before proceeding 
to the product side. The energies in the explicit modes 
of the specifi c roaming trajectories discussed here are 
  Eex(RT1, q1) = 0.20966 Eh    and   Eex(RT1, q2) = 0.21055 Eh    
in the 2D case, and   Eex(RT1, q1, q2) = 0.37149 Eh    and 
  Eex(RT2, q1, q2) = 1.24654 Eh    in the 3D case. While these 
are seemingly quite high, it is notable that this is due in 
part to the fact that the explicit orthogonal modes   q1    and   q2    
are treated as harmonic oscillators. The orthogonal modes 
soak up additional energy in order to maintain a vibrational 
 equidistribution . 

 Representative trajectories of RT1 are shown in Fig.  3 a –
 c. In the case of RT1, the roam can be restricted (without 
loss of information) to the   (qF , q1)    (a) or   (qF , q2)    (b) planes 
only when the third  DOF  — that is   q2    and   q1    in cases a and 
b, respectively — contains a small percentage of the availa-
ble energy and gives rise to particle motion that stays close 
to the potential minimum. In these cases, the roam takes a 
large swing into the high potential energy region along the 
second  DOF  For RT1, roaming can also involve signifi cant 
motion in all three  DOFs , as shown in Fig.  3 c. Here, the RT 
samples the high potential energy region both in   q1    and   q2

   . The structures along the roaming path involve an  oxirene -
like ring structure, where one of the hydrogen atoms is 
displaced out of the plane, and the other hydrogen swings 
in-plane. This pathway resembles an alternative pathway to 
the traditionally observed structures involved in the isomer-
ization of ketene.        

 Representative trajectories of RT2 are shown in 
Fig.  3 d. In the 3D model, this type of RT only occurs in 
spaces involving all three  DOFs  inseparably. Here, the 
roam takes a full turn on the central region before pro-
ceeding to the product side of the potential. This type 
of trajectory occurs at higher energy than RT1. At even 
higher energy, there may be other types of  RTs , where the 
roam could take two or three turns over the plateau region 
of the potential. 

 Fig. 2        Microcanonical  reaction rates, approximate   kTST    ( in black ) 
and exact   kFlux    ( in red ) rates for the three-dimensional representation 
of ketene isomerization in comparison with experimental rates [ 37 ] 
( in blue )  
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 Kinetic energy terms along RT1 are shown in Fig.  4 : 
The total kinetic energy   T    , and the partial energies,   TF   ,   T1    
and   T2   , corresponding to the contributions of the reactive 
 DOF  and the coupled  DOFs  1 and 2, respectively. The reac-
tant  R , roaming, and product  P  regions are separated by 
dashed lines. These are located at the time for which the 
RT enters the fl at region of the potential via the outer  TS . 
The decomposition is shown for the three occurrences of 
RT1 depicted above, roaming in   (q1, q2)    only (top panel), 
roaming in   (qF , q2)    only (middle panel), and roaming in 
  (qF , q1, q2)    (bottom panel). For all three cases, the decom-
position of the kinetic energy indicates that the kinetic 
energy of the reaction coordinate is low and constant dur-
ing the roam, and that the kinetic energy in the coupled 
 DOFs  exhibit oscillations. Furthermore, after the trajectory 
has reached the product region, there is a signifi cant con-
tribution of kinetic energy in   q1    and   q2   , corresponding to 
the vibrational energy of the isomerization product. Thus, 
when the isomerization takes place via the roaming path-
way, the product is in a vibrational excited state. This is in 
contrast to isomerization processes via the  IRC , wherein 
most of the kinetic energy resides in the reaction coordinate 
  qF   , and corresponds to translational energy.        

 Fig. 3       Roaming trajectory 
one and two, where the roam 
occurs in  a    (qF , q1)   ,  b    (qF , q2)   , 
 c    (qF , q1, q2)   , and  d    (qF , q1, q2)

   .  a  –  c  are roaming trajectories of 
type one, where the trajectory 
takes one large swing in the 
plateau region of the potential. 
 d  is a roaming trajectory of type 
two, where the trajectory takes 
a complete turn in the plateau 
region. These trajectories avoid 
the minimum energy path and 
involve non-planar structures 
along the pathway. The energy 
contours projected onto the 
  (qF , q1)    and   (qF , q2)    plane 
are also shown, together with 
projections of the trajectories 
onto the   (qF , q1)   ,   (qF , q2)   , and 
  (q1, q2)    plane  

 Fig. 4       Kinetic energy along RT1, and the contribution of the three 
explicit degrees of freedom.  Top panel  roaming in   (qF , q1)    only. 
 Middle panel  roaming in   (qF , q2)    only.  Bottom panel  roaming in 
  (qF , q1, q2)    simultaneously  
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    3.3   Roaming: avoiding the col 

 The accuracy of the  TST  reaction rates may be impacted 
by the extent to which the  RTs  circumvent the saddle point. 
Below, we explore several representations of the trajec-
tories that illustrate the extent to which the  RTs  avoid the 
saddle as well as document the frequency of such events. 
We further compare the  TST  rates to those obtained from 
the fl ux calculations as well as identify the fraction of the 
fl ux due to the  RTs . The observation that this fraction is 
small suggests that in this case the  RTs  are playing a small 
role in the rates. 

 Polar plots of the  RTs  are shown in Figs.  5  and  6  super-
imposed over the contour lines of the potential. The radius 
corresponds to   qF    and the angular coordinate to the out-
of-plane angle (for a projection onto the   (qF , q1)    plane) 
and the in-plane angle (for a projection onto the   (qF , q2)    
plane) of hydrogen displacement. In this representation, it 
is easy to see the outer  TS  barriers (black dashed curves) 
that mark the entry and exit into the plateau region of the 
potential. In the literature [ 18 ,  20  –  22 ], roaming trajecto-
ries have been described as trajectories which are trapped 
between these two barriers. The  IRC  is shown as a solid 
black line and the RT as a solid red line. The  RTs  sample a 
large region of the potential between the two barriers, thus 

spending a signifi cant amount of time in the central region 
of the potential. In this central region, the  RTs  follow ridge 
lines of potential energy parallel to the reaction coordinate. 
Furthermore, the  RTs  largely avoid the  IRC  and cross the 
barrier far from its col. The  RTs  are  “ trapped ”  between the 
two potential barriers enclosing the roaming region and 
exhibit one (RT1) and three (RT2) turning points along the 
roaming pathway. This behavior is characteristic of roam-
ing and is now seen to be present in both two and three 
dimensions.               

 For both RT1 and RT2, there exist a manifold of trajec-
tories. Some of these trajectories cross closer to the col and 
intermediate, and some of them cross further out. A 2D rep-
resentation of the ketene model quantifying the extent by 
which the  RTs  avoid these regions in confi guration space is 
shown in the top pane of Fig.  7 . In the 2D model, the part 
of the coupling potential   Vcoup(q1, q2, qF)    that depends on 
  q2    is set to zero. Some of the resulting  RTs  are shown in the 
bottom panel in Fig.  7 . For each RT sampled, we measure 
how close the RT approaches the transition state/ oxirene  
intermediate. The point of closest approach (  ΔqTS    and 
  ΔqOxirene   , respectively) is shown in the fi gure.        

 The  RTs  avoid the col and the intermediate by different 
amounts of   ΔqTS   /  ΔqOxirene   , where the trajectory ( d ) cross-
ing the furthest out is found at the maximum of the curve. 

 Fig. 5       Polar representation of 
RT1 ( red line ). Overlaid are the 
potential contours, where the 
radius corresponds to   qF    and 
the angle to the out-of-plane 
angle (for a projection onto the 
  (qF , q1)    plane) and the in-plane 
angle (for a projection onto the 
  (qF , q2)    plane) of hydrogen dis-
placement. The  dashed circles  
denote the potential barrier, the 
 bold line  the  IRC . The roam 
occurs in  a    (qF , q1)   ,  b    (qF , q2)

   ,  c    (qF , q1, q2)    (projection onto 
  (qF , q1)   ),  d    (qF , q1, q2)    (projec-
tion onto   (qF , q2)   )  

 Fig. 6       Polar representation of 
RT2 ( red line ). A description 
of the contours can be found 
in Fig.  5 . The trajectory is pro-
jected onto  a    (qF , q1)   ,  b    (qF , q2)     
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 In order to investigate the impact on the  TST  rates due 
to the  RTs  that avoid the col, the momentum contributions 
to the reactive and  TST  fl ux along the  DS  at high energy 
(  Eim

= 1.2557 Eh   ) are shown in Fig.  8 . This is the energy 
at which the type RT2 appears. These  RTs  can recross the 
 DS  and therefore impact the  TST  result. The momentum 
contribution to the fl ux is projected onto the   (qF , q1)    plane, 
and the magnitude of the arrow corresponds to the (scaled) 
magnitude of the momentum contribution at that point. The 

different colors designate different contributions to the fl ux 
integral; here, red arrows designate the contributions to 
the  TST  fl ux, blue to the net reactive fl ux, and yellow des-
ignates contributions to the net reactive fl ux arising from 
roaming trajectories.        

 The magnitude of the net reactive fl ux is about one-third 
to one-half of the magnitude of the  TST  fl ux. Thus, about 
one-half to two-thirds of trajectories crossing the  DS  in 
product direction can be attributed to  recrossings  and lead 
to an overestimate of the  TST  rate. At the edge of the  DS  
for positive   q1   , the momentum contribution to the reactive 
fl ux points in reactant direction, which means that the net 
reactive fl ux at these points starts out in reactant direction. 
This leads to a further overestimate of the  TST  rate. How-
ever, the discrepancy of the momentum contributions to the 
 TST  and exact rate cannot be attributed to roaming trajec-
tories: The momentum contributions of the roaming trajec-
tories to the reactive fl ux are very small. Setting the overall 
 TST  momentum contributions to 100 %, the net fl ux corre-
sponds to 40 % of the  TST  fl ux where the roaming contri-
butions account for 0.002 %. 

 More generally, in traditional 1D  TST , the reaction rate 
is obtained from the fl ux at the saddle only, and the other 
 DOFs  are completely decoupled in this representation. This 
very straightforward approach can certainly be adopted 
in cases when the barrier is high and the transition state 
 “ tight, ”  but cannot be employed as the standard routine to 
derive rate constants without a priori knowledge about the 
phase space around the barrier. In cases with small barri-
ers associated with a soft potential, as is the case here, 1D 
 TST  will lead to a signifi cant overestimate of the rate con-
stant. An improved estimate of the  TST  rate constant can 
be obtained from  TST  using a  DS  over which the fl ux is 
integrated as in Eq. ( 4 ). In this approach, the reactive  DOF  
is allowed to couple to the other  DOFs  present in the sys-
tem, and an improved representation of the reactive fl ux is 
obtained. By employing variational  TST  ( VTST  [ 38 ]), a 
routine for the derivation of a  “ good ”   DS  is available which 

 Fig. 7       Roaming trajectories avoiding the col and the  oxirene  inter-
mediate, for the 2D representation of the model. The quantities   ΔqTS    
and   ΔqOxirene    quantify the point of closest approach of the RT to the 
transition state and the  oxirene  intermediate when the trajectory fol-
lows the general direction of the  IRC . When the RT moves perpen-
dicular to the reaction coordinate, as is the case when the RT takes 
its swing in the roaming region, the approach of the transition state 
is not counted since it is a potential minimum in that direction. Three 
RT of the manifold are shown in the  bottom panel , where their values 
of   ΔqTS   /  ΔqOxirene    are indicated on the  plot . The outer  TS  and  oxirene  
intermediate are marked on the potential contours by  red stars   

 Fig. 8       Momentum contribution   (pex
· ns)    to the fl ux along the  DS  at 

the energy of roaming trajectory type two. The fl ux at each point of 
the  DS  is color-coded according to its contribution to   kTST    ( red ) and 

  kFlux    ( blue ). The contributions of roaming trajectories to the net reac-
tive fl ux are shown in  yellow   
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takes into account the confi guration space topology around 
the saddle. This leads to a  DS  similar to the one depicted 
in Fig.  8 , where the amount of recrossing trajectories is 
minimized. This approach can be improved by defi ning the 
 DS  in phase space, which in our example here would lead 
to a curved  DS  when depicted in confi guration space. This 
 DS  is dependent on the potential energy of the system and 
would lead to an optimal description of the  TST  rate and 
perhaps one with no  recrossings  [ 4 ,  30 ,  39  –  45 ]. To simplify 
the theoretical treatment, we do not take curvature of the 
 DS  into account, but employ a  DS  derived from the peri-
odic orbit at low energies. From the fl ux profi le in Fig.  8 , it 
becomes apparent that most of the reactive fl ux is captured 
quite well by this  DS . The  RTs  cross the  DS  further out and 
lead to  recrossings , but their impact can be minimized by a 
well-chosen  DS  in which the number of  recrossings  is min-
imized. The deviation of the  TST  rate and the exact rate can 
be attributed to  recrossings , where the (by far) majority of 
the  recrossings  is not due to the presence of roaming trajec-
tories in the present case. These  recrossings  may be due to 
non-ergodic behavior of the system; the  RTs  are an exam-
ple of such a behavior. To further investigate the non-ergo-
dicity of the system, a detailed analysis of the phase-space 
dynamics and stability would be required and is beyond the 
scope of this work. 

 In summary, in the present model system, the  RTs  can 
be captured on a single  DS  and thereby included in the 
 TST  rates. The  recrossings  from the  RTs  do contribute to 
an overestimate of the  TST  rate in addition to that from the 
 recrossings  of other trajectories. The contribution from the 
roaming  recrossings , however, is comparatively insignifi -
cant because their momentum contributions are very small. 

     4   Conclusion 

 In the present work, we have added a third dimension to 
the 2D model used earlier to obtain the rates of the ketene 
isomerization reaction. Not surprisingly, the 3D model gen-
erally maintains the good agreement seen in the calculated 
classical  microcanonical  rate constants in comparison with 
experimental data. The addition of a third dimension, how-
ever, opens the possibility of more complex dynamics that 
can give rise to errors in the  TST  rates. In particular, the 
effect of roaming trajectories has generally been seen to 
be more signifi cant at full dimensionality [ 19 ], and hence, 
exploring its effect on higher dimensionality as done here 
is important to better understand roaming effects on rates. 

 We have confi rmed that the roaming trajectories pre-
viously found in the 2D model are also present in three 
dimensions, where the roam can involve only two or all 
three  DOFs . Using a polar representation of the coordi-
nates, we found that the roaming trajectories stray far from 

the  IRC  and sample a large portion of the potential energy 
landscape following ridge lines of the potential energy sur-
face. The roaming trajectories are  “ trapped ”  between the 
two potential barriers enclosing the roaming region and 
exhibit one (RT1) and three (RT2) turning points along the 
roaming pathway. 

 Using a fl ux profi le of the reactive fl ux along the  DS , 
we demonstrated that 1D  TST , as determined by the  “ col, ”  
is generally insuffi cient. It is certainly violated by non- IRC  
processes, and more gravely by the existence of roaming. 
 TST  based on  global   DSs  has been seen to be capable of 
addressing trajectories that cross far from the col. In the 
present case of ketene,  TST  dividing surfaces living in 2D 
and 3D are suffi ciently global to capture most of the fl ux 
necessary to obtain the rates. The question of whether such 
holds true for more complex dissociation pathways such 
as that seen in formaldehyde is a challenge to future work. 
The existence of roaming trajectories creates a further chal-
lenge to  TST  when they access exit channels leading to dif-
ferent reaction products than those available over the col of 
the  IRC . These, in turn, may be addressable through a  TST  
with the inclusion of topologically disconnected  DSs  that 
address the additional exit channels, and the verifi cation of 
this conjecture is a second challenge to future work. 
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the time-dependent  Schr ö dinger  equation [ 1 ]. In practice, 
however, direct quantum mechanical simulation becomes 
intractable as the complexity of the system increases. 
Approximations must inevitably be made to solve prob-
lems involving many degrees of freedom or infrequent 
events. Classical molecular dynamics (MD) is commonly 
employed to model many-body molecular systems [ 2 ] and 
provides an excellent approximation for phenomena where 
the particle masses and thermal energies make quantum 
effects such as interference and tunneling negligible. 

 The direct dynamical simulation of slow processes 
involving infrequent events is a challenge even for classi-
cal mechanics. Despite the relative simplicity and numeri-
cal effi ciency of solving classical equations of motion rela-
tive to the time-dependent  Schr ö dinger  equation, capturing 
infrequent events in MD simulations can easily become 
beyond reach of a direct approach. The frontal assault of 
direct simulation must be complemented by a more sophis-
ticated combination of both statistical and dynamical theo-
ries; this combination constitutes reaction rate theory [ 3  –  6 ]. 

 The development of the theory of chemical reaction rates 
has a long history and is still an active area of research. The 
concept of a barrier separating the reactants and products 
of a chemical reaction goes back to studies of the tempera-
ture dependence of thermal rate constants by Arrhenius [ 7 ]. 
 Eyring ,  Polyani ,  Wigner , and others connected this idea to 
the dynamics on a potential energy surface and combined 
dynamical and statistical mechanical concepts [ 8  –  12 ]. 
Transition state theory emerges in the limit were these 
dynamical details are simplifi ed to the computation of the 
rate of crossing a critical bottleneck confi guration that acts 
as a point of no return in the evolution of the reaction pro-
cess [ 3  –  6 ]. 

 The conventional concept of a transition state is a con-
fi guration space dividing surface separating reactants and 

                     Abstract     We describe a new approach to incorporating 
quantum effects into chemical reaction rate theory using 
quantum trajectories. Our development is based on the 
entangled trajectory molecular dynamics method for simu-
lating quantum processes using trajectory integration and 
ensemble averaging. By making dynamical approximations 
similar to those underlying classical transition state theory, 
quantum corrections are incorporated analytically into the 
quantum rate expression. We focus on a simple model of 
quantum decay in a metastable system and consider the 
deep tunneling limit where the classical rate vanishes and 
the process is entirely quantum mechanical. We compare 
our approximate estimate with the well-known  WKB  tun-
neling rate and fi nd qualitative agreement. 

   Keywords     Reaction rate theory    ·  Quantum tunneling    · 
 Transition state theory  

      1  Introduction 

 A rigorous theoretical description of quantum dynamical 
processes in molecular systems is provided by solutions to 
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products [ 3  –  6 ]. For a one-dimensional system, this corre-
sponds simply to a critical coordinate value       q = qB   , where 
      qB    is the coordinate of the top of the barrier of the potential 
function       V(q)    separating confi gurations corresponding to 
reactant and product structures. It is remarkable that, early 
in the development of reaction rate theory,  Wigner ,  Keck , 
and others considered reaction dynamics more generally in 
phase space. They defi ned surfaces       S(q, p)    dividing reac-
tants and products that were expressed as functions of both 
the coordinates       q    and their conjugate momenta       p    [ 12 ,  13 ]. 
As transition state theory and other statistical approaches to 
chemical reaction rates developed, the confi guration space 
transition state was usually found to be appropriate, and 
phase space theory took a secondary role. More recently, 
research in the fi eld of nonlinear dynamics has clarifi ed the 
roles of chaos, non-ergodicity, and transport in Hamiltonian 
and dissipative systems and its relation to intramolecular 
dynamics and chemical rate processes, and the early phase 
space perspective has again become relevant [ 14  –  18 ]. Greg 
Ezra and his collaborators have been leaders in apply-
ing rigorous dynamical systems theory to the problem of 
reaction rates in multidimensional and non-Hamiltonian 
systems [ 19  –  22 ], in the spirit of  Wigner  and other early 
pioneers. 

 Much of our understanding of chemical reaction rate 
theory is based on classical mechanics. However, when 
the temperature is low or light particles such as H atoms 
are involved, quantum effects can be signifi cant. Con-
siderable research effort has been directed at developing 
quantum mechanical versions of chemical rate theories 
[ 23  –  25 ]. The dynamical approximation of a sharp divid-
ing surface in phase space is diffi cult to reconcile with 
quantum uncertainty, and so the formulation of a quan-
tum transition state theory has been challenging. Quan-
tum rate theories remain a very active current research 
area (see, e.g., [ 26 ]). 

 In this paper, we explore a new approach to incorpo-
rating quantum effects into chemical rate processes. We 
base our treatment on the entangled trajectory molecu-
lar dynamics ( ETMD ) approach to simulating quantum 
dynamical processes using trajectory integration and 
ensemble averaging [ 27  –  34 ]. In the  ETMD  approach, 
quantum effects appear as an entanglement between 
ensemble members which are absent in the classical 
limit. In our previous work, we evaluate these intra-
ensemble interactions numerically from the evolving 
ensemble. Here, we adopt additional approximations that 
allow these effects to be incorporated analytically into a 
transition state-like rate theory. In general, we anticipate 
that this approach can combine both thermal and quan-
tum effects in rate processes. As a fi rst step, we focus 
here on a simple model of tunneling decay in a metasta-
ble system. We consider the deep tunneling limit, where 

the classical rate vanishes, and the process is entirely 
quantum mechanical. We compare our approximate esti-
mate with the  WKB  tunneling rate [ 35 ] and fi nd qualita-
tive agreement. 

 The organization of this paper is as follows. In Sect.  2 , 
we review classical  Liouville  dynamics and the phase space 
 Wigner  representation of quantum mechanics. Section  3  
describes the  ETMD  methodology, while Sect.  4  presents 
a quantum rate theory based on the  ETMD  formulation 
of quantum mechanics in terms of phase space trajectory 
dynamics. We discuss the results in Sect.  5 . 

    2   Quantum mechanics in phase space 

 The  ETMD  method is based on solving the equation of 
motion for the  Wigner  function using a classical-like 
approach of trajectory integration and ensemble averaging 
[ 27  –  34 ]. From the perspective of a trajectory ensemble, 
quantum effects emerge from a non-classical breakdown 
of the statistical independence of the trajectories, and an 
 entanglement  of the evolution of the ensemble as a whole. 
Before developing  ETMD , we briefl y review the connec-
tion between classical phase space probability densities and 
independent Hamiltonian trajectories. 

 The evolution of a classical probability distribution 
      ρ(q, p, t)    in phase space is described by the classical  Liou-
ville  equation [ 36 ,  37 ]
         

where       q    and       p    are the canonical coordinate and momentum, 
respectively,       H    is the system Hamiltonian, and       {H, ρ}    is the 
Poisson bracket of       H    and       ρ   , defi ned as
         

In the context of a classical MD simulation, solution of 
the  Liouville  equation is accomplished by generating an 
ensemble of       N    distinct initial conditions       qk(0)    and       pk(0)    
      (k = 1, 2, . . . , N)    sampled from the given initial probability 
distribution       ρ(q, p, 0)   . Trajectories in phase space are then 
computed by integrating Hamilton ’ s equations,
         

         

using the       qk(0)    and       pk(0)    as initial data. Aside from statisti-
cal error due to a fi nite       N   , the distribution       ρ(q, p, t)    is given 
exactly by the local phase space density of the evolving tra-
jectories       (qk(t), pk(t))    around the point       (q, p)   . 

(1)
∂ρ

∂t
= {H, ρ},

(2){H, ρ} ≡
∂H

∂q

∂ρ

∂p
−

∂ρ

∂q

∂H

∂p
.

(3)q̇ =
∂H

∂p

(4)ṗ = −
∂H

∂q
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 The quantum analog of the phase space probability density 
      ρ(q, p, t)    is the  Wigner  function       ρW(q, p, t)    [ 38  –  40 ], given in 
terms of the time-dependent wave function       ψ(q, t)    by
         

The  Wigner  function obeys the equation of motion
         

where
          

 Equation ( 6 ) emphasizes the fundamental non-locality of 
quantum mechanics: The time rate of change of       ρW    at point 
      (q, p)    depends on the value of       ρW    over a range of momen-
tum values       ξ �= p   . For a potential       V(q)    with a power series 
expansion in       q   , the integrand in Eq. ( 6 ) can be expanded 
[ 38 ,  39 ], leading to the equation of motion as a power 
series in       �   ,
         

where prime denotes the derivative with respect to       q   . The 
higher-order terms not shown involve successively higher 
even powers of       �   , odd derivatives of       V    with respect to       q   , and 
corresponding derivatives of       ρW    with respect to       p   . In the 
classical (      � → 0   ) limit, the  Wigner  function becomes a solu-
tion of Eq. ( 1 ), the classical  Liouville  equation for probabil-
ity distributions in phase space. The  Wigner  representation 
is an exact and faithful description of quantum mechanics; 
the  Wigner  function       ρW(q, p, t)    contains the same informa-
tion about observable quantities as does       ψ(q, t)   . 

 The  Wigner  function       ρW    is the quantum analog of the 
classical phase space probability density       ρ   . Its role as a 
probability density is complicated, however, by the fact 
that       ρW   , although always real, can assume negative values. 
Faithful representations of quantum mechanics  do  exist, 
however, that are built on positive probability distributions 
in phase space. An example is the  Husimi  representation 
[ 39 ], based on the  Wigner  function smoothed with a mini-
mum uncertainty phase space. 

 The non-locality of quantum mechanics forbids an arbi-
trarily fi ne subdivision of the quantum distribution into 
individual independent elements as is possible in classical 
mechanics. Instead, quantum mechanics insists that the 

(5)

ρW(q, p, t) =
1

2π�

∞∫
−∞

ψ∗(q +
y
2 , t)ψ(q −

y
2 , t)eipy/� dy.

(6)
∂ρW

∂t
= −

p

m

∂ρW

∂q
+

∞∫
−∞

J(q, p − ξ)ρW(q, ξ , t)dξ ,

(7)

J(q, p) =
i

2π�2

∞∫
−∞

[
V(q +

y
2 ) − V(q −

y
2 )
]
e−ipy/� dy.

(8)

∂ρW

∂t
= −

p

m

∂ρW

∂q
+ V ′(q)

∂ρW

∂p
−

�
2

24
V ′′′(q)

∂3ρW

∂p3 + · · · ,

entire state be propagated as a unifi ed whole. If a trajectory 
ensemble representation of non-local quantum motion is to 
be achieved, the statistical independence of the trajectories 
must be given up and the individual members of the ensem-
ble must  interact  with each other. We review the  ETMD  
method of incorporating those interactions in numerical 
simulations in the next section. 

    3   Entangled trajectory molecular dynamics 

 The equations of motion for the  ETMD  trajectory ensemble 
are derived by viewing the quantum  Liouville  equation as a 
continuity equation in phase space,
          

 Trajectory equations of motion are then derived by relat-
ing the current       j    to a phase space vector fi eld       v    through
         

This establishes the rules by which the ensemble represent-
ing the  Wigner  function must move in order to satisfy the 
evolution of       ρW   . We fi rst consider the classical limit, where 
      ρW → ρ   , the classical phase space probability density. Here, 
the       �   -dependent terms in Eq. ( 8 ) vanish, and the phase space 
density obeys the classical  Liouville  equation [ 36 ,  37 ]:
          

 By noting that       ∂ q̇/∂q + ∂ ṗ/∂p = 0   , we can identify the 
phase space current vector as
          

 Division by       ρ    then gives the familiar classical inde-
pendent evolution of phase space trajectories under con-
ventional Hamiltonian ’ s equations       ̇q = vq = ∂H/∂p   , 
      ̇p = vp = −∂H/∂q   . This occurs because of the cancellation 
of       ρ    from the expression for the phase space vector fi eld       v    
when       j = vρ    in Eq. ( 12 ) is divided by       ρ   . 

 We now turn to the quantum  Liouville  equation in the 
 Wigner  representation. The continuity condition now 
involves the full equation of motion, Eq. ( 8 ). Writing the 
divergence of the current as
         

and dividing the corresponding current by       ρW   , we arrive at 
the equations of motion for the trajectory at point       (q, p)   :

(9)
∂ρW

∂t
+ ∇ · j = 0.

(10)j = v ρW.

(11)
∂ρ

∂t
= {H, ρ} ≡ −∇ · j

(12)j =

(
∂H/∂p

−∂H/∂q

)
ρ.

(13)

∇ · j =
∂

∂q

(
∂H

∂p
ρW

)
+

∂

∂p

(
−V ′(q)ρW +

�
2

24
V ′′′(q)

∂2ρW

∂p2 + · · ·

)
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Note that in this case       ρW     does not cancel out of the equa-
tions . In marked contrast with classical Hamiltonian 
dynamics, the vector fi eld now depends on the global state 
of the system as well as on the phase point       (q, p)   . 

 A consequence of the additional       ρW   -dependent contri-
bution to the force is that individual trajectory energies are 
not conserved.
          

 This is acceptable — and in fact essential — if quantum 
effects are going to be represented by the method. Energy 
conservation is only required  on average . It is straight-
forward to show from Eq. ( 14 ) that the ensemble average 
      〈ṗ〉 = Tr(ṗρW) = −〈V ′

〉   , and thus the method obeys  Ehren-
fest  ’ s theorem, while the average energy       〈E〉 = Tr(HρW)    is 
independent of time. The individual trajectories, however, 
behave non-classically. 

 The  ETMD  method implements this formalism in terms 
of a fi nite trajectory ensemble that approximately repre-
sents the continuous distribution function       ρW   :
          

 This  ansatz  is an approximate one, as the exact  Wigner  
function       ρW    can become negative. In practice, smoothing 
over a minimum uncertainty region of phase space yields 
a positive quantity from the  Wigner  function, and the 
numerical methods employed to solve the  ETMD  equations 
of motion incorporate such smoothing by dressing each       δ
   -function in Eq. ( 16 ) with a minimum uncertainty phase 
space Gaussian. The details of the methodology and results 
illustrating its accuracy can be found in  Refs . [ 27  –  34 ]. 

 The  ETMD  approach allows accurate simulation of mani-
festly quantum mechanical phenomena such as tunneling to be 
achieved in a trajectory ensemble context. In the next section, 
we describe an alternative application of the  ETMD  formalism 
in an approximate analytic theory of quantum rate processes. 

    4   Quantum trajectory transition state theory 

 Classical reaction rate theories combine elements of dynam-
ics and statistics in an approximate representation of slow 

(14)

q̇ = vq =
p

m

ṗ = vp = −V ′(q) +
�

2

24
V ′′′(q)

1

ρW

∂2ρW

∂p2 + · · · .

(15)

dH

dt
= q̇

∂H

∂q
+ ṗ

∂H

∂p

=
p

m

(
�

2

24
V ′′′(q)

1

ρW

∂2ρW

∂p2 + · · ·

)
�= 0

(16)ρW(q, p, t) =
1

N

N∑
j=1

δ(q − qj(t))δ(p − pj(t)).

processes that cannot be simulated by direct time-dependent 
methods. In this section, we address the problem of adding 
quantum corrections to classical rate theories by modify-
ing the underlying phase space dynamics using the  ETMD  
formalism. In general, an approach that incorporates both 
classical components and quantum corrections to the overall 
rate process can be imagined. Here, we focus on the limiting 
case of purely quantum tunneling from a metastable poten-
tial. In this most challenging case, the classical rate vanishes 
and the entire decay process is due to quantum effects. 

 We consider the quantum decay of a system initially 
confi ned in a metastable potential, given by
         

The critical points of the potential satisfy       V ′(q) = 0   , with 
solutions       q = 0, q = mω2/b   . The solution       q = 0    corre-
sponds to the potential minimum, while       qB ≡ mω2/b    cor-
responds to the barrier. The barrier height       Vo = V(qB)    is 
then given by
         

Direct simulations of time-dependent tunneling of a quan-
tum wave packet in this system are presented in  Refs . [ 27  –
  34 ], where it was demonstrated that the  ETMD  equations 
of motion can indeed capture the non-classical component 
of decay from this metastable system. Here, we consider 
the limiting case of deep tunneling at zero temperature, 
where the system decays from the approximately harmonic 
and stationary ground state       ψ0(q)    of the quadratic part of 
the potential with zero point energy       12 �ω    through the barrier 
of height       V0   . In this limit,       Vo/�ω � 1   . 

 The tunneling rate for this system can be calculated by 
 WKB  and  instanton  methods, and is given by [ 35 ]
          

 Our goal is to derive an analogous expression using the 
ideas underlying classical transition state theory combined 
with modifi cations of the classical dynamics by quantum 
effects as expressed by the  ETMD  formalism. 

 In conventional transition state theory, the dividing sur-
face is a critical coordinate:       S(q) = q − qB   , where       qB    cor-
responds to the coordinate value of the barrier. For our 
problem, it is the classical conservation of energy that 
prevents escape from the region of phase space within 
the potential well and below the barrier, and so we use a 
dividing surface defi ned in terms of the Hamiltonian: 
      S(q, p) = H(q, p) − Vo   , where       Vo = V(qB)    is the barrier 
height. The idea of using a generalized phase space transi-
tion state goes back to  Wigner  ’ s early work [ 12 ], as well 
as in treatment of condensed phase reactions in the case of 

(17)V(q) =
1

2
m ω2q2

−
1

3
bq3.

(18)Vo = V(qB) =
(mω2)3

6b2 =
1

6
mω2q2

B.

(19)k =
ω

2π

√
Vo

�ω
12

√
6πe−

36
5

V0
�ω .
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weak coupling between the system and the environment 
[ 5 ], leading to energy diffusion being the rate limiting pro-
cess. In the context of unimolecular dissociation reactions, 
Gray, Rice, and Davis employed the zeroth-order  separa-
trix  of weakly bound complexes as a generalized transition 
state in their  Alternative  RRKM   approach [ 15 ,  16 ]. We use 
this perspective as the starting point for our development. 

 The rate content is given in the alternative  RRKM  for-
malism by
         

where       N(t)    is the normalized phase population within the 
dividing surface defi ned by       S(q, p) = 0   :
         

Here,       θ(x)    is the Heaviside step function, so the integrand 
is nonzero for the region       S(q, p) < 0   . The reactant region is 
defi ned as the accessible part of phase space below the dis-
sociation energy. For the metastable potential in Eq. ( 17 ), 
this corresponds to the region of phase space within the 
well and below the barrier:
         

where       H(q, p) =
p2

2m + V(q)    is the Hamiltonian of the sys-
tem. For our estimate of the deep tunneling rate out of the 
metastable potential well, we replace in Eq. ( 21 ) the classical 
(canonical or  microcanonical ) phase space distribution       ρ(q, p)    
by the  Wigner  function       ρW(q, p)    of the approximate metasta-
ble ground state       ψ0(q)    of the system. In this limit, the ratio of 
the quantum of energy to the barrier height       �ω/Vo → 0   , and 
the ground state can be approximated by a harmonic oscilla-
tor wave function. In this limit, the  Wigner  function becomes
         

Here,       σq =
√

�/2mω    and       σp =
√

�mω/2    are the minimum 
uncertainty values of coordinate and momenta, respec-
tively, which obey       σqσp = �/2   . 

 We fi rst evaluate the numerator of the rate expression, 
Eq. ( 20 ). The time rate of change of the normalized well 
population is given by
         

where       ddt
θ(−S) = −δ(S)Ṡ   , and, by the chain rule,

          

 The dividing surface is       S = H − Vo   . Classical Ham-
iltonian dynamics leave the Hamiltonian invariant, so in 

(20)k = −
Ṅ

N
,

(21)N(t) =

∫ ∫
dqdpθ(−S(q, p))ρW(q, p).

(22)S(q, p) = H(q, p) − Vo,

(23)ρ
(o)
W (q, p) =

1

π�
exp

(
−

p2

2σ 2
p

−
q2

2σ 2
2

)
.

(24)Ṅ(t) = −

∫ ∫
dqdp Ṡδ(S)ρW(q, p),

(25)Ṡ =
∂S

∂q
q̇ +

∂S

∂p
ṗ.

the classical limit,       ̇S = {H, H} = 0   . In this limit, the rate 
of escape across the  separatrix  is identically zero. The 
quantum trajectory equations of motion, however, do not 
preserve the Hamiltonian, so quantum effects will lead to 
crossing of the       S(q, p) = 0     separatrix . 

 We now estimate the quantum trajectory motion across 
the  separatrix . For the cubic potential,       V ′′′(q) = −2b   , and 
so the equations of motion in Eq. ( 14 ) reduce to
         

In  Refs . [ 27  –  34 ], we perform direct simulations of 
time-dependent  Wigner  functions represented by trajec-
tory ensembles. There, we calculate the instantaneous 
      ρW(q, p, t)    from the evolving ensemble at each time step 
to determine the quantum force on each of its members. 
The method presents numerical challenges, as there are 
interactions between the ensemble members that are 
absent in the classical limit. Nonetheless, the approach 
gives accurate results for model problems involving quan-
tum tunneling. Here, we pursue a simple but approximate 
theory and use a perturbative approach to approximate 
these forces in the limit where the slow decay of the sys-
tem causes negligible changes to the  Wigner  function. We 
thus take       ρW � ρ

(o)
W    , given by Eq. ( 23 ), in the entangled 

trajectory equations of motion. The differential equations 
for       q    and       p    then become
         

The approximation of replacing the full evolving 
      ρW(q, p, t)   , supported by the entire evolving trajectory 
ensemble, with the  given        ρ(o)

W (q, p)    effectively  “ disentan-
gles ”  the trajectory ensemble, and replaces the full intra-
ensemble interactions with an external  “ quantum force. ”  
This greatly simplifi es numerical solution of the equations 
and allows analytical estimates of the dynamics of escape 
to be made. 

 The time rate of change of the dividing surface       ̇S    can be 
expressed in terms of the quantum external force:
         

or just
         

(26)

q̇ =
∂H

∂p

ṗ = −
∂H

∂q
−

�
2b

12

1

ρW

∂2ρW

∂p2 .

(27)

q̇ =
∂H

∂p

ṗ = −
∂H

∂q
+

�
2b

12σ 2
p

(
1 −

p2

σ 2
p

)
.

(28)Ṡ = {H, H} +
∂H

∂p
FQ

(29)Ṡ =
p

m
FQ
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where
         

is the external quantum force. The expression consists of 
the product of a constant with units of force and a dimen-
sionless factor that depends on the dynamical variable       p   . 
The strength can be expressed as
          

 This is proportional to the ratio of the quantum of 
energy       �ω    and the characteristic classical displacement 
      qB =

√
6Vo/mω2   , and so       fo    is a small quantity that decreases 

with increasing barrier height. In terms of the dimensionless 
small parameter       �ω/Vo   , the coeffi cient becomes
         

        
 Figure  1  shows a view of the phase portrait of the meta-

stable system for       m = 1   ,       ω = 1   , and       Vo = 5   . The  separatrix  
      H(q, p) = Vo    is indicated as a thick blue curve. In addition, 
the quantum contribution to the vector fi eld       FQ   , given by 
Eq. ( 30 ), is depicted, as well as two horizontal green lines 
at       p = ±σp   , along which       FQ(p) = 0   . The red dashed seg-
ment indicates the reactive portion of the  separatrix , which 
we defi ne below.        

 In Fig.  2 , we show the results of numerical solution of 
the perturbative quantum trajectory equations of motion 
given in Eq. ( 27 ). Parameters are       m = 1   ,       ω = 1   , and       Vo = 1   . 

(30)FQ(p) =
�

2b

12σ 2
p

(
1 −

p2

σ 2
p

)
= fo

(
1 −

p2

σ 2
p

)

(31)fo =
�

2b

12σ 2
p

=
�ω

6qB
.

(32)fo =
�ω

6
√

12 σq

√
�ω

Vo
.

A uniform grid of initial conditions inside of the  separatrix  
      S(q, p) = 0    are generated and then propagated using the 
equations of motion, Eq. ( 27 ). The value of       Vo    chosen is 
quite small, far from the deep tunneling limit, to illustrate 
clearly the nature of the dynamics. (For larger       Vo    the escape 
rate becomes too small for direct simulation.) Trajectories 
that are inside of the  separatrix  are shown in green, while 
those outside are depicted in blue. The non-classical  sepa-
ratrix  crossing predicted by the vector fi eld shown in Fig.  1  
is clearly observed to occur for segments of the  separatrix  in 
both the upper and lower half planes of the phase portrait. 
Importantly, however, it is seen that the trajectories crossing 
      S(q, p) = 0    for       p < 0    do not escape directly, but rather are 
drawn back into the bound region as the classical portion of 
the dynamics brings them into the upper half plane. All tra-
jectories that escape permanently do so by crossing the seg-
ment of the  separatrix  near but to the left of the barrier top, 
with       0 ≤ p ≤ σp   . This constitutes the reactive portion of the 
 separatrix . For larger values of       Vo   , the qualitative structure 
of the dynamics remains valid, but the fraction of escaping 
trajectories becomes correspondingly smaller.        

 In Fig.  3 , we show schematically the structure of the rel-
evant portion of the phase space, near the critical point at the 
top of the barrier. In the limit       �ω/Vo → 0   , this region corre-
sponds to the portion of phase space where the potential       V(q)    
is well approximated by an inverted harmonic potential,
         

and so the stable and unstable manifolds of the fi xed point 
      (q, p) = (qB, 0)    are linear. In particular, the reactive portion 
of the  separatrix  is given by the curve
         

for       qB − σq ≤ q ≤ qB   , as indicated in the fi gure. 
 The numerator in the rate expression can now be evalu-

ated. We make a transition state theory-like approximation, 
and assume that the fl ux can be estimated by calculating the 
outward phase space fl ow across the reactive segment of 
the  separatrix  identifi ed above. We denote this restriction of 
the integral by introducing a characteristic function       χR(q, p)    
which is nonzero on the reactive portion of the linearized 
 separatrix  indicated in Fig.  3 . The numerator then becomes
          

 Integrating over momentum and using the       δ    function 
relation
         

(33)V(q) � Vo −
1

2
mω2(q − qB)2,

(34)p(q) = −mω(q − qB)

(35)

Ṅ = −fo

∫ ∫
dqdp

p

m

(
1 −

p2

σ 2
p

)
δ(H(q, p) − Vo)ρ

(o)
W (q, p)χR(q, p).

(36)δ(f (x)) =

∑
i

1

|f ′(xi)]
δ(x − xi),

q

p

 Fig. 1       Phase portrait of the metastable quadratic plus cubic oscil-
lator. The  separatrix  defi ned by       H(q, p) = Vo    is shown by the  thick 
blue curve , where       Vo    is the barrier height. Also shown is the quan-
tum contribution to the phase space vector fi eld       v = (0, FQ)   , in addi-
tion to  green lines        p = ±σp   , along which the quantum force       FQ    van-
ishes. The  red dashed portion  of the  separatrix  is the reactive region, 
defi ned below. See the text for discussion  
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where       f (xi) = 0   , we obtain
         

(37)
Ṅ = −f0

∫
dq

(
1 −

p(q)2

σ 2
p

)
ρ

(o)
W (q, p(q))χR(q, p(q)).

In the limit       Vo/�ω → ∞   , the reactive portion of the  separa-
trix  is within       σq    of the barrier top. This deviation of       q    from 
      qB    vanishes in comparison with       qB    itself. We thus evaluate 
the  Wigner  function at the fi xed point in phase space cor-
responding to the barrier top:
         

The momentum       p(q)    is given by Eq. ( 34 ), and writing the 
integral in terms of       y = q − qB   , we obtain
         

By evaluating       fo    using Eq. ( 32 ), this becomes
         

(38)

ρ
(o)
W (q, p) � ρ

(o)
W (qB, 0) =

1

π�
exp

(
−

q2
B

2σ 2
q

)

=
1

π�
exp

(
−

6Vo

�ω

)

(39)

Ṅ = −
f0
π�

exp

(
−

6Vo

�ω

)∫ 0

−σq

(
1 −

y2

σ 2
q

)
dy

= −
f

π�

2σq

3
exp

(
−

6Vo

�ω

)
.

(40)Ṅ = −
ω

2π

2

9
√

12

√
�ω

Vo
exp

(
−

6Vo

�ω

)
.

p

pp

p

qq

qq

t=2.0t=0.0

t=100t=4.0

 Fig. 2       Four snapshots of the dynamics of the perturbative quan-
tum trajectory equations of motion given in Eq. ( 27 ). Parameters are 
      m = 1   ,       ω = 1   , and       Vo = 1   . A uniform grid of initial conditions inside 
of the  separatrix        S(q, p) = 0    are generated and then propagated using 
the equations of motion. Frames with       t = 0   ,       t = 2.0   ,       t = 4.0   , and 

      t = 100    are shown.  Points  inside of the  separatrix  are  green  in  color , 
while those that are outside are shown in  blue . It is observed that all 
trajectories escaping to the right of the barrier depart thorough the 
reactive portion of the positive  separatrix , as defi ned in the text  

p

q

(q  ,0)B

σ

σ

p

q

 Fig. 3       Schematic structure of the relevant reactive portion of the 
phase space, near the critical point at the top of the barrier. The lin-
earized  separatrix  is indicated in  blue , while the reactive segment of 
the  separatrix , through which all dissociating trajectories leave before 
crossing the barrier at       q = qB   , is depicted as a  red dashed line . Also 
shown are the lines       p = ±σp    (in  green ). See the text for discussion  
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Returning now to the expression for the rate, Eq. ( 20 ), we 
need to evaluate the denominator       N   , which represents the 
reactive fraction of the phase space within the       H(q, p) = Vo    
 separatrix . Here, the quantum nature of the deep tunneling 
limit requires a different approach than employed in classi-
cal rate theories based on  assumtions  of ergodicity derived 
from chaotic dynamics. In constructing corrections to the 
classical Alternative  RRKM  approach of Ref. [ 16 ], areas 
of quasiperiodicity that cannot be reached by trajectories in 
the reactive phase space regions must be excluded. In our 
application, there is only a single quantum state within the 
region defi ning the denominator, and so we estimate the 
reactive normalized fraction of phase space
         

as the ratio of the minimum uncertainty area to the total 
area within the  separatrix . Thus,
         

and
         

where       p(q, E) =
√

2m(E − V(q))   . Aside from a factor of 
      2π   ,       Φtot    is just the action appearing in the  WKB  and  instan-
ton  rate estimates [ 35 ]:
          

 The quantity       Φtot/�    corresponds to a semiclassical esti-
mate of the total number of bound states within the poten-
tial well. The denominator       N    is then
          

 Putting the pieces together, our estimate for the rate con-
stant       k = −Ṅ/N    fi nally becomes
          

    5   Discussion 

 The rate estimate in Eq. ( 46 ) consists of a  prefactor  
and an exponent, both of which depend on the param-
eter       Vo/�ω   . Our quantum trajectory-based analysis cor-
rectly captures the scaling of both the  prefactor  and the 
exponent with       Vo/�ω   , although the numerical factors are 
not captured quantitatively. The  WKB  exponential fac-
tor is       exp(−36Vo/5�ω)    while the present analysis yields 
      exp(−36Vo/6�ω) = exp(−6Vo/�ω)   . Evaluating the 

(41)N =
Φreact

Φtot

(42)Φreact = σqσp =
�

2

(43)Φtot =
1

2π

∮
p(q, Vo)dq

(44)Φtot =
1

2π

36

5

Vo

ω
.

(45)N =
Φreact

Φtot
=

10π

72

�ω

Vo

(46)k =
ω

2π

√
Vo

�ω

16

10π
√

12
exp

(
−

6Vo

�ω

)
.

approximate ground state  Wigner  function       ρ(o)
W     at the bar-

rier in phase space leads to an overestimate of the expo-
nential rate dependence. The result of the present analysis 
is, however, much better than a classical Boltzmann-like 
estimate, based on an effective temperature       kBT = �ω/2   , 
which gives an exponential factor of       exp(−2Vo/�ω)   . The 
 prefactor  in Eq. ( 46 ) has the correct       

√
Vo/�ω    dependence, 

but the numerical factor we determine (~0.15) is signifi -
cantly smaller than the corresponding  WKB  factor (~52). 

 Although the results of our analysis do not quantitatively 
reproduce the  WKB  tunneling rate, the scaling of both the 
 prefactor  and exponent with the problem ’ s relevant dimen-
sionless parameter       Vo/�ω    are correctly reproduced. This 
level of agreement is encouraging in light of the simplifi -
cations, assumptions, and approximations that underlie the 
present work. The exercise of casting the manifestly quan-
tum mechanical phenomenon of tunneling within a phase 
space theory of trajectory dynamics and ensemble averag-
ing highlights both classical mechanical analogs of quan-
tum phenomena and the sharp distinctions between the 
classical and quantum worlds. 

 In future work, we hope to extend the present approach 
and consider a combination of both thermal and quantum 
effects in a theory of reaction rates, along with refi nements 
of the dynamical approximations and relevant phase space 
dividing surfaces underlying the theory. It would also be 
interesting to develop a similar rate theory formulated in 
terms of quantum trajectories in the context of  Bohmian  
dynamics [ 41 ,  42 ]. 

       Acknowledgments     This material is based upon work supported 
by the National Science Foundation under  CHE -0614005 and  CHE -
0802913. One of us (C. M.) has spent a career investigating nonlinear 
dynamical processes in chemical systems from classical, semiclassi-
cal, and quantum mechanical perspectives. That road began in 1982, 
as a graduate student in Greg Ezra ’ s research group. Greg ’ s example 
of curiosity, intelligence, scholarship, deep thinking, and high stand-
ards set a high bar for a new scientist to strive for. And he has infl u-
enced (in his quiet way, from his offi ce above Cayuga Lake) every 
step I have since taken along that road. It is therefore an honor and a 
pleasure to dedicate this paper to him.  

  References 

     1.                                           Cohen- Tannoudji  C,  Diu  B,  Laloe  F (1977) Quantum mechanics. 
Wiley, New York  

     2.                                   Allen  MP ,  Tildesley  DJ (1987) Computer simulation of liquids. 
Clarendon Press, Oxford  

     3.                                      Laidler  KJ, King  MC  (1983) J  Phys   Chem  87:2657  
     4.                                             Berne  BJ ,  Borkovec  M,  Straub   JE  (1988) J  Phys   Chem  92:3711  
     5.                                              H ä nggi  P,  Talkner  P,  Borkovec  M (1990) Reviews of modern 

physics 62:251  
     6.                                      Pollak  E,  Talkner  P (2005) Chaos  Interdiscip  J Nonlinear  Sci  

15:026116  
     7.                                     Arrhenius S,  Phys  Z (1889) Chemistry 4:226  
     8.                              Eyring  H (1935) J  Chem   Phys  3:107  

Reprinted from the journal42



Theor Chem Acc (2014) 133:1536 

1 3

     9.                                     Evans MG,  Polanyi  M (1935) Trans Faraday Soc 31:875  
     10.                              Wigner  E (1937) J  Chem   Phys  5:720  
     11.                              Wigner  E (1938) Trans Faraday Soc 34:29  
     12.                              Wigner   EP  (1939) J  Chem   Phys  7:646  
     13.                              Keck   JC  (1967)  Adv   Chem   Phys  13:85  
     14.                                       Lichtenberg   AJ ,  Lieberman  MA (1992)  Regul  Chaotic Dyn, 2nd 

 edn . Springer, Berlin  
     15.                                     Davis  MJ , Gray  SK  (1986) J  Chem   Phys  84:5389  
     16.                                             Gray  SK , Rice  SA , Davis  MJ  (1986) J  Phys   Chem  90:3470  
     17.      Toda  M,  Komatsuzaki  T,  Konishi  T, Berry  RS , Rise  SA  ( eds ) 

(2005) Advances in chemical physics, vol 130: geometric struc-
tures of phase space in multidimensional chaos. Wiley- Intersci-
ence . Hoboken  

     18.                                              Waalkens  H, Schubert R,  Wiggins  S (2007) Nonlinearity 21:R1  
     19.                                             Martens C, Davis M, Ezra G (1987)  Chem   Phys  Lett 142:519  
     20.                                      Gillilan  RE, Ezra  GS  (1991) J  Chem   Phys  94:2648  
     21.                                             Ezra  GS ,  Waalkens  H,  Wiggins  S (2009) J  Chem   Phys  

130:164118  
     22.                                             Collins P, Ezra  GS ,  Wiggins  S (2010) J  Chem   Phys  133:014105  
     23.                                              Voth  GA, Chandler D, Miller  WH  (1989) J  Chem   Phys  91:7749  
     24.                             Miller  WH  (1998) Faraday Discuss 110:1  
     25.                            Weiss  U (1999) Quantum dissipative systems. World Scientifi c, 

Singapore  
     26.                                         Hele   TJH ,  Althorpe  SC (2013) J  Chem   Phys  138(8):084108  
     27.                                      Donoso  A, Martens CC (2001)  Phys  Rev Lett 87:223202  

     28.                                      Donoso  A, Martens CC (2002) Int J Quantum  Chem  87:1348  
     29.                                      Donoso  A, Martens CC (2002) J  Chem   Phys  116:10598  
     30.                                              Donoso  A, Zheng Y, Martens CC (2003) J  Chem   Phys  119:5010  
     31.                                              L ó pez  H, Martens CC,  Donoso  A (2006) J  Chem   Phys  

1125:154111  
     32.                                                     Wang A, Zheng Y,  Ren  W, Martens CC (2009)  Phys   Chem   Chem  

 Phys  11:1588  
     33.     Martens CC,  Donoso  A, Zheng Y (2009) In:  Shalashilin  D,  de  

Miranda  MP  ( eds ) Multidimensional quantum dynamics with tra-
jectories.  CCP 6  

     34.                                                     Hogan P, Wart AV,  Donoso  A, Martens CC (2010)  Chem   Phys  
370:20  

     35.                            Ankerhold  J (2007) Quantum tunneling in complex systems. 
Springer, Berlin  

     36.                            McQuarrie  DA (1976) Statistical mechanics.  HarperCollins , New 
York  

     37.                              Goldstein H (1980) Classical mechanics, 2nd  edn . Addison-Wes-
ley, Reading  

     38.                              Wigner   EP  (1932)  Phys  Rev 40:749  
     39.                              Takahashi  K (1989) Prog  Theor   Phys   Suppl  98:109  
     40.                             Lee  HW  (1995)  Phys  Rep 259:147  
     41.                                      Loperore   CL , Wyatt RE (1999)  Phys  Rev Lett 82:5190  
     42.                           Wyatt RE (2005) Quantum dynamics with trajectories. Springer, 

New York  
  

Reprinted from the journal 43



1 3

Theor Chem Acc (2015) 134:1592
DOI 10.1007/s00214-014-1592-4

                 REGULAR ARTICLE 

 Semiclassical quantization of atomic systems through 
their normal form: the hydrogen atom 

                                                       Charles Jaffé · Jesús Palacián · Patricia Yanguas · 
T. Uzer  

 Received: 19 May 2014 / Accepted: 30 October 2014   / Published online: 21 November 2014
©  Springer- Verlag  Berlin Heidelberg     2014  

      1  Introduction 

 The hydrogen atom and  Rydberg  systems continue to be 
a source of discovery to this day. This is surprising as last 
year was the centennial of the publication of  Niels  Bohr 
landmark paper [ 1 ] on the quantization of the hydrogen 
atom. This remarkable paper represents the height of what 
has become known as the old quantum theory [ 2 ,  3 ]. It was 
an extraordinary time. The question of the constitution of 
atoms and molecules was one of the major issues of the 
day. While the atomic theory of matter had been widely 
accepted, such basic properties as the size and mass of 
atoms were only just being measured. 

 The internal structure of atoms were a matter of great 
debate. In 1904, two fundamentally different models were 
proposed. The atomic model proposed by  Nagaoka  [ 4 ] is 
based upon Maxwell ’ s model of the rings of Saturn [ 5 ]. He 
proposes that atoms consist of a very massive, positively 
charged core surrounded by a large number of negatively 
charged particles placed on a circle forming a regular 
polygon. This and similar models are commonly referred 
to as Saturnian models. Thomson, on the other hand, pro-
posed that atoms consist of a number of negatively charges 
particles embedded in a sphere of a positively charged 
medium [ 6 ]. This became known as the plum pudding 
model with the negatively charged particles being the 
 ‘ plums. ’  In 1909, under the direction of Rutherford, Geiger 
and  Marsden  [ 7 ] performed an experiment scattering alpha 
particles by gold atoms. The experiment was conceived in 
an effort to determine the properties of the  ‘ plums. ’  The 
results of the experiment were inconsistent with Thom-
son ’ s plum pudding model and lead Rutherford in 1911 to 
propose his planetary model of atoms [ 8 ]. It was Ruther-
ford ’ s planetary model of hydrogen that Bohr  quantized  in 
1913 [ 1 ]. 

                     Abstract     Over a century after Bohr ’ s the initial quantiza-
tion of hydrogen, the semiclassical quantization of atomic 
systems still represents a challenge. In the present paper, 
we re-examine the semiclassical quantization of hydrogen 
asking the question:  How can hydrogen be  quantized  with-
out making use of its separability?  The approach adopted 
was to explicitly a construct transformation from the physi-
cal variable to the action-angle variables. The initial diffi -
culty encountered is the lack of an equilibrium point on the 
potential energy surface. To surmount this diffi culty, it is 
noted that the circular periodic orbits are relative equilib-
ria. In a rotating frame, the relative equilibria become criti-
cal points in the phase fl ow. It is shown that the fl ow in the 
vicinity of the critical point is stable. The Lie –  Deprit  trans-
formation is then used to transform the system into normal 
form, following which the semiclassical quantization is 
straightforward. 

   Keywords     Semiclassical quantization    ·  Hydrogen    · 
 Normal form     ·  Canonical transformation    ·  Relative 
equilibria    ·  Rotating frame  
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 With the astonishing success of Bohr ’ s quantization of 
hydrogen, attention was turned to helium and other larger, 
more complex systems. Within months, Bohr published 
two additional papers: the fi rst discussing multi-electron 
atoms [ 9 ] and the second discussing molecules [ 10 ]. In 
1917, Einstein [ 11 ] published an insightful paper general-
izing  Sommerfeld  ’ s quantization conditions [ 12 ] to non-
separable systems. In a footnote, Einstein observes that 
other methods will have to be used if the dynamics are 
not integrable. By the end of the decade, it had become 
apparent that Bohr ’ s initial success with hydrogen was 
unlikely to be repeated with helium [ 13 ] and this failure 
in turn lead to the development of quantum mechanics. In 
the intervening years, since the development of quantum 
mechanics, quantization of helium [ 14 ] and similar prob-
lems [ 15 ] have been re-examined in an effort to understand 
the failure of the old quantum theory. The conclusion is 
that these diffi culties centered around the theory ’ s failure 
to correctly account for the zero-point motion and for the 
theory ’ s inability to treat nonclassical effects such as tun-
neling [ 16 ]. In a similar effort, Ezra et al. [ 17 ] addresses 
the issue raised by Einstein concerning the quantization of 
the  nonintegrable  dynamics. Ezra observed that the highly 
doubly excited states of helium met Einstein ’ s criteria and 
then applied  Gutzwiller  ’ s trace formula [ 18 ] to obtain sem-
iclassical energy levels. 

 The present work re-examines this conundrum from 
a different perspective. Instead of searching for periodic 
orbits (or more correctly, invariant tori) that satisfy the Ein-
stein –  Brillouin  – Keller ( EBK ) quantization conditions, we 
turn the problem on its head and re-examine the semiclas-
sical quantization of hydrogen asking the question:  How 
would one quantize hydrogen if one did not take advan-
tage of its separability in spherical coordinates?  Our hope 
is that this will give insight into the quantization of more 
complex systems where separability is not feasible. 

 The semiclassical quantization of molecular vibrations 
is standard fare today [ 16 ,  18 ,  19 ]. The approach taken is 
very simple. One fi rst fi nds the classical stationary points 
and then determines their stability properties. With this 
information, it is then possible to transform the Hamilto-
nian into a normal form after which the quantization fol-
lows immediately. A fundamental difference between 
molecular and atomic systems is that the atomic systems do 
not possess stationary points, and consequently, the above 
approach is not feasible. In atomic problems, instead of 
stationary points, one looks for relative equilibria. These 
are found by transforming the system into a rotating frame 
where the relative equilibria appear as stationary points. 
Once the stability properties of the relative equilibrium are 
determined, the system is transformed into normal form 
and again the quantization follows immediately. The major 
difference between the atomic and molecular problems 

is that in the molecular one, the Hamiltonian is expanded 
about an equilibrium point, while in the atomic problem, 
the Hamiltonian is expanded about a periodic orbit. 

    2   Einstein –  Brillouin  – Keller quantization conditions 

 The  EBK  semiclassical quantization conditions can be 
traced back to the conditions proposed by Bohr [ 1 ]. Ein-
stein ’ s contribution [ 11 ] was the generalization of the 
quantization conditions, as proposed by Bohr and  Som-
merfeld  [ 12 ], to  nonseparable  systems.  Brillouin  provided 
the connection to the  Wentzel  –  Kramers  –  Brillouin  formal-
ism [ 20 ], and Keller provided for the inclusion of  Maslov  ’ s 
index [ 16 ,  21 ] in the quantization conditions. 

 For the hydrogen atom, the quantization conditions for 
the radial-action variables are as follows:
     

where  Maslov  ’ s indices [ 16 ,  21 ] are given as follows: 
  αφ = 0    as the dynamics in the   φ  -mode are rotational, the 
dynamics of both the  r -mode, and the   θ  -mode are libra-
tional and consequently   αθ = αr = 2   . As for the range of 
the quantum numbers, as the   φ  -mode is a rotation,   nφ    can 
take both positive and negative values   nφ = 0, ±1, ±2, . . . ,    
the   θ  - and the  r -mode are both  librations  and the quan-
tum numbers can only take zero and positive values, 
  nθ = 0, 1, 2, . . .    and   nr = 0, 1, 2, . . .   . 

 It is convenient to introduce a different set of action-angle 
variable. They are defi ned by the following transformation.
     

  Lz    is the projection of the angular momentum on the  z  axis, 
 L  is the total angular momentum, and  N  is the principle 
action. The quantization conditions for these new variable 
are given by
     

One more step remains to putting the quantization condi-
tions into the traditional form. This involves incorporating 
 Maslov  ’ s index into the principal quantum number, i.e., 
  n = n′

+ 1   , then one obtains

(1)

Jφ = �

(
nφ +

αφ

4

)
= �nφ

Jθ = �

(
nθ +

αθ

4

)
= �

(
nθ +

1

2

)
Jr = �

(
nr +

αr

4

)
= �

(
nr +

1

2

)

(2)

Lz = Jφ

L = Jφ + Jθ

N = Jφ + Jθ + Jr .

(3)

Lz = ��z for �z = 0, ±1, . . . , ±�

L = �(� + 1/2) for � = 0, 1, . . . , n′

N = �(n′
+ 1) for n′

= 0, 1, . . . .
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 In the next section, the traditional approach to the treat-
ment of hydrogen is reviewed. Here, the radial-action vari-
ables are obtained as solutions of the Hamilton –  Jacobi  
equation. In the fourth section, the classical action varia-
bles are obtained as a consequence of transforming the sys-
tem into normal form (i.e., normalizing the system). In both 
cases, once the action variables are in hand, the semiclassi-
cal quantization proceeds without hitch. 

    3   The traditional approach 

 In the traditional approach [ 2 ] to the quantization of the 
hydrogen atom, the starting point is the Hamilton –  Jacobi  
equation
     

Here,  S  is Hamilton ’ s principal function or the classical 
action. The classical action is a generating function of the 
second type [ 22 ]. It defi nes the transformation between 
spherical variables   (r, θ , φ, pr , pθ , pφ)    and the action-angle 
variables   (Jr , Jθ , Jφ , ϕr , ϕθ , ϕφ)   . Thus, the classical action is 
a function of the spherical coordinates and the action vari-
ables   S(r, θ , φ; Jr , Jθ , Jφ)   . 

 The solution to the Hamilton –  Jacobi  equation is obtained 
by method of separation of variables. It is assumed that the 
classical action can be written as
     

Substituting this expression into the Hamilton –  Jacobi  equation 
allows for the separation of the system into three one-dimen-
sional differential equations which are readily integrated:
     

where the separation constants are, respectively, the projec-
tion of the angular momentum on the  z  axis   Cφ = Lz   , the 
angular momentum   Cθ = L   , and the total energy   Cr = E   . 

 To quantize the system, these three constants of the 
motion need to be expressed as functions of the  quantized  

(4)

Lz = ��z for �z = 0, ±1, . . . , ±�

L = �(� + 1/2) for � = 0, 1, . . . , n − 1

N = �n for n = 1, 2, . . . .

1

2

((
∂S

∂r

)2
+

1

r2

((
∂S

∂θ

)2
+

1

sin2 φ

(
∂S

∂φ

)2
))

−
1

r
= E.

S(r, θ , φ; Jr , Jθ , Jφ) = Sr(r; Jr , Jθ ) + Sθ (θ; Jθ , Jφ)

+ Sφ(φ; Jφ).

dSφ

dφ
= Cφ

dSθ

dθ
= ±

√
C2

θ −
C2

φ

sin2 θ

dSr

dr
= ±

√
2Cr +

1

r
−

C2
θ

r2

action variables, Eq. ( 1 ). This can be achieved by evaluat-
ing the three action integrals and then inverting the results. 
By defi nition, the action integrals are
     

Inverting yields
      

 Application of the  quantizations  conditions given in 
Eq. ( 4 ) yields the traditional results
      

    4   An alternative approach 

 The alternative approach adopted in this section was sug-
gested by the study of the dynamics of the rings of Saturn, 
for examples, see Meyer and Schmidt [ 23 ] and references 
cited therein. In these studies, the typical model of the ring 
consists of  n  light (low mass) bodies placed in a regular 
polygon surrounding a very massive central body with the 
bodies interacting via the gravitational force. This model, 
which is commonly referred to as the ( n  + 1)-body prob-
lem, has been studied extensively and can be traced back to 
Maxwell [ 5 ]. An analogous model for Coulombic systems 
was proposed by  Nagaoka  [ 4 ] as a model of structure of 
atoms. 

 Typically, the fi rst step in the analysis of the dynamics in 
the ( n  + 1)-body problem is to transform the system into a 
rotating frame. Within this rotating frame, the  n  light bod-
ies will be at a critical point if they are placed at the ver-
tices of a regular polygon centered on the massive body. 
The dynamics in the vicinity of this critical point is most 
conveniently studied in this rotating frame. Once the criti-
cal points are identifi ed, a canonical transformation, con-
structed via an iterative process, transforms the Hamilto-
nian into a function of the action-angle variables. It should 
be noted that these critical points are central confi gurations 
of the ( n  + 1)-body problem [ 24 ]. 

 The hydrogen atom can be viewed as an ( n  + 1)-body 
problem in the limiting case where  n  is equal to one. The 

Jφ =
1

2π

∮
pφdφ =

1

2π

∫ 2π

0
Cφdφ = Lz

Jθ =
1

2π

∮
pθ dθ =

1

π

∫ θ+

θ−

√
C2

θ −

C2
φ

sin2 θ
= L − Lz

Jr =
1

2π

∮
prdr =

1

π

∫ r+

r−

√
2Cr +

1

r
−

C2
θ

r2 =
1

√
−2E

− L.

(5)

Lz = Jφ

L = Jθ + Jφ

E = −
1

2(Jr + Jθ + Jφ)2 .

(6)

Lz = ��z for �z = 0, ±1, . . . , ±�

L = �(� + 1/2) for � = 0, 1, . . . , n − 1

E = −
1

2�2n2 for n = 1, 2, . . . .
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dynamical solutions of this system are well known. To see 
that consider the circular periodic orbits: The dynamics on 
these orbits are uniform; this implies that the angle of rota-
tion develops linearly in time. They form a one-parameter 
family, take the parameter to be the angular momentum  L . 
The angular momentum is an integral of the motion and is 
to be  quantized ,   L = �(� + 1/2)    for   � = 0, 1, 2, . . .   . Con-
sequently, to study the dynamics of states having a given 
( quantized ) value of the angular momentum, one needs to 
examine the dynamics within the rotating frame associated 
with the circular periodic orbit having angular momentum 
 L . This orbit will have a radius of   ρ0 = L2    and a frequency 
  ω0 = L−3   . 

   4.1   Transformation into rotating frame 

 As a starting point, consider the Hamiltonian function 
expressed in cylindrical coordinates
     

where the  z  axis has been chosen to coincide with the angu-
lar momentum vector. The transformation into the rotating 
frame is given by
     

In the rotating frame, the Hamiltonian is
     

where the primes have been dropped. 

    4.2   Stability of the relative equilibrium 

  Consider the rotating frame associated with a particu-
lar value  L  of the angular momentum, it is simple to 
demonstrate that the relative equilibria forms a circle 
of critical points. That is, the phase points on the circle 
  pρ = 0, pθ = L, pz = 0, ρ = L2, 0 ≤ θ < 2π   , and  z  = 0 
defi nes a one-parameter family of critical points. In this 
case, the angle   θ   can be used as the parameter. The ques-
tions of the stability of these critical points and of the nature 
of the dynamics in their immediate vicinity are investigated 
by linearizing the equations of motion about the critical 
point   (ρ = L2, θ = π/2, z = 0, pρ = 0, pθ = L, pz = 0)   . 
This yields
     

H =
1

2

(
p2
ρ +

p2
θ

ρ2 + p2
z

)
−

1√
ρ2 + z2

ρ → ρ′

θ → θ ′
− ω0t

z → z′.

K =
1

2

(
p2
ρ +

p2
θ

ρ2 + p2
z

)
−

1√
ρ2 + z2

− ω0pθ

Ż = J∇
2H · Z

where  Z  is a vector in phase space
     

with
     

 I  being the 3  ×  3 identity matrix and   ∇2H    the Hessian of 
the Hamiltonian evaluated at the critical point. The Hessian 
is
      

The stability of the critical points is determined by the 
eigenvalues of the stability matrix   J∇

2H   . The quadratic 
approximation of the Hamiltonian which is consistent with 
Eq. ( 7 ) is
      

 The eigenvalues are obtained in two steps. First, a 
canonical transformation which  diagonalizes  the Hessian 
matrix is introduced. This is followed by a second canoni-
cal transformation which introduces complex variables and 
results in the diagonalization of the stability matrix. The 
fi rst transformation is
     

The transformed Hessian is
      

The quadratic approximation of the Hamiltonian consistent 
with Eq. ( 8 ) is

Z =

(
�Q
�P

)

�Q =

⎛⎜⎝ �ρ

�θ

�z

⎞⎟⎠, �P =

⎛⎜⎝ �pρ

�pθ

�pz

⎞⎟⎠ and J =

(
0 I

−I 0

)
,

(7)

K2 =
1

2

(
p2
ρ + L−6ρ2

)
+

1

2
L−4p2

θ − 2L−5ρpθ

+
1

2

(
p2

z + L−6z2
)

.

ρ → L3/2ρ′
+ 2Lpθ ′

θ → θ ′
+ 2L−1/2pρ′

z → L3/2z′

pρ → L−3/2pρ′

pθ → pθ ′

pz → L−3/2pz′ .

(8)
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where the primes have been dropped. In the trans-
formed variables, the critical point is located at 
  (ρ = −L1/2, θ = π/2, z = 0, pρ = 0, pθ = L, pz = 0)   . 

 The full Hamiltonian  K  is independent of the new vari-
able   θ  , and thus, the conjugate momentum   Pθ    is a constant 
of the motion with a value of  L . This is a consequence 
of the rotation being uniform about the  z  axis. Consider 
this degree of freedom fi rst. The linearized equations of 
motion for this degree of freedom are   ̇Z = J∇

2HZ    where 

  Z =

(
�θ

�pθ

)
    and

     

As the determinate of this matrix is equal to zero, it can-
not be  diagonalized . The matrix   

(
J∇

2H
)
θ
    has two eigen-

values, both equal to zero. The fi rst of these is associated 

with the eigenvector   

(
�θ

0

)
   . This eigenvector corresponds 

to a perturbation along the relative equilibrium, that is, the 
perturbed trajectory is simply another point on the rela-
tive equilibrium. The second zero (generalized) eigenvalue 
is not associated with a physical eigenvector. If such an 
eigenvector existed, then it would necessarily be orthogo-
nal to the fi rst eigenvector. Consequently, it must involve a 
change in the value of  L  which is not allowed; thus, a sec-
ond eigenvector does not exist. 

 The Hessian of the remaining modes is
      

and the quadratic approximation of the Hamiltonian con-
sistent with Eq. ( 9 ) is
      

 The second transformation is designed to put the Hes-
sian into a form such that when it is multiplied by  J , it is 
diagonal. This transformation is
     

K2 =
1

2
L−3

(
p2
ρ + ρ2

)
−

3

2
L−4p2

θ +
1

2
L−3

(
p2

z + z2
)

(
J∇

2H
)

θ
=

(
0 3L−4

0 0

)
.

(9)

K2 =
1

2
L−3

(
p2
ρ + ρ2

)
−

3

2L2 +
1

2
L−3

(
p2

z + z2
)

.

ρ =

√
1

2
(ξ1 + ıη1)

pρ = ı

√
1

2
(ξ1 − ıη1)

z =

√
1

2
(ξ2 + ıη2)

pz = ı

√
1

2
(ξ2 − ıη2).

The transformed Hessian is
      

and the quadratic approximation of the Hamiltonian con-
sistent with Eq. ( 10 ) is
      

 Multiplying the Hessian by  J  yields the stability matrix
      

which is diagonal. 
 Let us note that the pairs of eigenvalues associated 

with both the   ρ    and  z  mode are purely imaginary and 
are complex conjugates. As none of the six eigenvalues 
(  0, 0, ıL−3, −ıL−3, ıL−3, −ıL−3   ) have a positive real part, 
the critical point is said to be linearly stable. Also observe 
that not only are the   ρ   - and  z -modes degenerate, i.e., their 
frequencies (eigenvalues) are identical, but they also oscil-
late with the same frequency as the rotating frame is rotat-
ing, that is,   L−3

= ω0   . This will be of signifi cance in the 
subsequent discussion. 

    4.3   Transformation to normal form 

 In order to prepare for the transformation into normal form, 
one must fi rst shift the origin to the critical point and then 
expand the Hamiltonian in a power series about the critical 
point,
     

where the   Kn+2    are homogenous polynomials of order 
 n  + 2 having the form
     

The goal is to transform to a new set of variables such that 
the new Hamiltonian has the form
     

with   K2 = K2    and   {K2, Kn+2} = 0    where { , } are the 
Poisson brackets. 

 This was accomplished using the Lie –  Deprit  transforma-
tion [ 25 ]. The procedure is discussed by Meyer et al. [ 26 ] 
and  Palaci á n  and  Yanguas  [ 27 ] in detail. 

(10)

K2 = ıL−3η1ξ1 + ıL−3η2ξ2 −
3

2L2 .

K =

∞∑
n=0

εnKn+2

Kn+2 =

∑
�1+�2+�3+�4=n+2

c�1,�2,�3,�4ξ
�1
1 η

�2
1 ξ

�3
2 η

�4
2 .

K =

∞∑
n=0

εn
Kn+2
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 The coeffi cients are
     

and
     

for   n = 0, 1, . . .    and where   π0 = ıξ1η1 + ıξ2η2   . 
 The procedure is formal and is usually carried out up to 

a certain fi nite order. However, in this case due to the sim-
plicity of the terms, the resulting expression at any order is 
easily inferred. The transformed Hamiltonian is
     

Extending the sum to include  n  = 0 yields
     

The infi nite sum is readily evaluated when   |π0/L| < 1   . We 
get
     

which is simplifi ed to obtain
     

Finally transforming back to the non-rotating frame yields
      

    4.4   Semiclassical quantization 

 In order to quantize the dynamics, we need to express the 
results as functions of the action variables given in either 
 Eqs . ( 1 ) or ( 4 ). The fi rst step is to recognize that the quan-
tity   π0    is equal to the radial action. In order to see this recall 
that
     

Transforming back into real variables gives
     

Next transform into polar coordinates
     

K2n+3 = 0

K2n+2 = −
n + 2

2L2

(
−π0

L

)n+1

K = −
1

2L2

∞∑
n=1

(n + 1)

(
−

π0

L

)n
−

3

2L2 .

K = −
1

2L2

∞∑
n=0

(n + 1)

(
−

π0

L

)n
−

1

L2 .

K = −
1

2L2

1(
1 +

π0
L

)2 −
1

L2 ,

K = −
1

2

1

(L + π0)2 −
1

L2 .

H = −
1

2

1

(L + π0)2 .

π0 = ıξ1η1 + ıξ2η2.

π0 =
1

2

(
p2
ρ + ρ2

)
+

1

2

(
p2

z + z2
)

.

π0 =
1

2

(
p2

r +
p2
θ

r2 + r2

)
= Jr .

From this, it is immediately evident that   π0    is the radial 
action, and thus, the Hamiltonian becomes
     

where Eq. ( 2 ) has been used. 
 At this point, two of the classical action variables that 

are to be  quantized  have been identifi ed. They are the angu-
lar momentum  L  and the total action  N . The third classical 
action to be  quantized  is the projection of the total angular 
momentum on one of the fi xed axes in the rotating frame. 

 The projection of the angular momentum onto the  x  axis 
  Lx    is the most convenient to examine. The projection is 
given by
     

where the expression is evaluated along a trajectory. To 
accomplish this, it is necessary to fi rst write down the solu-
tions of the equations of motion. As a starting point, con-
sider the orbits having   Lx = 0   . These orbits are straight 
lines that pass through the origin. The angle of intersection 
at the origin is determined by the partitioning of the energy 
between the two modes. As the system being considered 
is invariant under rotation, the actual angle is immaterial. 
Choosing this angle to be   π/4(45◦)    greatly simplifi es the 
algebra. In these circumstances, the solution has the form
     

where   ϕ0    is the difference in the phase of the two oscilla-
tors. The amplitude   x0    will be determined presently. 

 When the phase angle   ϕ0    is equal to zero, the orbit is a 
straight (diagonal) line. This corresponds to   Lx = 0   . On the 
other hand, if the phase angle is equal to   π/2   , then the orbit 
is circular and   Lx = L   . To illustrate this, substitute the solu-
tion  Eqs . ( 12 ) into ( 11 ). This yields
     

Observe that   Lx    is a constant of the motion as expected and 
is equal to zero for   ϕ0 = 0    as expected. The amplitude of 
the oscillation   x0    is determined by observing that   L = Lz    
for   ϕ0 = π/2   . This yields   x0 =

√
L/ω   . 

     5   Discussion 

 The quantization conditions applied here and applied in the 
traditional approach (see  Eqs .  2  –  4 ) are identical and conse-
quently both yield the same set of  quantized  energy levels 
(Eq.  6 ). A diffi culty encountered in this discussion stems 

H = −
1

2

1

(L + Jr)2 = −
1

2

1

N2 ,

(11)Lx(t) = ρ(t)pz(t) − z(t)pρ(t)

(12)

ρ(t) = x0 sin(ωt + ϕ0)

pρ(t) = ωx0 cos(ωt + ϕ0)

z(t) = x0 sin(ωt)

pz(t) = ωx0 cos(ωt)

Lx = ωx2
0 sin ϕ0.
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from the fact that the solutions for the hydrogen atom are 
periodic orbits and the  EBK  quantization conditions are 
applicable to invariant tori. The diffi culties are resolved 
when one recognizes that the dynamics of hydrogen are 
degenerate, i.e., and that there are families of  quantizable  
periodic orbits which fi ll invariant tori. In other words, 
the  quantized  periodic orbits identifi ed in the traditional 
approach are not unique, but rather, there are families of 
periodic orbits which satisfy the quantization conditions 
which fi ll the invariant tori. 

 In addition to obtaining expressions for the  quantized  
constants of the motion, the normal form approach advo-
cated here also yields the generating function of the trans-
formation to action and angle variables. This is analogous 
to the Hamilton ’ s principle function found in the traditional 
approach. The transformation equations, that is, the physi-
cal variables as functions of the action-angle variables, are 
readily obtained once the generating function is in hand. 
 Quantizing  these transformation equations, that is, setting 
the action variables equal to their  quantized  values, yields 
a set of three-tori corresponding to the quantum mechanical 
wave functions. The three angle variables parameterize the 
surface of this invariant torus. 

 The dynamics on the three-torus comprises a two-
parameter family of periodic orbits. The Hamiltonian is 
a function of the total action  N  alone. Consequently, the 
angle variable   φN    associated with the total action devel-
ops linearly in time. The remaining two angle variables are 
constants of the motion as the Hamiltonian is not a function 
of their conjugate momenta. These two angles   φL    and   φLz    
can be taken to be the parameters. 

    6   Summary 

 The hydrogen atom is amenable to quantization via normal 
form. The approach taken differs signifi cantly from that 
encountered in the semiclassical quantization of molecular 
vibrations. The potential energy surfaces of molecular sys-
tems possess stationary (equilibrium) points about which 
one expands the Hamiltonian in normal form. Atomic 
potentials do not possess stationary points. In their place, 
one fi nds relative equilibria. Consequently, the atomic 
Hamiltonian is expanded in normal form about the relative 
equilibria. 

 A principle difference in the analysis is the introduc-
tion of the rotating frame. The quantization of the angular 

momentum occurs when one is chooses which rotating 
frame in which work. In other words, one  quantizes  the 
states in different angular momentum manifold separately. 
Thus, we can associate the  S  states with the fi rst rotating 
frame, the  P  states with the next and so on. 
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found to yield errors of factors of 2 – 3 in the statistical rate 
coeffi cient when compared with results of traditional sepa-
rable models. 

   Keywords     State sum    ·   RRKM  theory    ·  Torsion  

      1  Introduction 

 Effi cient and accurate computations of molecular densities 
of states and canonical partition functions are crucial for 
calculating thermodynamic properties and rate coeffi cients 
in statistical theories of chemical reactions such as  RRKM  
and  TST  [ 1 ]. However, the success of such theories depends 
upon the accuracy of the computed state sums of the reac-
tants and the activated complex. Calculations of molecular 
state sums and partition functions are quite routine [ 2  –  6 ] 
and can be easily accomplished when the internal  DoFs  are 
separable and well approximated by simple harmonic oscil-
lators ( HOs ) or rigid rotor ( RR ) models. While HO –  RR  
methods are useful as simple fi rst approximations and have 
proven remarkably robust in many applications, they are 
often unsuited for obtaining accurate state sums of highly 
coupled and anharmonic systems. In principle, given an 
accurate potential energy surface ( PES ), the energy spec-
trum of such systems can be calculated using a quantum 
determination. However, the determination of the rovibra-
tional energy spectrum of even modest size molecules can 
be computationally demanding and may be impossible for 
large systems at high excitation required for reactivity. It 
follows that practical approximate treatments more sophis-
ticated than the simple HO –  RR  model that account for cou-
pling and  anharmonicity  are often necessary. 

 Torsional  DoFs , often internal hindered rotations of two 
molecular moieties about a chemical bond, are an important 

                     Abstract     A practical computational method is dis-
cussed for obtaining the rotational – vibrational molecular 
state densities of molecules with large amplitude torsional 
degrees of freedom ( DoFs ). This method goes beyond the 
traditional harmonic oscillator/rigid rotor or separable 
hindered rotor approximations in that it includes coupling 
between the torsion, the remaining vibrational modes, and 
the overall rotation. The method is based on the  vibration-
ally  adiabatic approximation whereby the torsional motion 
is assumed to be slow compared to the remaining vibra-
tional  DoFs  although the  nonseparability  may be large. The 
torsional coordinate therefore parameterizes the rotational 
constants and the effective vibrational potential. A semi-
classical method is then introduced to calculate the total 
state density in which the torsion is treated classically while 
the remaining coordinates are treated quantum mechani-
cally. The method is also formulated for reactive problems 
in which the density of states is parameterized by a second 
large amplitude degree of freedom, the reaction coordinate. 
The performance of the method is assessed using the dis-
sociation reaction of the hydrogen peroxide molecule and 
its  isotopomers . It is found that the method performs well 
based on numerical tests. The torsional  nonseparability  is 
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class of motion for which the HO –  RR  approximation is 
generally poor. Development of methods for incorporating 
torsion into molecular state sums and partition functions is 
a long-standing problem in statistical mechanics. The most 
signifi cant and popular example of such work was done by 
 Pitzer  and  Gwinn  [ 7  –  9 ] who introduced a separable hin-
dered rotor approximation. The original and extended ver-
sion of this method varies smoothly between a quantum 
harmonic approximation at low temperature to a classical 
hindered or rigid rotor approximation at high temperature. 
Such treatments, however, rely on the torsional mode being 
separable, which is often not the case [ 10 ]. Indeed, motion 
along a torsional coordinate can result in signifi cant distor-
tion of the internal molecular environment and a signifi -
cant change of the local shape of the  PES . It is a signifi cant 
challenge to devise a computationally tractable method 
that can handle high levels of coupling while maintaining 
a quantum framework [ 11 ]. There may be several molecu-
lar conformers along a reaction coordinate, each of which 
may contribute to a state sum. Some treatment of the tor-
sion and its coupling to the other  DoFs  is necessary in such 
a case and is the subject of this work. We note there is con-
siderable effort currently being devoted to the development 
of such techniques using a variety of approaches [ 12  –  17 ]. 
Here, we discuss the method we have recently proposed 
that is based on a separation of  timescales  (i.e., vibrational 
adiabatic) approximation. 

 Torsional motion usually corresponds to a low-fre-
quency normal mode that is reasonably well separated from 
the other higher-frequency motions. Therefore, this separa-
tion of  timescales  suggests a natural approach to treat the 
torsion, and its coupling is via an adiabatic separation from 
the higher-frequency  DoFs . In this picture, the frequencies 
of harmonic normal modes are functions of the torsional 
coordinate. This method is reminiscent of the reaction path 
Hamiltonian ( RPH ) approach in which vibrations and rota-
tions of the collision complex are adiabatically separated 
along a large amplitude (slow) reaction coordinate [ 18 ]. 
Indeed, the use of the  RPH  for torsional motion has been 
considered previously by Quack et al. [ 19 ]. For nonzero 
angular momentum, the external rotational  DoFs  must 
also be considered. Motion along a torsional coordinate 
may highly distort molecular shape and therefore change 
the principal moments of inertia. In this work, we include 
centrifugal coupling by allowing the principal moments of 
inertia needed in the state sums to vary with the torsional 
coordinate. For analysis of the activated complex in a sta-
tistical rate coeffi cient calculation, we note that in many 
cases, the character of the transition state dividing surface 
may need to be reformulated from its simplest approximate 
conception as a hyperplane in normal mode coordinates 
centered at the fi rst-order saddle point ( SP ) on the  PES . The 
transition state here shall be considered as a hyperplane 

orthogonal to the reaction coordinate and  parameterized  
by the torsional coordinate. In this form, the transition state 
is no longer associated with a single point on the  PES , the 
 SP , but rather the ridgeline on the  PES  along the torsional 
coordinate passing through the  SP . This is not unlike the 
notion of a reaction surface [ 20 ]. This confi guration space 
construction of the dividing surface provides a practical 
approximation to account for the contribution of reactive 
fl ux across the dividing surface at all values of the torsional 
coordinate. Quantum tunneling effects are quite readily 
incorporated into this picture as well. 

 The quantum adiabatic treatment of the density of states 
for an  N -dimensional problem involves solving the time-
independent  Schrodinger  equation ( TISE ) for the collection 
of  N   −  1  “ fast ”   DoFs  at each value of the slow torsional 
coordinate,   τ  . In many cases, the fast  DoFs  can be approxi-
mated as separable and harmonic with frequencies that are 
functions of the torsional coordinate. The energy levels as 
a function of   τ   are trivially obtained, and so a one-dimen-
sional adiabatic potential energy curve,  V (  τ  ), for each set 
of quantum numbers,   ν   1   ν   2   …  ν    N  −  1  , can be generated. More 
generally, if the  N   −  1 fast  DoF  problem can be solved or 
accurately approximated, then the  N -dimensional dynamics 
can be represented by a set of one-dimensional (1 d ) adi-
abatic potentials. The  TISE  for each of these 1 d    τ   poten-
tial energy curves can be solved to fi nd the energy levels 
of the full system. Obviously, the 1 d  potential curves need 
not be harmonic since the torsional potential and the fre-
quencies may be strongly anharmonic. Thus, the 1 d   TISE  
generally needs to be solved numerically. While such 1 d  
problems are straightforward to solve, the process can 
become quire cumbersome if the number of adiabatic states 
becomes large even for the simple hydrogen peroxide mol-
ecule,  HOOH , used as an example in this work. At level 
of excitation appropriate to unimolecular reaction, i.e., 
~20,000 cm  − 1 , there are thousands of contributing vibra-
tional states. If we include the rotational state-dependent 
centrifugal  distorsion  of  V (  τ  ) as well, the number of dis-
tinct  TISEs  can become quite overwhelming. In order to 
circumvent this diffi culty, we propose in this work to treat 
the torsional degree of freedom ( DOF )  semiclassically . We 
maintain the quantum description of the  “ fast ”   DoFs  and 
the external rotations while performing the two-dimen-
sional integral over the torsional phase space in the state 
summations and partition functions. 

 In a previous study, we investigated the complex-form-
ing reaction HO 2  + HO 2   →   HOOH  + O 2  using the adi-
abatic approach [ 21 ]. Here, we consider the infl uence of the 
torsional motion on the statistical description of the hydro-
gen peroxide molecule  HOOH  and its  isotopomers  HOOD 
and  DOOD . The hydrogen peroxide species provides a 
good problem for study since it is the simplest molecule 
to exhibit torsion. Furthermore, its spectroscopy has been 
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thoroughly studied in all its isotopic variants [ 22 ]. Theo-
retically, a high-quality potential energy surface ( PES ) is 
available due to  Kuhn  et al. [ 23 ]. The equilibrium geom-
etry of the  HOOH  molecule is nonplanar, which leads to 
a double-barrier potential energy profi le along the dihedral 
angle. The higher barrier to internal rotation, in the cis con-
fi guration, is approximately 7.6 kcal/mol. The O – O bond 
can rupture at excitation energies of 48.4 kcal/mol and 
higher. In additional to numerous theoretical treatments of 
 HOOH  [ 19 ,  24  –  30 ] including our recent six-dimensional 
wave packet treatment of the reaction dynamics [ 31 ] and 
the high-level treatment of vibrational dynamics and tun-
neling by  Luckhaus  [ 24 ], there have been experimental 
studies carried out for this system which provide useful 
data for comparison [ 32  –  42 ]. 

 In Sect.  2 , we present the formal theory of the adiaba-
tic approach to the computation of thermodynamics func-
tions with the emphasis on the high amplitude torsional 
motion. For simplicity, only cases with a single torsional 
 DoF  are addressed which is all that is required for the 
hydrogen peroxide problem. An algorithm is presented 
for the computation of rotational – vibrational state sums 
with the torsional motion adiabatically coupled to the 
remaining rotational – vibrational  DoFs . The calculations 
are made feasible with the introduction of a semiclassical 
technique for the torsional state sum that obviates the need 
for repeated diagonalization of the  vibrationally  adiabatic 
Hamiltonian. The methodology required for reactive prob-
lems is introduced in Sect.  3 . In this case, the density of 
states is now written as an explicit function of two slow 
coordinates, the torsion and the reaction coordinates. A 
technique to include quantum tunneling through the reac-
tive ridge is discussed. In Sect.  4 , the numerical results for 
the hydrogen peroxide molecule are presented. It is found 
that molecular partition functions and thermodynamic 
functions change by 10 – 20 % when the torsional coupling 
is included. The  RRKM  reaction rate coeffi cient changes 
by a larger amount, on the order of a factor of 2. Section  5  
presents a brief conclusion. 

    2   Adiabatic method for bound systems 

 In this section, we develop the semiclassical adiaba-
tic method to compute state sums for bound molecules 
that possess a large amplitude motion. Examples of such 
large amplitude motion include torsion or more a general 
isomerization defi ned by a path of steepest descent from a 
 SP  [ 18 ]. We make no restriction on the identity of the large 
amplitude motion, but we shall use internal rotation in the 
 HOOH  example that follows later. 

 Consider a bound polyatomic molecule consisting of 
 n  atoms. We assume that the molecule is nonlinear and it 

contains a large amplitude torsional  DoF  described by the 
coordinate   τ   and that the torsional coordinate can be identi-
fi ed with a normal mode near the minimum of the potential 
well, although this is not strictly necessary. The full molec-
ular Hamiltonian, of dimension 3 n , can be approximately 
separated into three terms describing the overall transla-
tion, the overall rotation, and the internal motions [ 43 ] 
     

the 3 n   −  7 small amplitude motions ’  momenta and coordi-
nates are represented by the vectors   ̂p    and   ̂q   , respectively. 
We expect that the most signifi cant rotation – vibration 
coupling is due to the molecular distortion occurring with 
the large amplitude torsional motion which is refl ected in 
the   τ  -dependence of the rotational constants. This effect 
is included in our treatment, but the remaining rotation –
 vibration coupling, such as Coriolis coupling, is neglected. 
We note that the  RPH  treatment of torsion in the work of 
Quack et al. [ 19 ] retains a more complete description of the 
rotational dynamics since their interest was in analyzing 
spectra. 

 In order to solve the time-independent  Schr ö dinger  
equation ( TISE ) for the vibrational dynamics (the rotational 
motion will be considered later), we assume an adiabatic 
separation between   τ   and the fast coordinates  q , so that 
each vibrational eigenstate is of product form   ψ(τ)φ(q; τ)   . 
The  TISE  for the internal molecular motions can then be 
split into two individual equations for the  “ fast ”   DoFs  
and the slow coordinate   τ  . The  TISE  for the  “ fast ”  vibra-
tions takes the following form when we omit the torsional 
kinetic energy
     

where hereafter we shall neglect the  “  vib  ”  subscript when 
referring to the Hamiltonian for the internal motions. For 
the large amplitude   τ  ,
     

where   ̂Tτ    is the kinetic energy operator for   τ   and  n  = ( n  1 , 
 n  2 , … ,  n  3 n  − 7 ) are the quantum numbers for the  “ fast ”  vibra-
tional  DoFs . The approximate vibrational eigenstates of the 
molecule are given by   E(nτ , n)    in Eq. ( 2.3 ). 

 Given the eigenvalues of the vibrational Hamiltonian, 
the cumulative sum of states and the density of vibrational 
states can be found as,
     

     

(2.1)Ĥtot = Ĥtrans + Ĥrot(τ ) + Ĥvib
(
p̂τ , τ , p̂, q̂

)

(2.2)Ĥvib
(
p̂τ = 0, τ , p̂, q

)
φn(q; τ) = εn(τ )φn(q; τ)

(2.3)
(

T̂τ + εn(τ )

)
ψn,nτ (τ ) = E(nτ , n)ψn,nτ (τ )

(2.4)G(E) =

∑
i

�(E − Ei) = Tr
[
�

(
E − Ĥ

)]

(2.5)
ρ(E) =

d

dE
G(E) = Tr

[
δ

(
E − Ĥ

)]
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where the  E   i   are the exact energy eigenvalues obtained 
from the solutions of the  TISEs  from  Eqs . ( 2.2 ) and ( 2.3 ). 
The functions   �    and   δ   are the Heaviside step function and 
the  Dirac  delta function, respectively. The canonical parti-
tion function can be obtained from the density of states 
via
     

The solutions of the  TISE  in Eq. ( 2.2 ) for the energy 
eigenvalues   εn(τ )    of the  “ fast ”  vibrational  DoFs  are 
assumed to be well described by a separable approxi-
mation or through a low-order perturbation treatment at 
a given value of   τ  . The large amplitude motion   τ  , how-
ever, is not expected to be separable. In order to obtain 
the adiabatic energy eigenvalues   E(nτ , n)   , the  TISE  from 
Eq. ( 2.2 ) must be solved at each value of   τ   for every set 
of quantum numbers  n  of the  “ fast ”   DoFs  up to a suffi -
ciently high excitation energy. This divide and conquer 
strategy allows us to obtain the energy spectrum   E(nτ , n)    
in the adiabatic approximation. This procedure is not bur-
densome for small systems, such as  triatomics , but for 
 polyatomics  of signifi cant size, the number of 1 d    τ  - TISEs  
can become huge. The purpose of the semiclassical adi-
abatic method in this work is to obtain accurate state sums 
for the adiabatically separated system while avoiding the 
need to solve a large number on 1 d   TISEs . 

 The cumulative sum of states is expressed in the clas-
sical picture as an integral over the molecular phase space 
volume,
     

It is known that the classical sum of states does not prop-
erly account for zero-point energy, and the error in the 
classical approximation can become enormous for large 
systems. Therefore, it is preferable to treat quantum 
mechanically the high-frequency  DoFs  that have large 
zero-point energy. For the low-frequency motions, such 
as our designated large amplitude motion   τ  , the zero-
point energy errors are modest and the classical picture 
presents a computational advantage. We create a classi-
cal-quantum mixed state sum representation, where the 
 “ fast ”   DoFs  are kept in the  quantally  traced Heaviside 
operator but the   τ   motion is treated as an integral over its 
phase space volume,
     

The mixed Hamiltonian operator in the trace is given by,
     

(2.6)Q(E) =

∫
∞

0
ρ(E)e

−
E

kBT dE

(2.7)Gclass(E) =
1

h3n−6

∫
�(E − H)

3n−6∏
i=1

dpidqi

(2.8)Gmix(E) =
1

h

∫ [
Tr′�(E − Hmix)

]
dpτ dτ

(2.9)Hmix = Tτ + Ĥ
(
pτ = 0, τ , p̂, q̂

)

and  T    τ    is now the classical expression for the kinetic energy 
of the large amplitude  DOF  rather than the quantum opera-
tor of Eq. ( 2.3 ). We make the additional assumption that 
 T    τ    is independent of the  q   DoFs  or that the  q  dependence 
can be averaged without signifi cant error. The trace in Eq. 
( 2.8 ) is no longer over all internal  DoFs  as the   τ   motion is 
left out, which we denote with the primed trace notation. 
The integrand in Eq. ( 2.8 ) is simply the quantum cumula-
tive sum of states over the 3 n   −  7  “ fast ”   DoFs ,   ̃G(εfast, τ)   , 
where   ε   fast  is the portion of the energy partitioned to the 
high-frequency modes, so that we can abbreviate the cumu-
lative sum of states expression as,
     

where  E  is the total energy of the system consistent with 
our defi nition of   ̃G    above. As a practical note, the energy 
argument in Eq. ( 2.10 ) depends upon how the energy zero 
is set and the torsional potential energy is defi ned in the 
energy zero (see below). 

 The simplest and most convenient approximation for 
obtaining the state sum for the fast  DoFs  is to treat them 
as a collection of harmonic oscillators. These  DoFs  can 
be defi ned as the normal modes. However, since the   τ   
 DOF  is not necessarily identifi ed with a single normal 
mode and the shape of the potential energy surface may 
vary signifi cantly as a function of   τ  , the fast  DoFs  are 
treated as instantaneous normal modes that vary with   τ  . 
The instantaneous normal modes are found by  diago-
nalizing  a force constant matrix from which the overall 
translations and rotations  and  the   τ  -coordinate have been 
projected out,
     

where  F  is the Hessian matrix in mass-weighted Cartesian 
coordinates of the full confi guration space and   Q    is the 
projection operator responsible for removing the transla-
tion, rotation, and   τ    DoFs . The projector is constructed as 
a product of one-dimensional projectors that locally elimi-
nate the  subspaces  for translation, overall rotation, and 
the   τ  -motion; the projector and the instantaneous normal 
modes are functions of   τ   [ 18 ]. The projected force constant 
matrix in Eq. ( 2.11 ) is  diagonalized  at each value of   τ   to 
determine the instantaneous normal modes and frequencies 
of the fast  DoFs  as functions of   τ  . The Hamiltonian opera-
tor of the adiabatically separated fast harmonic modes in 
mass-weighted coordinates   ̂q    is
     

where   V(τ ) = V(τ , q = 0)   , and we have associated  T    τ    with 
a generic torsional kinetic energy term and will continue to 

(2.10)Gmix(E) =
1

h

∫
G̃(E − Tτ , τ)dpτ dτ

(2.11)Fproj = QFQ
−1

(2.12)Ĥmix =

(
p2
τ

2Iτ
+ V(τ )

)
+

(
3n−7∑
i=1

p̂2
i + ω2

i (τ )q̂2
i

2

)
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do so for the rest of this work. In this approximation, the 
fast  DOF  sum of states   ̃G(E − Tτ , τ)    can be very effi ciently 
computed using the  Beyer  –  Swinehart  algorithm [ 5 ,  6 ] as a 
function of the energy and   τ  . 

 While the   τ    DOF  is likely to have a small zero-point 
energy, there is still expected to be some error from the 
classical treatment of the   τ   motion in Eq. ( 2.10 ). Marcus 
and Rice [ 3 ] devised an approximate correction to this 
problem, and we incorporate it into our state count for the 
fast  DoF ,
     

where we have added a term,   ε      τ    0  , to the energy expression 
that is the zero-point energy of the   τ   mode meant to account 
for the  undercounting  of states by the classical expression. 
The corresponding density of states is obtained by differen-
tiation of  G  mix ( E ) using fi nite difference or by differentiat-
ing a local polynomial fi t of  G  mix ( E ). 

 The overall rotation can be incorporated into the semi-
classical adiabatic method by treating the molecule as a 
symmetric top in which two of the moments of inertia are 
set equal to their geometric mean. The rotational energies 
are found using the quantum expression for the symmetric 
top. The symmetric top moments of inertia are obtained 
from a principal axes analysis at the geometry   (τ , q = 0)    
for each value of   τ   and are denoted  I   u  (  τ  ) and  I   d  (  τ  ). These 
moments of inertia are allowed to vary with   τ  , thus permit-
ting some coupling of the internal and rotational coordi-
nates. However, except this variation with   τ  , the external 
rotations are considered to be separable. The rotational 
energy levels are given by [ 43 ] 
     

where each energy level  E    Jk    is  d    Jk    = 2  J  + 1 degenerate. 
The total internal cumulative sum of states for given  E  and 
 J , which does not include the  d    Jk    degeneracy factor,
     

This expression may appear somewhat daunting; however, 
it can be computed relatively effi ciently by pre-calculating 
the quantity   ̃G(ε, τ)    in the expression at the integration 
quadrature grid points of   τ   and   ε  . The phase space inte-
gral over  p    τ    in  Eqs . ( 2.10 ) or ( 2.15 ) can then be performed 

(2.13)Gmix(E) =
1

h

∫
G̃
(
E + ετ

0 − Tτ , τ
)
dpτ dτ

(2.14)

EJk =
�

2J(J + 1)

2Id(τ )
+ �

2k2
·

(
1

2Iu(τ )
−

1

2Id(τ )

)
J = 0, 1, 2, . . . , k = −J , . . . , J

(2.15)

Gmix(E, J) =
1

h

∫
G̃

(
E + ετ

0 −
p2
τ

2Iτ (τ )
−

�
2J(J + 1)

2Id(τ )
, τ

)
dpτ dτ

+ 2
J∑

k=1

1

h

∫
G̃

(
E + ετ

0 −
p2
τ

2Iτ (τ )
−

�
2J(J + 1)

2Id(τ )

−�
2k2

·

(
1

2Iu(τ )
−

1

2Id(τ )

)
, τ

)
dpτ dτ

quickly over  p    τ    at each value of   τ   by one-dimensional 
interpolation in the energy. Any appropriate symmetry fac-
tor   σ   accounting for the interchange of identical particles 
along the course of a  DoF  should divide the quantity in Eq. 
( 2.15 ). 

 In order to assess the accuracy of the semiclassical adi-
abatic algorithm, we consider the very simple model prob-
lem posed by the generalized harmonic system,
     

where
     

with   ω     τ    and   ω     i   
0   being constants. The potential is a sixth-

order polynomial, and the exact eigenvalues are not analyti-
cally known. However, the levels in the  vibrationally  adi-
abatic approximation can be computed exactly. In the limit 
where the frequency   ω     τ    is low compared to the remaining 
 N   −  1 frequencies, the effective Hamiltonian for the   τ  - DOF  
is
     

where
     

Hence, the adiabatic levels are given by
     

with
     

If we assume that   ω    eff   does not become too large, the adi-
abatic approximation is expected to be accurate. 

 As a preliminary test, we have evaluated the state 
densities for the harmonic system with  N  = 3,   ωτ = 1,
     ω0

1 = 4, ω0
2 = 5, δ1 = 0.1 and δ2 = 0.11.    In Fig.  1 , we 

show the  “ exact ”  adiabatic cumulative state density using 
Eq. ( 2.20 ) with the orange line. The semiclassical result 
obtained using Eq. ( 2.13 ) is given by the yellow line and 

(2.16)H =
P2

τ

2
+

ω2
τ τ

2

2
+

N−1∑
i=1

(
P2

i

2
+

ω2
i (τ )q2

i

2

)

(2.17)ωi(τ ) = ω0
i +

1

2
δiτ

2

(2.18)

Vad(n1, . . . , nN−1; τ) =
1

2
ω2

τ τ
2
+

N−1∑
i=1

�ωi(τ )

(
ni +

1

2

)

=
1

2

(
ω2

τ +

N−1∑
i=1

�δi

(
ni +

1

2

))
τ 2

+ E0(n1, n2, . . .)

(2.19)E0(n1, n2, . . .) =

N−1∑
i=1

�ω0
i

(
ni +

1

2

)

(2.20)Ead(nτ , n1, n2, . . .) = �ωeff

(
nτ +

1

2

)
+ E0(n1, n2, . . .)

(2.21)ωeff =

√√√√ω2
τ +

N−1∑
i=1

�δi

(
ni +

1

2

)
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is seen to be virtually indistinguishable from the exact adi-
abatic result. For reference, we have also plotted the tra-
ditional separable (quantum) harmonic approximation in 
Fig.  1  which clearly shows serious error. From this result 
and other similar tests, it seems that the semiclassical 
model is capable of accurately reproducing the adiaba-
tic state counting without the need to explicitly evaluate 
the energy levels for the myriad adiabatic potential curves 
 V  ad ( n  1 ,  … ,  n   N  − 1 ;   τ  ).        

    3   Adiabatic method for reactive systems 

 Extension of the semiclassical adiabatic method to reac-
tive systems is straightforward. In the reactive problem, 
however, there is no longer only one slow coordinate but 
two: the   τ   mode and the reaction coordinate  s . The reac-
tion coordinate can be defi ned as the steepest descent path 
from the saddle point or another method convenient to the 
problem. In any case, now   τ   and  s  are separated adiabati-
cally from the other  “ fast ”   q -motions in the system. To 
obtain the rate coeffi cient, the cumulative sum of states 
must be computed as a function of the reaction coordi-
nate,  G ( E ,  J ;  s ), which is the state sum over the 3 n   −  8 
 q -motions and the   τ   motion. For a unimolecular reaction 
where the transition state bottleneck occurs at  s  =  s  0 , 
so that   G‡(E, J) = G(E, J; s0)   , the energy and angular 
momentum-resolved rate coeffi cient is [ 4 ] 
     

where   ρ  ( E ,  J ) is the reactant density of states. 
 In our semiclassical adiabatic method, we propose to 

view the transition state dividing surface as a function 
of the torsional coordinate   τ  . Rather than associating the 

(3.1)k(E, J) =
G‡(E, J)

hρ(E, J)

transition state in the usual way, with a confi guration 
space saddle point  X  0 , it is associated with a ridgeline of 
saddle points  X  0 (  τ  ) defi ned by   ∇   V  = 0 at fi xed   τ  . In this 
case, a reaction surface [ 20 ] replaces a reaction path and 
is composed of the union of all the individual paths of 
steepest descent (at fi xed   τ  ) that issue from the reduced 
saddle points on the ridgeline. Along each reaction path 
of fi xed   τ  , we carry out an instantaneous normal mode 
analysis of the projected mass-weighted hessian matrix 
from Eq. ( 2.11 ), as discussed in the previous section, but 
now we project out the reaction coordinate motion from 
the force constant matrix in addition to translation, exter-
nal rotation, and the   τ   motion. From this normal mode 
analysis, the 3 n   −  8 frequencies of the  “ fast ”  modes are 
obtained. By treating the fast modes as quantum har-
monic oscillators and the slow modes, ( s ,   τ  ), classically, 
the semiclassical mixed Hamiltonian for the system can 
be written,
     

Making the assumption that the transition state dividing 
surface lies along the ridgeline defi ned by  s  =  s  0 , the vibra-
tional cumulative sum of states for the system is obtained 
by,
     

where   ̃G‡(ε, τ)    is the trace over the 3 n   −  8 fast  DoFs  using 
the transition state frequencies   ω    i  (  τ  ,  s  =  s  0 ) and   ε      τ    0   is found 
on the potential  V (  τ  ,  s  =  s  0 ). 

 The overall rotations are incorporated in the reactive 
approximation almost identically to the way discussed in 
the bound problem. The symmetric top approximation is 
made, and the necessary moments of inertia required for 
the state sum are obtained by a principal axes analysis at 
fi xed   τ   and for  s  =  s  0 . The expression for the transition 
state cumulative sum of states is then,
     

 The degeneracy factor associated with the quantum num-
bers  J  and  k , d   Jk   , is not incorporated into the expression 
above. In the reactive problem, this expression can be used 
to obtain the  RRKM  rate coeffi cient in Eq. ( 3.1 ). 

(3.2)
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0 (s = s0) −
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−
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dpτ dτ

+ 2
J∑

k=1

1
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∫
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(
E + ετ

0 −
p2
τ

2Iτ (τ , s0)
−

�
2J(J + 1)

2Id(τ , s0)

−�
2k2

·

(
1

2Iu(τ , s0)
−

1

2Id(τ , s0)

)
, τ , s = s0

)
dpτ dτ

 Fig. 1       The cumulative sum of states for a system of three coupled 
harmonic oscillators. The Hamiltonian is given by Eq. ( 2.16 ) with 
  ωτ = 1, ω0

1 = 4, ω0
2 = 5, δ1 = 0.1    and   δ2 = 0.11   . The  orange line  is 

the semiclassical adiabatic method, Eq. ( 2.13 ). The  green line  is the 
uncoupled harmonic description based on the potential minimum. 
The  dashed yellow line  is the  “ exact ”  adiabatic state count obtained 
by a full state sum of the levels in Eq. ( 2.20 )  
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 As a last brief topic in this section, we discuss how to 
incorporate quantum tunneling into the semiclassical adi-
abatic method. The usual method for incorporating tun-
neling into an  RRKM  rate coeffi cient for a unimolecular 
reaction involves constructing the cumulative sum of states 
at the transition state as a convolution of the density of 
states at the transition state with the quantum transmission 
probability at the reaction coordinate translational energy 
  εs−trans, P(εs−trans).    Thus, we have
     

where the density of states is constructed from a state count 
not including tunneling,
     

and   ε   is the energy available to the 3 n   −  8 fast  DoF  [ 4 ]. For 
our adiabatic approximation, we assume that the tunneling 
occurs through the transition state ridge at a fi xed value 
of the   τ   coordinate. The tunneling probability can then be 
calculated at each dynamically frozen value of   τ   to obtain 
a function  P ( E   −    ε  ,   τ  ) by applying a traditional tunneling 
method [ 44 ,  45 ] to the constrained-  τ   system. In the semi-
classical adiabatic method, we modify Eq. ( 3.5 ) so that we 
obtain the fast modes ’  sum of states with the integrated tun-
neling effect at fi xed   τ  ,
     

where,
     

The   ̃G    in the equation above is the fast coordinate sum of 
states at fi xed   τ   with no tunneling correction. The  RRKM  
constant with tunneling can then be obtained by substitut-
ing the expression in Eq. ( 3.7 ) into our expression for the 
full transition state cumulative sum of states in Eq. ( 3.4 ) or 
Eq. ( 3.3 ) for  J  = 0. 

    4   Hydrogen peroxide and  isotopomers  

 The hydrogen peroxide molecule is one of the simplest 
systems with a torsional coordinate. An accurate potential 
energy surface for this system was determined by  Kuhn  
et al. [ 23 ] that has been used in several classical and quan-
tum dynamics studies [ 24 ,  29 ,  31 ]. The defi nition of the 
torsion coordinate as the dihedral angle in the  HOOH  
molecule is shown in Fig.  2 . Two symmetry-related non-
planar equilibrium geometries of the  HOOH  molecule 

(3.5)G‡
tunnel(E) =

∞∫
ETS

ρ‡(ε) · P(E − ε)dε

(3.6)ρ‡(ε) =
dG‡(ε)

dε

(3.7)G̃‡
tunnel

(
E

′

, τ
)

=

∞∫
ETS(τ )

ρ̃‡(ε, τ ) · P(E − ε, τ)dε

(3.8)ρ̃(E, τ) = dG̃(E, τ)/dE

occur with   τ   = 114 ° , 246 ° . The   τ   potential energy curve, 
computed by varying   τ   and optimizing all other  DoFs , 
is shown in Fig.  3 a. The highest barrier to internal rota-
tion has a value of 7.6 kcal mol  − 1  occurs when the 
hydrogens are in the cis confi guration. A smaller barrier 
of 1.0 kcal mol  − 1  is found when the hydrogens are in a 
trans-confi guration. Much fundamental experimental [ 32  –
  40 ] and theoretical work [ 23 ,  24 ,  26  –  31 ] has been done, 
primarily in the context of looking at energy fl ow and ran-
domization in  vibrationally  excited molecules, examining 
the dissociation of  HOOH  into OH radicals. The barrier to 
dissociation into separated OH radicals is 48.4 kcal mol  − 1  
on the  PES  of  Kuhn  et al. [ 23 ]. Although the  nonsepa-
rable  torsional coupling in  HOOH  is somewhat modest, 
the existence of an analytical potential and the simplic-
ity of the system makes it ideal for an example study. In 
addition, the coupling to the torsion is suffi cient to have 
a clear infl uence on the state sums and is clearly distin-
guishable from the predictions of the HO –  RR  and separa-
ble hindered rotor (HR) models. We will also look at the 
effect of isotopic substitutions of deuterium for hydrogen 
on the state sums, and specifi cally, we consider the  iso-
topomers  HOOD and  DOOD . In the following, we shall 
explore the properties and state sums of the bound forms 
of  HOOH  and its  isotopomers  and compare our semiclas-
sical adiabatic model to the predictions of the simpler 
approximations.                

 The equilibrium confi guration frequencies for each of 
the  isotopomers  are given in Table  1 . The lowest frequency 
normal mode has signifi cant torsional character and is com-
pared in Table  1  with the actual instantaneous frequency 
of the torsion in the equilibrium geometry. In all cases, the 

 Fig. 2       The torsion coordinate   τ   for  HOOH  is defi ned to be the dihe-
dral angle  
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agreement is within 1 %. In order to obtain torsional energy 
levels for a separable hindered rotor approximation to use 
in later state sums for the HR approximation and to illus-
trate the torsional energy spectrum, a 1 d  potential energy 
curve,  V(τ )   , is made by optimizing all other  DoFs  at a given 
  τ  . This potential was used in the diagonalization a torsional 
 Schr ö dinger  equation,
     

where the torsional moment of inertia is given as a reduced 
moment of the two moments of inertia of the OH bonds 
rotating around the  OO  bond axis,
     

with
     

(4.1)

[
−

�
2

2Iτ

d2

dτ 2 + V(τ )

]
ψk(τ ) = εkψk(τ )

(4.2)Iτ =
IOH
1 · IOH

2

IOH
1 + IOH

2

(4.3a)IOH
1 = mH

(
r1,OHsinθ1

)2

     

where the  r   i ,OH s are the OH (or OD) bond lengths and   θ    i  s 
are the  OOH (D) bond angles. The energy levels calculated 
for  HOOH  and  DOOD  are superimposed on the torsional 
 PESs  shown in Fig.  3 a, b. There are one pair of even and 
odd states below the lower torsional barrier for  HOOH  and 
two pairs of such states for  DOOD . There are 13 bound 
states below the higher barrier in the torsional coordinate 
for  HOOH  and 19 for  DOOD . At energies higher than the 
upper torsional barrier, the states become widely spaced 
pairs similar to the rigid rotor.  

 At each value of   τ  , the potential energy was mini-
mized with respect to all other  DoFs  and a normal mode 
analysis was performed at this constrained stationary 
point by calculating the projected mass-weighted Hes-
sian matrix. In this way, the normal mode frequencies 
were determined as a function of   τ   and a quadratic rep-
resentation of the potential in terms of the instantaneous 
normal modes,  q   i  ( i  = 1 … 5), and the torsional  DOF  is 
constructed

(4.3b)IOH
2 = mH

(
r2,OHsinθ2

)2

 Fig. 3       The torsional 1 d  potential energy curve for the  isotopomers .  a   HOOH  and  b   DOOD . The torsional energy levels of the separable torsion 
model are superimposed as  blue lines . No zero-point energy from higher-frequency modes is included  

 Table 1       Relevant molecular properties from the hydrogen peroxide  PES  of  Kuhn  et al. [ 23 ]  

 The normal mode frequencies are given for each isotopomer. For the torsion, the frequencies of the normal mode and the pure torsional mode 
(along the dihedral angle) are both given (normal/pure). The molecular rotational constants and torsional rotational constant are given. The dis-
sociation energy is defi ned to be zero-point corrected energy difference between the infi nitely separated  XO  radicals and the  XOOX  molecule. 
All quantities in cm  − 1     

    O – X stretch    O – X stretch     ∠  OOX  bend     ∠  OOX  bend    O – O stretch    Torsion  

   HOOH     3,777    3,762    1,453    1,297    888    392/397  

  HOOD    3,770    2,746    1,386    1,003    887    343/344  

   DOOD     2,752    2,738    1,066    959    886    287/281  

     B    τ        B   1  
ext       B   2  

ext       B   3  
ext       B   2/3   

eff        Δ  E   diss    

   HOOH     37.23    10.15    0.88    0.85    0.87    16,927  

  HOOD    27.93    7.14    0.84    0.79    0.82    17,143  

   DOOD     18.62    5.53    0.79    0.75    0.77    17,369  
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The fi rst term in Eq. ( 4.4 ),  V (  τ  ), is the 1 d  torsional poten-
tial shown in Fig.  3 . The normal mode frequencies depend 
upon the isotopomer, but trends are quite similar. The OH 
and OD stretching frequencies vary little with the torsion, 
but the bending frequencies show a strong dependence in 
all the  isotopomers  where frequency variations of ~20 % 
are observed. The change in the O – O stretch frequency 
is much more moderate, approximately 3 %. The largest 
rotational constant for  HOOH  has a very weak depend-
ence upon   τ  , but the two smaller rotational constants vary 
more strongly, ~10 %. The torsional (internal) rotation 
constant (obtained from  I    τ    of Eq. ( 4.2 )) varies by ~10 % as 
well. The torsion-dependent normal mode frequencies and 
external rotational constants are shown in Fig.  4  for  DOOD  
which qualitatively resembles the variations in  HOOH  and 
HOOD.        

 The cumulative sum of states for  HOOH  and  DOOD  is 
shown in Fig.  5  on two different energy scales. The semi-
classical adiabatic method,  SA , results are shown along 
with cumulative state sums obtained from the simple har-
monic state count, with frequencies obtained at the poten-
tial minimum, a factor of 2 is used to account for the two 
torsional wells, and the rotational is treated as a symmetric 
top. Also shown is the result obtained when the separable 
torsional levels are used in the state count algorithm along 
with the harmonic oscillator levels of the other normal 
modes using the frequencies and B-constants of the equi-
librium geometry. We refer to this method as HR, for hin-
dered rotor.        

(4.4)V = V(τ ) +
1

2

5∑
i=1

ω2
i (τ )q2

i

 The results for all three  isotopomers  are quite similar. At 
low energies, the  SA  method gives a larger state count than 
the HO and HR approximations. By  E  = 20 kcal mol  − 1 , 
the HO and the HR methods still give a smaller sum of 
states than the  SA  method and are in error by around 10 %. 
At the higher energies, see Fig.  5 c, d, the HO approxima-
tion  overcounts  the sum of states since it neglects the tor-
sional  anharmonicity  and the wide spacing of the rigid 
rotor states of the torsions when the energy is larger than 
the upper torsional barrier height, for reference see Fig.  3 . 
The  overcounting  is largest for the  HOOH  isotopomer and 
smallest for  DOOD . The separable hindered rotor method 
HR consistently  undercounts  the sum of states relative 
the  SA  method at all energies as HR fails to account for 
the variation in the (non-torsion) normal mode frequen-
cies and the rotational constants over the torsion coordi-
nate. The effects of deuterium substitution are also clearly 
evident from comparing Fig.  5 a, c with b, d, respectively, 
where state sum increases signifi cantly for  DOOD  over 
 HOOH . 

 A similar pattern of result is seen for the densities of 
states,   ρ  ( E ), shown in Fig.  6 . The differences between the 
 SA  method and the HO and HR methods are more pro-
nounced for   ρ  ( E ) versus  G ( E ). The HO results are consist-
ently lower than  SA  at low energies, but increase at high 
energy. The HR remains lower than  SA  over all the entire 
energy range.        

 The canonical partition function can be obtained from 
the Boltzmann average of the density of states. This can be 
easily incorporated directly into the semiclassical adiabatic 
state counting algorithm using the expression obtained by 
integration by parts:

 Fig. 4       Normal mode frequen-
cies and rotational constants 
for  DOOD .  a  The O – D stretch 
frequencies.  b  The  OOD  bend 
frequencies,  green  and  purple , 
and the O – O stretch frequency, 
 blue .  c  The torsion rotational 
constant,  gray , and the largest 
external rotational constant, 
 black .  d  The two smaller exter-
nal rotational constants. The 
analogous results for  HOOH  
and HOOD are not shown but 
are similar  
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where the zero of energy is taken to be the zero-point 
energy of the molecule. To compare the results of the  SA  
approximation, the partition function was also computed 
under the HO and HR approximations. The results show 
that the larger number of states counted by the  SA  approxi-
mation at low energies, where the canonical state weighting 
is higher, results in a larger value of the partition function 
over the calculated energy range. The harmonic oscilla-
tor approximation (HO) is consistently too low while the 
 Pitzer   Gwinn  approximation (HR) lies between the HO and 
 SA  approximations. The effect due to isotopic substitution 
is readily observed between the three curves as the partition 
function rises much more quickly in HOOD and  DOOD , 
see the scale of the ordinate axes in Fig.  7 . The relative 

(4.5)

Q(T) =

∫
∞

0
ρ(E)e

−
E

kBT dE =
1

kBT

∫
∞

0
G(E)e

−
E

kBT dE − G(0)
quality of the three approximations is the same for each 
isotopomer.        

 In order to illustrate the performance of the semiclassi-
cal adiabatic method for reactive problems, we apply it to 
the dissociation of  HOOH  into separated hydroxyl radicals, 
 HOOH   →  2OH, and the analogous reaction of  DOOD . The 
absolute energy of dissociation of  HOOH  on the potential 
of  Kuhn  et al. [ 23 ] is 54.4 kcal mol  − 1 , but it is substantially 
lowered by zero-point energy correction to 48.4 kcal mol  − 1 . 
Deuterium substitutions of the hydrogens in the  HOOH  
molecule raise the dissociation energy to 49.0 kcal mol  − 1  
in HOOD and 49.7 kcal mol  − 1  in  DOOD  which leads to a 
kinetic isotope effect in the rate coeffi cients. 

 The dissociation of the  HOOH  molecule involves 
the rupture of the weak O – O bond. The relaxed (i.e., 
geometry optimized) potential energy curve along the 
O – O bond distance (effectively the reaction coordinate) 
is shown in Fig.  8 . As seen in the fi gure, a small cusp 

 Fig. 5       The cumulative sum of 
states for  HOOH  and  DOOD . 
Panels  a  and  b  show a lower 
energy scale and panels  c  and 
 d  show a higher energy scale. 
The harmonic approximation 
(HO) is in  green , the separable 
torsion (HR) model is in  blue , 
and the semiclassical adiabatic 
( SA ) method is in  orange . The 
cumulative state sum for HOOD 
is not shown. The energy E is 
the energy above zero point  

 Fig. 6       The density of states for  HOOH , HOOD, and  DOOD . The  inset  graphs show the densities of states on a lower energy scale. HO is in 
 green , HR is in  blue , and  SA  is in  orange   

Reprinted from the journal62



Theor Chem Acc (2014) 133:1530 

1 3

appears in the exit channel potential, a fact also reported 
by  Kuhn  et al. [ 23 ]. This cusp lies in the vicinity of the 
transition state and creates some practical diffi culties in 
defi ning a transition state dividing surface. Thus, in place 
of the usual variational scheme, we have simply adopted 
an approximate transition state at an O – O bond distance 
of 5.2 a  0  (2.75  Å ), just before the cusp. The transition 
state ridge thus corresponds to freezing the reaction coor-
dinate at this O – O bond distance as the torsion varies. 
Since the  TS  is actually slightly below the dissociation 
energy, we have excluded the states in the  TS  state sum, 
  G‡(E)    in Eq. ( 3.4 ), that lie below the dissociation energy. 
Our primary objective here is to evaluate our reactive  SA  
method compared to the less rigorous HO and HR meth-
ods, and the use of these approximations to the  TS  will 
not affect this comparison.        

 The torsion ridgeline tracing the transition state dividing 
surface is shown in Fig.  9  along with the torsional poten-
tial energy contour of the reactant for comparison. It can 
be seen that the separation of the OH fragments at the  TS  

leads to a decrease in the torsional barriers compared to 
the torsional potential of the reactant. The cis confi gura-
tion still corresponds to a maximum, but this maximum is 
now much broader and its height is just over 2 kcal mol  − 1 . 
There are three torsional minima on the  TS  ridgeline: the 
trans-confi guration and the two symmetry-related confi gu-
rations where the O – H bonds point in perpendicular direc-
tions. Considerable  anharmonicity  of the  TS  ridge line is 
apparent from Fig.  9  so that an accurate description of the 
torsion  DoF  is critical.        

 The  microcanonical  rate constant, from Eq. ( 3.1 ), was 
computed for a large range of values of overall angular 
momentum quantum number  J . The density of states of the 
reactant,   ρ  ( E ,  J ), was computed by numerical differentia-
tion of the sum of states  G ( E ,  J ), which was smoothed by 
polynomial fi tting for the HO and HR methods. A com-
parison of the  SA  method to the HO method and the HR 
method is shown in Fig.  10  for the  J  = 0 case for both the 
 HOOH  and the  DOOD  reactions. The results for several 
higher values of  J  are shown in Fig.  11 . The kinetic isotope 
effect ( KIE ) is clearly evident in these plots, where, for one 
thing, the reaction threshold for the  DOOD  is higher than 

 Fig. 7       The canonical partition functions for  HOOH , HOOD, and 
 DOOD  over a range of temperatures. The harmonic oscillator with 
rigid rotor asymmetric top approximation is in  green , the  Pitzer  

 Gwinn  separable hindered rotor with rigid rotor asymmetric top 
approximation is in  blue , and  SA  is in  orange   

 Fig. 8       The potential energy along the O – O bond length obtained by 
optimizing the geometry at fi xed O – O values. The nominal transition 
state is indicated with an  “  x  ”  and is located just before the potential 
kink  

 Fig. 9       The torsional 1 d  potential energy curve ( solid black curve ) for 
the  HOOH  reactant and the potential along the transition state ridge 
line ( dashed red curve ). The potential curves are plotted with a com-
mon zero of energy set to the minimum energy versus   τ    

Reprinted from the journal 63



 Theor Chem Acc (2014) 133:1530

1 3

 HOOH . It is also apparent that the larger reactant density 
of states for  DOOD  reduces the dissociation rate relative to 
that of  HOOH  over the energy range shown. However, at 
higher energy, the difference between the dissociation rate 
coeffi cients for the two  isotopomers  decreases. The per-
formance of the three different approximation methods for 
the dissociation rate coeffi cient does not seem to strongly 
depend upon the isotopomer. The HO approximation is 
seen to underestimate the value of the  J  = 0 rate coeffi cient 
over the energy range. This is likely due to the HO over-
estimation of the reactant density of states,   ρ  ( E ,  J ), at the 
dissociation energy given the trends shown in Fig.  6 . The 
separable HR method is more robust and predicts a higher 
rate of dissociation for both  isotopomers . This method 
still underestimates the rate coeffi cient relative to the  SA  

method. Over most of the energy range shown in Fig.  10 , 
the  SA  method predicts a rate of dissociation greater than 
the HO result by a factor of ~3 to 6 for both  isotopomers  
and greater than the HR result by factor of around 1.5 – 3. 
Both the HO and the HR methods completely neglect the 
coupling of the other  DoFs  to the torsional coordinate, 
though the HR method does more accurately treat the tor-
sional motion itself. The importance of this coupling to 
the dissociation reaction and the necessity for an accurate 
treatment of torsional coupling effects in rate coeffi cient is 
clear.               

    5   Conclusions 

 We have considered a new scheme to incorporate  anhar-
monicity  and mode coupling into quantum state sums for 
systems possessing a large amplitude  DoF  such as a tor-
sion. This method is based on the presumed timescale 
separation between the torsional mode and the remain-
ing high-frequency vibrations. While the commonly used 
separable approximations, like the harmonic oscillator/
rigid rotor method, are quite often useful in the statisti-
cal modeling of reactions, they should be used cautiously. 
Furthermore, more rigorous inclusion of  anharmonicity  
such as employed in methods using Monte  Carlo  sampling 
of molecular geometries [ 11 ] may be based on classical 
mechanics and thus neglect quantum effects. The semiclas-
sical adiabatic method developed here accounts for tor-
sional coupling at a quantum level while circumventing the 
necessity for repeated quantum determinations of torsional 
 eigenenergies  for the excited states of the molecule. The 
method also leads to some new insight into reactions that 
may have multiple transition states due to multiple con-
formers associated with the torsional coordinate. 

 We calculated the density of states for the  HOOH  and 
its  isotopomers , HOOD and  DOOD , using the  SA  method, 
and compared the results to the conventional separable 
HO and HR models. Both the HO and HR models showed 
a deviation from the  SA  model. At low energies, the HO 
model underestimated the state density due to the omission 
of mode coupling, while at high energies, it over counted 
the state density due to its omission of torsional  anhar-
monicity . The HR approximation predicted a state density 
that was too low due to the neglect of mode coupling. It is 
clear that while the differences between the  SA  model and 
the separable models are on the order of 10 – 20 %, these 
differences are quite possibly amenable to experimental 
verifi cation. 

 We have studied the statistical  RRKM  rate coeffi cients 
for hydrogen peroxide dissociation using our method. 
The results were compared to the conventional HO and 
HR models over a broad range of energies for reactions of 

 Fig. 10       The  J  = 0  microcanonical  rate coeffi cients of the dissocia-
tion of  HOOH  into OH radicals ( solid lines ), and  DOOD  into OD 
radicals ( dashed lines ) computed using  RRKM  theory. The  orange 
curves  are the semiclassical adiabatic method, the  green curves  are 
the harmonic approximation, and the  blue curves  are the separa-
ble torsion model. Energies are relative to the (zero-point corrected) 
 HOOH  dissociation energy 48.40 kcal mol  − 1   

 Fig. 11       The angular momentum-resolved  microcanonical   RRKM  
rate coeffi cients of the dissociation of  HOOH  into OH radicals ( solid 
lines ), and  DOOD  into OD radicals ( dashed lines ) using the semiclas-
sical adiabatic method for several values of total angular momentum, 
 J . Energies are relative to the (zero-point corrected)  HOOH  dissocia-
tion energy 48.4 kcal mol  − 1 , and the  DOOD  dissociation energy is 
noted in the fi gure  
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 HOOH  and HOOD. The rate coeffi cients predicted by the 
methods were found to be signifi cantly different. The HO 
underestimates the rate by a factor of 3 – 6 indicating that 
the harmonic treatment of torsion at the  TS  is clearly a poor 
approximation. The hindered rotor approximation reduces 
the error to a factor of 1.5 – 3. We fi nd that the differences 
between the separable models and the semiclassical adi-
abatic model are much greater for the rate coeffi cient than 
for the state densities of the bound molecule. This is due to 
both the increased torsion coupling at higher reagent ener-
gies and the importance of torsional coupling at the  TS . 

 It is clear that the semiclassical adiabatic method is at 
an early stage of development. It is quite important, in 
future work, to consider the role of multiple torsional coor-
dinates. Indeed, as the reagent molecules become large, as 
in the combustion chemistry of complex fuels, we expect 
there will be many high-amplitude internal coordinates that 
must be appropriately accounted for in an accurate rate 
calculation. 
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  �   ), but keeping all the kinematical and interpretational 
aspects of quantum mechanics untouched. Semiclassical 
methods should therefore be distinguished from quasi-clas-
sical approaches, which are based on the quantum-classical 
correspondence and do not only use classical information, 
but also try to export classical concepts to approximate 
quantum mechanics. The epitome of the quasi-classical 
approach is the use of the  Ehrenfest  theorem to approxi-
mate the quantum mechanical evolution of wave packets, 
with systematic corrections given by the  Wigner  –  Moyal  
expansion [ 1 ]. 

 Semiclassical methods, as understood in this contribu-
tion, attempt to link classical and quantum mechanics in 
a more abstract, less direct way. While for the quasi-clas-
sical program, quantum mechanics is used to construct 
quantities with a direct classical counterpart (like the tra-
jectory defi ned by the mean position and momentum of a 
 wavepacket ), the semiclassical program employs informa-
tion extracted from classical trajectories (like their actions 
and stabilities) to construct quantum mechanical objects. 
This difference becomes very explicit when we use semi-
classical methods to construct quantum objects without 
classical analog, such as probability amplitudes. 

 A major goal of the semiclassical program is the con-
struction of the semiclassical propagator   Ksc   , the asymptotic 
form (when   � → 0   ) of the quantum mechanical propagator
     

defi ned as the matrix element of the time-evolution opera-
tor [ 2 ]. 

 As reviewed in [ 3 ], the challenge to construct a semi-
classical propagator has a long history. Although already in 
1926 it was clear for  Pauli ,  Dirac  and van  Vleck  that the 
quantum mechanical propagator can be approximated by 

(1)K(q, q′, t) = 〈q|e−
i
�

Ĥt
|q′

〉,

                     Abstract     We present a rigorous derivation of a semiclassical 
propagator for  anticommuting  (fermionic) degrees of freedom, 
starting from an exact representation in terms of  Grassmann  
variables. As a key feature of our approach, the  anticommut-
ing  variables are integrated out exactly, and an exact path inte-
gral representation of the fermionic propagator in terms of 
commuting variables is constructed. Since our approach is  not  
based on auxiliary (Hubbard –  Stratonovich ) fi elds, it surpasses 
the calculation of fermionic determinants yielding a standard 
form   

∫
D[ψ , ψ∗

]eiR[ψ ,ψ∗
]    with real actions for the propaga-

tor. These two features allow us to provide a rigorous defi ni-
tion of the classical limit of interacting fermionic fi elds and 
therefore to achieve the long-standing goal of a theoretically 
sound construction of a semiclassical van  Vleck  –  Gutzwiller  
propagator in fermionic  Fock  space. As an application, we 
use our propagator to investigate how the different universal-
ity classes (orthogonal, unitary and  symplectic ) affect generic 
many-body interference effects in the transition probabilities 
between  Fock  states of interacting fermionic systems. 

   Keywords     Path integral    ·  Semiclassical    ·  Fermions    · 
 classical limit  

      1  Introduction 

 Semiclassical techniques attempt to describe quantum phe-
nomena using only classical information as input (besides 

  Dedicated to Professor Greg Ezra and published as part of the 
special collection of articles celebrating his 60 th  birthday.  

                                                  T. Engl   (  *  )   ·   P. Plößl   ·   J. D. Urbina   ·   K. Richter  
  Institut   f ü r   Theoretische   Physik    ,   Universit ä t   Regensburg     , 
 93040      Regensburg    ,  Germany  
 e-mail: thomas.engl@physik.uni-regensburg.de    

Reprinted from the journal 67



 Theor Chem Acc (2014) 133:1563

1 3

an object of the form   Ksc
∼ e

i
�

R    with the classical action 
  R    appearing as a phase, it took more than 40 years before 
 Gutzwiller  [ 4 ] completed the rigorous construction of the 
semiclassical propagator from  Feynman  ’ s path integral. In 
its fi nal form, it reads [ 5 ]
     

where the sum extends over the set of solutions   γ    of the 
classical problem to join the classical confi gurations   q′    and 
  q    in time   t   . As envisioned by  Dirac ,   R    is the classical action 
of the trajectory, while   A    is related to its variations with 
respect to the initial and fi nal confi gurations, and   μ    is the 
number of focal points of the trajectory   γ   . 

 The derivation of the van  Vleck  –  Gutzwiller  propagator 
marks the starting point of modern semiclassical meth-
ods [ 1 ,  3 ,  6 ]. They have been able not only to capture but 
also to successfully describe interference phenomena, i.e., 
wave effects impossible to describe using quasi-classical 
techniques. 

 By Fourier-transforming   Ksc    we get the semiclassical 
( Gutzwiller ) Green ’ s function, the starting point to describe 
stationary properties of quantum systems in the semiclas-
sical limit, and in particular to understand the emergence of 
universal fl uctuations in the spectra and eigenfunctions of 
classically chaotic quantum systems [ 3 ,  6 ]. Also, the early 
semiclassical notion of the theory of molecular collisions [ 7 ] 
and related approaches in  mesoscopic  condensed matter to 
describe quantum transport [ 8 ,  9 ] (for reviews see [ 10  –  12 ]) 
connect the van  Vleck  –  Gutzwiller  propagator, or the semi-
classical Green function, with the single-particle S-matrix in 
terms of transition amplitudes for transmission and refl ection. 

 The success of the semiclassical methods has been 
restricted, however, predominantly to quantum systems that 
admit a fi rst-quantization description. In fact, the generali-
zation of the van  Vleck  –  Gutzwiller  propagator to describe 
systems of interacting particles does not pose any concep-
tual challenge, as the classical limit of the theory is very 
well understood. The semiclassical propagator is now an 
established tool to describe quantum dynamics of molecular 
systems [ 13  –  16 ] and  mesoscopic  electronic systems [ 17 ]. 

 Technical, but not conceptual, problems arise when 
indistinguishability comes into play. Here, the semiclassical 
calculation of ground and (doubly) excited states in helium 
by Ezra et al. [ 18 ] marks a successful step in coping with 
strongly interacting two-electron dynamics. The number of 
classical paths we need to construct to calculate the transi-
tion amplitude between different (anti-) symmetrized con-
fi gurations of a quantum system, however, grows extremely 
fast with the number of particles [ 19 ]. The same vast 
increase of the number of classical trajectories that have 
to be taken into account, affects the coupled coherent state 
approach [ 20 ], which has been developed for the treatment 

(2)Ksc(q, q′, t) =

∑
γ

Aγ (q, q′, t)e
i
�

Rγ (q,q′,t)+iμγ
π
2

of fermionic many-body systems in phase space. In this 
approach, the wave function is expanded in a (large) set of 
Slater determinants of single-particle coherent states with 
randomly selected initial conditions. The coherent states are 
then evolved along the corresponding classical trajectory. 

 Moreover, for fermionic systems with spin orbit inter-
actions, hybrid semiclassical approaches exist, which 
describe the orbital motion of non-interacting particles in 
phase space, while the spin is treated in a second- quantized  
approach using spin coherent states [ 21  –  28 ]. 

 Importantly, the emergence of mean-fi eld behavior, an 
expected simplifi cation of the description when the number 
of particles is large, cannot be rigorously included in a nat-
ural way if one sticks to the fi rst- quantized  picture where 
the total number of particles   N    is not defi ned by the quan-
tum many-body state but is an external parameter deter-
mining the dimensionality   D = Nd   , where   d    is the spatial 
dimension, of the system and thereby fi xing the structure of 
the very space where the system lives. 

 These remarks indicate already a possible solution of 
the problem. If a second- quantized  picture in  Fock  space is 
adopted instead, both quantum indistinguishability and fl ex-
ibility in the number of particles are automatically included 
at the kinematic level: the  Fock  space of quantum states is 
by defi nition spanned by states which are correctly (anti-) 
symmetrized, and the number of particles is simply another 
observable represented by a hermitian operator [ 29 ]. When 
invoking a  Fock  space description, this change of perspec-
tive implies for the semiclassical program that particles 
appear as an emergent concept, derived from the more fun-
damental degree of freedom: the quantum fi eld [ 30 ]. 

 The development of a semiclassical program for bos-
onic fi elds has received powerful impact from the experi-
mental realization of their discrete version in the context of 
cold-atom physics [ 31 ]. In fact, the theoretical model that 
describes microscopically a system of interacting  bosons  
on a lattice, the so-called  Bose -Hubbard model [ 32 ], is a 
special realization of an interacting bosonic fi eld. Here, 
again, the complementarity between quasi-classical and 
semiclassical approaches has been apparent. Quasi-classi-
cal methods as the ones used in [ 33 ] work well as long as 
quantum interference does not come into play and eventu-
ally dominates the dynamics. However, a rigorous deriva-
tion of the van  Vleck  –  Gutzwiller  propagator in bosonic 
 Fock  space was achieved only recently [ 34 ]. 

 It is fair to say that the situation in the fermionic case 
is more desperate. Already a quasi-classical approach faces 
a fundamental problem: how to defi ne a sensible classical 
limit if the fermionic fi elds must obey the  Pauli  principle 
and therefore admit only non-commutative descriptions? 
The attempts and achievements to associate commuting 
variables to fermionic operators that spans from the 1970s 
well into the 2010s, are still lacking a rigorous microscopic 
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derivation, indicating the complexity of the problem [ 35  –
  38 ]. The importance of the Chemical Physics community in 
this program has been obvious: electronic degrees of free-
dom are fundamental in the realm of molecular reactions. 
Moreover, chemical reactions require, in principle, simula-
tions with  anticommuting  variables. 

 In order to avoid these  anticommuting  variables, in a 
series of important papers, Miller and collaborators pro-
posed to use a heuristic generalization of the Heisenberg 
prescription [ 36 ,  37 ,  39 ] to construct the classical limit of 
fermionic degrees of freedom (for recent applications see 
[ 40 ,  41 ]). It is a remarkable and valuable feature of this 
approach that it associates correct signs to expressions 
involving  anticommuting  fermionic operators   ̂c, ĉ†    and 
respects the  Pauli  principle. In the simplest example, these 
key features can be seen in the mapping   F → Fcl    between 
operators   F(ĉ, ĉ†)    and classical phase-space functions 
  Fcl(

√
neiθ ,

√
ne−iθ )   , which gives for   i �= j    

     

The (in general continuous) classical phase-space variables 
  0 ≤ n ≤ 1    are naturally interpreted as classical fermionic 
occupation numbers with the angles   θ    as their correspond-
ing canonically conjugated variables. 

 However, as it is obvious from Eq. ( 3 ), the classical 
Hamiltonian obtained in this way has the physical  Fock  
states, defi ned by
     

as fi xed points of the dynamics and the corresponding semi-
classical propagator is then trivially incorrect in the relevant 
case where it connects physical  Fock  states. Moreover, as 
discussed at length in Sect.  3 , approaching the classical limit 
from the quantum side by means of a formal path integral in 
terms of the fermionic states (introduced by  Klauder  [ 35 ]),
     

shows that Eq. ( 3 ) can be rigorously obtained from an 
exact path integral representation in terms of the com-
muting fi elds   b   . This indicates that in a representation 
where Eq. ( 3 ) holds, the quantum mechanical propagation 
between  Fock  states is  not  supported by classical trajecto-
ries and the semiclassical limit is problematic. 

 This complication may be due to the fact that in  Klaud-
er  ’ s representation the path integral is  restricted , namely, 
the integration over the variables   b    are defi ned inside the 
unit disk instead of over the whole complex plane. A heu-
ristic incorporation of  Langer  corrections proposed in [ 39 ],
     

(3)
ĉ†

i ĉj →
√

ninj(1 − ni)(1 − nj)e
−i(θi−θj),

ĉj ĉ
†
i → −

√
ninj(1 − ni)(1 − nj)e

−i(θi−θj).

(4)ni = 0 or 1 for all i,

(5)|b〉 =

√
1 − |b|2|0〉 + bĉ†

|0〉, with complex b,

(6)

√
n(1 − n) →

√(
n +

1

2

)(
3

2
− n

)
,

lifts the problem and actually leads to a classical limit that 
gives, for example, agreement with fi rst-order quantum 
perturbation theory by using classical perturbation theory. 

 As this volume commemorates Greg Ezra ’ s contribu-
tions to the description of atomic and molecular dynamics, 
we would like to mention that Ezra ’ s pioneering work on the 
 Langer  correction to the semiclassical propagator [ 42 ] could 
possibly provide the key to make rigorous the promising pro-
posal presented in [ 37 ]. It is then tempting to check whether 
Ezra ’ s insight into  Langer  corrections within the path inte-
gral formalism in fi rst- quantized  systems with would help to 
make Miller ’ s approach justifi ed from fi rst principles [ 43 ]. 

 Here, we follow a different route and present what we 
believe to be the fi rst microscopic derivation of the exact 
propagator between   N   -particle fermionic  Fock  states in 
terms of path integrals over commuting, unrestricted classi-
cal fi elds. Our path integral not only incorporates and gen-
eralizes Miller ’ s mapping   F → Fcl     “ teaching ”  the  classsi-
cal  limit of large   N    about  anticommuting  operators, but it is 
supported in the semiclassical limit by classical paths. No 
extra assumptions or corrections are required. 

 As we will discuss in Sect.  3 , the thus derived classi-
cal Hamiltonian corresponds to an approximation of the 
Holstein- Primakoff  transformation for a single particle in a 
two-level system, used in [ 44 ]. 

 After briefl y introducing  Grassmann  variables in Sect.  2 , 
in Sect.  3 , we present our derivation of the exact path inte-
gral for fermionic systems. Armed with this object, in 
Sect.  4  we follow the typical semiclassical program: we 
identify both the effective  Planck  ’ s constant and the clas-
sical limit of the theory from the phase of the path ’ s ampli-
tude in the path integral and evaluate the path integral in 
stationary phase approximation to obtain a van  Vleck  –  Gut-
zwiller  type propagator for interacting fermionic fi elds. The 
presentation will be restricted to spin-  1/2    systems, although 
a generalization to higher spins is straight forward. Finally, 
in Sect.  5 , we use the thus derived semiclassical propaga-
tor to calculate the transition probability from one fermi-
onic  Fock  state to another one for systems without time 
reversal symmetry, for systems diagonal in spin space but 
time reversal invariant, as well as for time reversal invariant 
spin-  1/2    systems non-diagonal in spin space. 

 Technical details of the derivation of our main results, 
namely the exact complex path integral representation of the 
fermionic propagator in terms of commuting fi elds, Eq. ( 19 ), 
the classical Hamiltonian Eq. ( 22 ) and the van  Vleck  propa-
gator,  Eqs . ( 56 ,  64 ) can be found in the appendices. 

    2    Grassmann  coherent states 

 In order to derive the path integral representation for the 
fermionic propagator in  Fock  space, we will use  Grassmann  
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coherent states in intermediate steps. They are defi ned as 
the eigenstates of the fermionic annihilation operators [ 29 ],
     

Here,   ̂cj    and   ̂c†
j     annihilates and creates, respectively, a 

particle in the   j   - th  single-particle state, two states which 
coincide in the orbital degrees of freedom, but differ in 
the spin degree of freedom are accounted for as different 
single-particle states, and are therefore labeled by different 
indexes   j   . 

 However, due to the  antisymmetry  and the  Pauli  exclu-
sion principle, the eigenvalues of the coherent states have 
to be (complex)  anticommuting  numbers, called  Grass-
mann  numbers [ 29 ,  45 ], i.e., for two of these numbers   ζ    and 
  χ    
     

They also  anticommute  with the creation and annihilation 
operators,
     

while they commute with regular complex numbers. The 
 anticommuting  property also implies   ζ 2

= 0   . 
 Integration over a complex  Grassmann  number is 

defi ned by
     

     

With the properties of the  Grassmann  numbers, it is pos-
sible to show that the fermionic coherent states are given 
by [ 29 ]
     

where   |0〉    denotes the fermionic vacuum state. Moreover, 
they satisfy
     

     

     

with   |n〉    being an arbitrary  Fock  state, such that   nj ∈ {0, 1}    
is the occupation of the   j   - th  single-particle state. The prime 
at the product indicates that the order of the individual 

(7)ĉj|ζ 〉 = ζj|ζ 〉.

(8)ζχ = −χζ .

(9)ζ ĉj = −ĉjζ , ζ ĉ†
j = −ĉ†

j ζ ,

(10)

∫
dζ ∗dζ1 =

∫
dζ ∗dζ ζ =

∫
dζ ∗dζ ζ ∗

= 0,

(11)

∫
dζ ∗dζ ζ ζ ∗

= 1.

(12)|ζ 〉 = exp

(
−

1

2
ζ

∗
· ζ

)∏
j

(
1 − ζj ĉ

†
j

)
|0〉,

(13)〈ζ |χ〉 = exp

⎡⎣∑
j

(
−

1

2
ζ ∗

j ζj −
1

2
χ∗

j χj + ζ ∗

j χj

)⎤⎦,

(14)〈n|ζ 〉 = exp

(
−

1

2
ζ

∗
· ζ

)∏
j

′

ζ
nj
j ,

(15)

∫
dζ

∗

∫
dζ |ζ 〉〈ζ | = 1,

factors is reversed, i.e., the factor corresponding to the larg-
est possible value is the most left one, while the   j = 1    term 
is the most right one. 

    3   The path integral in complex variables 

   3.1   Derivation 

 The aim of this part is to derive a path integral representa-
tion of the propagator in  Fock  space,
     

to which the stationary phase approximation can be applied. 
Note that for simplicity of presentation, the Hamiltonian has 
been chosen time independent, although the following cal-
culations are also valid for the time dependent case. 

 The path integral representation is usually achieved by 
applying the Trotter Formula [ 46 ], which replaces the expo-
nential in Eq. ( 16 ) by the product of infi nitely many propaga-
tors with an infi nitesimally small time step and by inserting 
the unit operator between two adjacent factors. Since the res-
olution of unity for  Fock  states is given by a sum, rather than 
an integral, they are not suitable for the construction of a path 
integral. This makes the coherent states the natural choice for 
the representation of the unit operator. However, when apply-
ing the semiclassical approximation to the coherent state path 
integral, one ends up with  grassmannian  equations of motion. 
On the other hand, it is desirable to have complex equations 
of motion leading to a real action. In order to achieve this, 
one has to fi nd a way to replace the integrals over  Grassmann  
variables by integrals over complex ones. 

 Here, we will give a rough description of the procedure, 
which allows for such a transformation from  Grassmann  to 
complex integrals. However, it turns out that some of the steps 
contain a certain freedom of choice. The fi nal path integral 
will then depend on the individual choices made during the 
derivation. The derivation for the specifi c choice presented 
later in this publication, is then carried out in Appendix  1 . 

 After applying Trotter ’ s formula [ 46 ], the fi rst step is 
to insert  two  unit operators in terms of fermionic coherent 
states between two adjacent exponentials,
     

(16)K
(

n(f ), n(i)
; tf

)
=

〈
n(f )

∣∣∣∣exp

(
−

i

�
Ĥtf

)∣∣∣∣n(i)
〉

,

(17)

K
(

n(f ), n(i)
; tf

)
= lim

M→∞

[
M∏

m=0

(∫
dζ

(m)∗
∫

dζ
(m)

∫
dχ

(m)∗
∫

dχ
(m)

)]

×

[
M−1∏
m=0

〈
ζ

(m+1)

∣∣∣∣exp

(
−

iτ

�
Ĥ

)∣∣∣∣χ (m)

〉〈
χ

(m)
|ζ

(m)
〉]

×

〈
n(f )

|χ
(M)

〉〈
χ

(M)
|ζ

(M)
〉〈

ζ
(0)

|n(i)
〉

,
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where   τ = tf /M   . 
 Next, in order to replace the  Grassmann  integrals by 

complex ones, one has to insert complex integrals such that 
the overlap   〈χ (m)

|ζ
(m)

〉    can be written as an integral over a 
product of two factors, with the fi rst one depending only on 
  χ (m)    and the second one on   ζ (m)   . Here, integrals of the form
     

will be used, since this choice allows us to construct a path 
integral, which for intermediate times has the same form as 
the one for  bosons  in coherent state representation [ 29 ] (see 
Appendix  1 ). 

 After this insertion, we can decouple   ζ (m+1)    and   χ (m)    
from   ζ (m)    and   χ (m−1)    in Eq. ( 17 ), such that the integrand for 
the propagator becomes a product, in which the   m   - th  factor 
only depends on   ζ (m)    and   χ (m−1)   . Therefore, the insertion 
of these integrals allows us to integrate out the  Grassmann  
variables exactly after expanding the exponential up to lin-
ear order in   τ   . 

 At this point, it is important to note that not only the 
choice of the inserted integrals is not unique, but that, when 
choosing e.g. integrals of the form ( 18 ), there is a certain 
freedom in choosing the combinations of   k    and   k′   . With the 
choices cf. Appendix  1 , one arrives at 
     

where at fi nal time the integrals over those   φ(M)
j     corre-

sponding to empty single-particle states, i.e., for those   j    
where   n(f )

j = 0   , are already evaluated exactly and therefore 
have to be set to zero in Eq. ( 19 ). In fact, the integrals over 
those components do not even have to be inserted right 
from the beginning, since
     

The exact integration over the fi nally unoccupied states is 
necessary, since the  stationarity  conditions will not give 
solutions for the phases of these components and there-
fore, these integrals can not be performed in a stationary 
phase approximation. For the same reason, the integrations 
over those   φ(0)

j     with   n(i)
j = 0    are already performed exactly. 

This means that effects due to vacuum fl uctuations [ 47 ], 

(18)

∫
C

dφ

∫
C

dμ exp
(
−|φ|

2
− |μ|

2
+ φ∗μ

)
φk (μ∗

)k′

= π2k!δkk′

(19)

K
(

n(f ), n(i)
; tf

)
=

⎡⎢⎢⎣ ∏
j:n(i)

j =1

2π∫
0

dθ
(0)
j

2π
exp

(
−iθ(0)

j

)⎤⎥⎥⎦

×

⎛⎜⎜⎝ ∏
j:n

(f )
j =1

∫
C

dφ
(M)
j

π
φ

(M)
j

⎞⎟⎟⎠
⎛⎝M−1∏

m=1

∏
j

∫
C

dφ
(m)
j

π

⎞⎠

× exp

⎧⎨⎩
M∑

m=1

[
−

∣∣∣φ(m)
∣∣∣2 + φ(m)∗

· φ(m−1)
−

iτ

�
Hcl

(
φ(m)∗, φ(m−1)

)]⎫⎬⎭,

(20)
∫

dχ
(M)
j

∗
∫

dχ
(M)
j exp

(
−χ

(M)
j

∗

χ
(M)
j

)(
1 + χ

(M)
j

∗

ζ
(M)
j

)
= 1.

i.e., the spontaneous creation and annihilation of particles 
out of the vacuum, are treated exactly. Furthermore, for 
  m = 0   , the integrations over the amplitudes   J(0)

j = |φ
(0)
j |

2    
for the initially occupied single-particle states   j    are per-
formed exactly (see Appendix  1  for details of this exact 
integration). As a matter of fact, these integrals could also 
be included in the stationary phase approximation, which 
would eventually result in a multiplication of our result for 
the semiclassical propagator with a factor   α = eN/(

√
2π)N ,    

where   N    is the total number of particles, which is the   N   - th  
power of Stirling ’ s approximation of   n!    for   n = 1   . 

 Now one might raise the question, why the initial ampli-
tudes related to occupied states are integrated out, but not 
the fi nal ones. Actually, the amplitudes of   φ(M)

j     for occu-
pied sites could also be integrated out, which would result 
in dividing the result for the semiclassical approximation 
by the same factor   α   . However, we choose not to perform 
them, in order to be in accordance with the usual fi rst- quan-
tized  semiclassical approach, where the path integral, to 
which the stationary phase approximation is applied, con-
sists of one integration (over the canonical variables cho-
sen as basis) less than those over their canonical conjugate 
variables. For instance, the path integral for the propaga-
tor in confi guration space consists (before taking the limit 
  M → ∞   ) of   M    momentum integrals and   M − 1    position 
integrals. Moreover, our choice is supported by the fact that 
it leads to the exact result if the quantum Hamiltonian is 
diagonal and non-interacting. 

 When comparing the path integral with the correspond-
ing one in fi rst quantization, Eq. ( 2 ), the phases   θ(0)

j     would 
correspond to the initial momenta of the path. The role 
of   φ(M)   , however, is much more sophisticated. Its phases 
again correspond to the fi nal momenta, while its amplitude 
should somehow correspond to the fi nal position. Yet, the 
value of the latter is not fi xed to   n(f )

j = 1   , which would be 
the expected boundary condition for the paths. This bound-
ary condition is hidden in the integration over   φ(M)

j     and is 
determined by the extra factor   φ(M)

j     of the integrand. In a 
stationary phase analysis of the integrand, which will be 
performed below, one fi nally recognizes that indeed both, 
the  stationarity  condition of phase and amplitude of   φ(M)

j    , 
are required in order to get the correct boundary condition. 
Thus, the boundary condition at fi nal time is indeed hidden 
in the full integral over   φ(M)

j    . 
 Finally, it should be noted that the classical Hamiltonian 

  Hcl    is not unique, but again depends on the way chosen 
to construct the path integral in complex variables. There 
remains a certain freedom to weigh individual terms in 
the classical Hamiltonian differently, which might help in 
studying effects related to particular parts of the Hamilto-
nian. For instance, in the Hamiltonian given in Eq. ( 118 ) 
in  “  Appendix 3.1  ” , the interaction, single-particle ener-
gies and the  antisymmetry  under particle exchange are 

Reprinted from the journal 71



 Theor Chem Acc (2014) 133:1563

1 3

weighted exponentially, while the  Pauli  principle is given 
by an exponential suppression of hopping processes lead-
ing to occupations of one single-particle state by more 
than one particle. However, due to the exponential fac-
tor in the diagonal term of the single-particle part of the 
Hamiltonian, processes quantum mechanically forbidden 
by the  Pauli  principle are further suppressed energetically. 
This  energetical  suppression essentially corresponds to the 
heuristic inclusion of a  Pauli  potential [ 38 ,  48  –  51 ], i.e., a 
potential, which hinders two electrons to occupy the same 
single-particle state. 

 For the quantum Hamiltonian considered here,
     

one possible classical Hamiltonian is given by
     

where the product in the last line runs only over those val-
ues of   j   , which are lying between   α    and   β   , excluding   α    and 
  β    themselves. The case   μ = φ∗   , i.e., 
     

will be of particular importance for the continuum limit. 
It is instructive to compare it with the classical electron 
analog model ( CEAM ) obtained from Miller ’ s mapping 
which gives in this case
     

in terms of the, now  restricted , variables   φα    with   |φα|
2

≤ 1   . 
 In Eq. ( 22 ), the factors   1 − 2μjφj    are a consequence 

of the  anticommutativity  of the creation and annihilation 
operators (and the  Grassmannians ) and thus account for 
the  antisymmetry  of the fermions under particle exchange. 

(21)
Ĥ =

∑
α,β

hαβ ĉ†
α ĉβ +

∑
α,β
α �=β

Uαβ ĉ†
α ĉ†

β ĉβ ĉα .

(22)

Hcl(μ, φ)

=

∑
α

hααμαφα +

∑
α,β
α �=β

Uαβμαμβφαφβ +

∑
α,β
α �=β

hαβμαφβ

× exp
(
−μαφα − μβφβ

)∏
j

α,β(
1 − 2μjφj

)
,

(23)

Hcl
(
φ∗, φ

)
=

∑
α

hαα|φα|
2
+

∑
α,β
α �=β

Uαβ |φα|
2
|φβ |

2
+

∑
α,β
α �=β

hαβφ∗

αφβ

× exp
(
−|φα|

2
− |φβ |

2
)∏

j

α,β(
1 − 2|φj|

2
)

,

(24)

HCEAM
cl

(
φ∗, φ

)
=

∑
α

hαα|φα|
2
+

∑
α,β
α �=β

Uαβ |φα|
2
|φβ |

2
+

∑
α,β
α �=β

hαβφ∗

αφβ

×

√
(1 − |φα|2)(1 − |φβ |2)

∏
j

α,β(
1 − 2|φj|

2
)

,

Consider for example the following two processes for the 
scattering of two particles in the states   1    and   2    into the states 
  2    and   3   : in the fi rst process, the particle in state   1    is scat-
tered into state   3   , with the second particle staying in state   2   , 
while in the second one the particle in state   2    is scattered 
into state   3    and the particle in state   1    is scattered into state 
  2   . These two processes are the same up to an exchange of 
the two particles. Therefore, these two processes have to 
yield the same contribution, but with a different sign. On 
the other hand, if state   2    is empty, while a particle is scat-
tered from state   1    to state   3   , there is no corresponding pro-
cess resulting from an odd number of exchanges of parti-
cles, and thus, the contribution has always to be the same. 
In general, a process where a particle is scattered from 
state   α    to state   β    with   |α − β| > 1   , has to be multiplied by 
a factor of   −1    for each occupied state   j    between   α    and   β
   . However, classically the occupations are not restricted to 
  0    and   1   , but can be any number, such that one ends up with 
a factor interpolating between the two extreme values   +1    
for the case without a particle in state   j    and   −1    for the case 
where state   j    is occupied. Furthermore, the exponential in 
the non-diagonal part of the single-particle term accounts 
for the  Pauli  principle by the exponential suppression of 
processes, which lead to an enhanced number of particles 
within one single-particle state. 

 A (certainly not complete) list of further possible clas-
sical Hamiltonians corresponding to the quantum Hamilto-
nian ( 21 ) can be found in Appendix  3 . 

 It is furthermore instructive to see how our approach 
treats the extreme case of a  single  electron,   N = 1   , where 
the state space is spanned by two discrete states and  anti-
commutation  of the fermionic fi elds does not play a role. 
In this situation, our results can be directly compared with 
existing exact mappings between systems with   n = 2    dis-
crete states and a quantum top with total angular momen-
tum   s    such that   n = (2s + 1)/2   . In the Chemical Physics 
community, these so-called Meyer – Miller – Stock –  Thoss  
( MMST ) methods [ 36 ,  41 ,  44 ,  52 ] have been successfully 
used to describe non-adiabatic transitions of the nuclear 
dynamics between two potential surfaces corresponding to 
two discrete many-body states of the electrons. The  MMST  
method maps the dynamics of a two-level system into the 
problem of a spinning particle, which can be in turn mapped 
into a set of harmonic oscillators by means of the  Schwinger  
representation of angular momentum (see [ 44 ]). In this way, 
a classical picture for two-level systems is obtained, as a 
basis for standard (continuous) semiclassical approaches. 

 Our result for the classical limit of a single electron, 
included in Eq. ( 23 ), appears naturally within the  MMST  
approach as an approximate version of the Holstein- Pri-
makoff  transformation, see [ 44 ] for details and [ 21 ] for 
an application to spin transport. As it is also shown there, 
this classical limit, however, gives unsatisfactory results 
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when used as starting point of a semiclassical calculation 
of the time evolution of quantum observables. This appar-
ent drawback is fully resolved when taking into account, as 
shown in detail here, that the semiclassical limit where our 
result holds is defi ned by   N → ∞   . Therefore, the applica-
tion of our methods to the limiting case   N = 1    is expected 
to poorly compare with exact quantum mechanical results. 
However, the main motivation of the present work is to deal 
 semiclassically  with  anticommuting  variables, not with few 
discrete degrees of freedom as in [ 44 ]. 

    3.2   Comparison with  CEAM  and  Klauder  ’ s approach 

 Miller ’ s heuristic approach can actually be verifi ed by 
extracting the classical Hamiltonian from another path inte-
gral representation. This is by extending the   b   -fermionic 
states introduced by  Klauder  in [ 35 ],
     

to the case of multiple single-particle states and defi ne (see 
also [ 53 ])
     

These states defi ne an  overcomplete  basis for the fermionic 
Hilbert space, as they form the identity
     

where   D    denotes the unit disk in the complex plane, and 
therefore can be used to construct a path integral represen-
tation of the propagator in terms of paths   b(t)    in the space 
of commuting variables   b   . 

 The steps of the derivation of the path integral in this 
basis correspond to those one follows to construct the fer-
mionic path integral using coherent states [ 29 ,  35 ]. After 
reaching a form where the classical Hamiltonian can be 
read off from an action functional giving the phase of the 
quantum propagator, we obtain
     

A short calculation fi nally shows that the classical Hamilto-
nian ( 28 ) obtained using  Klauder  ’ s representation is equal 
to Miller ’ s, Eq. ( 24 ), i.e., 
     

thus providing a rigorous construction of the classical limit 
of the approach by Miller and coworkers [ 37 ]. 

 In principle, having at hand a classical Hamiltonian as 
the one in Eq. ( 24 ), a semiclassical analysis of the path 

(25)|b〉 =

√
1 − |b|

2
|0〉 + b|1〉,

(26)|b〉 =

∏
j

(√
1 − |bj|

21̂ + bjĉ
†
j

)
|0〉.

(27)

⎛⎝∏
j

∫
D

db(m)
j

π

⎞⎠|b〉〈b| = 1̂

(28)HKlauder
cl (b∗, b) =

〈
b
∣∣∣Ĥ∣∣∣b〉.

(29)HKlauder
cl (b∗, b) = HCEAM

cl (b∗, b).

integral in   b   -representation along the lines presented bellow 
can be carried out. The fi rst step is to consider the classical 
equations of motion
     

which can be canonically transformed into
     

     

Without loss of generality, we consider the many-body 
Hamiltonian ( 21 ). Inspection of the associated equa-
tions of motion readily shows that the classical occupa-
tions   nj = |bj|

2    evolve in time only through the terms that 
depend on the phases   θj   . Here is where the classical limit 
  HCEAM

cl (b∗, b)    is problematic: due to the presence of the 
 “  Pauli  ”  factors   

√
n(1 − n)    in Eq. ( 24 ) we trivially obtain

     

Therefore, the classical phase-space manifolds associ-
ated with the physical  Fock  states, which are defi ned by 
precisely the condition   n = 0 or 1   , do not evolve in time 
and there is no way to connect the quantum and classical 
dynamics, neither at the quasi-classical, nor at the semi-
classical level. Remarkably, the classical limit as given for 
example in Eq. ( 22 ) circumvents this problem by allowing 
arbitrarily high classical occupation numbers, but penaliz-
ing them in a smooth (but exponentially strong) manner. 

 It is important to stress that there is no reason why clas-
sical occupations must be bounded, exactly as there is no 
reason why they have to take only integer values. In both 
cases, we are apparently violating what is just a classical 
picture of the fermionic degrees of freedom. However, fer-
mionic fi elds are essentially non-classical objects and we 
are satisfi ed with being able to  defi ne  a consistent classical 
limit by pure formal manipulations. Adopting this pragmat-
ical point of view of defi ning the classical limit formally 
through the exact path integral, the fi elds   φα    in Eq. ( 23 ) do 
not need to fi t our expectations on how the classical limit 
should look like. All that we ask them for is to correctly 
describe the propagation between physical  Fock  states. 

     4   Semiclassical approximation 

 The reason for the semiclassical approach to any quantum 
system to be rooted in the path integral formulation is that 

(30)i�
d

dt
b(t) =

∂

∂b∗
HCEAM

cl (b∗, b),

(31)i�
d

dt
nj(t) =

∂

∂θj
HCEAM

cl (b∗, b)

∣∣∣∣
b=

√
n exp(iθ)

(32)i�
d

dt
θj(t) = −

∂

∂nj
HCEAM

cl (b∗, b)

∣∣∣∣
b=

√
n exp(iθ)

.

(33)
d

dt
nj(t)

∣∣∣∣
n=0 or 1

= 0.
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it accomplishes simultaneously three major goals. First, it 
allows us to identify the classical limit of the theory. Sec-
ond, it serves as the starting point of a systematic station-
ary phase analysis that eventually leads to the semiclas-
sical propagator. Third,  it is in the structure of the action 
functional where    �eff     can be identifi ed . The effective 
 Planck  constant is not only the dimensionless parameter 
that defi nes the classical limit   �eff → 0   , but also the small 
parameter that makes the whole semiclassical approach 
valid. It appears non- perturbatively , if the characteristic 
path integral representation of the propagator,
     

is written in terms of a dimensionless action   ̃R   ,
     

Inspection of the exponents in Eq. ( 19 ) shows that  Planck  ’ s 
constant   �    actually plays a minor role in our case. Clearly, 
  �    can be absorbed simply by a redefi nition of the param-
eters of the Hamiltonian (note that this is not the case in the 
usual phase-space path integral). In order to identify   �eff   , 
we rescale all the fi elds in such a way that the exponent 
appearing in Eq. ( 19 ) takes the form   ̃R/�eff    with   ̃R = O(1)   . 
Following this recipe, Eq. ( 19 ) leads to
     

showing that in the present approach  the classical limit cor-
responds to the limit of large number of particles . In the 
following, we complete the stationary analysis of the exact 
propagator valid in this   N � 1    limit. 

 In Eq. ( 19 ) all integrals, that can and should be carried 
out exactly, are already performed, except for the integra-
tion over the initial phase of the fi rst occupied single-par-
ticle state. This integration has to be done exactly because 
of the   U(1)    gauge symmetry, i.e., the freedom to multiply 
the wave function by an arbitrary global phase. In order to 
perform this integration, one fi rst has to substitute the inte-
grations over the real and imaginary part of   φ(m)

j     by those 
over its modulus squared   J(m)

j     and phase   ϕ(m)
j     and then has 

to substitute the latter by   θ(m)
j − θ

(0)
j1

   , where   j1    denotes the 
fi rst initially occupied single-particle state,
     

These substitutions can be summarized as
     

for all   j    and   m ≥ 1   , while for   m = 0   ,
     

(34)K ∼

∫
D[·]eR[·]/�,

(35)K ∼

∫
D[·]eR̃[·]/�eff .

(36)�eff = N−1,

(37)j1 = min
{

j ∈ {1, 2, . . .} : n(i)
j = 1

}
.

(38)φ
(m)
j =

√
J(m)

j exp
[
i
(
θ

(m)
j − θ

(0)
j1

)]
,

(39)
φ

(0)
j = n(i)

j exp
[
i
(
θ

(0)
j − θ

(0)
j1

)]
if j �= j1,

     

After these substitutions, it is easy to see that the remain-
ing dependence of the path integral on the global phase 
  θ(0)

j1
    is given by   exp[i(Nf − Ni)θ

(0)
j1

]   , with   Ni/f =
∑

j n(i/f )
j     

being the initial, respectively, fi nal total number of par-
ticles. Therefore, the integration over the global phase 
simply yields a factor   2πδNf ,Ni   , which accounts for the 
conservation of the total particle number. The remaining 
integrals over   J(m)

j     and   θ(m)
j     are then performed in station-

ary phase approximation, where (similar to the derivation 
of Stirling ’ s approximation) for consistency and in order 
to include the behavior of the integrand especially for 
small occupations correctly, it is important to include the 
factors
     

in the  stationarity  analysis. For intermediate times, 
  1 ≤ m < M   , the  stationarity  conditions for   J(m)

j     and   θ(m)
j     

can be combined to the conditions
     

     

In the same way, the conditions for   m = M    can be written 
in the form of Eq. ( 42 ) with   m = M    as well as the boundary 
condition
     

Note that a linear combination of the  stationarity  conditions 
for   θ(M)

j     and   J(M)
j     is required to get the stationary phase 

conditions in this form. 
 Since the integration over the initial phase is performed 

only for occupied states, and the amplitude of   φ(0)
j     is equal 

to the initial occupation of the site   n(i)
j    , the  stationarity  con-

dition for   θ(0)
j     yields Eq. ( 43 ) with   m = 0   . When fi nally tak-

ing the continuous limit   τ → 0   , these conditions result in 
the equations of motion
     

     

along with the boundary conditions
     

(40)φ
(0)
j1

= exp
(

iθ(0)
j1

)
.

(41)
√

J(m)
j = exp

[
log

(
J(m)

j

)
/2
]

(42)i�
(
φ

(m)
j − φ

(m−1)
j

)
= τ

∂Hcl

(
φ(m)∗, φ(m−1)

)
∂φ

(m)
j

∗ ,

(43)−i�
(
φ

(m+1)
j

∗

− φ
(m)
j

∗
)

= τ
∂Hcl

(
φ(m+1)∗, φ(m)

)
∂φ

(m)
j

.

(44)J(M)
j = n(f )

j .

(45)i�φ̇(t) =
∂Hcl(φ

∗(t), φ(t))

∂φ∗(t)
,

(46)−i�φ̇∗(t) =
∂Hcl(φ

∗(t), φ(t))

∂φ(t)
,

(47)
∣∣φj(0)

∣∣2 = n(i)
j ,

∣∣φj(tf )
∣∣2 = n(f )

j
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with   φj1(0) = 1   . It is important to note that the equations of 
motion ( 45 ) and ( 46 ) are complex conjugates of each other, 
such that for   J    single-particle states we get   J    complex (or 
correspondingly   2J    real) equations of motion with   2J    real 
boundary conditions. Therefore one can always fi nd at least 
one solution without the  complexifi cation  necessary for the 
bosonic coherent state propagator [ 33 ,  54 ]. Therefore, the 
classical Hamiltonian and action will also be real. 

 We also point out the key difference in the role of the 
boundary conditions in Eq. ( 47 ) when compared with the deri-
vation of the classical limit from the path integral in the stand-
ard fi rst- quantized  case. In the latter case,  boundary conditions 
are imposed at the level of the path integral  and therefore are 
not subject to the stationary phase conditions. Contrary to the 
bosonic case where this observation remains true [ 34 ], here 
again we encounter that the classical limit of fermionic fi elds 
displays counter-intuitive features: the boundary conditions 
( 47 ) that allow for multiple solutions of ( 45 ,  46 ) are them-
selves obtained from a stationary phase argument, and the 
corresponding quantum fl uctuations must be considered at the 
same footing as the fl uctuations around the classical solutions. 

 Evaluating the exponent of the path integral along the 
stationary point (including all additional phase factors orig-
inating from the boundary terms   m = 1, M   ) then yields the 
classical action
     

of the mean-fi eld trajectories defi ned by the equations of 
motion ( 45 ) and the boundary conditions ( 47 ). In Eq. ( 48 ) 
the real functions   θ(t)    and   J(t)    are defi ned through
     

It is worth to note, that the equations of motion ( 45 ,  46 ) in 
these variables can also be written as the real equations
     

     

where   φ∗
j (t)    and   φj(t)    should be understood as functions of   Jj(t)    

and   θj(t)    according to Eq. ( 49 ). Thus, the classical trajectory 
lives on a  symplectic  manifold in phase space, which is here 
defi ned as   {(J, θ) : Jj=1,2,... ∈ [0, ∞), θj=1,2,... ∈ [0, 2π)}   . 
Moreover, the theory of canonical transformations [ 55 ] can be 
applied to show that the  Poincar é  - Cartan  1-form
     

is invariant under canonical transformations. 
 The derivatives of the action can be found by applying 

the equations of motion to the integrand to read

(48)Rγ

(
n(f ), n(i)

; tf
)

=

tf∫
0

dt
[
�θ(t) · J̇(t) − Hcl

(
φ∗(t), φ(t)

)]
,

(49)φj(t) =
√

Jj(t) exp
(
iθj(t)

)
.

(50)J̇(t) =
2

�

∂Hcl(φ
∗(t), φ(t))

∂θ(t)
,

(51)θ̇(t) = −
2

�

∂Hcl(φ
∗(t), φ(t))

∂J(t)
,

(52)θ · dJ − Hdt

     

     

     

where   Eγ = Hcl(φ
∗(0), φ(0))    is the energy of the trajectory. 

 Finally, the propagator Eq. ( 16 ) reads
     

where the sum runs over all  “ classical paths ”    γ    which sat-
isfy the equations of motion ( 45 ) and the boundary condi-
tions ( 47 ), while   Aγ    is given by the still pending integra-
tions over the second variation of the paths. 

 As is shown in Appendix  2 ,   Aγ    can be written as
     

with   N = Ni = Nf     being the total particle number and   IN    
the   N × N    unit matrix. Moreover,   Pf     is the matrix of the 
projector onto the subspace of the states which are occu-
pied at fi nal time, such that e.g. 
     

For later reference, we also defi ne   Pi   , which is defi ned in the 
same way as   Pf    , but selecting the initially occupied single-
particle states, as well as the complements   ̄Pi/f     of   Pi/f    . With 
these matrices, one can also defi ne the (orthonormal) matrix
     

shifting all components of a vector corresponding to an ini-
tially (fi nally) unoccupied single-particle state in front of 
all the others. 

 Finally, in Eq. ( 57 )   X(t)    satisfi es the differential equation
     

with initial condition

(53)
∂Rγ

(
n(f ), n(i)

; tf
)

∂n(i)
= −�θ(0),

(54)
∂Rγ

(
n(f ), n(i)

; tf
)

∂n(f )
= �θ(tf ),

(55)
∂Rγ

(
n(f ), n(i)

; tf
)

∂tf
= −Eγ ,

(56)Ksc
(

n(f ), n(i)
; tf

)
=

∑
γ

Aγ exp

[
i

�
Rγ

(
n(f ), n(i)

; tf
)]

,

(57)

Aγ =
1

√
2π

N−1 exp

⎧⎪⎨⎪⎩ i

2�

tf∫
0

dtTr

[
∂2Hcl

∂φ(t)2 X(t)

]⎫⎪⎬⎪⎭
det

{
IN + exp

[
−2idiag

(
Pf θ(tf )

)]
Pf X(tf )P

T
f

}−
1
2 ,

(58)
Pf n(f )

= (1, . . . , 1︸ ︷︷ ︸
N

)T.

(59)Qi/f =

(
P̄i/f
Pi/f

)
,

(60)

Ẋ(t) =
i

�

∂2Hcl

∂φ∗(t)2 −
i

�

∂2Hcl

∂φ∗(t)∂φ(t)
X(t)

−
i

�
X(t)

∂2Hcl

∂φ(t)∂φ∗(t)
+

i

�
X(t)

∂2Hcl

∂φ(t)2 X(t),
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The same differential equation, however with different ini-
tial conditions, was encountered previously in derivations 
of a semiclassical propagator for bosonic many-body sys-
tems in coherent state representation [ 33 ,  54 ]. The solutions 
given there indicate, how to fi nd   X(t)   : Consider a solution 
  ψ(t)    of the equations of motion with initial conditions   Y    
and   W   , whereby each pair   (Yj, Wj)    are canonically conju-
gate variables. Possibilities for the choice of these pairs are 
e.g.   (Rψj(0), Iψj(0))   , where   R    and   I    denote the real and 
imaginary part, respectively,   (

∣∣ψj(0)
∣∣, arg ψj(0))    with   arg ψ    

denoting the phase of   ψ   , or   (ψj(0), ψ∗
j (0))   . Then, the differ-

ential equation ( 60 ) is solved by the function
     

evaluated at the initial conditions corresponding to the tra-
jectory   γ   . 

 Finally, in order to fi nd the solution for   X(t)   , the varia-
bles   Y    and   W    need to be chosen such that for   t = 0   , Eq. ( 62 ) 
also satisfi es the initial condition ( 61 ), which yields
     

Eventually, the semiclassical amplitude   Aγ    can be written as
     

with   P′
i    and   P′

f     being the matrices resulting from   Pi    and   Pf ,    
respectively, by removing the fi rst line. The determinant 
consisting of the matrices
     

     

(61)X(0) = QT
i

(
0

exp
[
2idiag

(
P′

iθ(0)
)] )Qi.

(62)−
∂ψ(t)

∂W

(
∂ψ

∗(t)

∂W

)−1

,

(63)(Yj, Wj) =

{
(ψj(0), ψ∗

j (0)), if n(i)
j = 0 or j = j1

(n(i)
j , θj), else.

(64)

Aγ =

√√√√√det

⎡⎣ 1

2π i�

∂2Rγ

∂

(
P′

f n(f )
)
∂
(
P′

in
(i)
)
⎤⎦

×

√
det Qf Qi exp

⎛⎜⎝ i

2�

tf∫
0

dtTr
∂2Hcl

∂φ∗∂φ

⎞⎟⎠
× exp

⎛⎜⎝ i

2

∑
j:n(f )

j =1

θj(tf ) −
i

2

∑
j:n(i)

j =1

θj(0)

⎞⎟⎠
× det

(
A − BC−1D

)−
1
2
.

(65)A =

∂

(
P̄f φ

∗(tf ), J
min

{
j∈{1,2,...}:n(f )

j =1
}(tf )

)
∂
(
P̄′

iφ
∗(0)

) ,

(66)B =

∂

(
P̄f φ

∗(tf ), J
min

{
j∈{1,2,...}:n(f )

j =1
}(tf )

)
∂
(
P′

iθ(0)
) ,

     

     

accounts for the vacuum fl uctuations that have been 
treated exactly. Note that in Eq. ( 64 ), the  Solari - Kochetov  
extra-phase
     

typically arises in a semiclassical approximation of the 
propagator in coherent state representation [ 33 ,  56  –  58 ], 
while in the standard (fi rst  quantized ) van- Vleck  –  Gut-
zwiller  propagator [ 5 ], this phase is absent, due to the 
 Weyl  (symmetric) ordering of the Hamiltonian with 
respect to position and momentum operators. For  Bosons , 
the  Solari - Kochetov  phase can be absorbed in the action 
by replacing the bosonic creation and annihilation opera-
tors according to   ̂a†

j âj′ → (â†
j âj′ + âj′ â

†
j )/2    [ 33 ], which 

corresponds to  Weyl  ordering of the quantum Hamilto-
nian. In the same way, for the propagator in spin coherent 
states, this phase is absent in  Weyl  ordering [ 59 ]. How-
ever, this vanishing of the  Solari - Kochetov  phase in these 
cases is due to the fact that the classical Hamiltonian is 
obtained out of the quantum one by the simple replace-
ments   ̂a†

j → φ∗
j     and   ̂aj → φj   , which is not valid here. 

Therefore, it seems that here this phase can not be elimi-
nated by changing the chosen ordering of the fermionic 
creation and annihilation operators. 

 Due to their defi nition Eq. ( 59 ), the determinants 
  det Qi/f     depend only on the choice of the initial and fi nal 
occupations and accept only the values   ±1   . Note that this 
sign also depends on the defi nition of the  Fock  states, while 
the product of both depends only on the relative changes 
between the initial and fi nal state and therefore is independ-
ent of the exact choice of ordering of the single-particle 
states. 

 It is important to notice that in Eq. ( 64 ) the determinant 
  det(A − BC−1D)    depends only on the derivatives of the 
values of the trajectory at fi nal time with respect to the ini-
tial conditions and should, therefore, be possible to calcu-
late in an actual application. Moreover, we expect that this 
determinant is just the product of the exponentials of the 
fi nal and initial phases of the fi nal unoccupied states, which 
can be set to zero. Thus, we assume this determinant to be 
equal to one. However, up to now, we did not succeed in 
proofi ng this conjecture rigorously and therefore, we will 
keep this determinant in the following. 

(67)C =

∂

(
P′

f J(tf )
)

∂
(
P′

iθ(0)
) ,

(68)D =

∂

(
P′

f J(tf )
)

∂
(
P̄′

iφ
∗(0)

) .

(69)exp

(
i

2�

∫ tf

0
dtTr

∂2Hcl

∂φ∗∂φ

)
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    5   Transition probability 

   5.1   General semiclassical treatment 

 Knowing the propagator enables us, in principle, to calcu-
late the quantum probability to measure the  Fock  state   n(f )    
after preparing the system of spin-  1/2    particles in the initial 
 Fock  state   n(i)    and letting it evolve for some time   t   . Com-
puting this probability is usually non-trivial, since the sin-
gle-particle states can on the one hand be chosen arbitrarily, 
and may thus not necessarily be eigenstates of the single-
particle Hamiltonian, and on the other hand, interactions in 
general induce a coupling between different single-particle 
states. This probability is given by the modulus square of 
the overlap between the time evolved state and   

∣∣n(f )
〉
   ,

     

Using the semiclassical approximation ( 56 ), it is given by a 
double sum over trajectories,
              

 Upon applying an energy or disorder average, the action 
difference gives rise to huge oscillations, such that most 
contributions to the averaged double sum will cancel, 
except if the paths   γ    and   γ ′    are correlated. The types of tra-
jectory pairs, which we will consider in the following are 
depicted in Fig.  1 . The simplest type of correlation arises 
for   γ = γ ′   . This is known as the diagonal approximation 
[ 60 ]. The second derivatives of the action with respect to 
the initial and fi nal  Fock  state in the  prefactor  can then be 
used to transform the sum over trajectories into an integra-
tion over the initial phases. Then, the diagonal approxima-
tion yields,
     

which we will refer to as classical probability. Here,   φ(t)    
is the solution of the equations of motion Eq. ( 45 ) with the 
initial condition   φj(0) =

√
n(i)

j exp
(

iθ(i)
j

)
   . It is worth to 

notice that the exact treatment of the vacuum fl uctuations 
gives rise to a  renormalization  of the transition probability 
by the additional factor   det

(
A − BC−1D

)−1
   . 

 Further pairs of correlated trajectories are those given 
by   γ    and its time reverse,   γ ′

= T γ   . However, the time 
reverse of a trajectory exists only if the system is time 
reversal symmetric. Moreover, the initial and fi nal occupa-
tions, respectively, of both trajectories in the double sum 

(70)P
(

n(f ), n(i)
; tf

)
=

∣∣∣〈n(f )
∣∣∣K̂(

tf
)∣∣∣n(i)

〉∣∣∣2.

(71)P
(

n(f ), n(i)
; tf

)
≈

∑
γ ,γ ′

Aγ A
∗

γ ′ exp

[
i

�

(
Rγ − Rγ ′

)]
.

(72)

Pcl

(
n(f ), n(i)

; tf
)

=

2π∫
0

dN−1θ(i) det
(

A − BC−1D
)−1

× δ

(∣∣φ(tf )
∣∣2 − n(f )

)
,

of Eq. ( 71 ) have to be the same. On the other hand, if   γ    has 
initial occupations   n(i)    and fi nal occupations   n(f )   , the initial 
occupations of its time reverse are given by the time reverse 
of   n(f )    and the fi nal ones by the time reverse of   n(i)   . There-
fore, in order to pair   γ    with its time reverse, we need time 
reversal symmetry and also the fi nal  Fock  state has to be 
the time reverse of the initial one. To this end, one has to 
replace the sum over trajectories from   n(i)    to   n(f )    by a sum 
over trajectories ending at the  Fock  state   T n(i)    originating 
from time reversing the initial one. To this end, the actions 
in the exponential need to be expanded in the fi nal  Fock  
state around   T n(i)    up to linear order, while the  prefactor  
is assumed to vary only very slightly with   n(f )   , such that it 
can be simply replaced by   T n(i)   . For pairs   γ ′

= T γ    this 
procedure then gives the contribution
     

with the difference   �R = Rγ − RT γ    in the actions of   γ    and 
  T γ   . Since for time reversal symmetric systems, the energy 
of a trajectory and its time reverse is the same, we easily get

     

In the next steps, we assume — in accordance with the cases 
considered below — that the difference   �R   , is independent 

(73)

∑
γ

Aγ A
∗

T γ exp

(
i

�
�R

)
× exp

[
i
(
θ
(γ )(tf ) − θ

(T γ )(tf )
)

·

(
n(f )

− T n(i)
)]

,

(74)�R = �

tf∫
0

dt
(
θ

(γ )
· J̇(γ )

− θ
(T γ )

· J̇(T γ )
)

.

 Fig. 1       The quantum transition in a system of spin-  1/2    particles in the 
semiclassical limit. A trajectory   γ    is paired with a partner trajectory 
  γ ′,    where   γ ′    can be either   γ    itself, or its time reverse. The annotations 
at the arrows indicate the symmetry class required for the correspond-
ing pairing to be present  
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of the trajectory. This is usually the case, since the second 
part of the integral in the action difference can be related 
with the fi rst one by making use of the nature of the time 
reversal operation. However, as we will see later,   �R    does 
not vanish in general. Moreover, we can  savely  assume 
that   θ (T γ )(tf )    depends on the initial phases of   γ   , only (and 
through them on the initial  Fock  state). 

 Upon disorder average, the phases   θ(γ )
j (tf )    behave, for 

chaotic systems, like linearly distributed random variables 
between   0    and   2π   . Thus, treating them as random variables 
and performing the average, yields a   δn(f ),T n(i)   , such that one 
gets after utilizing the second derivative of the action again
     

The action difference   �R    strongly depends on whether the 
system is diagonal in spin space or not. 

    5.2   Systems diagonal in spin space 

 If the system is diagonal in spin space, i.e., the Hamiltonian 
does not consist of terms giving rise to spin-fl ips, the time 
reversal operation amounts to a complex conjugation only, 
and therefore
     

It also implies that, on the classical level, the time reverse 
of   φ(t)    is given by   φ∗(tf − t)   . With this information, it is 
easy to prove that time-reversed paths have the same action, 
  �R = 0   . Thus, in semiclassical approximation, the averaged 
transition probability for a spin-diagonal system is given by
     

This is, apart from the  renormalization  of the classical tran-
sition probability due to the exact treatment of the vacuum 
(see Eq. ( 72 )), exactly the same result found previously for 
bosonic, spinless systems [ 34 ]. 

    5.3   Systems non-diagonal in spin space 

 If the system ’ s Hamiltonian is non-diagonal in spin space, 
the time reversal operation is not just complex conjugation, 
but also demands an exchange of the spin-up and spin-
down components while at the same time introducing a 
relative minus sign between them,
     

Here   ̂σj,y    is the   y   - Pauli  matrix for the   j   - th  state and   ̂K    
denotes complex conjugation. Important examples of sys-
tems with such time reversal operations are for instance 

(75)Pcl

(
n(f ), n(i)

; tf
)
δn(f ),T n(i) exp

(
i

�
�R

)
.

(76)T n(i)
= n(i).

(77)P
(

n(f ), n(i)
; tf

)
≈ Pcl

(
n(f ), n(i)

; tf
)(

1 + δn(f ),n(i)

)
.

(78)T̂ =

⎡⎣∏
j

(
−iσ̂j,y

)⎤⎦K̂ .

systems with a  Rashba  spin-orbit coupling [ 61 ], which is 
of key importance in semiconductor  spintronics , but more 
recently has also been realized using ultra-cold atoms [ 62 ]. 

 On the classical level, this means that the time reversal 
of   φ = (φ↑, φ↓)T   , where   φ↑(↓)    is the vector containing all 
spin-up (spin-down) components of   φ   , is given by
     

and therefore also
     

For the action difference, this yields
     

where   N↑(↓)    is the total number of spin-up (spin-down) par-
ticles in the initial state. 

 Thus, invoking the widely used nomenclature of the ran-
dom matrix symmetry classes and quantum chaos [ 6 ], one 
fi nally fi nds for the averaged transition probability in semi-
classical approximation
     

Here,  GUE  (Gaussian Unitary Ensemble) means that the 
average runs over systems without time reversal symmetry, 
while for  GOE  (Gaussian Orthogonal Ensemble) and  GSE  
(Gaussian  Symplectic  Ensemble) the average is over time 
reversal invariant spin-  1/2    systems, which are diagonal and 
non-diagonal in spin space, respectively. This result and in 
particular the origin of the deltas is illustrated in Fig.  1 . 

 It is important to note that, the probability to fi nd 
  n(f )

= T n(i)    is zero on average for the  GSE  case, if   N    is 
odd. However, the transition probability is a strictly positive 
quantity. Therefore, in order to become zero on average, it 
has to be zero for each disorder realization. In other words, 
for a time reversal symmetric system, which is non-diago-
nal in spin space, the transition from an initial  Fock  state to 
its spin reversed version is  semiclassically  prohibited,
     

for an odd total number of particles. This is consistent with
     

(79)T

(
φ↑(t)
φ↓(t)

)
=

(
−φ∗

↓
(tf − t)

φ∗
↑
(tf − t)

)
,

(80)T n(i)
= T

(
n(i)

↑

n(i)
↓

)
=

(
n(i)

↓

n(i)
↑

)
.

(81)�R = π�

∑
j

[(
T n(i)

)
j,↑

− n(i)
j,↑

]
= π�

(
N↓ − N↑

)
,

(82)

P
(

n(f ), n(i)
; tf

)

= P(cl)
(

n(f ), n(i)
; tf

)⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 , GUE[
1 + δn(f ) ,n(i)

]
, GOE[

1 + (−1)Nδ
n(f )

↓
,n(i)

↑

δ
n(f )

↓
,n(i)

↑

]
, GSE.

(83)
〈

T̂n(i)
|K̂
(
tf
)
|n(i)

〉
= 0

(84)

〈
T̂n|Ĥ|n

〉
= 0.
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Similar to the proof of  Kramer  ’ s degeneracy [ 2 ], one can 
show that Eq. ( 84 ) implies that for an odd number of parti-
cles and a  symplectic  time reversal symmetry, the transition 
from a  Fock  state to its spin reversed version is exactly for-
bidden quantum mechanically. 

 On the other hand, if the total number of particles is 
even, and hence the total spin is integer, the transition prob-
ability is always enhanced by a factor of two compared to 
the classical one, if the fi nal  Fock  state is the time-reversed 
version of the initial one. 

     6   Conclusions 

 We presented a rigorous derivation of fermionic path inte-
grals representing quantum transition amplitudes in  Fock  
space in terms of unrestricted, commuting complex fi elds. 
In the context of semiclassical approaches, we believe 
that this result represents an important improvement over 
previous approaches. First, we replace the  anticommuting  
( Grassmann ) variables, usually assumed to be the most nat-
ural representation of a fermionic path integral, by complex 
variables in the path integral. In this way, the propagator 
can be given a direct physical interpretation as a complex-
valued amplitude. Second, the path integral is unrestricted 
(defi ned over the whole complex plane) and therefore 
avoids the complications due to the defi nition of path inte-
grals in compact phase spaces. 

 Most notably, in the approach presented here, a Hamil-
tonian classical limit can be identifi ed which leads to real 
actions and therefore explicit interference. After applying 
the stationary phase approximations to the path integral. In 
the semiclassical limit (of large particle number), we are 
able to derive as our major result a van  Vleck  –  Gutzwiller  
type propagator for fermionic quantum fi elds. 

 In contrast to the approaches of [ 37 ,  39 ], here the semi-
classical approximation as well as the classical limit is 
obtained from an exact path integral. However, there is still 
a freedom of choice for the classical Hamiltonian, which 
should be investigated further. Hence, we do not exclude 
the possibility, that by a certain choice, the classical lim-
its of [ 37 ,  39 ] can be recovered. Moreover, it remains to be 
explored, which classical limit is best suited for calcula-
tions and simulations. This may actually even depend on 
the actual problem at hand. 

 In Sect.  5 , we applied our results to the calculation of tran-
sition probabilities in the fermionic  Fock  space, and found 
a rich dependence of many-body interference effects on the 
universality class of the system. For systems with spin-orbit 
interaction that belong to the  symplectic  class, our results 
predict the exact cancelation of the transition probability 
between time-reversed many-body states, if the total number 
of particles is odd. This prediction that can be independently 

demonstrated to be a consequence of  Kramer  ’ s degeneracy, 
is a very stringent test for the correctness of our approach. If 
the total particle number is even, however, the same transi-
tion is not only allowed, but its probability is enhanced by a 
factor of two compared to the transitions to other states. For 
systems without spin-fl ip mechanisms, we recover the coher-
ent  backscattering  previously found for  bosons  [ 34 ]. Upon 
destroying time reversal symmetry all these effects vanish, 
and the transition probability profi le can be assumed to be 
more or less constant for all  Fock  states. 

 Finally, we would like to note that, although the path 
integral Eq. ( 19 ) is restricted to the particle picture, i.e., 
to the case that a particle is defi ned through an occupied 
single-particle state, it is also possible to construct a path 
integral in the hole picture (for more details see  “  Appendix 
3.2  ” ), where a particle is defi ned as an unoccupied single-
particle state. 

 The  major  principle restriction of applicability of our 
approach is that the number of fermions   N � 1    should be 
large enough (our experience in the bosonic case indicates 
that   N ∼ 10    is enough). Therefore, within this regime, elec-
tronic systems such as quantum dots, coupled discrete sys-
tems like spin chains modeled by Heisenberg or  Ising  type 
Hamiltonians, and molecular systems described by a dis-
crete set of single-particle orbitals can be addressed. Still, 
then exist practical limitations of semiclassical approaches 
in concrete applications, related, e.g., to the solution of the 
shooting problem and the correct evaluation of amplitudes 
and  Maslov  indexes. We hope that our approach is still ben-
efi cial for the Chemical Physics community. 

 Finally, we remark that for treating emergent universal 
quantum fl uctuations in  mesoscopic  systems we only need 
to verify that the classical limit displays chaotic behavior, a 
substantially easier task. 

 Further applications of the semiclassical methods along 
the lines presented here like the description of many-body 
spin echoes [ 63 ] are presently under investigation. 
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ported by the Deutsche  Forschungsgemeinschaft   wihtin  FOR 760 and 
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   Appendix 1: Derivation of the path integral 

 For simplicity, in this section, we assume a quantum hamil-
tonian given by
     

The result for a non-diagonal interaction   Uαβγ ν   , however, 
is given in Appendix  3  In order to get from Eq. ( 17 ) to the 

(85)
Ĥ =

∑
α,β

hαβ ĉ†
α ĉβ +

∑
α,β
α �=β

Uαβ ĉ†
α ĉ†

β ĉβ ĉα .
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complex path integral Eq. ( 19 ), the following two integrals 
with   j, j′ ∈ N0   , will be inserted:
     

     

(86)

2π∫
0

dθ

∫
d2φ exp

(
−|φ|

2
+ φ ∗eiθ

− ijθ
)
φj′

= 2π2δj,j′

(87)
∫

d2φ

∫
d2μ exp

(
−|φ|

2
− |μ|

2
+ φ ∗μ

)
φj(μ ∗

)j′
= π2j!δj,j′ ,

for the unoccupied ones, it is important to notice, that the 
term   χ(0)

j
∗

ζ
(0)
j     does vanish when integrating over   ζ (0)   . This 

is because of the properties of the  Grassmann  integrals 
Eq. ( 10 ) and the fact, that there is no   ζ (0)

j
∗

    for those compo-
nents, for which   n(i)

j = 0   . 
 The thus obtained expression is the starting point for an 

iterative insertion of integrals of the form of Eq. ( 87 ). For 
  1 ≤ m < M   , an evaluation of the overlaps and matrix elements 
of Eq. ( 17 ) containing   ζ (m)    yields the following expression:

Thereby   d2μ = dRμdIμ   , i.e., the integrations over   φ    
and, in the second case, over   μ    run over the whole com-
plex plane. One should notice, that the fi rst of these two 
integrals is just the second one, but with the modulus of   μ    
already integrated out. 

 The fi rst of these two integrals is used to decouple   ζ (0)    
from   ζ (1)    by the following identity:
     

with   μ(0)
j = n(i)

j exp(iθ(i)
j )    for all   j ∈ {1, . . . , J}   , where   J    

is the number of single-particle states taken into account. 
Note that here, for the initially unoccupied single-particle 
states, the phases   θ(i)

j     are arbitrary but fi xed, e.g. to zero, 
while the integration runs only over those initial phases   θ(i)

j    , 
for which   n(i)

l = 1   . In this way, the integrals, that have to be 
performed exactly, in order to get a reasonable and correct 
semiclassical approximation for the propagator are already 
done, and do not have to be carried out later. 

 For the   Ni =
∑J

j=1 n(i)
j     initially occupied single-particle 

states, the identity follows directly from Eq. ( 86 ), while 

(88)

∫
d2Jζ (0) exp

(
− ζ

(0) ∗
· ζ

(0)
)⎡⎣ J∏

j=1

(
1 + χ

(0)
j

∗

ζ
(0)
j

)⎤⎦
×

J∏
j=1

(
ζ

(0)
j

∗
)n(i)

j
=

∫
d2Ni φ(0)

πNi

2π∫
0

dNi θ(i)

(2π)Ni

∫
d2Jζ (0)

× exp

(
− ζ

(0) ∗
· ζ

(0)
−

∣∣∣φ(0)
∣∣∣2 + φ(0) ∗

· μ(0)

)

×

⎡⎣ J∏
j=1

(
1 + χ

(0)
j

∗

φ
(0)
j

)⎤⎦⎡⎣J−1∏
j=0

(
1 + ζ

(0)
J−j μ

(0)
J−j

∗
)⎤⎦ J∏

j=1

(
ζ

(0)
j

∗
)n(i)

j
,

     

(89)

⎡⎣ J∏
j=1

(
1 + χ

(m)
j

∗

ζ
(m)
j

)⎤⎦
×

⎡⎣1 −
iτ

�

J∑
α,β=1

(
h(m−1)
αβ ζ (m)

α

∗
χ

(m−1)
β + U(m−1)

αβ ζ (m)
α

∗
ζ

(m)
β

∗

χ
(m−1)
β χ(m−1)

α

)⎤⎦ J∏
j=1

(
1 + ζ

(m)
j

∗

χ
(m−1)
j

)

=

⎡⎢⎢⎣a(m)
−

iτ

�

∑
α

h(m−1)
αα b(m)

α −
iτ

�

∑
α,β
α �=β

h(m−1)
αβ c(m)

αβ −
iτ

�

∑
α,β
α �=β

U(m−1)
αβ d(m)

αβ

⎤⎥⎥⎦ J∏
j=1

(
1 + ζ

(m)
j

∗

χ
(m−1)
j

)
.

With the help of the integral Eq. ( 87 ), the coeffi cients   a(m),    
  b(m)   ,   c(m)    and   d(m)    can successively — starting from   m = 1    
 –  be written as
     

     
(90)

a(m)
=

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ

⎡⎣ J∏
j=1

(
1 + χ

(m)
j

∗

φ
(m)
j

)⎤⎦
× exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)
×

J−1∏
j=0

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]

,

(91)

b(m)
α =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ exp

(
−

∣∣∣φ(m)
∣∣∣2)

× exp

(
−

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)
ζ (m)
α

∗
χ(m−1)

α

×

⎧⎨⎩
J−α−1∏

j=0

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

[
1 + ζ (m)

α

∞∑
k=1

c(1)
k

(
φ(m−1)

α

)(
μ(m)

α

∗
)k

]

×

⎧⎨⎩
J−1∏

j=J−α+1

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

⎡⎣ J∏
j=1

(
1 + χ

(m)
j

∗

φ
(m)
j

)⎤⎦,
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with   c(1)
1 = c(2)

1 = c(3)
1 = c(4)

1 = 1   . 
 It is important to notice, that the integral over   φ(m)    and 

  μ(m)    selects only the   k = 1    terms of the occurring sums. 
Therefore, the terms with   k ≥ 2    can be varied, in order to 
modify the fi nal path integral in the desired way. 

 Finally, for   m = M   , a similar argument as for   m = 0    
allows to restrict the integrals over   φ(M)    again to those 
  Nf =

∑J
j=1 n(f )

j     components with   n(f )
j = 1   , while setting all 

the other components of   φ(M)    to zero. 

(92)

c(m)
αβ =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ

× exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)
ζ (m)
α

∗
χ

(m−1)
β

×

⎧⎨⎩
J−max (α,β)−1∏

j=0

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

[
1 + ζ

(m)
max (α,β)

∞∑
k=1

c(2)
k

(
φ

(m−1)
max (α,β)

)(
μ

(m)
max (α,β)

∗
)k
]

×

⎧⎨⎩
J−min (α,β)−1∏

j=J−max (α,β)+1

[
1 + ζ

(m)
J−j

∞∑
k=1

c(3)
k

(
φ

(m−1)
J−j

)(
μ

(m)
J−j

∗
)k
]⎫⎬⎭

×

[
1 + ζ

(m)
min (α,β)

∞∑
k=1

c(2)
k

(
φ

(m−1)
min (α,β)

)(
μ

(m)
min (α,β)

∗
)k
]

×

⎧⎨⎩
J−1∏

j=J−min (α,β)+1

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

⎡⎣ J∏
j=1

(
1 + χ

(m)
j

∗

φ
(m)
j

)⎤⎦

(93)

d(m)
αβ =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ

× exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)

×

⎡⎣ J∏
j=1

(
1 + χ

(m)
j

∗

φ
(m)
j

)⎤⎦ ζ (m)
α

∗
ζ

(m)
β

∗

χ
(m−1)
β χ(m−1)

α

×

⎧⎨⎩
J−max (α,β)−1∏

j=0

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

[
1 + ζ

(m)
max (α,β)

∞∑
k=1

c(4)
k

(
φ

(m−1)
max (α,β)

)(
μ

(m)
max (α,β)

∗
)k
]

×

⎧⎨⎩
J−min (α,β)−1∏

j=J−max (α,β)+1

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭

×

[
1 + ζ

(m)
min (α,β)

∞∑
k=1

c(4)
k

(
φ

(m−1)
min (α,β)

)(
μ

(m)
min (α,β)

∗
)k
]

×

⎧⎨⎩
J−1∏

j=J−min (α,β)+1

[
1 + ζ

(m)
J−j

∞∑
k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
]⎫⎬⎭,

 After this the   m   - th  factor in the product over the 
 timesteps  only depends on   ζ (m+1)    and   χ (m)   , such that one 
can easily integrate out the intermediate  Grassmann  vari-
ables   ζ (1), . . . , ζ (M)    and   χ (0), . . . , χ (M−1)    by using
     

     

     

Moreover, the integrals over   ζ (0)    and   χ (M)    yield
     

(94)

∫
d2Jζ

∫
d2Jχ exp

(
−ζ

∗
· ζ − χ

∗
· χ

)

×

⎡⎣J−1∏
j=0

(
1 + ζJ−jf

(m)
J−j

)⎤⎦
×

⎡⎣ J∏
j=1

(
1 + ζj

∗χj
)⎤⎦⎡⎣ J∏

j=1

(
1 + χj

∗φ
(m)
j

)⎤⎦
=

J∏
j=1

(
1 + f (m)

j φ
(m)
j

)
,

(95)

∫
d2Jζ

∫
d2Jχ exp

(
− ζ

∗
· ζ − χ

∗
· χ

)

×

⎡⎣J−1∏
j=0

(
1 + ζJ−j f

(m)
J−j

)⎤⎦
×

⎡⎣ J∏
j=1

(
1 + ζj

∗χj
)⎤⎦⎡⎣ J∏

j=1

(
1 + χj

∗φ
(m)
j

)⎤⎦ ζα
∗χβ

= f (m)
α φ

(m)
β

⎡⎣min (α,β)−1∏
j=1

(
1 + f (m)

j φ
(m)
j

)⎤⎦
×

⎡⎣ J∏
j=max (α,β)+1

(
1 + f (m)

j φ
(m)
j

)⎤⎦ max (α,β)−1∏
j=min (α,β)+1

(
1 − f (m)

j φ
(m)
j

)
,

(96)

∫
d2Jζ

∫
d2Jχ exp

(
−ζ

∗
· ζ − χ

∗
· χ

)

×

⎡⎣J−1∏
j=0

(
1 + ζJ−j f

(m)
J−j

)⎤⎦
×

⎡⎣ J∏
j=1

(
1 + ζj

∗χj
)⎤⎦⎡⎣ J∏

j=1

(
1 + χj

∗φ
(m)
j

)⎤⎦ζα
∗ ζβ

∗χβχα

= f (m)
α f (m)

β φ
(m)
β φ(m)

α

J∏
j=1

j �=α,β

(
1 + f (m)

j φ
(m)
j

)
.

(97)

∫
d2Jζ (0) exp

(
−ζ

(0) ∗
· ζ

(0)
)⎡⎣J−1∏

j=0

(
1 + ζ

(0)
J−j μ

(0)
J−j

∗
)⎤⎦

×

J∏
j=1

(
ζ

(0)
j

∗
)n(i)

j
=

∏
j:n(i)

j =1

μ
(0)
j

∗
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After performing these integrals, one notices, that the 
inserted integrals have been chosen such, that the resulting 
sums can be performed and yield exponentials, such that the 
propagator is, after integrating out   μ(1), . . . , μ(M)    as well as 
  φ(0)    and undo the expansion in   τ   , given by the path integral 
Eq. ( 19 ), where the classical Hamiltonian is given by
     

(98)

∫
d2Jχ(M) exp

(
−χ

(M) ∗
· χ

(M)
)⎡⎣J−1∏

j=0

(
χ

(M)
J−j

)n(f )
J−j

⎤⎦
×

J∏
j=1

(
1 + χ

(M)
j φ

(M)
j

∗
)

=

∏
j:n(f )

j =1

φ
(M)
j

(99)

Hcl
(
μ ∗, φ

)
=

∑
α

hαα μα
∗φαf1

(
μα

∗, φα

)
+

∑
α,β
α �=β

Uαβ μα
∗ μβ

∗φαφβ f3
(
μα

∗, φα

)
f3
(
μβ

∗, φβ

)

+

∑
α,β
α �=β

hαβ μα
∗φβ f2

(
μα

∗, φα

)
exp

(
−μβ

∗φβ

)

×

∏
l

α,β
g
(
μl

∗, φl
)
,

where   f1, f2, f3    and   g    are arbitrary analytic functions satis-
fying the following conditions:
     

     

     

Moreover, as in Sect.  3 , the product in the third line runs 
only over those values of   j   , which are lying between   α    and 
  β   , excluding   α    and   β    themselves,
      

  

   Appendix 2: The semiclassical amplitude 

 The semiclassical amplitude is given by the integral over 
the exponential of the second variation of the path integral 
around the classical path which can be written as,

(100)f1(0, φ) = f2(0, φ) = f3(0, φ) = 1

(101)g(0, φ) = 1

(102)
∂

∂μ∗
g
(
μ∗, φ

)∣∣∣∣
μ∗=0

= −2φ.

(103)
∏

j

α,β
. . . =

max (α,β)−1∏
j=min (α,β)+1

. . .

     

(104)

Aγ = lim
M→∞

1

(2π)2N−1+(M−1)J

∫
dN−1δθ(0)

∫
dNδJ(M)

∫
dNδθ(M)

∫
dJδJ(1)

∫
dJδθ(1)

· · ·

∫
dJδJ(M−1)

∫
dJδθ(M−1)

× exp

{
−

1

2
δθ (0)P′

i
∂φ(0)

∂θ
(i)

[
− exp

[
−2idiag

(
θ

(i)
)]

+
iτ

�

∂2H(cl)(0)

∂φ(0)2

]
∂φ(0)

∂θ
(i) P′

i
T
δθ (0)

−
1

2

(
δθ (M)Pf

δJ(M)Pf

)
O(M)T

⎛⎝ exp
[
−2idiag

(
θ

(M)
)]

IJ

IJ
iτ
�

∂2H(cl)(M−1)

∂ φ(M) ∗2

⎞⎠O(M)

(
PT

f δθ (M)

PT
f δJ(M)

)

−
1

2

M−1∑
m=1

(
δθ (m)

δJ(m)

)
O(m)T

⎛⎜⎝ iτ
�

∂2H(cl)(m)

∂φ(m)2 IJ

IJ
iτ
�

∂2H(cl)(m−1)

∂ φ(m) ∗2

⎞⎟⎠O(m)

(
δθ (m)

δJ(m)

)

+

(
δθ (1)

δJ(1)

)
O(1)T

(
0

IJ −
iτ
�

∂2H(cl)(0)

∂ φ(1) ∗
∂φ(0)

)
∂φ(0)

∂θ
(i) P′

i
T
δθ (i)

+

(
δθ (M)Pf

δJ(M)Pf

)
O(M)T

(
0 0

IJ −
iτ
�

∂2H(cl)(M−1)

∂ φ(M) ∗
∂φ(M−1)

0

)
O(M−1)

(
δθ (M−1)

δJ(M−1)

)

+

M−2∑
m=1

(
δθ (m)

δJ(m)

)
O(m)T

(
0 0

IJ −
iτ
�

∂2H(cl)(m)
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∂φ(m)

0

)
O(m)

(
δθ (m)

δJ(m)

)}
,
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with
     

Moreover,   diag(v)    is the diagonal   d × d   -matrix for which 
the   (j, j)   - th  entry is equal to   vj   , where   d    is the dimensional-
ity of the vector   v    and   Pi/f     and   P′

i/f     are defi ned as the   N × J    
and   (N − 1) × J   -matrices, respectively, which project onto 
the subspace of initially and fi nally occupied single-particle 
states, with the latter excluding the fi rst occupied one,
     

     

where   j1 < · · · < jN ∈

{
j ∈ {1, . . . , J} : n(i)

j = 1
}

    and 

  j′1 < · · · < j′N ∈

{
j ∈ {1, . . . , J} : n(f )

j = 1
}

    are the ini-
tially, respectively fi nally, occupied single-particle states. 

 For later reference, we also defi ne   ̄Pi/f     as the comple-
ment of   Pi/f     as well as
     

which are the (orthogonal) matrices, which put the com-
ponents corresponding to initially and fi nally unoccupied 
single-particle states to the fi rst   J − N    positions, and those 
corresponding to occupied single-particle states to the last 
  N    positions, i.e., 
     

The integral over   δθ (0)    is given by
     

where   X(1)    is defi ned as

(105)O(m)
=

⎛⎝ ∂φ(m)

∂θ
(m)

∂φ(m)

∂J(m)

∂ φ(m) ∗

∂θ
(m)

∂ φ(m) ∗

∂J(m)

⎞⎠.

(106)
(
Pi/f

)
lj =δ

j(′)l ,j

(107)
(

P′

i/f

)
lj

=δ
j(′)l+1,j

,

(108)Qi/f =

(
P̄i/f
Pi/f

)
,

(109)
Qi/f n(i/f )

= (0, . . . , 0︸ ︷︷ ︸
J−N

, 1, . . . , 1︸ ︷︷ ︸
N

)T.

(110)

1

(2π)N−1

∫
dN−1δθ(0) exp

{
−

1

2
δθ (0)P′

i
∂φ(0)

∂θ
(i)

×

(
− exp

[
−2idiag

(
θ

(i)
)]

+
iτ

�

∂2H(cl)(0)

∂φ(0)2

)
∂φ(0)

∂θ
(i) P′

i
T
δθ (0)

+

(
δθ (1)

δJ(1)

)
O(1)T

(
0

IJ −
iτ
�

∂2H(cl)(0)

∂ φ(1) ∗
∂φ(0)

)
∂φ(0)

∂θ
(i) P′

i
T
δθ (i)

−
1

2

(
δθ (1)

δJ(1)

)
O(1)T

⎛⎜⎝ iτ
�

∂2H(cl)(1)

∂φ(1)2 IJ

IJ
iτ
�

∂2H(cl)(0)

∂ φ(1) ∗2

⎞⎟⎠O(1)

(
δθ (1)

δJ(1)

)}

=
1

√
2π

N−1

{
det

[
IJ −

∂2H(cl)(0)

∂
(
Piφ(0)

)2 exp
[
2idiag

(
θ

(i)
)]]}−1

× exp

⎧⎨⎩−
1

2

(
δθ (1)

δJ(1)

)
O(1)T

⎛⎝ iτ
�

∂2H(cl)(1)

∂φ(1)2 IJ

IJ X(1)

⎞⎠O(1)

(
δθ (1)

δJ(1)

)⎫⎬⎭,

     

It can be shown, that Eq. ( 111 ) can also be written as
     

with
     

Now, consider the integral
     

with
     

For   m = 1    this is exactly the integral in Eq. ( 104 ) after 
integrating out   δθ (0)    and thus defi nes   X(2)   . One then recog-
nizes, that after the   m   - th  integration, the integral is again of 
the form of Eq. ( 114 ) up to the   (M − 1)   - th  integration. With 
this observation, the semiclassical amplitude is given by

(111)

X(1)
=

iτ

�

∂2H(cl)(0)

∂ φ(1) ∗2 +

(
IJ −

iτ

�

∂2H(cl)(0)

∂ φ(1) ∗
∂φ(0)

)
P′

i
T

×

{
exp

[
−2idiag

(
P′

iθ
(i)
)]

−
iτ

�

∂2H(cl)(0)

∂
(
P′

iφ
(0)
)2

}−1

× P′

i

(
IJ −

iτ

�

∂2H(cl)(0)

∂φ(0)∂ φ(1) ∗

)

(112)

X(1)
=

iτ

�

∂2H(cl)(0)

∂ φ(1) ∗2 +

(
IJ −

iτ

�

∂2H(cl)(0)

∂ φ(1) ∗
∂φ(0)

)
X(0)

×

(
IJ −

iτ

�

∂2H(cl)(0)

∂φ(0)2 X(0)

)−1(
IJ −

iτ

�

∂2H(cl)(0)

∂φ(0)∂ φ(1) ∗

)
,

(113)X(0)
= Qi

T

(
0

exp
[
2idiag

(
P′

iθ
(i)
)] )Qi.

(114)

1

(2π)J

∫
dJδJ(m)

∫
dJδθ(m) exp

{
−

1

2

(
δθ (m+1)

δJ(m+1)

)

× O(m+1)T

⎛⎜⎝ iτ
�

∂2H(cl)(m+1)

∂φ(m+1)2 IJ

IJ
iτ
�

∂2H(cl)(m)

∂ φ(m+1) ∗2

⎞⎟⎠O(m+1)

(
δθ (m+1)

δJ(m+1)

)

−
1

2

(
δθ (m)

δJ(m)

)
O(m)T

⎛⎝ iτ
�

∂2H(cl)(m)

∂φ(m)2 IJ

IJ X(m)

⎞⎠O(m)

(
δθ (m)

δJ(m)

)

+

(
δθ (m+1)

δJ(m+1)

)
O(m+1)T

⎛⎝ 0 0

IJ −
iτ
�

∂2H(cl)(m)

∂ φ(m+1) ∗
∂φ(m)

0

⎞⎠O(m)

(
δθ (m)

δJ(m)

)}

=

{
det

[
IJ −

iτ

�

∂2H(cl)(m)

∂φ(m)2 X(m)

]}−1

exp

{
−

1

2

(
δθ (m+1)

δJ(m+1)

)

× O(m+1)T

⎛⎝ iτ
�

∂2H(cl)(m+1)

∂φ(m+1)2 IJ

IJ X(m+1)

⎞⎠O(m+1)

(
δθ (m+1)

δJ(m+1)

)}

(115)

X(m+1)
=

iτ

�

∂2H(cl)(m)

∂ φ(m+1) ∗2 +

(
IJ −

iτ

�

∂2H(cl)(m)

∂ φ(m+1) ∗
∂φ(m)

)
X(m)

×

(
IJ −

iτ

�

∂2H(cl)(m)

∂φ(m)2 X(m)

)−1(
IJ −

iτ

�

∂2H(cl)(m)

∂φ(m)∂ φ(m+1) ∗

)
.
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In the continuous limit, the discrete set of   X(m)    turns into a 
function of time   X(t)   , and (by expanding it up to fi rst order 
in   τ   ) is given by Eq. ( 60 ), and the semiclassical amplitude 
can be written in the form given in Eq. ( 57 ). 
  

   Appendix 3: Possible classical Hamiltonians 

 In this part, we state different possibilities for the classical 
hamiltonian as can be derived out of similar calculations as 
in Appendix  1  without going further into detail. 

  Appendix 3.1: Classical Hamiltonians in the particle 
picture 

 First, we present two possibilities arising directly from the 
derivation presented in Appendix  1 , but restrict ourselves 
to those, which contain   μ    and   φ    in a symmetric way and 
omitting the one already stated in Sect.  3 . These examples 
shall just illustrate, which kinds of classical Hamiltonians 
are possible:
     

(117)

H(1)
cl

(
μ ∗, φ

)
=

∑
α

hαα μα
∗φα cos

(
μα

∗φα

)
+

∑
α,β
α �=β

Uαβ μα
∗ μβ

∗φαφβ

+

∑
α,β
α �=β

hαβ μα
∗φβ exp

⎛⎝−

max (α,β)∑
l=min (α,β)

μl
∗φl

⎞⎠,

     

Next, consider the more general case, that the quantum 
Hamiltonian is written in the form
     

By splitting the interaction term also into (pairwise) diago-
nal and non-diagonal terms, one can in a similar way as in 
Sect.  7  construct the following classical Hamiltonian

(118)

H(2)
cl

(
μ ∗, φ

)
=

∑
α

hαα μα
∗φα exp

(
μα

∗φα

)
+

∑
α,β
α �=β

hαβ μα
∗φβ exp

(
−μβ

∗φβ − μα
∗φα

)

×

max (α,β)−1∏
l=min (α,β)+1

[
1 − sinh

(
2μl

∗φl
)]

+

∑
α,β
α �=β

Uαβ μα
∗ μβ

∗φαφβ cosh
(
μα

∗φα

)
cosh

(
μβ

∗φβ

)
,

(119)
Ĥ =

∑
α,β

hαβ ĉ†
α ĉβ +

∑
α,β,ρ,ν

α �=β,ρ �=ν

Uαβρν ĉ†
α ĉ†

β ĉρ ĉν .

     

(116)

Aγ = lim
M→∞

1

(2π)
3N−1

2

∫
dN J(M)

∫
dNθ(M)

M−1∏
m=0

√√√√det

(
IJ −

iτ

�

∂2H(cl)(m)

∂φ(m)2 X(m)

)−1

× exp

{
−

1

2

(
δθ (M)Pf

δJ(M)Pf

)
O(M)T

(
exp

[
−2idiag

(
θ

(M)
)]

IJ

IJ X(M)

)
O(M)

(
PT

f δθ (M)

PT
f δJ(M)

)}

= lim
M→∞

1
√

2π
N−1

⎡⎢⎣M−1∏
m=0

√√√√det

(
IJ −

iτ

�

∂2H(cl)(m)

∂φ(m)2 X(m)

)−1⎤⎥⎦√det
(

IN − exp
[
−2idiag

(
Pf θ

(M)
)]

Pf X(M)PT
f

)−1

.
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(120)

Hcl
(
μ ∗, φ

)
=

∑
α

hαα μα
∗φαf1

(
μα

∗, φα

)
+

∑
α,β
α �=β

hαβ μα
∗φβ f2

(
μα

∗, φα

)
exp

(
−μβ

∗φβ

) max (α,β)−1∏
l=min (α,β)+1

g
(
μl

∗, φl
)

+

∑
α,β
α �=β

Uαββα μα
∗ μβ

∗φαφβ f3
(
μα

∗, φα

)
f3
(
μβ

∗, φβ

)

+

∑
α,β,ρ

α �=β,ρ �=α,ρ �=β

[�(β − α)�(β − ρ) + �(α − β)�(ρ − β)

−�(α − β)�(β − ρ) − �(β − α)�(ρ − β)]

×
(
Uαββρ − Uαβρβ

)
μα

∗ μβ
∗φβφρ f1

(
μα

∗, φα

)
f2
(
μα

∗, φα

)
× exp

(
−μρ

∗φρ

) max (α,ρ)−1∏
j=min (α,ρ)+1

g
(
μj

∗, φj
)

+

∑
α,β,ρ

α �=β,ρ �=α,ρ �=β

[�(β − α)�(ρ − α)

+�(α − β)�(α − ρ) − �(α − β)�(ρ − α) − �(β − α)�(α − ρ)](
Uαβρα − Uαβαρ

)
μα

∗ μβ
∗φαφρ f1

(
μα

∗, φα

)
f2
(
μβ

∗, φβ

)
× exp

(
−μρ

∗φρ

) max (β,ρ)−1∏
j=min (β,ρ)+1

g
(
μj

∗, φj
)

+

∑
α,β,ρ,ν

α �=β,α �=ρ,α �=ν,β �=ρ,β �=ν,ρ �=ν

[�(β − α)

−�(α − β)][�(ρ − ν) − �(ν − ρ)]Uαβρν μα
∗ μβ

∗φρφν f2

×
(
μα

∗, φα

)
f2
(
μβ

∗, φβ

)
exp

(
−μρ

∗φρ − μν
∗φν

)
×

⎡⎢⎣min
{

{α,β,ρ,ν}\{min (α,β,ρ,ν)}
}

−1∏
l=min (α,β,ρ,ν)+1

g
(
μj

∗, φj
)⎤⎥⎦

⎡⎢⎣ max (α,β,ρ,ν)−1∏
l=max

{
{α,β,ρ,ν}\{max (α,β,ρ,ν)}

}
+1

g
(
μj

∗, φj
)⎤⎥⎦,

where   f1, f2, f3    and   g    are again arbitrary analytic functions 
satisfying Eqs. ( 100  –  102 ). Thereby, one should notice, that
     

is the second smallest number out of the set   {α, β, ρ, ν}    and
     

the second largest number out of the set   {α, β, ρ, ν}   . 

min
{
{α, β, ρ, ν} \ {min (α, β, ρ, ν)}

}
max

{
{α, β, ρ, ν} \ {max (α, β, ρ, ν)}

}

   Appendix 3.2: Classical Hamiltonians in the hole picture 

 The cases considered above, we call particle picture, since 
the boundary conditions are such, that   

∣∣φj
∣∣2 = 1    corre-

sponds to the   j   - th  single-particle state being occupied, 
while   

∣∣φj
∣∣2 = 0    corresponds to the   j   - th  single-particle state 

being empty. However, the role of occupied and unoccu-
pied states can be reversed, if  Eqs . ( 88 ) are replaced by
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∫
d2Jζ (0) exp

(
−ζ

(0) ∗
· ζ

(0)
)⎡⎣ J∏

j=1

(
1 + χ

(0)
j

∗

ζ
(0)
j

)⎤⎦ J∏
j=1

(
ζ

(0)
j

∗
)n(i)

j

=

∫
d2(J−Ni)φ(0)

πJ−Ni

2π∫
0

dJ−Niθ(i)

(2π)J−Ni

∫
d2Jζ (0) exp

(
−ζ

(0) ∗
· ζ

(0)
−

∣∣∣φ(0)
∣∣∣2 + φ(0) ∗

· μ(0)

)

×

⎡⎣ J∏
j=1

(
φ

(0)
j + χ

(0)
j

∗
)⎤⎦⎡⎣J−1∏

j=0

(
μ

(0)
J−j

∗

+ ζ
(0)
J−j

)⎤⎦ J∏
j=1

(
ζ

(0)
j

∗
)n(i)

j
,

   
where the integrations over   θ (i)    and   φ(0)    run over those components, 
which are initially empty   μ(0)

j = (1 − n(i)
j ) exp(iθ(i)

j )   , as well as
     

     

     

(121)

(122)

a(m)
=

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ

⎡⎣ J∏
j=1

(
φ

(m)
j

)
+ χ

(m)
j

∗

⎤⎦
× exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

) J−1∏
j=0

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]
,

(123)

b(m)
α =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ

× exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)
ζ (m)
α

∗
χ(m−1)

α

⎧⎨⎩
J−α−1∏

j=0

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭
×

[
∞∑

k=1

c(1)
k

(
φ(m−1)

α

)(
μ(m)

α

∗
)k

+ ζ (m)
α

]⎧⎨⎩
J−1∏

j=J−α+1

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭
×

⎡⎣ J∏
j=1

(
φ

(m)
j + χ

(m)
j

∗
)⎤⎦,

(124)

c(m)
αβ =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ
exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)
ζ (m)
α

∗
χ

(m−1)
β

×

⎧⎨⎩
J−max (α,β)−1∏

j=0

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭ ×

[
∞∑

k=1

c(2)
k

(
φ

(m−1)
max (α,β)

)(
μ

(m)
max (α,β)

∗
)k

+ ζ
(m)
max (α,β)

]

×

⎧⎨⎩
J−min (α,β)−1∏

j=J−max (α,β)+1

[
∞∑

k=1

c(3)
k

(
φ

(m−1)
J−j

)(
μ

(m)
J−j

∗
)k

+ ζ
(m)
J−j

]⎫⎬⎭
×

[
∞∑

k=1

c(2)
k

(
φ

(m−1)
min (α,β)

)(
μ

(m)
min (α,β)

∗
)k

+ ζ
(m)
min (α,β)

]
×

⎧⎨⎩
J−1∏

j=J−min (α,β)+1

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭
×

⎡⎣ J∏
j=1

(
φ

(m)
j + χ

(m)
j

∗
)⎤⎦
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Inserting the integrals like this results in the following path integral:
     

with the classical hamiltonian

(125)

d(m)
αβ =

∫
d2Jμ(m)

πJ

∫
d2Jφ(m)

πJ
exp

(
−

∣∣∣φ(m)
∣∣∣2 −

∣∣∣μ(m)
∣∣∣2 + φ(m) ∗

· μ(m)

)

×

⎡⎣ J∏
j=1

(
φ

(m)
j + χ

(m)
j

∗
)⎤⎦ζ (m)

α

∗
ζ

(m)
β

∗

χ
(m−1)
β χ(m−1)

α ×

⎧⎨⎩
J−max (α,β)−1∏

j=0

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭
×

[
∞∑

k=1

c(4)
k

(
φ

(m−1)
max (α,β)

)(
μ

(m)
max (α,β)

∗
)k

+ ζ
(m)
max (α,β)

]
×

⎧⎨⎩
J−min (α,β)−1∏

j=J−max (α,β)+1

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭
×

[
∞∑

k=1

c(4)
k

(
φ

(m−1)
min (α,β)

)(
μ

(m)
min (α,β)

∗
)k

+ ζ
(m)
min (α,β)

]
×

⎧⎨⎩
J−1∏

j=J−min (α,β)+1

[
∞∑

k=1

1

k!

(
μ

(m)
J−j

∗
)k(

φ
(m−1)
J−j

)k−1
+ ζ

(m)
J−j

]⎫⎬⎭,

(126)

K
(

n(f ), n(i)
; tf

)
=

⎡⎢⎣ ∏
j:n(i)

j =0

2π∫
0

dθ
(0)
j

2π
exp

(
−iθ(0)

j

)⎤⎥⎦
⎡⎣M−1∏

m=1

∏
j

∫
C

dφ
(m)
j

π
exp

(
−

∣∣∣φ(m)
j

∣∣∣2)
⎤⎦

×

⎡⎢⎣ ∏
j:n(f )

j =0

∫
C

dφ
(M)
j

π
φ

(M)
j exp

(
−

∣∣∣φ(M)
j

∣∣∣2)]

× exp

{
M∑

m=1

[
φ(m)∗

· φ(m−1)
−

iτ

�
Hcl

(
φ(m)∗, φ(m−1)

)]}
,
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regions and validity ranges inside them. Our method is free 
from blowing up and retains the same normal form as the 
conventional  LCPT . We demonstrate our method in the 
two systems and show that the actions constructed by our 
method have larger validity ranges than those by the con-
ventional and our previous methods proposed in  Teramoto  
and  Komatsuzaki  (J  Chem   Phys  129:094302,  2008 ;  Phys  
Rev E 78:017202,  2008 ). 

   Keywords     Lie canonical perturbation theory    · 
 Non-blow-up region     ·   HCN  isomerization  

      1  Introduction 

 Canonical transformations are coordinate transformations 
in the phase space of Hamiltonian systems that preserve 
 symplectic  two forms, i.e., preserving the form of Ham-
iltonian equations of motions. Canonical perturbation 
theory ( CPT ) is one of the fundamental theories of solv-
ing nonlinear dynamical problems that is carried by per-
turbation from integrable systems through some canonical 
transformation.  CPT  has often been applied for seeking 
for integrals of motions, adiabatic invariants and a better 
and simpler description of the systems [ 3 ]. The traditional 
canonical transformation is by mixed-variable generating 
function composed of old and new canonical variables. 
The most traditional  Poincar é  - Von   Zeipel   CPT  [ 3 ,  4 ] 
based on the mixed-variable generating function approach, 
however, imposes a major impediment to implementing 
higher  order perturbations . Among  CPTs , Lie canoni-
cal perturbation theory ( LCPT ) originally developed by 
 Hori  [ 5 ,  6 ] and  Deprit  [ 7 ], later by  Dragt  and Finn [ 8 ], is 
very powerful in that canonical transformation is carried 
by a series of operations of Poisson brackets avoiding 

                     Abstract     Validity ranges of Lie canonical perturbation 
theory ( LCPT ) are investigated in terms of non-blow-up 
regions. We investigate how the validity ranges depend 
on the perturbation order in two systems, one of which is 
a simple Hamiltonian system with one degree of freedom 
and the other is a  HCN  molecule. Our analysis of the for-
mer system indicates that non-blow-up regions become 
reduced in size as the perturbation order increases. In case 
of  LCPT  by  Dragt  and Finn and that by  Deprit , the non-
blow-up regions enclose the region inside the  separatrix  
of the Hamiltonian, but it may not be the case for  LCPT  
by  Hori . We also analyze how well the actions constructed 
by these  LCPTs  approximate the true action of the Ham-
iltonian in the non-blow-up regions and fi nd that the con-
ventional truncated  LCPT  does not work over the whole 
region inside the  separatrix , whereas  LCPT  by  Dragt  and 
Finn without truncation does. Our analysis of the latter 
system indicates that non-blow-up regions do  not necessar-
ily  cover the whole regions inside the  HCN  well. We pro-
pose a new perturbation method to improve non-blow-up 
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cumbersome generating function of mixed variables where 
complete inversion from the old to the new canonical vari-
ables is rather straightforward. Their mutual relation and 
their computational effi ciency have also been investigated 
[ 4 ,  9  –  14 ]. These different formats result in the same nor-
mal form Hamiltonian but can result in different normal 
form transformations. The convergence or divergence 
of the normal form and  normal form  transformation of 
order infi nity has been investigated in the previous stud-
ies [ 15  –  27 ] under various conditions. Under some of these 
conditions, the normal form and normal form transforma-
tion converges globally, but, since generic Hamiltonians 
are non-integrable [ 28 ], in most cases, there is no hope to 
seek for (nontrivial) global integral of motions without any 
symmetries. Under such circumstance, what one can do 
best is to look into a better and simpler local description of 
the system in question.  LCPT  has been applied to seeking 
for such local descriptions in a perturbative manner from 
integrable solutions and shown to be versatile in various 
types of Hamiltonian in the research fi elds such as celes-
tial mechanics [ 29 ,  30 ], atomic physics [ 31 ,  32 ] and clus-
ter physics [ 33  –  39 ]. For example, in the context of chemi-
cal reaction dynamics,  LCPT  has been applied to seeking 
(locally-)no-return transition state and the associated reac-
tion coordinate buried in the phase space for many-degrees 
of freedom Hamiltonian systems such as intramolecular 
proton transfer in  malonaldehyde  [ 40 ,  41 ], argon clus-
ter isomerization [ 33  –  39 ],   O(1D) + N2O → NO + NO    
[ 42 ], a hydrogen atom in crossed electric and magnetic 
fi elds [ 32 ,  43 ],  HCN  isomerization [ 1 ,  2 ,  44  –  46 ] and so 
forth.  LCPT  was generalized to dissipative systems such 
as multidimensional (generalized)  Langevin  formulation 
to describe reactions under thermal fl uctuation, in which 
no-return transition state can be obtained by incorporating 
nonlinearity of the system and interactions with heat bath 
[ 47  –  54 ]. The pioneering studies on semiclassical analog of 
 LCPT  was also carried out in late 1980s for multidimen-
sional resonant, nonresonant and nearly resonant systems 
[ 55  –  57 ]: They presented a method for deriving correc-
tions in powers of  Planck  ’ s constant by the refl ection of 
the underlying (near) divergence properties of classical 
chaos, which was found to be effective even at low-order 
corrections in improving the accuracy of the energy eigen-
values. Recently, their semiclassical studies were extended 
to the analyses of reaction dynamics over a rank-one sad-
dle under a time-dependent external fi eld (optimally con-
trolled laser pulse), and it was found that optimally con-
trolled laser pulse corresponds to modulating the boundary 
of the reaction in the phase space so as to catch the sys-
tem excited in the reactant well and then to release it into 
the product [ 58 ]. This method provides a new protocol 
to design the laser fi eld facilitated by the classical phase 
space picture [ 59 ]. 

 However, in most cases, the convergence radii of these 
 LCPTs  are limited even for fi nite order of perturbations 
[ 60 ], and the convergence radii shrink to zero as the per-
turbation order increases. In a context of chemical reaction 
dynamics, molecules exhibit larger amplitude motions as 
their energies increase. For these molecules to surmount 
the reaction barriers, they must have large enough energies. 
Therefore, to describe and understand the chemical reaction 
dynamics, it is vital to develop a perturbation method that 
is valid not only in the very vicinity of their equilibrium 
structures but also in regions far from them. In a broader 
context, if we succeed in obtaining a better estimation for 
approximate invariants of motion, we would be able to ana-
lyze dynamics not only for near-integrable systems but also 
for systems with mixed phase space, i.e., those systems 
which exhibit both chaotic and regular behavior. 

 In the study of systems with mixed phase space, one of 
the crucial problems is to fi nd boundaries between chaotic 
and regular behavior. For systems of more than two degrees 
of freedom, it is well known that the  KAM  tori do not 
divide the  equi -energy surface into two separate regions. In 
fact, Arnold showed, for a specifi c model Hamiltonian, that 
trajectories detour around  KAM  tori, thereby leading to the 
motion along the resonances [ 61 ]. Such motions are now 
called the Arnold diffusion [ 62  –  64 ]. Moreover, it is known 
that the resonances constitute a network called the Arnold 
web [ 3 ,  31 ,  65  –  70 ], where the motion across the resonances 
gives rise to faster  diffusion especially  around resonance 
junctions [ 71 ,  72 ]. Thus, in the analysis of the dynamics on 
the Arnold web, it is crucial to fi nd those regions which trap 
trajectories for a fi nite but longer duration [ 73 ], since distri-
bution of resonances plays a key role for statistical features 
of the reaction dynamics [ 74 ,  75 ]. Then, better approximate 
invariants would offer a clue to fi nd how chaotic and regu-
lar regions are distributed in the phase space. 

 Another important issue in systems of mixed phase 
space is the transport in the phase space [ 76  –  78 ], i.e., to 
understand how different regions of the phase space are 
dynamically connected. In chemistry, reaction processes 
are nothing but the transport from a potential well to 
another one via a saddle region. Thus, we face the problem 
of what kind of phase space structures connect dynamics 
in a well to that in another one [ 79 ]. In such studies, we 
need to construct better action variables, if any, in differ-
ent regions of the phase space so that validity ranges of dif-
ferent sets of variables overlap with each other. Then, we 
could investigate the connection based on the transforma-
tion between different sets of the approximate invariants 
corresponding to different regions of the phase space. 

  Teramoto  et al. [ 1 ,  2 ] proposed a method that makes 
 LCPT  valid in wider regions than those in the previous 
method and demonstrated it in a highly excited  HCN  mol-
ecule. The crux is to calculate canonical transformation in 
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each order of  LCPT  without any truncation errors. How-
ever, validity ranges of their method are also limited by 
non-blow-up regions. Validity range of a  LCPT  is a subset 
of phase space where the resulting normal form is valid. 
For example, if the normal form is to construct slowly 
varying actions, center manifolds or stable and unstable 
manifolds, the validity range of the  LCPT  is a region where 
the resulting normal form describes these objects within a 
given accuracy needed to describe systems. Non-blow-up 
region of  LCPT  is a subset of initial conditions in the phase 
space where the results of the perturbation are fi nite. Non-
blow-up region limits the validity ranges of  LCPT because  
the results should be at least fi nite to validate them. To 
improve their method further, it is important to understand 
these concepts. Section  2  is devoted to an illustration of 
these concepts in a simple one-degree-of-freedom Hamilto-
nian system and elucidations of these concepts along with 
their numerical demonstrations. In Sect.  3 , we propose a 
new perturbation method to avoid blowing up while retain-
ing the normal forms and demonstrate it in Sect.  4 . Sec-
tion  5  is devoted to conclusions and discussions. 

    2   Non-blow-up regions of Lie canonical perturbation 
theory,  LCPT  

   2.1   An illustration of a validity range of  LCPT  for a 
one-dimensional Hamiltonian system 

 To illustrate non-blow-up regions of  LCPT , let us investi-
gate a simple Hamiltonian system. Let   (q, p)    be a coordi-
nate and its conjugate momentum with a Hamiltonian rep-
resented by
     

 LCPT  seeks for a canonical transformation   (q, p) �→ (Q, P)    
so that the Hamiltonian [Eq. ( 1 )] in terms of the new coor-
dinate   (Q, P)    becomes simple in a certain sense. There exist 
several conventions for the simplicities [ 12 ] and normal 
forms that attain them.  1   In this specifi c example, the lead-
ing order of normal form would be like
     

(1)H(q, p) =
1

2

(
p2

+ q2
)

+

(
2p2q − q3

)
.

  1    In a context of chemistry, people are often interested in extract-
ing slowly varying action variables, i.e., adiabatic invariants. It is 
because these variables determine the slowest time scale of intra-
molecular vibrational relaxation and chemical reaction triggered by 
that. For this purpose, the desired normal form would be the one that 
maximally  decouples  these action variables from those of the other 
degrees of freedom. 

(2)H̄(Q, P) =
1

2

(
P2

+ Q2
)

+ O(4),

[  O(4)    means a collection of terms of order quartic and those 
of higher than quartic with respect to   P    and   Q   .] such that 
it has the same quadratic terms but does not have terms of 
order cubic. To obtain the normal form,  LCPT  seeks for a 
canonical transformation generated by a generating func-
tion   F(q, p)   , i.e.,
     

     

where   {·, ·}    is Poisson bracket defi ned as
     

A benefi t for Lie canonical transformation is that the inverse 
transformation   (Q, P) → (q, p)    can be easily written as
     

     

This can be evaluated using the following relation,
     

which holds for arbitrary differentiable functions   A′(Q, P)    
and   B′(Q, P)    if the transformation   (q, p) �→ (Q, P)    is a 
canonical transformation [ 80 ]. using Eq. ( 8 ), the leading 
order expression of  Eqs . ( 6 ) and ( 7 ) can be written as
     

     

By plugging the leading order expression in Eq. ( 1 ), we get
     

To eliminate the cubic term of Eq. ( 11 ), the generating 
function   F(Q, P)    should satisfy
     

(3)Q(q, p) = e−{F(q,p),·}q,

(4)P(q, p) = e−{F(q,p),·}p,

(5)

{A(q, p), B(q, p)} =
∂A(q, p)

∂q

∂B(q, p)

∂p
−

∂A(q, p)

∂p

∂B(q, p)

∂q
.

(6)q(Q, P) = e{F(Q,P),·}Q,

(7)p(Q, P) = e{F(Q,P),·}P.

(8)

{
A′(Q, P), B′(Q, P)

}
=

∂A′(Q(q, p), P(q, p))

∂q

∂B′(Q(q, p), P(q, p))

∂p

−
∂A′(Q(q, p), P(q, p))

∂p

∂B′(Q(q, p), P(q, p))

∂q
,

=
∂A′(Q, P)

∂Q

∂B′(Q, P)

∂P
−

∂A′(Q, P)

∂P

∂B′(Q, P)

∂Q
,

(9)q(Q, P) = Q −
∂F(Q, P)

∂P
+ · · · ,

(10)p(Q, P) = P +
∂F(Q, P)

∂Q
+ · · · .

(11)

H̄(Q, P) = H(p, q) =
1

2

(
Q2

+ P2
)

+

(
2P2Q − Q3

)
− Q

∂F(Q, P)

∂P
+ P

∂F(Q, P)

∂Q
+ · · · .

(12)

(
2P2Q − Q3

)
− Q

∂F(Q, P)

∂P
+ P

∂F(Q, P)

∂Q
= 0.
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Equation ( 12 ) can have multiple solutions but, in this spe-
cifi c case, the conventional semi-simple normal form 
requires

   1.        F(Q, P)    is of order cubic.   
  2.        F(Q, P) ∈ Im(−Q ∂

∂P + P ∂
∂Q ) = Im{H2(Q, P), ·},

   where   H2(Q, P) =
1
2 (P2

+ Q2)    is the quadratic term of 
Eq. ( 2 ) and   Im A    is the image of the operator   A   , i.e., 
  Im A = {f |∃g, f = Ag}   .    

By these requirements, Eq. ( 12 ) has an unique solution, 
  F(Q, P) = −PQ2   . By plugging this in Eq. ( 11 ), the   · · ·    
terms in Eq. ( 11 ) become of order quartic or higher 
than quartic, and thus, the canonical transformation 
generated by the generating function   F(Q, P)    is actu-
ally what we sought for. In this case, we can  exactly  
calculate the canonical transformation [ Eqs . ( 3 ) and 
( 4 )] and we get

     

     

using the fact that the canonical transformations can be cal-
culated by integrating the following differential equations 
up to   ε = 1   ,
     

     

starting from the initial condition   (q(0), p(0)) = (q, p)    
at   ε = 0   . Then,   Q(q, p)    and   P(q, p)    can be obtained as 
  (Q(q, p), P(q, p)) = (q(1), p(1))   . 

  Note that the canonical transformation has a set 
of singular points at   q = −1   . Therefore, the maxi-
mally connected component containing the origin and 
where the canonical transformation is well-defi ned is 
  DomF = {(q, p)| − 1 < q}.    We call   DomF    the non-blow-
up region of the canonical transformation generated by   F   . 
As long as one uses the formal power series of the canoni-
cal transformation, its domain of convergence cannot go 
beyond this region, and thus, this region limits the valid-
ity range of Lie canonical perturbation theory. To illus-
trate this, let us consider the power series expansion of the 
canonical transformation [ Eqs . ( 13 ) and ( 14 )],
     

     

(13)Q(q, p) =
q

1 + q
,

(14)P(q, p) = p(q + 1)2,

(15)
dq(ε)

dε
=

∂F(q(ε), p(ε))

∂p
,

(16)
dp(ε)

dε
= −

∂F(q(ε), p(ε))

∂q
,

(17)Q(q, p) =

∞∑
l=0

(−1)lql+1,

(18)P(q, p) = pq2
+ 2pq + p.

The region where this expansion converges is 
  {(q, p)| − 1 < q < 1}   , which is strictly smaller than   DomF   . 
Roughly speaking, the convergence radius of a canonical 
transformation is determined by the shortest distance 
between the expansion origin and the singularity of the 
canonical transformation, and the expansion converges 
only within an isotropic circle of the radius.  2   However, if 
its non-blow-up region extends anisotropically in the phase 
space, like the current example, the non-blow-up region 
can be much larger than the region where the expansion 
converges. 

    2.2   Non-blow-up regions of  LCPT  for   n   -dimensional 
Hamiltonian systems 

 Let   q = (q1, . . . , qn)    be coordinates in an   n   -dimensional 
Hamiltonian system and   p = (p1, . . . , pn)    be their conjugate 
momenta with a Hamiltonian   H(q, p)   , which is analytic in 
a neighborhood of the origin   (q, p) = 0   . In addition, let the 
Hamiltonian have a stationary point at the origin   (q, p) = 0   , 
i.e.,   ( ∂H(q,p)

∂p , − ∂H(q,p)
∂q )|(q,p)=0 = 0   . Without loss of gener-

ality, the value of the Hamiltonian at the origin can be set to 
zero, i.e.,   H(0, 0) = 0   . Under these settings, in a neighbor-
hood of the origin, the Hamiltonian can be written as
     

where   Hk(q, p)    is a homogeneous polynomial of order   k    
with respect to   (q, p)   . Depending on the form of   H2(q, p)   , 
several types of normal forms have been proposed, such as, 
semi-simple normal form, inner product normal form [ 12 ]. 
There also exist several types of the normalization proce-
dures to realize the normal forms [ 12 ]. Here, we use the 
normalization procedure due to  Dragt  and Finn [ 82 ], which 
is classifi ed as format 2a in [ 12 ].  3   However, our method 
works for other procedures classifi ed into format 2 in [ 12 ]. 
The procedure of  Dragt  and Finn aims at normalizing the 
Hamiltonian [Eq. ( 19 )] by the following consecutive Lie 
canonical transformations
     

     

  2    Note that if the generating function   F    is real analytic,   Q(q, p)    and 
  P(q, p)    are also real analytic in   DomF    [ 81 ]. 

(19)H(q, p) =

∞∑
k=2

Hk(q, p)

  3    In this book, the existing types of perturbations are classifi ed to the 
fi ve formats, format 1a, 1b, 2a, 2b and 2c, depending on whether they 
use generating function or not, iterative or recursive.  LCPTs  by  Dragt  
and Finn,  Hori  and  Deprit  are classifi ed into format 2a, 2b and 2c, 
respectively. For details of the classifi cation, see [ 12 ] in Sect. 3.2. 

(20)Q(m)(q, p) = e−{Fm ,·}e−{Fm−1,·}
· · · e−{F3,·}q,

(21)P(m)(q, p) = e−{Fm ,·}e−{Fm−1,·}
· · · e−{F3,·}p,
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generated by the generating functions   Fm, Fm−1, . . . , F3    
where   Fk (3 ≤ k ≤ m)    is a homogeneous polynomial of 
order   k    with respect to   (q, p)   . The non-blow-up region   Um    
of the  LCPT  is
     

that is, an intersection between   DomF3    and 
  e{F3,·} . . . e{Fk−1,·}DomFk (k = 4, . . . , m)   , which is the non-
blow-up region   DomFk    pulled back to the space spanned by 
the original phase space variables,   p    and   q   . 

 In general, we have   Um1 ⊆ Um2    for   m1 ≥ m2,    and thus, 
the non-blow-up region shrinks as the perturbation order 
 m ( m   >  3) increases. The question of how the non-blow-up 
region shrinks depends on specifi c forms of the generating 
functions but, in general, if   k (k ≥ 3)    is odd and if  0  is an 
isolated critical point of   Fk(q, p)   ,  4   the differential equation 
induced by   Fk(q, p)   ,
     

     

is unbounded, i.e., there is at least one unbounded solution 
[ 83 ].  5   If the unbounded solution blows up in a fi nite time, it 
can be shown that non-blow-up region of the canonical 
transformation generated by   Fk    is not equal to the whole 
phase space. The reason is the following. Let   k    be an odd 
integer that is larger than 2 and   (q(ε), p(ε))    be one of the 
solutions of the differential equation that blows up at   ε∗   . 
Then,
     

is also the solution of the differential equation that blows 
up at   ε = 1   . 

    2.3   A demonstration of how the non-blow-up region   Um    
depends on the perturbation order   m    

 In this section, we provide two examples of how the non-
blow-up region   Um    shrinks as the perturbation order   m    
increases. First, we evaluate non-blow-up regions of  LCPT  

(22)
Um = DomF3 ∩

m⋂
k=4

e{F3,·} . . . e{Fk−1,·}DomFk ,

= DomF3 ∩ e{F3,·}DomF4 ∩ · · · ∩ e{F3,·} . . . e{Fm−1,·}DomFm ,

  4     0  is an isolated critical point of   Fk(q, p)    if   Fk(q, p)    has a critical 
(stationary) point at  0  and there exists an open neighborhood of  0  
within which there is no critical point other than  0 . 

(23)
dq
dε

=
∂Fk(q, p)

∂p
,

(24)
dp
dε

= −
∂Fk(q, p)

∂q
,

  5    See COROLLARY in [ 83 ] in p. 1921. Note that   k    in this manu-
script corresponds to   k + 1    in their notation. 

(25)
(
q′(ε), p′(ε)

)
=

(
ε∗
) 1

k−2
(
q
(
ε∗ε

)
, p
(
ε∗ε

))

by  Dragt  and Finn in a Hamiltonian [Eq. ( 1 )] in Sect.  2.3.1  
and compare them with those of  LCPTs  by  Hori  and by 
 Deprit . The relation between these  LCPTs  has been dis-
cussed in [ 4 ,  9  –  14 ], and comparison has been made in 
terms of the computational complexity [ 4 ,  14 ], generaliz-
ability to non-autonomous Hamiltonian systems [ 4 ] and to 
an abstract setting of graded Lie algebras [ 12 ,  13 ]. Here, 
these  LCPTs  are compared in terms of their non-blow-up 
regions and validity ranges. In Sect.  2.3.2 , we evaluate non-
blow-up regions in a  HCN  molecule. In both the examples, 
we use a blow-up technique to integrate the differential 
equation in  Eqs . ( 23 ) and ( 24 ) shown in Sect.  6.1  in Appen-
dix. In the calculation of generating functions, we used an 
algorithm of  Broer  [ 14 ] for  LCPT  by  Dragt  and Finn and 
the triangle algorithms [ 10 ,  12 ] for  LCPTs  by  Hori  and 
 Deprit . 

   2.3.1   Non-blow-up regions in a Hamiltonian [Eq. ( 1 )] 

 In this section, we investigate how the non-blow-up region 
  Um    depends on the perturbation order   m   . To investigate 
their relation to the phase space topology of the Hamilto-
nian [Eq. ( 1 )], we plot contour lines of the Hamiltonian 
in Fig.  1 a in the energy range   [−0.1, 0.4]   . This Hamil-
tonian has four fi xed points, one of which is elliptic and 
the other three are hyperbolic. The elliptic fi xed point 
is located at the origin   (q, p) = 0    and the other three are 

located at   ( 1
3 , 0), (− 1

4 ,
√

7
32 )    and   (− 1

4 , −
√

7
32 )   , respec-

tively. The one located at   ( 1
3 , 0)    has an energy   154    that is 

smaller than that of the other two hyperbolic fi xed points, 
and thus, the closest  separatrix  from the origin is made 
up of the stable and unstable manifolds of the hyperbolic 
fi xed point   ( 1

3 , 0)   . In Fig.  1 b, we plot non-blow-up regions 
  Um (m = 5, 10, 15, 20)    of  LCPT  by  Dragt  and Finn in the 
Hamiltonian [Eq. ( 1 )] along with the  separatrix  of the Ham-
iltonian. From this fi gure,   Um    shrinks as   m    increases and   Um    
converges into the region inside the  separatrix . To see if the 
similar behavior can be seen in other types of perturbation 
theory, we compare non-blow-up regions of  LCPT  by  Hori , 
and that by  Deprit  which are classifi ed as format 2b and 2c 
in [ 12 ], respectively. The former one seeks for the canoni-
cal perturbation of the form        
     

     

where   ̃Fk(q, p) (k = 3, . . . , m)    is a homogeneous poly-
nomial of order   k    with respect to   q    and   p   . The generating 
function   ̃Fk(q, p) (k = 3, . . . , m)    is determined by the con-
ventional manner (see [ 12 ]).   ̃Q(m)(q, p)    and   ̃P(m)(q, p)    can 
be obtained by integrating the differential equations

(26)Q̃(m)(q, p) = e
−
∑m

k=3

{
F̃k ,·

}
q,

(27)P̃(m)(q, p) = e
−
∑m

k=3

{
F̃k ,·

}
p,
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up to   ε = 1    starting from   (q(0), p(0)) = (q, p)    at   ε = 0    and 
by putting
     

The latter one seeks for a canonical transfor-
mation generated by the generating function 
  W (m)(ε, q, p) =

∑m
k=3

εk−3

(k−3)!
F̂k(q, p)   , where   ̂Fk(q, p)    is a 

homogeneous polynomial of order   k   . In this case, the new 
variables   (Q̂(m)(q, p), P̂(m)(q, p))    can be obtained by inte-
grating the differential equation,
     

     

(28)
dq(ε)

dε
=

∂
∑m

k=3 F̃k(q(ε), p(ε))

∂p
,

(29)
dp(ε)

dε
= −

∂
∑m

k=3 F̃k(q(ε), p(ε))

∂q
.

(30)
(

Q̃(m)(q, p), P̃(m)(q, p)

)
= (q(1), p(1)).

(31)
dq(ε)

dε
=

∂W (m)(ε, q(ε), p(ε))

∂p
,

(32)

dp(ε)

dε
= −

∂W (m)(ε, q(ε), p(ε))

∂q
,

until   ε = 1   , starting from the initial condition 
  (q(0), p(0)) = (q, p)    at   ε = 0   . Then,   (Q̂(m)(q, p), P̂(m)(q, p))    
can be obtained as   (Q̂(m)(q, p), P̂(m)(q, p)) = (q(1), p(1)).    In 
these cases, we also defi ne non-blow-up regions of the  LCPT  
of order   m, Ũm    ( Hori ) and   ̂Um    ( Deprit ) as the set of the initial 
conditions where the solutions of the canonical transforma-
tions generated by these generating functions are bounded. 
In Fig.  1 c, d, we plot   ̃Um    and   ̂Um    for   m = 5, 10, 15    and   20   . 
For  Hori  ’ s  LCPT , the non-blow-up regions   ̃U15    and   ̃U20    do 
not cover the whole region inside the  separatrix , whereas 
those of  Deprit  ’ s  LCPT  cover relatively wide regions in the 
phase space. In this specifi c example,  LCPT  by  Dragt  and 
Finn and that by  Deprit  have wider non-blow-up regions up 
to the perturbation order 20 th  than that by  Hori . More sys-
tematic study is needed to determine the best format of all 
the possible formats of  LCPT  (some of them is listed in [ 12 ]) 
that leads to the widest non-blow-up region among them. 

 To investigate validity ranges of the  LCPTs , we compare 
the action variables constructed using the  LCPTs  with the 
true action inside the  separatrix . Here, the true action is 
defi ned as
     

(33)I =
1

2π

∫
{(q,p)|H(q,p)≤E,inside the separatrix}

dqdp,

 Fig. 1        a  Contour lines of 
the Hamiltonian [Eq. ( 1 )],  b , 
 c ,  d  non-blow-up regions of 
 LCPT  by  b   Dragt  and Finn 
  Um (m = 5, 10, 15, 20)   ,  c   Hori  
  ̃Um (m = 5, 10, 15, 20)   , and,  d  
 Deprit    ̂Um (m = 5, 10, 15, 20)   , 
along with the  separatrix  of the 
Hamiltonian [Eq. ( 1 )]  
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[ 80 ] while the actions constructed by  LCPTs  are denoted 
as   I(20)

=
1
2 ((p(20))2

+ (q(20))2)    (Dragt and Finn),   ̃I(20)
= 

    12 ((p̃(20))2
+ (q̃(20))2)    (Hori), and   ̂I(20)

=
1
2 ((p̂(20))2

     +(q̂(20))2)    (Deprit) with   I(20)
trunc =

1
2 ((p(20)

trunc)
2
+ (q(20)

trunc)
2)    

(Dragt   and Finn, truncated), respectively, where 

  p(20)
trunc    and   q(20)

trunc    are constructed as follows. First, expand the 
canonical transformation  Eqs . ( 20 ) and ( 21 ) with respect to 
  q    and   p   , and then, truncated it at the order   21   -st, which is the 
conventional prescription used in [ 32 ]. These actions are 
close with each other within   O(E

21
2 )   . It is because the Ham-

iltonian ( 1 ) can be written as   H(q, p) = Hint(I(20)) + O(21)    
[this symbol   O    is the same as that defi ned in Eq. ( 2 )] in 
terms of these actions, and, thus, the following equation
     

holds, where   Θ(20)
= arctan q(20)

p(20)    is an angle variable that 
is conjugate to   I(20)   . To derive the last equality, we use the 
fact that   Hint(I ′)    is monotonically increasing with respect to 
  I ′   . Therefore, the difference between the action   I(20)    and the 
true action is   O(E

21
2 )   . The same is true for the other actions. 

(34)

I =
1

2π

∫
{(q,p)|Hint(I(20))≤E,inside the separatrix}

dqdp + O
(

E
20+1

2

)
,

=
1

2π

∫
{(q,p)|Hint(I(20))≤E,inside the separatrix}

dI(20)dΘ(20)
+ O

(
E

21
2

)
,

=

∫
{IâŁ™|Hint(IâŁ™)≤E}

dI(20)
+ O

(
E

21
2

)
,

= I(20)
+ O

(
E

21
2

)
,

Note that, at energies above that of the  separatrix , contour 
lines of the Hamiltonian do not enclose fi nite regions, and, 
thus, the true action is defi ned only inside the  separatrix . 
However, the actions constructed using the  LCPTs  are well-
defi ned inside their non-blow-up regions and we call them 
actions in what follows. In Fig.  2 a – d, we show their relative 

errors from the true action   I   , defi ned as (a)   |I
(20)

−I|
I     ( Dragt  

and Finn), (b)   |Ĩ
(20)

−I|
I     ( Hori ), (c)   |Î

(20)
−I|

I     ( Deprit ), and (d) 

  |I
(20)
trunc−I|

I     ( Dragt  and Finn, truncated), respectively. This com-
parison shows that the truncated one   I(20)

trunc    cannot describe 
the true action properly at the region close to the  separatrix  
(the relative error exceeds 100.), whereas   I(20)    describes the 
action inside the  separatrix  within 1 % error. This tendency 
does not change even if the perturbation order is increased 
further. In addition,   ̂I(20)    ( Deprit ) has larger errors than   I(20)    
( Dragt  and Finn), whereas   ̃I(20)    ( Hori ) has errors compara-
ble to those of   I(20)    ( Dragt  and Finn) has inside of the non-
blow-up region   ̃U20   . More systematic study is needed to 
be done, but, in this specifi c example, the  LCPT  by  Dragt  
and Finn leads to the best result among all, regarding the 
width of the non-blow-up region and the accuracy inside of 
it. Therefore, we use the  LCPT  by  Dragt  and Finn in what 
follows.        

    2.3.2   Non-blow-up regions in a  HCN  molecule 

 The schematic fi gure of this molecule is shown in Fig.  3 . 
This molecule consists of three atoms H, C and N. 

 Fig. 2       The relative error 
between the true action   I    and 
 a    I(20)    ( Dragt  and Finn),  b  
  ̃I(20)    ( Hori ),  c    ̂I(20)    ( Deprit ) 
and  d    I(20)

trunc    ( Dragt  and Finn, 
truncated), plotted inside the 
 separatrix   
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Restricting to the zero total angular momentum, the Ham-
iltonian can be described by the following three degrees of 
freedom ( dofs ),   r    (distance between C and N atom),   R    (dis-
tance between H and the center of mass of C and N) and   γ    
(angle between H and C as seen from the center of mass 
of C and N) in the  Jacobi  coordinate. The corresponding 
Hamiltonian is
     

where   μ = (mCmN )/(mC + mN )    is the reduced mass of the 
 CN  diatom,   m = (mH(mC + mN ))/((mH + mC + mN ))    the 
reduced mass of the full system and the potential   V(r, R, γ )    
is taken from  Murrell  et al. [ 84 ]. This molecule has two 
minima that have collinear confi gurations, one is called 
 HCN  and the other is  CNH . The potential energy of the 
saddle located in between the  HCN  and  CNH  wells is 
  −0.444    kcal/mol. The  HCN  and  CNH  well and the sad-
dle point that lies between the two wells correspond to 
  γ ≈ 0, ≈ π    and   γ ≈ ±1.168    rad., respectively. In Fig.  4 , 
we show intersections between non-blow-up regions 
  Um (m = 4, 8, 12, 16)    and   pr = pγ , pR = 0, H = −0.430    
kcal/mol projected on the coordinate space   (r, R, γ )    using 
 ParaView  [ 85 ], version 4.10. In Fig.  4 , the boundary of 
the energetically accessible region is plotted in a trans-
parent surface. This surface looks like a bottle, and its 
neck corresponds to the saddle region   γ ≈ 1.168    (rad.). 
This fi gure indicates that non-blow-up regions disap-
pear at the saddle region and, at the perturbation of order 
16 th ,   U16    cannot cover the whole region inside  HCN  basin 
  γ = −1.168 ∼ 1.168    (rad.).                

      3   A method of how to improve non-blow-up regions 

 In this section, we propose a method to improve valid-
ity ranges of Lie canonical perturbation theory. In this 
section and in what follows, we assume   H2(q, p)    can be 
written as   12

∑n
i=1 ωi(q2

i + p2
i )   , which holds if the ori-

gin   (q, p) = 0    is an elliptic fi xed point, where   ωi (ωi > 0)    
is a linear frequency of the   i    th  mode. However, it is 
straightforward to generalize this method to the other 
types of fi xed points. We propose generating functions 
of a form   ̌Fk(q, p) = (1 − exp(−

αk

Hl
2
))Fk(q, p)    where 

  Fk(q, p) (k = 3, . . . , m)    are the generating functions of 
 LCPT  by  Dragt  and Finn and   l    and   αk (k = 3, . . . , m)    are 
positive real numbers. 

 First, note that the new generating function   ̌Fk(q, p)    
has the same Taylor coeffi cients as   Fk(q, p)   , and thus, the 
resulting Hamiltonian   Ȟ(m)

= e−{F̌m ,·} . . . e−{F̌3,·}H    has the 
same normal form as   H(m)

= e−{Fm ,·} . . . e−{F3,·}H    up to the 
order   m   . 

(35)

H =
1

2μ
p2

r +
1

2m
p2

R +
1

2

(
1

μr2 +
1

mR2

)
p2
γ + V(r, R, γ )

 Second, due to the factor   (1 − exp(−
αk

Hl
2
))    in front of the 

generating function, the canonical transformation generated 
by the new generating function is free from blowing up. To 
show this, it is suffi cient to show that all the solutions of 
the following differential equations   (3 ≤ k ≤ m)   ,
     

     

do not blow up for   ε ∈ [0, 1]   . It is because the results of 
 LCPT  should be fi nite if the solutions do not blow up 
for all   k = 3, . . . , m   . To show this, it is suffi cient to show 
  rω = ‖(q, p)‖ω    is bounded within the unit time by the 
time evolution of  Eqs . ( 36 ) and ( 37 ) where   ‖·‖ω    is a norm 
induced by a weighted inner product
     

It can be evaluated as
     

where we set
     

which is a fi nite number. Under the condition   l ≥
k−2

2    , the 
right-hand side of Eq. ( 39 ) is bounded, and thus,   rω    has a 
fi nite growth rate during the unit time interval. The detailed 
derivation of Eq. ( 39 ) is shown in Sect.  6.2  in Appendix. 
The condition   l ≥

k−2
2     is a suffi cient condition for non-

blow-up because if   l ≥
k−2

2     holds, the right-hand side of 
Eq. ( 39 ) has a fi nite limit   limrω→∞ 2lαkCkrk−2−2l

ω    , and, 
thus, it has a fi nite maximum value in   [0, ∞]   . 

 Note that the canonical transformation generated by   ̌Fk    
is no longer analytic. This is due to the fact that the fac-
tor   (1 − exp(−

αk

Hl
2
))    is not analytic at the origin   (q, p) = 0   . 

(36)
dq
dε

=
∂F̌k(q, p)

∂p
,

(37)

dp
dε

= −
∂F̌k(q, p)

∂q
,

(38)〈
(
q′, p′

)
, (q, p)〉 =

n∑
i=1

ωi
(
q′

iqi + p′

ipi
)
.

(39)

∣∣∣∣d log rω

dε

∣∣∣∣ ≤ Ckrk−2
ω

(
1 − exp

(
−

2lαk

r2l
ω

))
,

(40)Ck = max
‖e‖ω=1

‖∇Fk(e)‖ω,

H

C
N

γ

r

R

 Fig. 3       A  schematical  fi gure of  HCN  molecule  
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In general, the normal form of the Hamiltonian is merely a 
formal power series, and, at best, it is an asymptotic power 
series with respect to the normalized action-angle variables. 
This indicates non-existence of analytic canonical transfor-
mation that leads to the desired normal form because its 
existence implies that the original Hamiltonian depends 
analytically on the normalized action-angle variables.  Con-
trastingly , due to the  Borel - Ritt  theorem [ 12 ], for every 
formal power series, there exists a   C∞    function (which is 
not necessarily analytic) whose Taylor coeffi cients are the 
same as those of the formal power series. Therefore, there 
may be a canonical transformation of   C∞    that leads to the 
desired normal form. This is one of the reasons why we 
seek for a non-analytic canonical transformation. A method 
of how to determine   l    and   αk (k = 3, . . . , m)    is shown in 
Sect.  6.3  in  “ Appendix ” . 

    4   Demonstration of our method to improve the validity 
range 

 In this section, we demonstrate how our method works for 
the two systems. 

   4.1   Demonstration of our method in the Hamiltonian 
system [Eq. ( 1 )] 

 In Fig.  5 a, b, we show that the two actions   I(20)    and   ̌I(20)    
along with the true action   I   , where   ̌I(20)    is defi ned as

     

         
 This fi gure indicates that the action   ̌I(20)    extends 

smoothly to the outside of the non-blow-up region   U20,    
whereas   I(20)    has some spurious peaks indicated by the 
circles in Fig.  5 a ′ . To investigate how the action   ̌I(20)    
describes the dynamics for the outside region of the  sepa-
ratrix , we superpose the contour surface of   ̌I(20)    with the 
contour lines of the Hamiltonian in Fig.  6 a. The  separatrix  
is indicated by the pink dotted line in this fi gure. This fi g-
ure indicates that the two contour lines are roughly paral-

lel with each other. To quantify it, we plot   

∣∣∣∣∣
{

Ǐ(20),H
}

Ǐ(20)

∣∣∣∣∣    and 

  

∣∣∣∣∣
{

I(20)
trunc,H

}
I(20)
trunc

∣∣∣∣∣    in Fig.  6 b, c, respectively. If the contour lines 

of the actions and the Hamiltonian are parallel with each 
other, this quantity should be zero. This fi gure indicates 

that   

∣∣∣∣∣
{

Ǐ(20),H
}

Ǐ(20)

∣∣∣∣∣    is smaller than   

∣∣∣∣∣
{

I(20)
trunc,H

}
I(20)
trunc

∣∣∣∣∣    by more than 100 

times for the outside of the  separatrix , whereas   

∣∣∣∣∣
{

Ǐ(20),H
}

Ǐ(20)

∣∣∣∣∣    
is   < 0.1    in the plotted region. Here, we use   I(20)

trunc    as a ref-
erence to compare because the non-blow-up region   U20    
is almost the same as the region inside the  separatrix  (see 
Fig.  1 b), and, thus, it cannot be used to compare with   ̌I(20)    
outside of the  separatrix . Again, note that the true action 
defi ned as Eq. ( 33 ) does not exist outside of the  separatrix  

(41)Ǐ(20)
=

1

2

((
p̌(20)

)2
+

(
q̌(20)

)2
)

.

 Fig. 4       Non-blow-up regions 
of  LCPT  by  Dragt  and Finn: 
intersections between   Um    and 
  pr = pγ , pR = 0, H = −0.430    
kcal/mol projected on the 
coordinate space   (r, R, γ )   ,  a  
  m = 4   ,  b    m = 8   ,  c    m = 12    and 
 d    m = 16     
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but the action   ̌I(20)    is well defi ned even outside of the  sepa-
ratrix  and serves as an approximate integral of motion, i.e., 

  
∣∣∣{Ǐ(20), H

}∣∣∣ ≤ 0.1 × Ǐ(20)   .        

    4.2   Demonstration of our method in the  HCN  molecule 

 In this section, we apply our method to the  HCN  mole-
cule to demonstrate how our method improves the behav-
ior of the action variables. To demonstrate it, we cal-
culate the actions   I(7)

i (i = 1, 2, 3), Ǐ(7)
i (i = 1, 2, 3)    and 

  I(7)
trunc,i (i = 1, 2, 3)    along a trajectory at energy   −0.430    

kcal/mol, which is beyond the potential energy of the 
saddle located in between  HCN  and  CNH . Roughly 

speaking, the third mode (  i = 3   ) corresponds to the   γ    
direction that leads to structural transitions between 
 HCN  and  CNH  and the other modes   i = 1, 2    are the bath 
modes that weakly couple to the third mode. The pertur-
bation order   7    th  is shown to be suffi cient to obtain con-
verged actions [ 1 ,  2 ] at this energy. In Fig.  7 a, b, we show 
a typical trajectory of (a)   r, R    and (b)   γ   , respectively. The 
phase space region   −1.168 ≤ γ ≤ 1.168 (mod 2π)    cor-
responds to the  HCN  well, and this trajectory shows two 
structural transitions between  HCN  and  CNH  at the time 
instances indicated by the arrows, i.e.,   t = 8.671    ( fs ) and 
  t = 6.697 × 101    ( fs ), in Fig.  7 b. In the  HCN  well, we 
show how the actions evolve in time along the trajectory 
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in Fig.  7 c (  I(7)
i (i = 1, 2, 3), Ǐ(7)

i (i = 1, 2, 3)   ) and (d) 
(  I(7)

trunc,i (i = 1, 2, 3)   ). The actions   I(7)
trunc,i (i = 1, 2, 3)    change 

abruptly in time, and it is very diffi cult to extract any 
insight from the actions, but the actions shown in Fig.  7 c 
indicate the existence of the slowly varying actions. How-
ever, the actions   I(7)

i (i = 1, 2, 3)    have spurious peaks as 
indicated by the circles in Fig.  7 c. These peaks appear 
when the trajectory comes very close to the edge of the 
 HCN  well (  γ ≈ 1.168    or   γ ≈ 2π − 1.168   ).  Contrastingly , 
the actions   ̌I(7)

i (i = 1, 2, 3)    are free from these spurious 
peaks. Further study is needed to quantify the difference 
between the two, but this demonstration indicates potential-
ity for our method to suppress these spurious peaks on the 
edge of non-blow-up regions.        

     5   Conclusions and discussions 

 Validity ranges of  LCPT  have been investigated in terms 
of non-blow-up regions. Non-blow-up region of  LCPT  is 
a subset of initial conditions in the phase space where the 
results of the perturbation are fi nite. Non-blow-up region 
limits the validity ranges of  LCPT  because the results 
should be at least fi nite to validate them. We have investi-
gated how the validity ranges depend on the perturbation 
order in two systems, one of which is a simple Hamiltonian 

system with one degree of freedom and the other is a  HCN  
molecule. Our analysis of the former system indicates that 
non-blow-up regions become reduced in size as the per-
turbation order increases. In case of  LCPT  by  Dragt  and 
Finn and that by  Deprit , the non-blow-up regions enclose 
the region inside the  separatrix  of the Hamiltonian, but it 
may not be the case for  LCPT  by  Hori . We have also ana-
lyzed how well the actions constructed by these  LCPTs  
approximate the true action of the Hamiltonian in the non-
blow-up regions and  have found  that the conventional trun-
cated  LCPT  does not work over the whole region inside 
the  separatrix , whereas  Dragt  and Finn ’ s without trunca-
tion does. In addition,  LCPT  by  Dragt  and Finn leads to 
smaller errors than those by  Deprit . Regarding the width of 
the non-blow-up region and the accuracy inside it,  LCPT  
by  Dragt  and Finn leads to the best results among the three. 
Our analysis of the latter system indicates that non-blow-up 
regions do not necessarily cover the whole region inside the 
 HCN  well. 

 We have proposed a new perturbation method to improve 
non-blow-up regions and validity ranges inside them. Our 
method is free from blowing up and retains the same nor-
mal form as the conventional  LCPT . We demonstrated our 
method in the two systems and showed that the actions 
constructed by our method have larger validity ranges than 
those by the conventional ones and our previous method 
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 Fig. 7        a ,  b  Time series of  a    r    and   R    and  b    γ    along a trajectory for 
  2.000 × 102    ( fs ) with the  arrows  that indicate time instances when 
the trajectory exits from the  HCN  well (  t = 8.671    ( fs )) and enters 

the well (  t = 6.697 × 101    ( fs )),  c  the actions   I(7)
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3     indicated by the  circles ,  d  
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proposed in [ 1 ,  2 ]. Previously,  Pad é   approximations have 
also been used to improve validity ranges of  LCPT  [ 86  –
  91 ]. Empirically, these approximations work well and poles 
of the  Pad é   approximation tend to clump together in the 
regions where chaotic motion is observed, such as  separa-
trices  or other chaotic regions [ 86 ,  89 ]. However,  even for  
an entire function that is analytic in the whole complex 
plane, its  Pad é   approximation can diverge everywhere [ 92 ], 
and thus, it may not be a reliable method to investigate the 
phase space geometry. In addition,  Teramoto  et al. [ 1 ,  2 ] 
demonstrated that  Pad é   approximation does not work for a 
highly excited  HCN  molecule.  Contrastingly , our method 
is free from such a spurious diverging behavior and works 
even for such highly excited molecules. Some other pos-
sible methods to improve validity ranges are using differ-
ent styles of normalization [ 12 ,  93 ] and using  Kolmogorov  
normal form [ 94  –  97 ]. Both of the methods can be used 
combining with our method. 

 Our method can be applied to various subjects in dynam-
ical reaction theory. For example, it would enable us to esti-
mate the time evolution of action variables more precisely 
than the existing methods, since the action variables con-
structed by our method are free from blowing up. Thus, it 
provides us with a new methodology to visualize the Arnold 
web leading to a better understanding of the dynamical 
mechanism of intramolecular vibrational-energy redistri-
bution ( IVR ) [ 98 ]. Moreover, the method can be used to 
investigate how the region around the potential saddle and 
the well are connected dynamically, since the actions thus 
constructed offer a better approximation of the real dynam-
ics locally even beyond the  separatrix . Therefore, we could 
evaluate how the stable/unstable manifolds emanating from 
the normally hyperbolic invariant manifold ( NHIM ) around 
the saddle look like in the well even when the energy of 
the reactive mode is  larger than  that of the saddle. It would 
make it possible to understand how the reactive mode 
obtains energy to go over the saddle from the well and how 
it loses energy to end up in the well. Results of these studies 
will be published in near future in separate papers. 
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   Appendix 

  A blow-up method to solve  Eqs . ( 23 ) and ( 24 ) 

 It is diffi cult to solve  Eqs . ( 23 ) and ( 24 ) directly because 
their right-hand sides are of order   k − 1    with respect to   q    
and   p    and increase rapidly as   q    and   p    increase. To solve the 
differential equation, we introduce the following blow-up 
coordinates [ 83 ],   r    and   e    such that   (q, p) = re    and   e · e = 1   . 
In addition to them, we introduce a scaled virtual time   s    
so that   ε    increases slower as the solution approaches to the 
infi nity such that   dε =

1
r(k−2) ds   . In terms of the blow-up 

coordinates and the scaled virtual time,  Eqs . ( 23 ) and ( 24 ) 
can be written as
     

     

     

where   Θk(e)    is defi ned as
     

Equations ( 42 ), ( 43 ) and ( 44 ) can be solved stably because 
norms of their right-hand sides are bounded by a fi nite 
value, i.e.,   maxe·e=1 ‖∇Fk‖   , where   ‖·‖    is Euclidean norm. 
In this paper, we integrate this differential equation using 
Stepper Dropper853 [ 99 ], which is 8 th  order  Runge - Kutta  
method with step size control under the constraint   e · e = 1    
until   ε ≤ 1   . We use the double precision to integrate them 
and if the value of   log r    exceeds the logarithm of the 
maximum value of  double  defi ned in the standard  C++  
library [ 100 ],
     

that is  1.79769e+308  in our current environment, we 
regard the solution as one that blows up. 

 This method can be also used to solve differential equa-
tions induced by generating functions in  LCPTs  by  Hori  
[ Eqs . ( 28 ) and ( 29 )] and  Deprit  [ Eqs . ( 31 ) and ( 32 )]. How-
ever, those generating functions are not homogeneous 
polynomials, and thus, this method needs to be adopted 
for them. To solve them accurately, we decompose the 
phase space into two regions: One is a region where the 
highest order terms in the generating function dominate 
and the other is its complement. In the former region, by 

(42)
d log r

ds
= Θk(e),

(43)

de
ds

=

(
∂Fk(q, p)

∂p

∣∣∣∣
(q,p)=e

, −
∂Fk(q, p)

∂q

∣∣∣∣
(q,p)=e

)
− Θk(e)e,

(44)
dε

ds
=

1

r(k−2)
,

(45)Θk(e) = e ·

(
∂Fk(q, p)

∂p

∣∣∣∣
(q,p)=e

, −
∂Fk(q, p)

∂q

∣∣∣∣
(q,p)=e

)
.

std :: numeric_limits < double >:: infty()
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introducing the blow-up coordinate and the scaled virtual 
time, the differential equations can be written as  Eqs . ( 42 ), 
( 43 ) and ( 44 ) plus some correction terms of order   1/r   . They 
can be integrated in the same manner as above. In the latter 
region, since the lower order terms still dominate, we can 
directly integrate the differential equations. 

   A derivation of Eq. ( 39 ) 

 The   ε   -derivative of   rω    can be calculated as follows,
     

Defi ne   e    as   (q, p) = rωe   , then,   ‖e‖ω = 1    holds. using this, 
we get
     

Finally, we get
     

using the following inequality,
      

   A method to determine   l    and   αk (k = 3, . . . , m)    
in Sect.  3  

 As pointed out in Sect.  3 , the condition   l ≥
k−2

2     is a suf-
fi cient condition for the right-hand side of Eq. ( 39 ) is 
bounded. Here, we choose   l = k − 2    for simplicity, but 
this choice may not be the best choice. Further study is 
needed to fi nd an optimal power   l   . Under this choice, the 

(46)

drω

dε
=

1

rω

n∑
i=1

ωi

(
qi

dqi

dε
+ pi

dpi

dε

)
,

=
1

rω

n∑
i=1

ωi

(
qi

∂F̌k

∂pi
− pi

∂F̌k

∂qi

)
,

=
1

rω

n∑
i=1

ωi

(
qi

∂Fk

∂pi
− pi

∂Fk

∂qi

)(
1 − exp

(
−

2lαk

r2l
ω

))
.

drω

dε
=

n∑
i=1

ωi

(
ei

∂Fk

∂pi
− ei+n

∂Fk

∂qi

)(
1 − exp

(
−

2lαk

r2l
ω

))
,

= rk−1
ω

n∑
i=1

ωi

(
ei

∂Fk

∂pi

∣∣∣∣
(q,p)=e

− ei+n
∂Fk

∂qi

∣∣∣∣
(q,p)=e

)

×

(
1 − exp

(
−

2lαk

r2l
ω

))
.

(47)

∣∣∣∣d log rω

dε

∣∣∣∣ ≤ rk−2
ω

(
1 − exp

(
−

2lαk

r2l
ω

))
max

‖e‖ω=1
‖∇F(e)‖ω.

(48)

− max
‖e‖ω=1

‖∇F(e)‖ω

≤

n∑
i=1

ωi

(
ei

∂Fk

∂pi

∣∣∣∣
(q,p)=e

− ei+n
∂Fk

∂qi

∣∣∣∣
(q,p)=e

)
≤ max

‖e‖ω=1
‖∇F(e)‖ω.

maximum value of the right-hand side of Eq. ( 39 ) can be 

evaluated as   2
k−2

2 Ckα
1
2
k f ∗    and this maximum is attained 

at   rω =

√
2α

1
k−2
k r∗   , where   f ∗ (≈ 6.38173 × 10−1)    

and   r∗ (≈ 8.92135 × 10−1)    the maximum and the 
argument that attains the maximum of the function 
  f (r) = r(1 − exp( 1

r2 )) (r ≥ 0)   , respectively. 
 For the right-hand side of Eq. ( 39 ) to be of order 1, i.e., 

  2
k−2

2 Ckα
1
2
k f ∗

∼ 1, αk    should satisfy   αk ∼
1

2k−2 ( 1
f ∗Ck

)2   . This 

is how we determine   αk (k = 3, . . . , m)   . If the   αk    is chosen 
as this,
     

holds for   k = 3, . . . , m − 1   . This should hold if   (k + 1)    th  
order perturbation acts as a correction to the result up to the 
  k    th  order perturbation. 

 Note that, if   αk    becomes smaller, the deviation between 
  Fk    and   ̌Fk    becomes larger. Therefore, it is favorable if   αk    is 
chosen as large as possible. Since   αk    is inversely propor-
tional to   C2

k   , it may also be important to suppress the growth 
of   Fk    without normalizing near-resonant terms in  LCPT . 
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Abstract A study is reported of the quantum scattering

resonances of dissociating molecules using a semiclassical

approach based on periodic-orbit theory. The dynamics

takes place on a potential energy surface with an energy

barrier separating two channels of dissociation. Above the

barrier, the unstable symmetric-stretch periodic orbit may

undergo a supercritical pitchfork bifurcation, leading to a

classically chaotic regime. Signatures of the bifurcation

appear in the spectrum of resonances, which have a shorter

lifetime than classically expected. A method is proposed to

evaluate semiclassically the energy and lifetime of the

quantum resonances in this intermediate regime.

Keywords Quantum scattering theory � Classical
dynamics � Bifurcations and chaos

1 Introduction

It is a great privilege and pleasure to contribute to this

special volume in honor of Gregory Ezra who has so many

theoretical achievements in the classical and quantum

dynamics of molecules. Methods of dynamical systems

theory and semiclassical quantization have proved to be

very powerful to understand the rovibrational dynamics of

stable and dissociating molecules. If the former are char-

acterized by discrete energy spectra in their ground state,

the latter have continuous spectra with possible resonances.

Quantum resonances appear at specific energies, and their

width is inversely proportional to their lifetime. They

manifest themselves in collisions, as well as in dissocia-

tions, and are thus called scattering resonances. They play a

fundamental role in our understanding of unimolecular

reactions and transition-state theory.

Since the seventies, much effort has been devoted to the

semiclassical quantization of classically chaotic dynamics,

in particular, using periodic-orbit theory [1–11]. These

methods have also been applied to scattering processes

such as unimolecular reactions [12–14]. Remarkably, the

transition state of dissociating molecules is spanned by

periodic orbits that are unstable and form a chaotic saddle

over large energy ranges. Yet, bifurcations happen at spe-

cific energies where the periodic orbits may become stable

and form so-called Kolmogorov–Arnold–Moser (KAM)

elliptic islands [15]. Several types of bifurcations have

been identified including the supercritical and subcritical

pitchfork bifurcations [12–14]. At such bifurcations, the

spectrum of quantum scattering resonances undergoes

changes, which are difficult to investigate in terms of

standard periodic-orbit theory because it fails for stable

periodic orbits.

The purpose of the present paper is to show that the

semiclassical theory can be extended to obtain the quantum

scattering resonances close to pitchfork bifurcations. The

vehicle of our study is the collinear dynamics of HgI2 on

the potential energy surface considered by Zewail and

coworkers [16, 17]. In previous work [12–14], the classical

and quantum dynamics of this system have been analyzed

in terms of periodic-orbit theory, showing that the classical

dynamics has a single unstable periodic orbit below a

critical energy and becomes fully chaotic above. The

quantum scattering resonances have been calculated using
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standard periodic-orbit theory in the periodic and chaotic

regimes. Here, the semiclassical theory is developed at the

pitchfork bifurcation in between both regimes and a local

approximation is obtained for the quantum scattering res-

onances, completing in this way previous work [12–14].

Semiclassical theory has the advantage of providing com-

pact analytical expressions describing series of scattering

resonances.

This paper is organized as follows. Section 2 is devoted

to the semiclassical theory in order to determine the

dynamics and the quantum scattering resonances of uni-

molecular reactions. In Sect. 3, the semiclassical theory is

developed to obtain the quantum scattering resonances

close to a supercritical pitchfork bifurcation using the

transfer operator method [4–6, 18, 19]. In Sect. 4, the

theory is applied to the dissociation of HgI2, which mani-

fests such a bifurcation in the classical dynamics of its

transition state. Conclusions are drawn in Sect. 5.

2 Semiclassical periodic-orbit theory of molecular

dissociation

2.1 Classical dynamics

The dissociation of triatomic molecules—or the reaction

between an atom and a diatomic molecule—takes place on

a potential energy surface typically presenting an energy

barrier between two valleys, in which the molecular frag-

ments separate. The passage is open above a critical energy

where a saddle point exists.

The classical dynamics of the reaction can be studied in

the phase space of atomic positions and linear momenta.

Since the total energy and the total angular momentum are

conserved, the phase space can be decomposed into shells

where the trajectories remain. Reacting systems are of

scattering type in the sense that the centers of mass of the

fragments move in free flight at a large distance from each

other. The motion is thus unbounded and most of the tra-

jectories are coming from and running away toward

infinity. Nevertheless, there might exist invariant sets of

bounded trajectories that remain trapped at finite distance.

Such invariant sets may be composed of a single or infi-

nitely many trajectories. In the former case, the trajectory

is unstable and periodic or reduced to the saddle point. In

the latter case, the invariant set contains many stable or

unstable periodic orbits. The periodic orbits are stable of

elliptic type if the invariant set forms KAM islands [15].

All the periodic orbits are unstable of hyperbolic type if the

invariant set is a fully chaotic saddle. Remarkably, such

chaotic invariant sets may exist over large energy ranges in

the dynamics of dissociating molecules such as HgI2 or

CO2 [11–14]. These chaotic saddles appear after that the

unique unstable periodic orbit existing at energies just

above the saddle point has undergone bifurcations.

The classical dynamics can be analyzed in the phase

space by taking a Poincaré surface of section [20–22] in a

plane transverse to the symmetric-stretch periodic orbit.

For the collinear dynamics of a triatomic molecule, the

phase space has dimension six. Eliminating the motion of

the center of mass and using energy conservation, we

remain with a phase space of dimension three, so that the

Poincaré surface of section is bidimensional and easy to

depict.

Figure 1 shows the bifurcation scenario in symmetric

molecules ABA, such as HgI2, where a supercritical

pitchfork bifurcation happens. Below the bifurcation, the

unstable periodic orbit corresponds to the symmetric-

stretch motion of the triatomic molecule. This periodic

orbit becomes stable of elliptic type at the bifurcation

where two new unstable periodic orbits appear corre-

sponding to asymmetric-stretch movements. Thereafter, the

symmetric-stretch periodic orbit is surrounded by a KAM

elliptic island, which extends between the two new unsta-

ble periodic orbits. As energy increases, the island itself

undergoes successive bifurcations, which destabilize the

orbits. After the last heteroclinic tangencies, the invariant

set becomes a fully chaotic saddle composed of unstable

orbits of hyperbolic type. In this chaotic regime, all the

orbits are in one-to-one correspondence with bi-infinite

sequences

0

02 1

Eht

Ed
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E‡
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p

p

x

x

x
x

Fig. 1 Supercritical pitchfork bifurcation scenario for symmetric

ABA molecules: on the left, bifurcation diagram in the plane of the

energy E versus the position x. The critical energies are, respectively,

the energy Ez of the saddle point, the energy Ec of the pitchfork

bifurcation, the energy Ed where the symmetric-stretch periodic orbit

becomes unstable again, and the energy Eht of the last heteroclinic

tangencies, after which the invariant set becomes fully chaotic. On the

center, typical phase portraits in some Poincaré surface of section

ðx; pÞ in the different regimes. On the right, the shortest periodic

orbits in position space ðrAB; rBAÞ. This scenario is observed to occur

in the classical dynamics of HgI2 [11–13]
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x ¼ � � �x�2x�1 � x0x1x2 � � � ð1Þ
made of three possible symbols xk 2 f0; 1; 2g. The symbol

xk ¼ 0 is associated with a passage close to the symmetric-

stretch periodic orbit and the symbols xk ¼ 1 or 2 with a

passage near by either one or the other of the two asym-

metric-stretch periodic orbits. It is fascinating to observe

that this symbolic dynamics captures all the trapped tra-

jectories over a very large range at high energies.

Figure 2 depicts the scenario in other symmetric mole-

cules ABA, such as CO2, where the pitchfork bifurcation is

subcritical and preceded by two saddle-center tangent

bifurcations giving birth to a pair of small KAM islands

merging together at the subcritical pitchfork bifurcation.

Again, the main KAM island is bordered by the two

unstable periodic orbits of asymmetric-stretch type, and the

scenario at high energy is similar to the previous one with a

fully chaotic saddle based on three symbols.

In the case of a non-symmetric molecule ABC, a dif-

ferent scenario is observed. Since the symmetry is broken,

the pitchfork bifurcation is replaced by a saddle-center

tangent bifurcation giving birth to the main KAM island,

while the unstable periodic orbit continues to exist from

lower to higher energies, as shown in Fig. 3.

An important remark is that the main KAM elliptic

island has a small phase-space extension in light–heavy–

light molecules, but a larger extension in heavy–light–

heavy ones such as the HCl2 or HI2 radicals.

Already the classical dynamics allows us to estimate the

lifetime of dissociating molecules by considering the

escape of a statistical ensemble of trajectories from the

region near the saddle point. The number Nt of trajectories

that are still found in this region at a given time t is

decaying at a rate, which defines a unimolecular reaction

rate as

kt � � 1

Nt

dNt

dt
: ð2Þ

If the classical dynamics features a KAM elliptic island,

the decay of Nt is known to be non-exponential [23]. In

particular, Nt may converge to a non-vanishing value in the

long-time limit if the elliptic island has a positive volume

in a three-dimensional energy shell. Most remarkably, the

decay is exponential if the invariant set of trapped trajec-

tories contains a single hyperbolic periodic orbit or is a

fully chaotic saddle. In such generic circumstances, a

unimolecular reaction rate characterizing the long-time

decay can be rigorously defined already in the classical

dynamics: ccl ¼ limt!1 kt. This rate is equal to the so-

called escape rate of dynamical systems theory [24]. It can

be expressed as the difference between the positive

Lyapunov exponent k measuring the sensitivity to initial

conditions and the Kolmogorov–Sinai (KS) entropy per

unit time hKS characterizing the randomness of the chaotic

dynamics in the invariant set [24, 25]

ccl ¼ k� hKS : ð3Þ
These quantities vary with energy. If the invariant set

contains a single periodic orbit, the KS entropy vanishes,

hKS ¼ 0, and the unimolecular reaction rate is thus given

by the positive Lyapunov exponent: ccl ¼ k. More gener-

ally, the classical decay of the number Nt can be decom-

posed in terms of exponential decays associated with the

so-called Pollicott–Ruelle resonances of the classical

dynamics [10, 11].

We notice that the invariant set also controls the

dynamics of binary reactions. In the periodic regime, the

02 1

Eht

Ed

Et

E‡

p

p

x

x

x

x

p
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p
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Fig. 2 Subcritical pitchfork bifurcation scenario for symmetric ABA

molecules represented by the same diagrams as in Fig. 1. Here, Et

denotes the critical energy of two saddle-center tangent bifurcations

preceding the subcritical pitchfork bifurcation at Ec. This scenario is

observed to occur in the classical dynamics of CO2 [11, 14]
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Fig. 3 Saddle-center tangent bifurcation scenario for non-symmetric

ABC molecules represented by the same diagrams as in Fig. 1. Here,

Et denotes the critical energy of the saddle-center tangent bifurcation
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stable and unstable manifolds of the single unstable peri-

odic orbit constitute phase-space barriers to the reaction

[26]. Similar phase-space barriers have been recently dis-

covered, which are associated with higher-index saddles

[27]. If the saddle is chaotic, its stable and unstable man-

ifolds form a fractal set, hence the complexity of the

classical reaction dynamics.

2.2 Quantum dynamics

Of course, all these classical results have to be reconsid-

ered at the light of quantum mechanics. The sharp classical

trajectory structures are replaced by smooth wavefunction

features. Every classical structure with a phase-space area

smaller than Planck’s constant �h has no quantum corre-

spondence. Only the classical structures extending in phase

space over scales larger than Planck’s constant are sus-

ceptible to emerge out of quantum-mechanical waves.

Accordingly, the KAM elliptic islands generated in the

aforementioned bifurcation scenarios are smoothed out if

they have an area smaller than Planck’s constant. This is

the case for light–heavy–light dissociating molecules such

as HgI2 and CO2 where we should thus expect that the

quantization can be carried out semiclassically with a few

classical orbits approximating the dynamics over scales

larger than Planck’s constant �h.

Quantum mechanically, the configuration of a triatomic

molecule is described by a wavefunction wðr1; r2; r3; tÞ
ruled by Schrödinger’s equation

i �h otw ¼ Ĥ w ; ð4Þ

where Ĥ is the Hamiltonian operator. For a dissociating

molecule, the energy spectrum is continuous, Ĥ/E ¼ E/E,

extending upwards from the lowest zero-point energy E ¼
0 in the valleys of dissociation, so that a wave packet can

be decomposed as

wt ¼
Z1
0

dE cðEÞ e�iEt=�h /E ð5Þ

with some function cðEÞ determinedby the initialwavepacket

w0. At energies above the saddle point, the spectrum may

feature resonances corresponding to complex energies,

En ¼ En � iCn=2, with an imaginary part giving their width

Cn and lifetime sn ¼ �h=Cn. These resonances can be obtained

as generalized eigenstates of the Hamiltonian operator

Ĥ /n ¼ En /n ¼ En � i
Cn

2

� �
/n ; ð6Þ

allowing us to decompose the forward time evolution of a

wave packet into a sum of exponentially decaying

functions:

wt ¼
X
n

cn e�i En�iCn=2ð Þt=�h /n þ Oðt�mÞ ð7Þ

up to a possible power-law decay [10]. The expansion (7)

is obtained by deforming the integration path of Eq. (5)

from real to complex energies in order to pick up the

exponentially decaying contributions of the resonances and

the algebraic tail Oðt�mÞ due to the branch point at E ¼ 0

[28, 29]. The magnitude of this latter is proportional to the

probability amplitude of the initial wave packet at E ¼ 0,

which describes the quasi-free flight of the molecular

fragments in the dissociation valleys [30].

The quantum scattering resonances can be obtained

semiclassically using Gutzwiller’s trace formula if all the

periodic orbits in the invariant set of trapped trajectories are

unstable of hyperbolic type [2]. As previously shown [4–14],

the scattering resonances are thus given as the zeroes at

complex energy of the Gutzwiller–Voros zeta function

ZðEÞ ¼
Y1
m¼0

Y
p

1� e
i
�hSpðEÞ�ip2lp

jKpðEÞj1=2KpðEÞm
" #

¼ 0 ; ð8Þ

which is a product over all the prime periodic orbits fpg,
i.e., the periodic orbits that are not repeating themselves in

phase space [2, 3]. These orbits are characterized by their

reduced action

SpðEÞ ¼
I
p

p � dq ; ð9Þ

their Maslov index lp, and their instability factor KpðEÞ
with respect to the linearized classical dynamics. The

period of each orbit is given by

TpðEÞ ¼ d

dE
SpðEÞ ; ð10Þ

and the Lyapunov exponent characterizing the sensitivity

to initial conditions in the vicinity of the periodic orbit by

kpðEÞ ¼ 1

TpðEÞ ln jKpðEÞj ; ð11Þ

which is positive for unstable periodic orbits of hyperbolic

type.

It turns out that it is enough to consider the leading

factor with m ¼ 0 in the infinite product over the integer m

in order to obtain good semiclassical approximations for

the main quantum scattering resonances. In particular, for

an invariant set composed of a single unstable periodic

orbit, the main scattering resonances are given by the

zeroes of the unique factor with m ¼ 0 in the zeta function

(8). Using the relation expð2pinÞ ¼ 1 for any integer n, the

scattering resonances are given by the complex zeroes of

SðEÞ ¼ 2p�h nþ l
4

� �
� i

�h

2
ln jKðEÞj ; ð12Þ
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with n ¼ 0; 1; 2; ::: and l ¼ 2 for the symmetric-stretch

periodic orbit. Since the imaginary part of the energy is

usually smaller than its real part, the action can be

expanded around the energy of the resonances, ReEn ¼ En
satisfying SðEnÞ ¼ 2p�hðnþ 1=2Þ, so that the widths of the

resonance are determined by the Lyapunov exponent of the

periodic orbit: Cn ¼ �hkðEnÞ. Consequently, in this periodic

regime where the KS entropy vanishes hKS ¼ 0, the life-

times sn ¼ �h=Cn ¼ 1=kðEnÞ of the quantum scattering

resonances coincide with the classical lifetime given by the

inverse of the escape rate (3): scl ¼ 1=ccl ¼ 1=k.
At energies very close to the critical energy Ez of the

saddle point, we notice that the reduced action can be

approximated by a linear function of the energy as

SðEÞ ’ TzðE � EzÞ. Replacing in Eq. (12), the scattering

resonances are estimated to be

En ’ Ez þ �hxz nþ 1

2

� �
� i

�h

2
kz ; ð13Þ

with n ¼ 0; 1; 2; ::: and the angular frequency xz ¼ 2p=Tz

in the symmetric-stretch direction of the saddle point.

Accordingly, we recover the expression expected from the

harmonic approximation at the saddle point.

If the invariant set is fully chaotic and in correspondence

with the triadic symbolic dynamics (1), semiclassical

approximation for the resonances can be obtained as the

zeroes of

1�
X

p2f0;1;2g

e
i
�hSpðEÞ�ip2lp

jKpðEÞj1=2
’ 0 ; ð14Þ

the higher-order terms being negligible in the zeta function

(8) if the periodic orbits are unstable enough. In this regard,

the resonances are determined by interferences between the

quantum amplitudes associated with the three shortest

periodic orbits p 2 f0; 1; 2g, which describe the symmetric

stretch p ¼ 0 with l0 ¼ 3 and the asymmetric stretches

p ¼ 1; 2 with l1 ¼ l2 ¼ 2. In the chaotic regime where

hKS 6¼ 0, the quantum lifetimes may be longer than the

classically expected lifetime scl ¼ 1=ccl given in terms of

the escape rate (3). This lengthening is due to quantum

interferences described by Eq. (14) between the multiple

periodic orbits composing the chaotic saddle. Such inter-

ferences do not exist in the periodic regime where the

quantum and classical lifetimes thus coincide. In both the

classical and chaotic regimes, the spectrum of quantum

scattering resonances is gapped as ImEn ¼ �Cn=2� �
�hcq=2 by the quantum escape rate defined as

cq ¼ kð1=2Þ � 2 h
ð1=2Þ
KS

ð15Þ
where the superscript ð1=2Þ means that the Lyapunov

exponent and the KS entropy are defined with respect to a

probability distribution where the orbits are weighted by

the absolute value of their quantum amplitude, jKpðEÞj�1=2
[4–6, 10, 11]. In comparison with the classical escape

rate (3), Eq. (15) has an additional factor of 2 multiplying

the KS entropy because classical dynamics evolves prob-

abilities given by squaring the quantum amplitudes. In the

periodic regime where hKS ¼ h
ð1=2Þ
KS ¼ 0, the quantum

escape rate reduces to the classical one: cq ¼ kð1=2Þ ¼
k ¼ ccl.

These methods have been applied to obtain the scatter-

ing resonances of HgI2 and CO2 [10–14].

3 Semiclassical quantization near a supercritical

pitchfork bifurcation

At the critical energy E ¼ Ec of a supercritical pitchfork

bifurcation, the unique unstable periodic orbit of symmet-

ric-stretch motion becomes stable of elliptic type, so that its

Lyapunov exponent vanishes, kðEcÞ ¼ 0, and its instability

factor becomes equal to unity jKðEcÞj ¼ 1. In this case, the

Gutzwiller–Voros zeta function (8) no longer provides a

reliable approximation for the quantization and other

methods are required. Local and uniform approximations

have been developed for bounded systems with discrete

energy spectra [31–33]. Here, we extend these methods to

open systems with continuous spectra and resonances.

In order to describe the pitchfork bifurcation of the

symmetric-stretch periodic orbit, we consider the quantum

analog of a classical Poincaré first-return map in a surface

of section transverse to the orbit [5, 10, 18, 19]. The

quantum transfer operator from and to a section in con-

figuration space can be taken as

wkþ1ðxÞ ¼ Q̂wkðxÞ ¼
Z

dx0ffiffiffiffiffiffiffiffiffi
2pi�h
p e

i
�hFðx;x0Þ�ip2l wkðx0Þ ; ð16Þ

with the generating function

Fðx; x0Þ ¼ 1

2
ðx� x0Þ2 � vðx0Þ þ F0 ; ð17Þ

and the Maslov index l ¼ 2 because the paths undergo two

turning points before their return in the surface of section.

The corresponding classical map can be written as

pkþ1 ¼ pk � dv

dx
ðxkÞ ;

xkþ1 ¼ xk þ pkþ1 :

8<
: ð18Þ

In order to describe a supercritical pitchfork bifurcation,

the effective potential is taken as

vðxÞ ¼ v
2
x2 � a

4
x4 ð19Þ
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where a[ 0 is a positive constant coefficient while vðEÞ is
a parameter varying with the energy E and changing sign at

the bifurcation energy E ¼ Ec [10–14]. The classical map

(18) has thus the following form:

pkþ1 ¼ pk � vxk þ ax3k ;
xkþ1 ¼ pk þ ð1� vÞxk þ ax3k

:

�
ð20Þ

We notice that a has the units of the inverse of an action,

i.e., the units of �h�1.
If v\0, this map admits a unique unstable fixed point,

x ¼ p ¼ 0, which is characterized by the instability factor

K0 ¼ 1� v
2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

4
� v

r
[ 1 ; ð21Þ

and the reduced action S0 ¼ F0.

If v[ 0, this map has three fixed points: x ¼ p ¼ 0

which is now stable of elliptic type and two new satellite

fixed points at p ¼ 0 and x ¼ � ffiffiffiffiffiffiffiffi
v=a

p
which are unstable

with the instability factors

K1;2 ¼ 1þ vþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ 2v

p
[ 1 ; ð22Þ

and the reduced actions S1;2 ¼ F0 � v2=ð4aÞ.
The behavior is similar to the continuous-time classical

dynamics of symmetric molecules such as HgI2 , and we

can thus identify the reduced action and instability factors

of the map with those of the continuous-time dynamics.

This allows us to obtain the energy dependence of the

parameter F0 in the generating function (17) from the

reduced action of the symmetric-stretch periodic orbit,

F0ðEÞ ¼ S0ðEÞ, and the energy dependence of the param-

eter v in the effective potential (19) from the instability

factor of this orbit also:

vðEÞ ¼ 2� K0ðEÞ � K0ðEÞ�1 : ð23Þ
This parameter vanishes as vðEÞ / E � Ec at the bifurca-

tion. It is negative below and positive above. The constant

coefficient a is obtained from the difference between the

reduced actions of the symmetric- and asymmetric-stretch

periodic orbits in the limit where the energy E reaches the

critical energy Ec:

a ¼ lim
E!Ec

vðEÞ2
4 S0ðEÞ � S1;2ðEÞ
� 	 : ð24Þ

Now that the suitable energy dependence has been given to

the quantum transfer operator (16), the scattering reso-

nances are obtained as the zeroes of the characteristic

determinant of this transfer operator:

det Î � Q̂ðEÞ� 	 ¼ 0 ; ð25Þ
at complex energies E ¼ En [5, 10]. Using the relation

ln detðÎ � Q̂Þ ¼ tr lnðÎ � Q̂Þ ; ð26Þ

the determinant (25) can be expanded in a series involving

the trace of the powers of the transfer operator as

det Î � Q̂

 � ¼ exp �

X1
k¼1

1

k
tr Q̂k

 !

¼ 1� tr Q̂� 1

2
tr Q̂2 � tr Q̂


 �2h i
þ � � �

ð27Þ

Let us suppose that the terms get smaller and smaller as

their power in Q̂ increases. The first approximation to

consider would thus be

1� tr Q̂ðEÞ ’ 0 : ð28Þ
Now, the trace of the transfer operator (16) can be calcu-

lated as

tr Q̂ ¼
Z

dxffiffiffiffiffiffiffiffiffi
2pi�h
p e

i
�hFðx;xÞ�ip2l

¼ e
i
�hF0�ip2l

Zþ1
�1

dxffiffiffiffiffiffiffiffiffi
2pi�h
p e�i vðxÞ=�h

¼ e
i
�hF0�ip2l

Zþ1
�1

dxffiffiffiffiffiffiffiffiffi
2pi�h
p exp � iv

2�h
x2 þ ia

4�h
x4

� �
;

ð29Þ

which is known to be given by

tr Q̂ ¼ e
i
�hF0�ip2l

ffiffiffiffiffiffiffiffiffi
pv
8i�ha

r
e�

iv2

8�ha ei
p
8J�1

4

v2

8�ha

� �
þ e�i

p
8J1

4

v2

8�ha

� �� 

;

ð30Þ
in terms of the Bessel functions of fractional order J�1

4
ðzÞ

[32, 33].

Close to the pitchfork bifurcation, the parameter vðEÞ is
vanishing and the Bessel functions can be approximated by

their Taylor series

JmðzÞ ’ 1

Cðmþ 1Þ
z

2

� �m
ð31Þ

where Cðmþ 1Þ is the gamma function of argument mþ 1

[34]. Within this approximation, we get

tr Q̂ ¼ e
i
�hF0�ip2l�ip8 Cð1

4
Þ

2 p1=2�h1=4a1=4
þ OðvÞ ð32Þ

where we used the relation Cð1
4
ÞCð3

4
Þ ¼ p

ffiffiffi
2
p

. Using the

identification of the parameter F0 with the reduced action

of the bifurcating symmetric-stretch periodic orbit,

F0 ¼ SðEÞ, and l ¼ 2, we obtain the result that the scat-

tering resonances close to the pitchfork bifurcation should

be given as the zeroes of

SðEÞ ¼ 2p�h nþ 1

2
þ 1

16

� �
� i �h ln

2 p1=2�h1=4a1=4

Cð1
4
Þ ; ð33Þ
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with n ¼ 0; 1; 2; ::: and under the condition that

�ha[ Cð1
4
Þ=ð2 ffiffiffi

p
p Þ� 	4¼ 1:09422:::

4 The case of HgI2

The previous results are applied to the dissociation process

hmþ HgI2ðX1Rþg Þ ! IHgI½ �z! HgIðX2RþÞ þ Ið2P3=2Þ ;
ð34Þ

reported by Zewail and coworkers [16, 17]. The collinear

dynamics is modeled according to the Hamiltonian:

Ĥ ¼ 1

2lHgI
p̂21 þ p̂22

 �� 1

mHg

p̂1 p̂2 þ Vðr1; r2Þ ; ð35Þ

with the damped Morse potential for two degrees of free-

dom proposed in Ref. [17] and the reduced mass

lHgI ¼ ðm�1Hg þ m�1I Þ�1. The origin of the energy scale is

taken at the critical energy Ez ¼ 0 of the saddle point.

Time and energy units are chosen, respectively, as femto-

second and cm�1. In these units, Planck’s constant has the

value �h ¼ 5308:84 fs cm�1.
The dynamics of the Hamiltonian system (35) has been

analyzed with classical, semiclassical, and wavepacket

methods in Refs. [11–13]. This analysis has shown the

existence of a supercritical pitchfork bifurcation at the

critical energy Ec ¼ 523 cm�1 where the single unstable

symmetric-stretch periodic orbit becomes stable of elliptic

type over the small energy range Ec\E\548 cm�1. In
this range, this orbit is surrounded by a small KAM island,

which is bordered by two unstable asymmetric-stretch

periodic orbits born at the pitchfork bifurcation. The KAM

elliptic island undergoes further bifurcations until the last

heteroclinic tangencies at E ¼ 575 cm�1, above which the

invariant set is fully chaotic and described by the triadic

symbolic dynamics (1).

Figure 4 shows the periods and Lyapunov exponents of

the three periodic orbits of shortest period, namely the

symmetric-stretch periodic orbit p ¼ 0 and the two asym-

metric-stretch periodic orbits p ¼ 1 and p ¼ 2. We see in

Fig. 4b that their Lyapunov exponents are vanishing at the

pitchfork bifurcation. The Lyapunov exponent of p ¼ 0

remains equal to zero in the interval Ec\E\548 cm�1

where this orbit is elliptic. Figure 4b also shows the clas-

sical escape rate (3), which is equal to the Lyapunov

exponent of p ¼ 0 in the periodic regime for E\Ec. In the

chaotic regime, the escape rate is smaller than the Lyapunov

exponents because of dynamical randomness characterized

by the KS entropy in Eq. (3). The energy dependences of

the period and the coefficient vðEÞ for the symmetric-

stretch periodic orbit p ¼ 0 are well described by the fits

TðEÞ ¼ 435:57þ 0:17557DE þ 7:15	 10�5 DE2 ; ð36Þ
vðEÞ ¼ 0:13732DE þ 2:6733	 10�4 DE2 þ 1:9897

	 10�7 DE3 ; ð37Þ
with DE ¼ E � Ec and the chosen units. The reduced

action of this periodic orbit is obtained by integrating the

polynomial fit (36) over energy:

SðEÞ ¼
ZE
0

TðE0Þ dE0 : ð38Þ

A similar fit has been carried out for the common period of

the asymmetric-stretch periodic orbits p ¼ 1 and p ¼ 2 in

order to get with Eq. (24) the value of the coefficient

a ¼ 0:038113=ðfs cm �1Þ ; ð39Þ
which is positive so that the pitchfork bifurcation is

supercritical.

The quantum scattering resonances have been calculated

by wavepacket propagation using a numerical integration

of the Schrödinger equation (filled circles in Fig. 5) [12].
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Fig. 4 Characteristic quantities of classical dynamics for the

Hamiltonian (35) of HgI2 versus energy: a The periods of the

symmetric-stretch periodic orbit p ¼ 0 and the asymmetric-stretch

periodic orbits p ¼ 1 and p ¼ 2 existing above the supercritical

pitchfork bifurcation at Ec ¼ 523 cm�1. b The Lyapunov exponents

kp of the three periodic orbits, together with the classical escape

rate (3).
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In the classically periodic regime, the resonances can be

obtained semiclassically using Eq. (12) (pluses in Fig. 5).

These resonances are located on the line,

ImEn ¼ �Cn=2 ¼ ��h k0ðReEnÞ=2, which is determined

by the Lyapunov exponent k0ðEÞ of the symmetric-stretch

periodic orbit p ¼ 0. This line in Fig. 5 forms the gap (15)

in the resonance spectrum.

In the classically chaotic regime, semiclassical approx-

imations for the resonances are given by the zeroes of the

zeta function (14) using the characteristic quantities of the

three shortest periodic orbits (crosses in Fig. 5) [12]. In this

regime, the gap in the resonance spectrum is evaluated in

terms of the quantum escape rate defined by Eq. (15)

(dashed line in Fig. 5) [11].

We observe that the gap is closed in the intermediate

regime between the pitchfork bifurcation at

Ec ¼ 523 cm�1 and the energy E ’ 568 cm�1 where the

quantum escape rate (15) becomes positive. We notice that

this energy interval includes the one where the Lyapunov

exponents are vanishing. However, the KAM elliptic island

existing in this intermediate regime has an area smaller

than Planck’s constant �h, so that the quantum-mechanical

wavefunction ignores these non-hyperbolic classical fea-

tures and escapes nevertheless.

In this intermediate regime, the method of Sect. 3

applies. Using the fits (36)–(37) and the value (39) of the

coefficient a in the formula (33), a local approximation is

obtained for the quantum scattering resonances (crossed

squares in Fig. 5 and values in Table 1). The comparison

with the values from the wavefunction method shows that

the formula (33) gives a good approximation for the energy

and lifetime of the resonances in the intermediate regime.

Instead of vanishing as expected from the behavior of the

Lyapunov exponents, the imaginary part of the complex

energies keeps a nonzero value consistent with the results

of the numerical integration of Schrödinger’s equation.

5 Conclusions

In this paper, a study is reported of the quantum scattering

resonances of dissociating molecules in the intermediate

regime where a pitchfork bifurcation happens in the clas-

sical dynamics.

Below this bifurcation, the only classical trajectory

existing above the energy barrier is the unstable symmet-

ric-stretch periodic orbit p ¼ 0. This orbit becomes stable

and surrounded by a small KAM elliptic island at the

bifurcation. This island is bordered by two unstable

asymmetric-stretch periodic orbits p ¼ 1 and p ¼ 2. At

higher energies, further bifurcations occur leading to the

formation of a fully chaotic saddle described by the triadic

symbolic dynamics based on the three aforementioned

periodic orbits p ¼ 0; 1; 2.

In the classically periodic and chaotic regimes, the

quantum scattering resonances can be obtained to a good

approximation with the standard periodic-orbit theory.

Since this theory makes use of the Lyapunov exponents

that are vanishing at the bifurcation, another method is

required in the intermediate regime near the bifurcation.

Such a method is here developed thanks to a local

approximation valid close to the supercritical pitchfork

−0.005

−0.004

−0.003

−0.002

−0.001

0

0 500 1000 1500

Im
 E

 (
fs

−1
)

Re E (cm−1)

periodic chaotic

Fig. 5 Scattering resonances of the Hamiltonian (35) of HgI2
obtained with different methods. The values obtained with the

wavefunction method in Ref. [12] are depicted by filled circles. The

pluses are the semiclassical approximations given by the zeroes of

Eq. (12) in the periodic regime. The solid line corresponds to the gap

ImE ¼ ��h k0ðReEÞ=2 in terms of the Lyapunov exponent k0 of the

symmetric-stretch periodic orbit p ¼ 0. The crosses are the semiclas-

sical approximations given by the zeroes of the zeta function (14) in

the chaotic regime [12, 13]. In this regime, the dashed line gives the

gap ImE ¼ ��h cqðReEÞ=2 in terms of the quantum escape rate (15).

In the intermediate regime, the crossed squares depict the local

approximation here obtained with the formula (33)

Table 1 Scattering resonances of the Hamiltonian (35) of HgI2

n ReEðwfÞn (cm�1) sðwfÞn (fs) ReEðscÞn (cm�1) sðscÞn (fs)

0 47.8 111.1 – –

1 136.9 117.6 – –

2 225.2 117.3 – –

3 308.6 129.5 – –

4 391.5 144.9 393.5 158.6

5 472.2 160.8 472.8 163.6

6 551.2 163.8 549.8 168.7

7 624.7 164.1 624.4 174.0

8 708.2 176.8 696.7 179.4

9 777.9 186.2 766.9 184.9

The values fEðwfÞn g are obtained with the wavefunction method in

Ref. [12] and fEðscÞn g with the formula (33). The imaginary parts of

the complex energies are given in terms of the lifetimes by ImEn ¼
��h=ð2snÞ with �h ¼ 5308:84 fs cm�1
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bifurcation. In this way, an analytical formula is obtained

for the scattering resonances in the intermediate regime.

This formula is applied to the dissociation of HgI2 where a

supercritical pitchfork bifurcation manifests itself. The

results are in agreement with the values of the quantum

scattering resonances obtained with the numerical simula-

tion of wavepacket propagation ruled by the Schrödinger

equation.

Further work is needed to see whether the approxima-

tion can be improved and whether other bifurcations can be

analyzed similarly.
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Abstract One of the characteristic features of rotation–

vibration dynamics is the existence of a variety of energy

bands which result from organization of energy levels into

bands depending on control parameters. Symmetry and

topology aspects of the organization of energy bands and

generic modifications of this structure for molecular sys-

tems with symmetry are discussed in a way parallel to the

description of topological quantum transitions extensively

studied in condensed matter physics. A special class of

axially symmetric molecular systems is analyzed. It is

shown that only a finite number of different band structures

are possible for rotation–vibration problem with a finite

number of vibrational states in the case of continuous axial

symmetry, whereas for problems with finite group sym-

metry an arbitrary large number of different band structures

are formally allowed.

Keywords Energy band � Chern number �
Rotation–vibration

1 Introduction

It is well known that macroscopic systems can exist in

different phases depending on such control parameters as

temperature, pressure, external fields,... Phase transitions

between different states of matter are tightly related to

symmetry. Landau theory of second-order phase transitions

is, probably, the best known example of symmetry break-

ing associated with qualitative modification of properties of

macroscopic thermodynamic systems. Recently, new

interesting states of matter associated with qualitatively

different properties were discovered like quantum Hall

effect [21, 24] or topological insulators [19]. The speci-

ficity of these new phases is due to modification of some

topological characteristics of matter accompanying the

phase transition. The associated phase transitions were

named topological phase transitions [6, 14, 20].

For finite particle quantum systems, the problem of

qualitative characterization of dynamical behavior can be

considered as an analog to classification of different phases

of matter and phase transitions between them [32]. Quan-

tum bifurcations which are largely discussed in vibrational

and rotational structure of rather small isolated molecules

are close in spirit to second-order thermodynamic phase

transitions, especially from the point of view of the sym-

metry breaking aspect [33]. Different possible symmetry

breaking phenomena are completely classified, for exam-

ple, for rotational problems for isolated molecules

depending on one control parameter [25], and this classi-

fication is parallel to the symmetry classification of second-

order thermodynamic phase transitions for crystals.

Quantum monodromy for a simple isolated molecular

system [7, 31] was shown to be an important qualitative

feature which is clearly manifested in the patterns formed

by joint spectra of several mutually commuting (or even

almost commuting) variables [8, 27, 28]. While its classi-

cal counterpart, the Hamiltonian monodromy, is strictly

defined for integrable approximations, the Hamiltonian

monodromy is shown to persist owing to its topological
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origin even in slightly non-integrable cases [4]. The proof

of this fact is similar to the application of the KAM theory

showing that regular tori for completely integrable systems

still persist under small non-integrable deformation.

The present paper deals with such qualitative character-

istics of rovibrational molecular problems as band structure

and its modifications [9, 10, 15, 26]. Section 2 gives a brief

review of the construction of semi-quantummodels using the

rotation–vibration problem and of the associated notion of

energy bands using as example the rotation–vibration

structure of a tetrahedral molecule CF4 which is well known

from experimental studies and brute force calculations. The

two slightly different basic questions are posed:

1. What system of isolated bands can be formed under

presence of some symmetry requirements?

2. What kind of rearrangement of band structure is

allowed under the variation of control parameters in

the presence of symmetry?

In order to characterize isolated bands by a topological

invariant, the Chern number of the associated fiber bundle,

namely the eigenline bundle of the effective matrix Ham-

iltonians, is used [9, 10, 15]. Possible values of Chern

numbers depend on the symmetry of the problem [16, 34].

Rearrangement of the band structure under the variation

of control parameters of effective Hamiltonians is well

discussed by constructing iso-Chern domains [17, 18],

separated by walls, and by studying the wall-crossing

phenomenon [22] through local approximation of a Ham-

iltonian in question along with the orbit structure of the

symmetry group action on dynamical variables [23]. The

local approximation for ‘‘delta-Chern’’ invariant is close in

spirit to the simplest model used by Berry to demonstrate

the existence of adiabatic quantum phase [2, 11] but the

interpretation of so obtained topological invariant is dif-

ferent and is based on the initial conjecture [26] on a

relation between the phenomenon of rearrangement of

energy bands in molecules and the modification of such a

topological invariant as the Chern number.

The case of axial symmetry is studied in Sect. 3 and

compared with previously studied cases of a finite sym-

metry group.

Possible physical and mathematical generalizations of

the discussed approach are outlined in Sect. 4.

2 Full quantum and semi-quantum models: basic

notions

In order to explain ‘‘semi-quantum’’ model, we start with a

phenomenological formal construction of an effective

Hamiltonian using two subsets of dynamical variables:

‘‘rapid’’ variables q and ‘‘slow’’ variables Q. ‘‘Rapid’’ vari-

ables are associated with inter-molecular dynamics charac-

terized by relatively high energy excitations. ‘‘Slow’’

variables describe a molecular subsystem with low energy

excitations and with high density of the corresponding

energy spectrum. Although it is a common practice to

explain in similar terms the separation of electronic and

nuclear variables in molecular problems, we mainly apply

below this construction to rotational and vibrational vari-

ables. Taking into account, the fact that vibrational excita-

tions are typically much higher than the rotational

excitations, we can restrict ourselves to the model including

only a finite (and in fact rather small) number of vibrational

quantum states. At the same time in spite of the fact that the

number of rotational states associated with each vibrational

state is finite for any chosen value of the integral of motion,

the square of the rotational angular momentum, J2; the

density of rotational states within multiplet is rather high and

this allows us to use classical description of the rotational

subsystem in place of a quantum one. As a result, the semi-

quantum model of a certain part of the rotation–vibration

system of states consists in treating a classical rotational

problem combined with a chosen finite set of quantum

vibrational states. It corresponds to a classical limit over

rotational variables for effective quantum rotation–vibration

Hamiltonian for a finite set of vibrational states.We illustrate

here the correspondence between a quantum effective

Hamiltonian and a semi-quantum model on a concrete

molecular example exhibiting band structure and its reor-

ganization associated with redistribution of energy levels

between different bands.

One such representative molecular example [3] is

shown in Fig. 1. This figure shows only a part of the

rotational structure of closely lying m3 and 2m4 bands of the
tetrahedral CF4 molecule. Three branches of m3 vibrational
state (split by Coriolis interaction) at low J-values are sit-

uated at lower energies than six components of 2m4 state.

The internal structure of each band is formed by rotational

6-, 8-, and 12-fold quasi-degenerate clusters and is not

relevant to the present discussion of band rearrange-

ments [13, 32]. In contrast, the number of energy levels in

the band is a very important characteristics. The lower

band shown in Fig. 1 at J ¼ 29 (the left side of Fig. 1)

consists of 2J þ 3 energy levels and corresponds to the

effective rotational quantum number R ¼ J þ 1: The upper

band represented in Fig. 1 at J ¼ 29 consists of 2J þ 5

energy levels and corresponds to the effective rotational

quantum number R ¼ J þ 2: At J ¼ 38 (the right side of

Fig. 1) the lower branch (among two branches represented

in this figure) consists of 2J þ 5 energy levels and corre-

sponds to the effective rotational quantum number R ¼
J þ 2; whereas the higher in energy branch at J ¼ 38
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region consists of 2J þ 3 energy levels and corresponds to

effective rotational quantum number R ¼ J þ 1: The

qualitative effect of the rearrangement of the band structure

under the variation of one control parameter, J, is well

known in molecular spectroscopy and can be qualified as a

generic phenomenon. In order to demonstrate the similarity

of this phenomenon with the topological phase transitions

in condensed matter, we need to pass from the effective

quantum description to a semi-quantum model of this

phenomenon.

Let us discuss the correspondence between full quantum

and semi-quantum descriptions on the example of m3 and

2m4 bands of the CF4 molecule. The rotational structure of

the upper component of the m3 triply degenerate band and

of the lower branch of the 2m4 system of bands of the CF4
molecule clearly shows the redistribution of energy levels

under the increase of J value from J ¼ 29 till J ¼ 38 (the

region shown in Fig. 1). One sequence of eightfold quasi-

degenerate rotational clusters goes from the upper branch

to the lower one under the J increase. Simultaneously,

along almost the same J values, one sequence of sixfold

degenerate clusters goes from the lower branch to the upper

one. As a result of this redistribution of energy levels, the

lower in energy branch at J ¼ 38 consists of 2J þ 5 energy

levels and can be attributed to R ¼ J þ 2; whereas the

upper in energy branch has 2J þ 3 energy levels and can be

labeled by R ¼ J þ 1:

A complete effective quantum Hamiltonian describing

all three branches of m3 and six branches of 2m4 (both m3 and
m4 are triply degenerate) system of rovibrational energy

levels can be written as a linear combination of operators

constructed in terms of vibrational and rotational

Fig. 1 Upper branch of m3 and

lower branch of 2m4 bands of

CF4 molecule with Td point

symmetry group of the

equilibrium configuration.

6i; 8j; 12k are labels for 6-, 8-,

and 12-fold rotational clusters

characterized by the projection

a ¼ J �M; a ¼ i; j; k on

C4; C3; and C2 axes,

respectively
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irreducible tensor operators respecting the symmetry of the

problem. Alternatively, it can be put in the form of a 9	 9

matrix Hamiltonian associated with nine vibrational states

(three components of m3 state and six components of 2m4
state), whose matrix elements are functions of rotational

operators. For one chosen value of J, the rotational oper-

ators are represented as ð2J þ 1Þ 	 ð2J þ 1Þ matrices, so

that the effective Hamiltonian takes the form of a square

matrix of order 9ð2J þ 1Þ: If we replace the quantum

rotational operators by their classical analogs, we obtain a

‘‘semi-quantum’’ model Hamiltonian which is a 9	 9

matrix with its matrix elements being functions defined on

the classical phase space for rotational variables. As soon

as we can fix the J2; the classical phase space for rotational

variables is nothing else but the two-dimensional sphere

defined in Jx; Jy; Jz variables as J
2
x þ J2y þ J2z ¼ J2:

We now have a matrix Hamiltonian defined over two-

dimensional sphere and depending on extra parameters.

There are phenomenological parameters of the effective

Hamiltonian which can be, for example, fitted to reproduce

experimental data and kept fixed for a chosen molecular

system. Of special importance is a physically meaningful

parameter such as J2; the square root J of which can be

used as a parameter for the description of evolution of the

rovibrational structure under rotational excitation. Such

evolution is demonstrated in Fig. 1 where the system of

energy levels is plotted against rotational quantum number

J. This figure clearly shows the presence of energy bands

and their rearrangement under the variation of a control

parameter J. In order to formulate more accurately the

concept of energy bands and their rearrangement, we need

to introduce mathematically more precise language.

The system of eigenspaces of our matrix Hamiltonian

forms a vector bundle of rank 9 with a base space being a

classical phase space for rotational variables, i.e., a two-

dimensional sphere S2: This means that nine complex ei-

genspaces are associated with each point of the base space.

In order for these eigenspaces to be defined unambigu-

ously, it is necessary that corresponding eigenvalues are

non-degenerate. Let us suppose that eigenvalues are non-

degenerate everywhere on the sphere. In such a case, the

vector bundle can be considered as a direct sum of isolated

individual eigenline bundles associated with respective

eigenvalues. It is known that globally each complex ei-

genline bundle can be characterized by a topological

invariant, the Chern number, which is an integer number,

positive, negative, or zero. The trivial line bundle has its

Chern number equal to zero.

It is important to note that the absence of degeneracy

points between eigenvalues of a matrix Hamiltonian

defined over the two-dimensional sphere is a generic situ-

ation if the value of the rotational angular momentum J is

fixed. This is because the codimension of degeneracy of

two eigenvalues of an Hermitian matrix is three [1, 5], and

because for a fixed J value the effective Hamiltonian

depends only on two ‘‘parameters,’’ the coordinates of a

point on the two-dimensional sphere (point of a classical

phase space for rotational variables). Consequently, at

fixed J values, degeneracies are absent in general and then

associated eigenline bundles are defined, each of which is

characterized by a topological invariant, its Chern number.

To each eigenline bundle so constructed for a semi-quan-

tum model, there corresponds one energy band, i.e., the

energy surface Enðh;/Þ defined on the classical phase

space, S2 (here h;/ are two spherical angles used as vari-

ables characterizing the position of a point of S2 classical

phase space). Note that so defined energy bands Enðh;/Þ
and Emðh;/Þ; n 6¼ m can overlap in energy even in the

absence of degeneracy points. The degeneracy means that

there exists a point ðh0;/0Þ on the sphere such that

Enðh0;/0Þ ¼ Emðh0;/0Þ; whereas overlapping means that

there exist at least two distinct points ðh1;/1Þ and ðh2;/2Þ
such that Enðh1;/1Þ ¼ Emðh2;/2Þ: It is clear that specific

quantum effects can appear when within the semi-quantum

model the energy bands are isolated but overlapping. We

are interested here in more serious effects manifesting

themselves in the full quantum model in association with

formation of degeneracy points of energy bands.

If we take the J as a control parameter (serving as a

scaling factor for the semi-quantum Hamiltonian) and

study one-parameter family of effective Hamiltonians

depending on J, isolated degeneracies could appear for

some values of J at some points on the sphere on account of

the codimensionality of degeneracy. (Remind that the co-

dimension of degeneracy point is three.) For such J-values,

eigenline bundles are not defined over S2; since the ei-

genspace associated with the degenerate eigenvalue does

not naturally split into a direct sum of one-dimensional

linear spaces at the degeneracy point of S2: This means that

the control parameter space (in our example this is the J

line) is divided into connected regions by singular values of

J, the values of J corresponding to formation of degeneracy

points on S2: Each connected region filled by regular values

of control parameter (i.e., values for which there are no

degeneracy points of eigenvalues) is named an ‘‘iso-

Chern’’ domain because if we vary the control parameter

value within this regular region, the topological invariant

of the eigenline bundle cannot change. In general, values of

control parameters corresponding to formation of degen-

eracy points on S2 form ‘‘walls’’ between iso-Chern

domains in the space of control parameters. In order to

describe qualitative modification of eigenline bundles and

hence quantitative modification of Chern numbers, we have

to study what happens when the control parameters vary
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along a path crossing a wall separating different iso-Chern

domains in the space of control parameters. Apparently, the

serious modifications occur only in a local three-dimen-

sional neighborhood of the degeneracy point characterized

by specific values of ðh0;/0; k0Þ; two coordinates of

degeneracy point on the classical phase space and one

value of the control parameter measured along the path

crossing the wall between iso-Chern domains. In addition,

we need to remember that in the presence of a finite

symmetry group acting on the classical phase space S2; if

there is a degeneracy point on S2 every point of the orbit by

the symmetry group is a degeneracy point as well. Thus, it

is necessary to take into account the stratification of the

phase space by the action of symmetry group. The strati-

fication of the rotational phase space by the symmetry

group for spherical top molecules with tetrahedral or cubic

symmetry is well known. Owing to invariance of rotational

variables with respect to space inversion, the action of Td
point symmetry group on the rotational sphere is equivalent

to the action of the octahedral point group O on the space

sphere. There are three isolated orbits formed, respectively,

by points with C4; C3; and C2 local symmetry and generic

orbits with trivial C1 symmetry. The C4 orbit consists of 6

equivalent points on the sphere, the C3 orbit consists of 8

points and the C2 orbit consists of 12 points. The number of

points in a generic C1 orbit is equal to the group order, 24.

This means that the effect of formation of degeneracy

points belonging to some orbit of the group action can be

written as an effect of one local degeneracy point multi-

plied by the number of points forming the orbit of the

symmetry group action.

The effect of crossing the wall between different iso-

Chern domains in the control parameter space can be

represented in the form of ‘‘delta-Chern’’ contribution

from each isolated degeneracy point. It was shown that

the crossing of the wall along a path gives rise to a

Chern number modification by ±1 from each generic

degeneracy point [17]. In full quantum picture, this

phenomenon manifests itself through the redistribution of

one quantum level between two bands forming degen-

eracy point in the semi-quantum model [9]. Taking into

account the symmetry group G of the problem and the

local symmetry (or stabilizer), G0 
 G; of the degeneracy

point, we can express the global ‘‘delta-Chern’’ contri-

bution Dc1 as

Dc1 ¼ jGjjG0j d: ð1Þ

Here jGj and jG0j are orders of groups G and G0; d is the

local delta-Chern contribution from one isolated degener-

acy point with stabilizer G0: The absolute value of d
depends on the order of the degeneracy point. In generic

situation, the degeneracy point between two energy

surfaces is nothing else but a conical intersection point and

it is associated with d = ±1. To be precise in the sign of

this local delta-Chern contribution, is a much more subtle

problem [17, 18]. At the same time from the pattern of

energy levels, it is often easy to interpret a very charac-

teristic behavior of energy levels as a function of ‘‘control

parameter,’’ J, in terms of topological invariant, the Chern

number. Let us discuss the pattern formed by rotation–

vibration energy levels of the CF4 molecule represented in

Fig. 1 in these terms. The sequence of sixfold rotational

clusters going from the lower energy band to the upper one

should be associated (within the semi-quantum model)

with formation of degeneracy points with C4 local sym-

metry at J� 32: At approximately the same J value another

degeneracy point with C3 local symmetry (in fact eight

equivalent points forming orbit with C3 local symmetry

group) should be formed. Appearance of this point in the

semi-quantum model is associated with the redistribution

of the eightfold cluster between two bands within a fully

quantum description. Degeneracy point appears in the

semi-quantum model for an isolated J-value. Appearance

of degeneracy points with C4 and with C3 local symmetries

is independent and naturally the corresponding J-values are

not obliged to be integers. Two schematic scenarios can be

suggested depending on relative order of J-values associ-

ated with formation of C4 and C3 degeneracy points. Fig-

ure 2 represents these two scenario. Two energy bands

clearly seen in quantum energy level pattern at J ¼ 29 are

labeled according to the idea of the semi-quantum model

by respective Chern numbers c1U for the upper band and

by c1L for the lower band. Modification of the topology of

individual bands in the semi-quantum model is reflected by

the modification of the number of quantum levels within

each band as compared to standard 2J þ 1 values for pure

rotational multiplet.

The modification of the topological Chern invariant by

one within the semi-quantum model is associated with the

modification of the number of quantum energy levels by

one in an isolated energy band for a full quantum pic-

ture [9]. This means that we can convert the topological

invariant c1 into more standard spectroscopic characteris-

tics, effective rotational quantum number R by relating

R; J; and c1 through

R ¼ J þ c1=2: ð2Þ
It is quite natural that topologically trivial bands associated

in the semi-quantum model with c1 ¼ 0 Chern number

correspond in a full quantum picture to isolated energy

bands consisting of 2J þ 1 rotational energy levels. Nev-

ertheless, in case of degenerate vibrational states, it is not

possible to split the whole rotational structure into several

isolated bands consisting each of 2J þ 1 energy levels.

This effect can be easily seen by studying the
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decomposition of the whole set of rovibrational states into

individual rotational multiplets.

The whole set of rotation–vibration levels for vibrational

state belonging to degenerate representation Cn of dimen-

sion n of the symmetry group G can be classified by irre-

ducible representations of the symmetry group G by

reducing the ðJÞ representation of the rotational SOð3Þ
group to rotational subgroup G and by multiplying the so

obtained reducible representation by Cn and decomposing

the resultant representation into irreps of G,

Cn 	 ðJÞ ¼ Cn 	
X
i

miCi ¼
X
j

djCj ¼
Xn
k

ck 	 J þ c
ðkÞ
1 =2

� �
;

ð3Þ
where ck is one of the one-dimensional representations of

G.1 In order to check whether the decomposition of the

whole set of so obtained representations into several iso-

lated rotational multiplets is possible for a finite group G, it

is necessary to verify whether this set can be split into the

sum
P

kðJ þ DkÞ 	 ck; where each ðJ þ DkÞ representation
of the SOð3Þ group is considered as a reducible represen-

tation of the symmetry group G. Expression (3) should be

checked for finite groups G for all (J). But in fact, it is

sufficient to check it out only for a finite number of J-

values because of a cyclic structure of the decomposition of

irreducible representations (J) of SOð3Þ group into irreps of
its finite subgroup. The minimal number Jmin of represen-

tations (J) to be checked can be estimated from relation

Jmin ¼ jGj=2; where jGj is the order of group G, or more

precisely, the order of the image of the group G in the

studied representation.

Expression (3) gives therefore an interesting possibility

to impose restrictions on possible values of Chern numbers

of individual bands in the presence of invariance of the

rotation–vibration problem under a finite symmetry group.

To formulate these restrictions more accurately let us

consider first the rotation–vibration problem for the tetra-

hedral molecule in a doubly degenerate E-vibrational state.

Expression (3) reads in this case

E 	 ðJÞ ¼ ðJ þ DÞg þ ðJ � DÞu; D ¼ �2 mod 6: ð4Þ
Here ðJ þ DÞa; a ¼ g; u means that the vibrational sym-

metry for isolated band is of type A1 or A2; abbreviated for

simplicity as g or u, because there are only two different

one-dimensional irreducible representations. Taking into

account (2), we can rewrite condition (3) in terms of

equivalent restriction on topological invariants, Chern

numbers, for isolated line bundles into which the rotational

structure of a doubly degenerate vibrational E state can be

split. Namely we have cE1 ¼ �4 mod 12: Note that the

realization of the decomposition with a given D or c1 for a

fully quantum problem is possible only if J�D: The

suggestion to avoid this inconvenience in quantum classi-

cal correspondence is formulated in the next section by

introducing the ‘‘ghost’’ band. The semi-quantum model

has no such restriction, and we can say that formally an

infinite number of possibilities exist for a decomposition of

rotational structure for E vibrational state. Naturally the

sum of D or c1 over two isolated bands obtained after

splitting of the rotational structure of E state equals zero.

Fig. 3 Possible decompositions of rotational structure for triply

degenerate vibrational F state into three isolated bands
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Fig. 2 Possible scenario for modification of topological invariants of isolated bands within semi-quantum model for rotation–vibration bands of

CF4 molecule shown in Fig. 1

1 The number of one-dimensional representations of a group is equal

to the order of Abelianization, i.e., the order of the Abelian group

G=½G;G�; the quotient of G by the commutator ½G;G�:
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Thus, only one number is sufficient to characterize topo-

logical invariants for two bands.

The case of triply degenerate vibrational state is more

complicated. Now to describe all possible decompositions

of the rotational structure of a triply degenerate vibrational

state, we need two parameters because the sum of D or c1
over all three components is zero. It is suitable to write

Eq. (3) in this case as [18, 23, 34]

F 	 ðJÞ ¼ J þ Dmaxð Þ þ J þ Dmidð Þ þ J þ Dminð Þ;
Dmax þ Dmid þ Dmin ¼ 0:

ð5Þ

Eq. (5) is written in a simplified form because it does not

take into account the difference between two three-

dimensional representations F1 and F2 and one-dimen-

sional representations Ai: But the possible values of Di;

shown in Fig. 3 are identical for F1 and F2:

It is also interesting to see the regularity in the possible

values of D: In fact the whole pattern of possible D values

can be reconstructed from an ‘‘elementary cell’’ repre-

sented in Fig. 3 by hatching.

We can now summarize our discussion of the CF4
molecule from the point of view of correspondence

between the rotational structure of several vibrational states

in terms of effective fully quantum Hamiltonian and that in

terms of semi-quantum model. The notion of an energy

band which is empirically used for the quantum problem

finds its justification within the semi-quantum construction

which allows us to associate with each isolated energy

band a topological invariant and to split the space of con-

trol parameters into iso-Chern domains and walls between

them. Going from the quantum Hamiltonian to a semi-

quantum model and studying the wall-crossing enables one

to characterize for the quantum problem the transformation

from one qualitative type of internal dynamics to another

one and to relate this transformation to a precise topolog-

ical invariant ‘‘delta-Chern.’’ Possible values of delta-

Chern are strongly related to the symmetry group of the

problem, in particular with the stratification of the classical

phase space for rotational motion by the symmetry group

action. Different possible decompositions of the rotation–

vibration energy level system into an elementary band

system are described in terms of possible decompositions

of trivial vector bundles into a sum of eigenline bundles

with specific Chern numbers whose choice is restricted by

symmetry.

Qualitative modifications of the band structure in iso-

lated molecules are therefore similar to topological phase

transitions intensively studied in solid state physics. The

analysis made in this section uses essentially the fact that

the symmetry group of the problem is finite. An important

consequence of this assumption is a formally infinite

number of possible non-equivalent reorganizations of band

structure and infinite choices of possible different band

structures compatible with a given initial finite set of

vibrational states for sufficiently high J-values.

3 Band structure in the presence of axial symmetry

We now return to the analysis of the semi-quantum model

describing rotation vibration structure in the presence of

axial symmetry. To simplify the analysis, we will consider

the SOð2Þ rotational group as an invariance group of the

problem. An effective rotation–vibration Hamiltonian

under study describes rotational structure of K vibrational

states whose symmetry with respect to the SOð2Þ group is

given by a reducible representation written in the form

m1 � m2 � � � � � mK : Here, we are reminded of the fact

that the SOð2Þ group is Abelian and all its irreducible

representations are one-dimensional. For a chosen value of

the rotational angular momentum, J, there are 2J þ 1

rotational functions which span the irreducible represen-

tation (J) of the SOð3Þ group. The decomposition of the

representation (J) of SOð3Þ group into irreps of SOð2Þ
subgroup, which is supposed to be the symmetry group of

the problem is given by the well-known relation

ðJÞ ¼
XJ
m¼�J

m: ð6Þ

This means that the complete set of rotation–vibration

states of the effective Hamiltonian under study spans the

reducible representation of the SOð2Þ group
XK
i¼1

mi

 !

 ðJÞ ¼

XK
i¼1

XJþmi

m¼�Jþmi

m: ð7Þ

This reducible representation is fixed by the formulation of

the effective problem and relevant for the full quantum

effective problem and for the semi-quantum model. The

questions which we want to answer now are:

1. What system of bands is possible for this problem?

2. What kind of elementary rearrangements of bands are

allowed under variation of a control parameter? (We

can take as a control parameter the absolute value of

J.)

3. How to describe the rearrangement of band structure

by the topological invariant, the Chern number?

We start by looking at simplest interesting case of

effective Hamiltonian, namely the Hamiltonian for two

vibrational states.

To specify the problem, we need to define symmetry

types of vibrational states and construct the complete set of

rotation–vibration functions for a given value of the inte-

gral of motion, J. For two vibrational states of m1 and m2
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symmetry and for a given J value for rotation, the 2ð2J þ
1Þ rotation–vibration basis functions schematically shown

in Fig. 4, left subfigure, can be grouped into two sets each

consisting of 2J þ 1 states or into two subsets consisting of

different number of basis functions. In order to interpret

each subset as a rotational multiplet with some effective

rotational number R, it is necessary that each multiplet is

formed by a consecutive m values and the same decom-

position should be valid for any sufficiently high J values.

Taking J� jm2 � m1j=2 we obtain the representation of the

basis set shown in Fig. 4 with m1�m2 and J þ m1� �
J þ m2: In Fig. 4, each of the bullets represents a basis

function. The total number of the basis functions is kept

before and after the rearrangement, but we have to note that

the basis functions themselves are not literally identical

before and after the rearrangement.

To relate the decomposition of the basis of rotation–

vibration functions with a bundle structure associated with

the semi-quantum model, we note that the decomposition

into two groups with the same number of functions, one of

which has SOð2Þ labels varying from �J þ m1 to J þ m1

and the other from �J þ m2 to J þ m2 corresponds to the

construction of two trivial vector bundles over the sphere

with zero Chern number for each. If the decomposition is

changed, the only one alternative decomposition into two

bands is possible. One band covers the space consisting of

basis functions with SOð2Þ labels varying from �J þ m1

till J þ m2 whereas another band covers the space formed

by functions with SOð2Þ labels varying from �J þ m2 till

J þ m1: Obviously such a decomposition is possible if

J� jm2 � m1j=2: This is quite natural for a semi-quantum

model, since the J-values have been necessarily assumed to

be high when going to a classical limit over rotational

variables for forming the semi-quantum model. The Chern

numbers for these two bands become equal to �ðm2 � m1Þ:
It is important to note that these two bands can be con-

sidered as effective rotational multiplets associated with

vibrational states transforming according to an irreducible

representation m ¼ ðm1 þ m2Þ=2 of the symmetry group

SOð2Þ:
Nevertheless, formally, the description of the reorgani-

zation of energy bands can be given even in the case of

J\jm2 � m1j=2: To illustrate such a possibility let us look

at an example of two rotational multiplets with vibrational

symmetry m1 ¼ �5 and m2 ¼ þ5: Normally, for J� 5 we

have two possibilities to form two bands.

1. We can have two bands with the same number of

states, 2J þ 1; with vibrational symmetries m1 ¼
�5; m2 ¼ þ5; and with the trivial Chern number zero.

2. We can form two bands composed by different number

of quantum states and corresponding to different

effective rotational quantum number, R ¼ J � 5 and

R ¼ J þ 5; and the vibrational symmetry m ¼ 0: In the

classical limit these two bands have Chern numbers

�ðm1 � m2Þ ¼ �10:
For J\jm1 � m2j=2; i.e., in the considered case for J\5;

two isolated bands with the same number of quantum states

in each band exist, but between these two bands, there exist

an interval of m values which are not associated with

quantum states. Figure 5 illustrates the situation for the

general case of J\jm1 � m2j=2 and for the concrete case

of J ¼ 3 and m1 ¼ �5; m2 ¼ þ5: To keep formally the

possibility to reorganize the bands, we introduce ‘‘ghost’’

states which fill the interval between two bands and

interpret the resulting system as formed by two virtual

bands: one with energy states with �J þ m1�m� J þ m2

and another with ‘‘ghost’’ states with J þ m1 þ 1�m� �

m  −m m  −m

m

m

Ch 0 0

z

−J+m

−J+m

 J+m

 J+m

(m  +m  )/2

m

1 2

1

R=J R=J

2

1

2

2

12

1

1 2

R=J+ Δ R=J−Δ

+2 −2Ch 0 0

−1

0

1

m

−2
−3

−4

2

3

4
z R=3 R=3 R=4 R=2

Fig. 4 Two possible band systems are allowed for rotational structure

of two vibrational states in the presence of SOð2Þ symmetry for a

fixed J-value. R is effective rotational quantum number for an isolated

band. Left subfigure general case of two vibrational states transform-

ing according m1 and m2 representations of SOð2Þ: Right subfigure
concrete realization for m1 ¼ �1;m2 ¼ þ1 and J ¼ 3. mz indicates

the symmetry of rotation–vibration state. ‘‘Ch’’ means Chern number

for an isolated band. D ¼ ðm2 � m1Þ=2: Cross shows the center of

each individual band. Note that the whole set of upper ends of bands

remains invariant under band rearrangement as well as the collection

of lower ends of bands
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J þ m2 � 1: Figure 5, right illustrates the general situation

for J ¼ 3 and mi ¼ �5: The two bands after rearrangement

correspond to R ¼ J � ðm2 � m1Þ=2; i.e., for R ¼ 8 and

R ¼ �2: The band with R ¼ �2 is interpreted as a ‘‘ghost

band,’’ which does not appear as a system of really

observable states but as a formal band which annihilates

the same number of quantum states from the other band

and the overall system of energy levels consists of really

observable states. The band with R ¼ 8 has only 14

observable states instead of the formal number 2Rþ 1 ¼
17; because three states, namely those associated with m ¼
0;�1 are annihilated by the ‘‘ghost band’’.

The suggested interpretation allows us to use the clas-

sical limit for the description of the rearrangement of bands

for any J value. Physically, this means that for low J values,

it is still possible to have two topologically different situ-

ations. One corresponds to splitting of observable levels

into two bands with trivial Chern number 0 and with the

effective rotational quantum number R ¼ J for both bands.

The both bands are observable in this case. Another situa-

tion corresponds to formation of only one observable band

with nontrivial Chern number c and with the effective

rotational number Ro ¼ J þ c=2: The second band becomes

‘‘ghost,’’ i.e., unobservable. The ‘‘ghost’’ band is charac-

terized by a negative value of Rg ¼ J � c=2� � 1 and,

consequently, by the negative number of quantum states,

2Rg þ 1� � 1: This negative number of states for the

‘‘ghost’’ band leads to the fact that the number of observable

quantum states for the observable band is different form

2Ro þ 1 ¼ 2J þ cþ 1 and equals 4J þ 2: The number 4J þ
2 is the total number of observed energy levels for a given

J value within the model of two bands. The difference

between the number of observed states and the formal

number of states expressed in terms of J and Chern number

suggests to name this band a ‘‘fractional’’ band.

Note that the ‘‘ghosts’’ are used to compensate

unphysical degrees of freedom [12] and lead, in particular,

to the appearance of negative spins [29, 30]. In our inter-

pretation of the band structure at low J values, J\jm1 �
m2j=2; we replace actually the classical problem with two

degrees of freedom (one degree of freedom is associated

with the projection of angular momentum and another with

two components of vibrational states) by an effective

observable problem with one degree of freedom (projection

of effective rotational momentum R). The ‘‘ghost’’ band

corresponding to a negative Rg value causes the appearance

of the difference between the number of ‘‘physically

observable states,’’ i.e., 4J þ 2; and formally associated

with the only observable band 2Ro þ 1: The ratio between

the really observable states in the ‘‘fractional’’ band with

Ro quantum number and the virtual number of states in the

band, 2Ro þ 1; i.e., 4Jþ2
2Roþ1 increases when J varies from 0 till

J ¼ jm1 � m2j=2: For J ¼ jm1 � m2j=2 the ‘‘ghost’’ band is
materialized. Its quantum number Rg becomes equal to 0

and remains positive for higher J values. Simultaneously

with materialization of the ‘‘ghost’’ band, the fractional

band becomes a normal band with the number of obser-

vable states equal to 2J þ cþ 1: In the presence of the

‘‘ghost’’ band the observable ‘‘fractional’’ band can be

characterized by a fractional quantum factor 4Jþ2
2Roþ1 which

can be expressed explicitly in terms of J;m1;m2: Namely,

we have for the fractional factor mJ;m1;m2
the following

expression

mJ;m1;m2
¼ 4J þ 2

2J þ jm1 � m2j þ 1
; J\jm1 � m2j=2; ð8Þ

which is valid only in the presence of a ‘‘ghost’’ band. For

J ¼ jm1 � m2j=2; the ghost band is materialized and

becoming normal band with R ¼ 0; i.e., with one
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Fig. 5 The interpretation of two possible band systems which are

allowed for rotational structure of two vibrational states in the

presence of SOð2Þ symmetry for a fixed J-value in case of J\jm2 �
m1j=2: Left subfigure general case of two vibrational states trans-

forming according m1 and m2 representations of SOð2Þ: ‘‘Ghost

band’’ and the annihilated part of the only observed band are shown

by dash line. Right subfigure concrete realization for m1 ¼ �5;m2 ¼
þ5 and J ¼ 3: States which belong to ghost band and to annihilated

part of the observed band are shown by empty dots. mz indicates the

symmetry of rotation–vibration state. ‘‘Ch’’ means Chern number for

an isolated band. D ¼ ðm2 � m1Þ=2: Cross shows the center of each

individual band
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observable quantum state. To extend expression (8) for

J� jm1 � m2j=2 we need to subtract from the numerator

the number of states belonging to another band, namely

2J � jm1 � m2j þ 1: This gives for all J� jm1 � m2j=2 the

fractional factor 1.

4 Generalizations

Generalization of our analysis to the case of an arbitrary

number of vibrational states in the presence of a continuous

SOð2Þ symmetry is straightforward. For N vibrational

bands belonging to different mi vibrational representations

the total of N! different possible band structures are pos-

sible because we can form a band by combining any lower

end at �J � mi with an arbitrary upper end at J þ mj: Six

alternative band structures for the rotation–vibration

energy level system formed by three vibrational states are

represented in Fig. 6.

Again we should note that the indicated in Fig. 6 six

band structures correspond to the case of sufficiently high

J values. At low J it is possible that there exist one or two

‘‘ghost’’ bands and only two or even one band remain

observable. The best way to see possible band structures

for low J-values is to make a continuation in J: Starting

with a sufficiently high J value, we lower the J value,

keeping invariant the topological structure, i.e., Chern

numbers, to look for effective rotational quantum numbers

expressed in terms of J and Chern numbers.

To characterize the band structure for rotation–vibration

problem for N vibrational states belonging to

m1;m2; . . .;mN irreducible representations of the SOð2Þ
symmetry group we need to specify for each band within

the semi-quantum approach the Chern number and the

position of the center of band. As an initial band system,

we can take bands with zero Chern numbers and with band

centers m1;m2; . . .;mN : Since the number of bands before

and after rearrangement is supposed to be conserved within

the semi-quantum models under study, different band

structures correspond to different permutations of the ends

of bands so that we can classify band structures in exactly

the same way as permutations of N objects, i.e., by the

cycle structure of permutations. For two bands, there are

only two classes, 12 and 2. Table 1 describes two possible

band structures for two bands. In case of N bands, we can

name ‘‘irreducible band structures’’ all systems of bands

associated with cyclic permutations of maximal length, N.

There are ðN � 1Þ! such band systems. All other band

structures are associated with rearrangements between

subsets of initially trivial bands. Irreducible band structures

for models with three and four bands are given in Tables 2

and 3.

Each band structure can be associated with a classifying

operator in such a way that the same eigenvalue of the

classifying operators corresponds to all quantum states

belonging to the same band and different eigenvalues

correspond to different bands. The simplest example of

such a classifying operator naturally appears in a particular

case when all ‘‘vibrational states’’ form a reducible repre-

sentation of the SOð2Þ group which can be considered as an
irreducible representation ðSÞ of SUð2Þ or SOð3Þ group.
The coupled basis in this case is the eigenbasis of

Chern 0 0 0

m m m 321

m  − m m  − m 0
2 1 1 2

0 m  − m m  − m
3 2 2 3

0m  − m m  − m
3 1 1 3 m  − m m  − m m  − m2 1 3 2 1 3 m  − m m  − m m  − m3 1 1 2 2 3

Fig. 6 Six possible band structures for rotation–vibration energy

levels for three vibrational states transforming according three

different irreducible representations m1;m2;m3 of the SOð2Þ symme-

try group

Table 1 Band structures for a model with two quantum states with

SOð2Þ symmetry m1;m2

Cycle Chern number Band center

12 0 0 m1 m2

2 m2 � m1 m1 � m2
m1þm2

2
m1þm2

2

First line of the table shows the trivial band structure. Second line

gives the only possible alternative case. Chern numbers and center

positions for each of two bands are given for sufficiently high

N values

Table 2 Irreducible band structures associated with cyclic structure 3

of permutation group S3 for a model with three quantum states with

SOð2Þ symmetry m1;m2;m3

Cycle Chern number Band center

13 0 0 0 m1 m2 m3

3 m2 � m1 m3 � m2 m1 � m3
m1þm2

2
m2þm3

2
m3þm1

2

m3 � m1 m2 � m3 m1 � m2
m1þm3

2
m2þm3

2
m1þm2

2

First line of the table shows the trivial band structure. Two irreducible

cases follow below. Chern numbers and center positions for each of

three bands are given for two possible irreducible band structures for

sufficiently high N values
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SJ ¼ ðR2 � J2 � S2Þ=2 operator. The transformation

between an uncoupled and a coupled basis of two angular

momenta S and J can be considered as a well-known

example of a transformation between two different band

structures. A classifying operator for one (uncoupled) band

structure is the Sz operator. Each of its eigenvalues is 2J þ
1 degenerate and corresponds to a band with trivial Chern

number 0. The classifying operator for coupled basis is SJ.

If J� S there are 2Sþ 1 bands characterized by quantum

number R ¼ J þ S; J þ S� 1; . . .; J � S: From the point of

view of the semi-quantum model, these bands are charac-

terized by topological invariants, Chern numbers, 2S;

2ðS� 1Þ; . . .; 2ð�SÞ:
A generalization of the present angular momentum

coupling is possible to the case of a weighted action of the

symmetry group SOð2Þ on vibrational and rotational vari-

ables. A weighted action is defined in such a manner that

SOð2Þ invariant subspaces are given by

W
ð‘Þ
J;S ¼ span jki 
 jri; k þ 2r ¼ ‘; jkj � J; jrj � Sf g: ð9Þ
In particular, vibrational states with m1 ¼ �1; m2 ¼ 1

are comparable with the effective spin S ¼ 1=2: In a similar

way, four vibrational states with symmetry ±1, ±3 are

comparable with the effective spin S ¼ 3=2: However, in

this case, the transformation to the coupled basis with

respect to a certain classifying operator describes only one

among 4! ¼ 24 possible bases. All these 24 band structures

are listed in Table 4.

The band system corresponding to angular momentum

coupling between J and effective spin S ¼ 3=2 in presence

of weighted symmetry is associated with the cycle structure

22 of the group of permutation S4 (see line 10 in Table 4).

Up to now we have discussed different possible band

structures but did not touch the question of ‘‘elementary,’’

i.e., generic transformations between different band

structures.

The rearrangement of band structure is possible within

semi-quantum model through formation of degeneracy

points of different eigenvalues of a matrix Hamiltonian.

Generically, the formation of degeneracy points is possible

only between two eigenvalues. Consequently, an ‘‘ele-

mentary rearrangement’’ occurs between two neighboring

in energy bands.

In order to give a concrete simplest form of the local

Hamiltonian associated with the formation of a degeneracy

point and with a point on the path crossing (in the control

parameter space) the wall between iso-Chern domains let

us take an example of two vibrational states belonging to

two irreducible representations of the SOð2Þ group ±k and

suppose that the rotational momentum N is sufficiently

high. This allows us to treat in parallel the semi-quantum

and the full quantum models.

The whole linear space of quantum states within the full

quantum problem has dimension 2ð2N þ 1Þ and can be

described in terms of decoupled basis jMN ;�ki; jMN j �N

or in terms of coupled basis jMJ ¼ MN � k;MN ;�ki:
The decoupled basis is suitable to use if we want to

classify states according to eigenvalues of the ‘‘vibrational’’

operator Vz ¼ k 0

0 � k

� �
as a classifying operator. The

operator Vz plays the role of effective ‘‘spin operators’’

together with Vþ ¼ 0 1

0 0

� �
and V� ¼ 0 0

1 0

� �
:

The operator Vz has two eigenvalues ±k. It splits

2ð2N þ 1Þ quantum states into two bands with the same

number of states in the band according to its eigenvalue.

The operators V� are formally defined as operators trans-

forming vibrational functions Vþj � ki ¼ jki; V�jki ¼ j �
ki: Using Nz;N� rotational operators an SOð2Þ invariant
operator constructed from rotational and vibrational oper-

ators in the simplest form can be written as NV ¼ NzVz þ
VþN2k

� þ V�N2k
þ : This operator can be used as classifying

operator within a coupled rotation–vibrational basis. One

of the resulting bands consists of 2ðN þ kÞ þ 1 eigenstates,

whereas another band has 2ðN � kÞ þ 1 eigenstates.

Table 3 Irreducible band structures associated with cyclic structure 4 of permutation group S4 for a model with four quantum states with SOð2Þ
symmetry m1;m2;m3;m4

Cycle Chern number Band center

14 0 0 0 0 m1 m2 m3 m4

4 m2 � m1 m3 � m2 m4 � m3 m1 � m4
m1þm2

2
m2þm3

2
m3þm4

2
m1þm4

2

m4 � m1 m3 � m4 m2 � m3 m1 � m2
m1þm4

2
m3þm4

2
m2þm3

2
m1þm2

2

m2 � m1 m4 � m2 m3 � m4 m1 � m3
m2þm1

2
m4þm2

2
m3þm4

2
m1þm3

2

m3 � m1 m4 � m3 m2 � m4 m1 � m2
m3þm1

2
m4þm3

2
m2þm4

2
m1þm2

2

m3 � m1 m2 � m3 m4 � m2 m1 � m4
m3þm1

2
m2þm3

2
m4þm2

2
m1þm4

2

m4 � m1 m2 � m4 m3 � m2 m1 � m3
m4þm1

2
m2þm4

2
m3þm2

2
m1þm3

2

First line of the table shows the trivial band structure. Six irreducible cases follow below. Chern numbers and center positions for each of four

bands are given for all six possible irreducible band structures for sufficiently high N values
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To describe the transformation from one band system to

another one, as it is schematically shown in Fig. 7, we

suggest the following explicit polynomial form of the

operator describing the wall-crossing

Hwall cross ¼ a
Y2k�1
a¼0

Nz þ Vz � ðN þ k � aÞð Þ

þ b V�N2k
þ þ VþN2k

�

 �

:

ð10Þ

This operator is SOð2Þ invariant and consequently com-

mutes with Jz: The operator (10) has 2k zero eigenvalues

associated with the eigenfunctions of the Jz operator with

eigenvalues N þ k;N þ k � 1; . . .;N � k þ 1:

Eigenstates with zero eigenvalue of the local Hamilto-

nian (10) are named zero-mode states. They are responsible

for topological phase transitions.

Crossing a wall in the control parameter space gives rise

to a deformation of the model Hamiltonians in such a

manner that the zero energy modes disappear in the full

quantum model and that the degeneracy of eigenvalues

disappears in the semi-quantum model. In general, it is

possible to imagine several different situations. In the case

of one zero eigenvalue (the case with k ¼ 1=2), under the

variation of control parameters corresponding to the

crossing of the boundary, this zero eigenvalue simply

crosses the zero energy either from the positive side to the

negative side or vice versa. This is a generic behavior.

In the case of two zero eigenvalues, the scenario of their

behavior under the variation of control parameters can be

similar. It is possible that two eigenvalues come from the

same side (positive or negative), become degenerate at

zero, and go to another side crossing the zero. This scenario

repeats the generic scenario with one zero eigenvalue

except that the zero eigenvalue becomes degenerate and the

redistribution consists of two eigenvalues. Such a scenario

was discussed on a concrete example of a molecular system

in [3] for the CF4 molecule, where the redistribution of two

sixfold clusters was observed between two bands. The fact

of sixfold quasi-degeneracy is naturally not important in

our present context. It is a consequence of finite cubic

symmetry. The important point here is the fact of a

simultaneous transfer of two clusters. This means that for

each degeneracy point and, in other words, for each wall-

crossing model Hamiltonian two zero eigenvalues are

formed. In contrast, transfer of only one cluster (or of only

one of two levels for each local Hamiltonian) between

these bands is forbidden by symmetry. Formation of sev-

eral zero-mode states is illustrated schematically in Fig. 7.

Another possible scenario with two zero eigenvalues

corresponds to two eigenvalues coming to zero from dif-

ferent sides (one from the positive and another from the

negative). After crossing the boundary, the two zero

eigenvalues leave again to two different sides. The cumu-

lative effect of crossing the boundary is: no redistribution

of energy levels between bands. This situation can be

compared with the spin Hall effect, where Hall currents

related to electrons with spin projections ?1/2 and �1/2
are nonzero but opposite and the net effect is zero.

Apparently such a situation cannot appear in a problem

with m1 � m2 6¼ 0:We need to combine the case with m1 �
m2 ¼ 0 with additional symmetry responsible for the for-

mation of zero energy mode. Note that the requirement

Table 4 Band structures for a model with four quantum states with

SOð2Þ symmetry ±1, ±3

N Cycles Chern number Band center

1 14 0 0 0 0 -3 -1 1 3

2 2, 13 2 -2 0 0 -2 -2 1 3

3 4 0 -4 0 -1 -1 -1 3

4 6 0 0 -6 0 -1 1 0

5 0 2 -2 0 -3 0 0 3

6 0 4 0 -4 -3 1 1 1

7 0 0 2 -2 -3 -1 2 2

8 22 2 -2 2 -2 -1 -1 1 1

9 4 4 -4 -4 -1 1 -1 1

10 6 2 -2 -6 0 0 0 0

11 3, 1 2 2 -4 0 -2 0 -1 3

12 4 -2 -2 0 -1 -2 0 3

13 4 0 2 -6 -1 -1 2 0

14 6 0 -4 -2 0 -1 -1 2

15 2 4 0 -6 -2 1 1 0

16 6 -2 0 -4 0 -2 1 1

17 0 2 2 -4 -3 0 2 1

18 0 4 -2 -2 -3 1 0 2

19 4 2 2 2 -6 -2 0 2 0

20 2 4 -2 -4 -2 1 2 -1

21 4 -2 ?4 -6 -1 0 1 0

22 4 2 -4 -2 -1 2 1 -2

23 6 -2 -2 -2 0 2 0 -2

24 6 -4 2 -4 0 1 0 -1

Chern numbers and center positions for each of four bands are given

for all 24 possible band structures

zero energy mode

Fig. 7 Rearrangement of bands through formation of zero-mode

states in the case of sufficiently high J values. For this figure J ¼ 3

and m1 ¼ �2;m2 ¼ 2: Quantum states are shown by black fill dots
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m1 � m2 ¼ 0 (in case of zero Chern numbers for each

band) for such scenario appears for the case of the axial

symmetry group SOð2Þ: In case of a finite symmetry group,

the numbers of states in two bands can be different, but the

formation of two zero energy states coming along the

deformation from two different bands remains possible.
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Abstract We examine vibrational energy transfer across

the heme–protein and protein–solvent interfaces of cyto-

chrome c, using, as appropriate, classical, semiclassical,

and quantum approaches. To characterize energy flow

across the interface between the heme and the rest of

cytochrome c, we calculate communication maps for the

protein in its native structure as well as two structures with

Met80 dissociated from the heme at 300 K. The response

to excess energy in the heme is mediated by covalent and

hydrogen bonds to the heme, as well as several through-

space interactions, including those involving the dissoci-

ated Met80. This observation suggests no energy flow

bottleneck between the heme and Met80 that would impede

rebinding kinetics at 300 K. We examine the possibility of

additional bottlenecks to energy flow by calculating the

temperature dependence of the ergodicity threshold in an

imidazole-ligated Fe-porphyrin system that constitutes the

core of the heme–histidine complex. The ergodic threshold,

which we calculate quantum mechanically, corresponds to

a temperature of about 140 K. We also address the flow of

excess vibrational energy from the protein to the solvent.

We calculate the thermal boundary conductance between

cytochrome c and water semiclassically over a range of

temperatures and find that the protein–water interface

poses no greater resistance to thermal flow than the protein

itself.

Keywords Vibrational energy flow � Thermal boundary

conductance � Communication maps � Diffuse mismatch

model

1 Introduction

Pathways and bottlenecks to energy flow in proteins

mediate chemical reaction kinetics including allosteric

transitions, charge transfer, and ligand binding and disso-

ciation [1–9]. For this reason, there have been numerous

experimental and computational studies of vibrational

energy relaxation in heme proteins [10–22]. Cytochrome c,

a heme protein consisting of a single polypeptide chain

containing 104 amino acid residues organized into a series

of five a helices and six b turns, is an important participant

in electron transfer for ATP synthesis in mitochondria and

as signal amplifier in cell apoptosis [23]. The heme active

site in cytochrome c has a six-coordinate low-spin iron,

with His18 and Met80 bound as internal ligands. A number

of experimental studies [24–26] have elucidated its ultra-

fast dynamics following photoexcitation, sometimes lead-

ing to ligand dissociation and recombination. Recent

computational work has explored the non-adiabatic tran-

sitions involved in ligand recombination using ab initio

potential energy surfaces [27] revealing heterogeneity in

the rebinding kinetics determined by protein and solvent

structure and temperature [28]. The rebinding kinetics can
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also be influenced by energy flow. Bu and Straub reported

detailed molecular dynamics (MD) simulations of vibra-

tional energy relaxation from the heme of cytochrome c in

its native state [29]. In this article, we further study

vibrational energy flow in cytochrome c, both in its native

structure and in two structures with Met80 dissociated from

the heme. We examine, using classical, semiclassical, and

quantum methods, vibrational energy transfer across two

interfaces: (1) between the heme and the rest of cyto-

chrome c when Met80 is bonded and dissociated from the

heme, and (2) the interface between cytochrome c and

water.

Bottlenecks to vibrational energy transfer in a molecule

as large as a protein can occur on different length scales.

On the scale of a residue or cofactor, energy redistribution

among vibrational modes within such a subspace of the

protein depends on anharmonic coupling and a local den-

sity of states made up of these modes. Quantum mechan-

ical first-order time-dependent perturbation theory can be

adopted to calculate energy transfer by anharmonic cou-

pling [30–32], an approach that becomes valid when the

product of the anharmonic coupling and local density of

states is at least of order 1 [33, 34]. When this criterion is

not met, energy may still flow but the dynamics can be

quite complex in molecules of even modest size [35–38].

On larger length scales, we may be interested in energy

flow through residues of the protein, for instance, how

bonds or other interactions between residues influence

redistribution of excess energy in different parts of the

protein [29, 39]. At even larger length scales, we can

consider vibrational energy flow between the protein as a

whole and the solvent, e.g., to address how excess energy

already distributed within the protein flows into the solvent

environment and whether additional resistance to energy

redistribution is encountered at the protein–solvent inter-

face [40–42].

In our study of energy flow across the heme–protein

interface, we calculate communication maps [43], which

we use to determine the response of the protein to excess

energy in the heme at 300 K when Met80 is bound to and

dissociated from the heme. Met80-heme rebinding kinetics

depends on whether the Met80 orientation to the heme is

upward or downward, i.e., the upward structure does not

bind to the heme and must isomerize to the downward to

bind [27, 28]. Isomerization kinetics can be mediated by

energy flow in each structure as well as the barrier between

structures [44–50], so we examine if an energy flow bot-

tleneck is introduced when Met80 is dissociated from the

heme. In the native structure, Met80 responds more rapidly

than any other residue to excess energy in the heme. We

find the response time to be diminished but still quite rapid

when Met80 is dissociated from the heme, so that, at least

at temperatures near 300 K, there appears to be no energy

flow bottleneck between the heme and Met80. Dissociation

of Met80 from the heme does not affect the response of

other parts of the protein to excess vibrational energy in the

heme.

Another way in which energy flow could influence the

rate constant for Met80-heme rebinding involves limited or

slow energy relaxation within the heme itself, which might

occur at low temperature. We can think of the binding

region as a system of many coupled nonlinear oscillators,

which may exhibit ergodicity only above an energy

threshold [51–55]. We examine the energy and temperature

dependence of ergodicity quantum mechanically in an

imidazole-ligated Fe-porphyrin system that forms the

binding region of the heme. Vibrational relaxation in that

system was studied by Straub and coworkers using quan-

tum mechanical time-dependent perturbation theory [31].

We use the vibrational frequencies calculated in that work

to estimate the temperature-dependent ergodicity threshold,

which we find to be near 140 K. We thus expect limited or

sluggish energy flow within the binding region at lower

temperatures.

Having examined how excess energy flows from the

heme into the rest of the protein, we consider energy flow

across the boundary between cytochrome c and solvent.

We coarse grain the system beyond the level of the residues

and address thermal transport across the interface of the

protein and bulk water. Thermal transport within proteins

has been studied by MD simulations [56–58], computa-

tional approaches based on the vibrational modes of the

system [45, 59, 60], and experimentally by time-resolved

spectroscopy [61–64]. Below we adopt a semiclassical

approach [65] to calculate the resistance to thermal flow

across the cytochrome c–water interface and compare the

result with the resistance to thermal flow in proteins

computed earlier [60] to determine whether the flow of

excess vibrational energy in cytochrome c is impeded more

by the protein itself or its interface with water.

In the following section, we summarize the calculation

of communication maps to describe the response of cyto-

chrome c to excess vibrational energy in the heme and

thermal boundary conductance at the cytochrome c–water

interface. In Sect. 3, we present and discuss our results.

Concluding remarks are given in Sect. 4.

2 Methods

2.1 Communication maps and molecular simulations

Protein structures and calculation of normal modes, which

was carried out using the CHARMM simulation package

with the CHARMM28 force field, have been described in

previous work by two of us [27, 28]. The sequence of
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1HRC from the PDB was used to define the human cyto-

chrome c system, and the crystal structure was taken as the

initial configuration. Using the normal modes for cyto-

chrome c in the native structure and two dissociated

structures, i.e., upward and downward [27, 28], we com-

puted frequency-resolved communication maps. The cal-

culation of communication maps has been detailed

elsewhere [43], and in this subsection, we summarize the

method. Thermal transport coefficients have been com-

puted for molecules and other nanoscale objects using a

number of approaches [66–68]. For coarse-graining a siz-

able molecular system such as a protein, a useful starting

point is the heat current operator in harmonic approxima-

tion [69]

S ¼
X
a;b

Saba
y
aab; ð1Þ

where a and b are two modes of the protein, and a� and a

are, respectively, raising and lowering operators. The

coefficient, Sab, corresponding to the protein as a whole

can be expressed in terms of the Hessian matrix, H, and

eigenmodes, e, of the object. We break the coefficient up

into contributions from various regions. The contribution to

the energy flux between regions A and A0 to the matrix

elements of S is [43]

S
fAA0g
ab ¼ i�hðxa þ xbÞ

4V
ffiffiffiffiffiffiffiffiffiffiffi
xaxb
p

X
r;r02ðx;y;zÞ

X
l;l02AA0

eal H
ll0
rr0 ðRl � Rl0 Þebl0

ð2Þ
where Rl is the position of atom l and r is a coordinate (x, y

or z). When the regions A and A0 span the protein, Eq. (2)

expresses the matrix elements of the heat current operator

for the whole system in harmonic approximation given in

Ref. [69]. Similarly, we can sum over all regions to obtain

S�b for the whole molecule. Considering only energy flow

between the local regions A and A0, we write the local

energy diffusivity in mode a in harmonic approximation as

DfAA
0g

a ¼ pV2

3�h2x2
a

X
b 6¼a

S
fAA0g
ab

��� ���2d xa � xb

 �

: ð3Þ

When A and A0 span the molecule, Eq. (3) gives the mode

diffusivity, from which the coefficient of thermal conduc-

tivity, j, can be expressed for the whole molecule, j = Ra

Ca Da, where Ca is the heat capacity per unit volume of the

molecule for mode a, given by Ca ¼ kB b�hxað Þ2 eb�hxa

eb�hxa�1ð Þ2.

Otherwise D
fAA0g
a is a local mode diffusivity for energy

flow between A and A0. The coefficient of thermal con-

ductivity has been calculated for proteins [45, 59, 60], and

here, we identify the regions of the protein that primarily

contribute to thermal transport through the molecule. For a

practical calculation on a finite-sized system, we substitute

a rectangular window of width g for the delta function,

which should be large enough to envelop several vibra-

tional modes. For the results presented here, we calculated

the mode diffusivity using g = 15 cm-1, which is large

enough to include many modes in the averaging; results for

Da did not change significantly with larger g. Communi-

cation maps can then be constructed by plotting D
fAA0g
a for

all A and A0 at frequencies, xa. We note that we have

considered the extent to which anharmonicity might affect

the pathways we calculate in the communication maps in a

previous study. In a recent calculation of communication

maps for PYP [70], we identified the same energy transport

pathways from the chromophore as Ishikura and Yamato

[71] did using an anharmonic treatment.

In Sect. 3, we use communication maps to locate energy

transport channels that include the heme. We present results

for the thermal average over the frequency-resolved com-

munication maps for the structures at 300 K, using for

averaging the communication maps constructed at 50,

100 cm-1, and continuing in 50 cm-1 intervals until

400 cm-1, above which the communication maps contribute

very little to the thermal average due to the small values of

D
fAA0g
a at higher frequency. Each of these frequency-

resolved maps is actually an average over maps for 4 modes

closest in frequency to the designated frequency. The ther-

mally averaged communication map is obtained assigning a

Boltzmann weight to the frequency-resolved communication

maps and is specifically calculated as DfAA
0g ¼ R dxqðxÞ

DfAA
0gðxÞe��hx=kBT . Using the thermally averaged frequency-

resolved communication map, we calculate, in addition to

the local thermal diffusivity, a response rate of one residue

to vibrational excitation in another, corresponding to the

inverse of the first mean passage time, which we define as

DfAA
0g=R2 [14], where R is the distance from the center of

mass of A to the center of mass of A0.
To complement the analysis of energy transport using

communication maps, we also carried out classical non-

equilibrium simulations of energy transport from the heme.

We in effect heated the Fe and neighboring atoms of the

porphyrin to 300 K and followed the transfer of energy

over the next few picoseconds to the rest of the molecule,

which was initially at 0 K. Similar starting conditions have

been applied in earlier molecular simulations of proteins to

elucidate energy transport pathways [72] and by us for a

homodimeric hemoglobin [14]. We carried out this analysis

in harmonic approximation to provide a realistic repre-

sentation of the thermal population of the vibrational

modes of the protein. On the short times of this analysis,

there is no time for configurational changes of the protein

or confined water molecules [73]. Details of our non-

equilibrium simulation approach, including other applica-

tions to heme proteins, are given in Refs. [60, 74, 75].

Theor Chem Acc (2014) 133:1504

123Reprinted from the journal 131



2.2 Cytochrome c–water thermal boundary

conductance

The thermal boundary conductance, hBd, between two

subsystems, 1 and 2, the inverse of the thermal boundary

resistance or Kapitza resistance [65, 76], is expressed in

terms of the heat flow, _Q, driven by the difference in

temperature, DT, between the two sides of the interface and

the area of the interface, A, hBd ¼ _Q
ADT. Heat flow across the

interface can be expressed in harmonic approximation in

terms of the vibrational excitations, each with energy �hx,
that pass through it. The vibrational mode density per unit

volume on side j is �qjðxÞ and the mode occupation number

is nðx; TÞ ¼ expðb�hxÞ � 1ð Þ�1, where b ¼ 1=kBT and the

speed of propagation on side j is vjðxÞ. The thermal

boundary conductance is then expressed as [76]

hBd ¼ 1
4

d

dT

R
dx�hxv1ðxÞ�q1ðxÞnðx; TÞaðxÞ, where a(x) is

the transmission probability. In a convenient approach to

eliminating the transmission probability, a(x), the diffuse

mismatch model assumes that after crossing the boundary,

a vibrational excitation has no memory of which side of the

interface it emerged from, i.e., there is diffuse scattering of

vibrational energy at the boundary between the protein and

water, giving [76]

hBd ¼ 1

4
kB

Z
dx b�hxð Þ2

	 v1ðxÞv2ðxÞ�q1ðxÞ�q2ðxÞ
v1ðxÞ�q1ðxÞ þ v2ðxÞ�q2ðxÞð Þ

eb�hx

eb�hx � 1ð Þ2
: ð4Þ

We apply Eq. (4) to estimate the boundary conductance

at the interface between cytochrome c and water. For the

calculations discussed in the following section, the volume

of the protein is estimated assuming a sphere with radius

corresponding to the protein’s radius of gyration, which for

cytochrome c is 14 Å. We have used the vibrational mode

density of cytochrome c reported in Ref. [74] and for water

in Ref. [77], both calculated in harmonic approximation.

For the speed of sound in water and cytochrome c, we have

used the values 15 Å ps-1 [77] and 22 Å ps-1 [41, 74],

respectively.

3 Results and discussion

3.1 Communication maps of vibrational energy flow

from heme into protein

Before discussing the communication maps, we first

examine results of non-equilibrium simulations of vibra-

tional energy flow from the center of the heme to the rest of

the protein. In Fig. 1, we plot the time evolution to 3 ps of

vibrational energy in cytochrome c, which is initially cold

everywhere except the Fe atom and the atoms of the por-

phyrin directly bonded to it.

The non-equilibrium simulations were carried out for

the native structure of cytochrome c and can be directly

compared with earlier MD simulations of vibrational

energy flow in cytochrome c carried out by Bu and Straub

Fig. 1 Snapshots of non-

equilibrium molecular

simulations of vibrational

energy flow in cytochrome

c (structure with Met80 bonded

to the heme). The color code

corresponds to percentage of

total energy in the residue that is

indicated
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[29]. In that study, the entire heme was heated initially,

whereas in the simulations we present here, we have con-

sidered energy flow from a ‘‘hot’’ region consisting only

the Fe and a few atoms of the porphyrin. By 1 ps, we

observe that more than 10 % of the total energy in the

protein is contained in the Cys14, Cys17, His18, and

Met80, i.e., those residues covalently bonded to the heme.

However, there is little energy flow into the residues that

hydrogen bond to the heme, residues that Bu and Straub

[29] found to open up additional energy transport pathways

from the heme. The difference is likely due to the different

initial conditions in these two studies. By 2–3 ps, we

observe that excess energy originally in the heme is found

mainly in the two cysteines and Met80.

We calculated communication maps for cytochrome c,

not only in its native state with Met80 bonded to the heme,

but also for two structures where Met80 is dissociated,

which we refer to as upward and downward due to the

orientation of Met80 with respect to the heme. The

response of the protein to excess energy in the heme, and to

excess energy in different parts of the heme, obtained from

the communication maps, is plotted in Figs. 2 and 3. We

define the response rate of one residue to vibrational

excitation in another as DfAA
0g=R2, where R is the distance

from the center of mass of A to the center of mass of A0,
and DfAA

0g is the local energy diffusivity between A and A0.
The largest response rates from the heme that we observed

were of order 0.1 fs-1.

Figure 2a shows the residues that respond fastest to

excess vibrational energy in the heme of the bonded

form of cytochrome c based on the communication

maps, which are seen to include Cys14, Cys17, and

Met80, all covalently bonded to the heme. Other resi-

dues that respond particularly rapidly include Thr49 and

Asp50, which are located on the periphery of the heme

and hydrogen bond to the side chains, as well as Trp59,

which has been probed by Mizutani coworkers by

picosecond time-resolved anti-Stokes ultraviolet reso-

nance Raman (UVRR) measurements [26]. In the UVRR

experiments, an energy transfer time of 1–3 ps from the

heme to Trp59 was found. To examine whether or not

the response of these residues is due to excess energy in

the Fe-porphyrin portion of the heme or the heme side

chains, we computed communication maps in which we

separated these two parts of the heme. DfAA
0g=R2 for the

response to excess energy in the Fe-porphyrin is plotted

in Fig. 2b, and for the response to excess energy in the

heme side chains in Fig. 2c. We observe that the fast

response of Met80 is due to interaction with Fe-por-

phyrin, whereas the fast response of the cysteine resi-

dues is due to interaction with both the porphyrin and

the side chains. The fast response of Thr49, Asp50,

Trp59, as well as some other residues that are peripheral

to the heme is due to the interaction with the heme side

chains. Similarly, through-space interactions with the

heme appear to originate from the heme side chains,

e.g., Arg38, which was also found by Bu and Straub

[29] to funnel energy from the heme. The results of the

communication maps, in which the response to excess

energy in the heme core and the heme side chains were

separately examined, are consistent with the flow of

energy found in the non-equilibrium simulations plotted

in Fig. 1. In the latter, only the center of the porphyrin

was initially hot, revealing an energy transport pathway

through the two cysteines and Met80 but none through

Thr49 or Asp50.

We consider now the effect of Met80 dissociation on the

response of the protein to excess energy in the heme.

Figure 3 compares the response rates for excess energy in

the heme for the bonded (Fig. 3a) and upward (Fig. 3b)

forms and for excess energy in only the porphyrin region of

the bonded (Fig. 3c) and upward orientations of Met80

with respect to the heme (Fig. 3d) (The results for the

upward and downward orientations are very similar and

only the former are shown.). The most striking difference

between the bonded and the unbonded forms is the

reduction in the response time of Met80 to excess vibra-

tional energy in the heme when Met80 is not bonded.

Indeed, Met80 goes from the residue that responds fastest

to excitation in the Fe-porphyrin portion of the heme to a

residue that responds more slowly than either of the cys-

teines or His18 when Met80 is dissociated from the heme.

(a) (b)

(c)

Fig. 2 Largest values of D/R2 between the heme, or parts of the

heme, and protein residues obtained from communication maps of

cytochrome c at 300 K. In a, the heme is complete, whereas in b and

c the largest D/R2 values are plotted for interactions between the

residues and the porphyrin ring and heme side chains, respectively
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Nevertheless, we still observe a significant through-space

response of Met80 to excess energy in the heme, compa-

rable to the response rate of other nearby residues, some of

which hydrogen bond to the heme. The rapid response of

Met80 to excess energy in the heme indicates that the rate

constant for rebinding of Met80 to the heme is not regu-

lated by bottlenecks to vibrational energy flow between

them at 300 K.

When the temperature is low, however, bottlenecks to

vibrational energy flow within the heme itself could

emerge. At low temperatures, anharmonic coupling among

the vibrational modes of the heme might not be sufficiently

large to ensure rapid energy flow. Straub and coworkers

carried out quantum mechanical time-dependent perturba-

tion calculations of vibrational relaxation in an imidazole-

ligated Fe-porphyrin system (Fig. 4), examining the

anisotropic relaxation from specific vibrational modes of

the complex. Using the vibrational mode frequencies that

they report, we can estimate the internal energy in this

complex that is needed for ergodic flow of vibrational

energy in this molecule using local random matrix theory

(LRMT) [33, 34]. LRMT predicts that the ergodicity

threshold depends on a local density of states, not the total

vibrational density of states of the molecule. The ergodicity

threshold occurs where the product of the local density of

states and the size of the anharmonic matrix elements

coupling states on the energy shell is of order 1, or when

[33, 34]

TðEÞ � 2p
3

X
Q

VQ

�� ��� �
qQ


 �2 [ 1; ð5Þ
whereQ is the distance in terms of quantum numbers between

two states coupled by the set ofmatrix elements,VQ, and qQ is
the local density of states. Cubic anharmonic terms couple

(a) (b)

(c) (d)

Fig. 3 Communication map

predictions of the hot residues

following excitation of the ring

portion of the heme in the

bonded (a) and (c) and the

dissociated (b) and (d) systems.

As in Fig. 2, the largest heme

residue D/R2 values are plotted

for the full heme (a) and (b) and
for the porphyrin region only

(c) and (d). The bonded

structure exhibits much faster

energy flow into Met80 than the

dissociated system, though

communication with Met80

remains quite rapid even

without the chemical bond

between the heme and Met80

Fig. 4 Top (top) and side (bottom) views of the Fe-porphyrin system

studied by Straub and coworkers [31]. Using the vibrational

frequencies reported in Ref. [31], we estimate the total energy

required for irreversible energy flow in this molecule
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states at most a distance Q = 3 in vibrational quantum

number space, as a cubic term can transfer one quantum of

energy from one mode to two quanta in other modes.

To estimate the ergodicity threshold in terms of the

vibrational frequencies of the system, we make use of a

scaling relation to estimate average anharmonic matrix ele-

ments, Vij, coupling states iij and jij . The assumption

underlying the scaling is the expectation and observation that

coupling between states that lie a ‘‘distance’’ Q from one

another in quantum number space, where Q ¼Pa va, and va
is the occupation number difference in mode a between the

two vibrational states, decrease with Q roughly as Vij*C-Q,

where C[ 1 [78]. Gruebele and coworkers found empiri-

cally that for modest-sized organic molecules [78]

Vij ¼
Y
a

Rva
a ; Ra � a1=Q

b
xa nað Þ1=2; ð6Þ

which yields the expected exponential decrease in the

matrix elements with Q while accounting for the occupa-

tion of individual modes. In Eq. 6, na is the number of

quanta in mode a, ma is the occupation number difference

in mode a between two vibrational states, and a and b are

constants. For Vij expressed in cm-1, a and b are chosen to

be 3,050 and 270, respectively. We have compared esti-

mates using Eq. (6) for the anharmonic constants with

ab initio calculations of the anharmonic constants in pep-

tide–water complexes and found that, on average, the

results are quite similar [79].

The value of T(E) calculated with Eq. (5) depends on the

energy, E, of the molecule. Since we consider the heme at a

given temperature, we take the thermal energy to be

Eh i ¼Pa nah i�hxa, where the temperature-dependent

mode occupation, nah i, is given by nah i ¼ e�hx=kBT � 1

 ��1

.

The result we obtain for T(E) for the imidazole-ligated Fe-

porphyrin complex is plotted in Fig. 5.We find the ergodicity

threshold for this system at energy of about 1,040 cm-1. The

corresponding temperature dependence of T is plotted in the

inset to Fig. 5, where we estimate the temperature of the

ergodicity threshold to be around 140 K. That temperature

lies below the protein dynamical transition of around 180 K,

so that at all temperatures where conformational transitions

are relatively facile we expect vibrational energy flow within

the heme to be facile as well. The rate of energy flow from an

initially excited state is dictated by the local density of states

to which it is coupled [33, 34], which mediates the mode-

specific pathways observed in calculations [31].

3.2 Cytochrome c–water thermal boundary

conductance

The coefficient of thermal conductivity for several proteins

has been computed in linear response approximation from

two different approaches, both yielding values of

0.1–0.3 W m-1 K-1 [40, 60], much smaller than the

thermal conductivity of water, which is about

0.6 W m-1 K-1. Here, we examine whether the boundary

between cytochrome c and water introduces additional

resistance to vibrational energy flow beyond the resistance

to thermal flow in the protein.

We calculated the thermal boundary conductance, hBd,

for cytochrome c and water with Eq. (4) from 200 to 320 K

and plot the result in Fig. 6. In earlier studies, we calcu-

lated the thermal boundary conductance between myoglo-

bin and water [41] and between GFP and water [42]. The

former turns out to be about 1 % larger than the values we

found for cytochrome c and water, so essentially indistin-

guishable from the cytochrome c–water results plotted in

Fig. 6. However, the results for the GFP–water interface

that we calculated in the same way are different, and we

plot them in Fig. 6 with our calculations for cytochrome

c and water. For the cytochrome c–water interface, we find

a modest increase in boundary conductance over the plot-

ted range of temperature, from about 240 MW K-1 m-2 at

200 K to about 300 MW K-1 m-2 at 320 K, with a value

of 299 MW K-1 m-2 at 300 K. This compares with about

260 MW K-1 m-2 at 200 K to about 340 MW K-1 m-2

at 320 K for the GFP–water interface, with a value at

300 K of 329 MW K-1 m-2, which is about 10 % larger

than the thermal boundary conductance we computed for

the cytochrome c–water interface. While we are not aware

of molecular simulation studies of the thermal boundary

conductance between cytochrome c and water with which

to compare, we note the values that we compute at 300 K
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Temperature (K)
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120                      130                      140                      150                      160
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Fig. 5 Transition parameter, T, as a function of total energy in the

imidazole-ligated Fe-porphyrin system shown in Fig. 2. The ergodic-

ity transition occurs at the energy where T = 1, indicated by the

horizontal line, which in this molecule appears around 1,200 cm-1.

Inset shows T as a function of temperature, where again the critical

T = 1 is indicated by a horizontal line. The ergodicity threshold is

found for this molecule to be around 140 K
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are reasonably consistent with those computed for four

different proteins (including GFP but not cytochrome c) by

molecular simulations at 300 K and reported in Ref. [40].

We plot the range of those boundary conductance values in

Fig. 6 for comparison.

The thermal boundary conductance between cytochrome

c and water is roughly 2–3 times as large as the thermal

boundary conductance computed for the interface between

water and a monolayer of hydrocarbon chains with –OH

head groups [80]. Vibrational energy transport across the

cytochrome c–water interface is relatively efficient com-

pared with interfaces involving other organic molecules

that hydrogen bond to water.

The relative thermal resistance within a protein to thermal

resistance at the boundary between the protein and water is

given by the dimensionless Biot number, Bi, defined as

Bi = hBdL/j, where L is a length scale, often taken as the

volume to surface area, and j is the coefficient of thermal

conductivity [40]. At 300 K, we find hBd = 299 MW K-1

m-2.While we have not computed the coefficient of thermal

conductivity for cytochrome c, we use as a representative

value j = 0.25 W K-1 m-1, obtained for myoglobin in an

earlier study [60]. We approximate the length, L, as the

volume to surface area, R/3, which, using a 14 Å radius of

gyration noted earlier, is about 0.5 nm for cytochrome

c. These estimates yield a value for the Biot number of

Bi & 0.6, so that thermal resistance at the protein–water

interface is comparable, perhaps a bit smaller, than thermal

resistance in cytochrome c.

4 Concluding remarks

We have examined vibrational energy transfer across the

heme–protein and protein–water interfaces of cytochrome

c. To characterize energy flow across the heme–protein

interface, we calculated frequency-resolved communica-

tion maps for cytochrome c in its native structure as well as

two forms of the protein with Met80 dissociated from the

heme and computed the thermal average at 300 K. We

found the response of cytochrome c in its native structure at

300 K to excess energy in the heme to be mediated pri-

marily by covalent and hydrogen bonds to the heme, as

well as several specific through-space interactions with the

heme side chains. Included in the latter is Trp59, which has

been probed by Mizutani coworkers by picosecond time-

resolved anti-Stokes UVRR measurements [26]. The

communication maps reveal that Trp59 lies along an

energy transport pathway that emerges from the heme side

chains, consistent with the picosecond response time to

excitation of the heme observed in the UVRR experiments

[26]. In earlier work, we found vibrational energy transport

pathways to be robust with respect to thermal motion of

proteins around their native structure [81]. However, the

energy transport pathways in cytochrome c, like those for

electron transfer [82], could be altered when this protein

interacts with its cellular environment.

The communication maps indicted that energy flow

from the heme to Met80 remains rapid when it is dissoci-

ated from the heme, though not as fast as when it is

covalently bonded. The rapid energy flow between heme

and dissociated Met80 that we found at 300 K suggests no

energy flow bottleneck between them, though bottlenecks

may emerge at lower temperature, even within the binding

region itself. To examine the latter possibility, we calcu-

lated the temperature dependence of the ergodicity

threshold in an imidazole-ligated Fe-porphyrin system that

constitutes the core of the heme–histidine complex, which

we found to correspond to about 140 K, well below the

protein dynamical transition of roughly 180 K.

We also addressed vibrational energy flow from cyto-

chrome c into the solvent, adopting a more coarse-grained

perspective than our computational study of the response of

the protein to excess vibrational energy in the heme. We

calculated the thermal boundary conductance between

cytochrome c and water over a wide range of temperatures

and found that the interface between the protein and water

poses no greater resistance to thermal flow than the protein

itself.
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interactions, which have been of great interest to numerous 
fi elds including crystal packing [ 1 ], drug design [ 2 ], molec-
ular recognition [ 3 ], and DNA/RNA base stacking [ 4 ]. Due 
to the aromatic   π  -bonding and electron delocalization, ben-
zene has exceptional stability at ambient conditions. 

 Detailed knowledge of the structural properties of ben-
zene is necessary for better understanding of   π  -interactions 
in condensed matter. Solid state benzene is well-known 
to have a herringbone pattern [ 5  –  7 ]. The structure of an 
isolated benzene dimer in the gas phase [ 8  –  16 ] has also 
received much attention; both experimental and theoreti-
cal results indicate almost isoenergetic, parallel displaced, 
and T-shaped confi gurations. The T-shaped confi guration 
is accepted as the true global energy minimum today [ 12 , 
 17  –  19 ]. Benzene in the liquid state, however, is less well 
understood. Theoretical [ 20 ] and experimental studies by 
X-ray diffraction [ 21  –  23 ] and neutron diffraction [ 24  –  27 ] 
techniques on the structure of liquid benzene have shown 
that the local ordering in liquid benzene is mostly perpen-
dicular L-shaped [ 21 ,  22 ,  24 ] and/or T-shaped [ 23 ,  26 ,  27 ]. 
More recently, a parallel displaced and a perpendicular 
Y-shaped arrangement have been proposed [ 25 ] at separa-
tions  < 0.5 and  > 0.5 nm, respectively, by high-resolution 
neutron diffraction experiments supported with empirical 
potential structure refi nement analysis. In addition, the per-
pendicular T-shaped confi guration is reported to occur only 
as a saddle point in the liquid state [ 25 ]. 

 Due to the lack of conclusive experimental data, numer-
ous computational studies have been performed to shed 
light on the structural properties of liquid benzene. In par-
ticular, a number of studies have employed the molecular 
dynamics (MD) [ 28  –  30 ] and Monte  Carlo  ( MC ) [ 31 ,  32 ] 
techniques with empirical force fi elds. However, results 
obtained greatly depend on the force fi elds used. Conven-
tional atom-centered force fi elds generally predict random 

                     Abstract     The structure of liquid benzene is investigated 
by quantum molecular dynamics simulations. Results using 
variationally optimized numerical pseudo-atomic orbitals 
are compared to those of generic optimized orbitals. The 
accuracy of the fi rst-principle calculations is compared with 
recent experimental fi ndings. Simulations using minimal 
basis sets with optimized orbitals are shown to successfully 
predict the local structure of liquid benzene, while simula-
tions with non-optimized minimal basis sets have signifi -
cant errors in the structure of the fi rst solvation shell. The 
use of a minimal optimized basis set considerably speeds 
up simulations, while preserving much of the accuracy of 
a larger basis set formed by generic orbitals. The transfer-
ability of the optimized orbitals is also explored under dif-
ferent environmental conditions. 

   Keywords     Liquid benzene    ·  Ab  initio  simulations    · 
 Orbital optimization    ·   Krylov     ·  Direct diagonalization  

      1  Introduction 

 Benzene is an important organic solvent that fi nds uses in 
many industrial and scientifi c applications. It is the sim-
plest aromatic hydrocarbon, constituting the building 
blocks of many important complex molecules. Further-
more, it provides an important example of aromatic   π   –   π   
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or slightly favor perpendicular orientations [ 25 ,  33 ,  34 ]. 
A charge-separated all-atom force fi eld [ 31 ] based on the 
Hunter and Sanders model [ 35 ], where a charge distribu-
tion above and below the aromatic ring represents the   π  -
electrons, has resulted in perpendicular confi gurations 
being strongly preferred [ 31 ,  36 ,  37 ]. Recently, Fu and  Tian  
[ 28 ] have compared different force fi elds and concluded 
that separation of charges or fi tting the ab  initio  pairwise 
potentials does not necessarily guarantee the reliability 
of the force fi elds. They obtained the best fi t to the latest 
experimental results [ 25 ] with the optimized potentials for 
liquid simulations ( OPLS - AA ) force fi eld. 

 Density functional theory ( DFT )-based ab  initio  MD 
simulations have been widely used to study the structural 
properties of ionic liquids, which often contain complex 
ring structures [ 38  –  40 ]. It has also been shown to provide 
an accurate description of   π  -aromatic interactions in ben-
zene [ 14 ,  41 ,  42 ]. However,  DFT  – MD simulations scale 
poorly with computational effort and hence are practically 
limited to relatively small system sizes (several hundred 
atoms) and very short time periods ( < 10 ps). Liquid state 
simulations present particular challenges, due to the pos-
sibility of slow equilibration times and signifi cant system 
size effects. Therefore, structural studies of benzene by 
 DFT  – MD simulations have mostly focused on the ben-
zene dimer and small benzene clusters [ 41 ,  43  –  45 ]. Only 
recently, phase changes in solid benzene at pressures up to 
300  GPa  [ 46 ] as well as in shock-compressed liquid ben-
zene (up to 70  GPa ) [ 47 ] have been investigated by  DFT  –
 MD, which has been proven to be particularly suitable for 
the study of the chemical reactions in condensed and gas 
phases [ 48 ,  49 ]. 

 First-principles  DFT  calculations generally scale as the 
third power of the number of atoms present in the simu-
lation cell. Therefore, simulations of large and complex 
systems by  DFT  – MD necessitate the use of linear-scaling 
methods (O( N )), where the computations scale only line-
arly with the system size. Variationally optimized numeri-
cal atomic orbitals, which we will refer to as optimized 
atomic orbitals ( OAO ), have been shown to provide effi -
cient and accurate localized orbitals as a basis set, suitable 
for linear-scaling methods [ 50  –  53 ].  OAO  have been well 
documented and successfully employed in the simulation 
studies of isolated molecules and biomolecules [ 51 ,  54 ] as 
well as solids [ 51 ,  55 ], but there are few examples for neat 
molecular liquids. Recently, liquid water simulations [ 53 ] 
have been performed using improved polarization orbit-
als with a screened Coulomb confi nement potential devel-
oped for water-based systems [ 52 ]. In addition, solid – liquid 
interface simulations of an electrochemical system contain-
ing propylene carbonate have been conducted by combin-
ing effective-screening medium method with O( N )  DFT  
[ 55 ]. 

 To this end, here, we study the structure of liquid ben-
zene by ab  initio  MD simulations. This approach avoids 
the many adjustable parameters involved with empirical 
force fi elds, while allowing for the possibility of chemical 
reaction at extreme temperatures and pressures. Numerical 
atomic orbitals are variationally optimized specifi cally for 
benzene, based on the force theorem. The benzene-specifi c 
optimized orbitals are used as a basis set in comparison 
with generic orbitals. The generic orbitals are optimized 
from pseudo-atomic orbitals across a wide range of chemi-
cal conditions. The transferability of the  OAO  is tested 
under different environmental conditions. Effects of long-
range interatomic London dispersion interactions are inves-
tigated. We show that orbital optimization considerably 
improves the calculations of a molecular liquid with a fi xed 
basis set. The simulations with a minimal optimized basis 
set are substantially faster than those of a larger basis set 
formed by generic orbitals, yet retain much of the accuracy 
of the larger basis. 

    2   Computational details 

 The initial confi guration of liquid benzene was obtained 
by MD simulations using  OPLS - AA  empirical force fi eld 
[ 56 ,  57 ] as implemented in the  GROMACS  software pack-
age [ 58 ,  59 ]. Procedures were based on the simulations 
conducted by Fu et al. [ 28 ]. Ten benzene molecules were 
generated in a cubic simulation box of size 1.484 nm 3  with 
periodic boundary conditions, setting the density equal to 
the experimental value [ 60 ]. The system was energy mini-
mized for 5,000 steps using the conjugate gradient minimi-
zation algorithm, with one steepest descent step for every 
ten conjugate gradient steps. Then, the equilibration and 
production runs were performed at 300 K temperature and 
1 atm pressure in an  NPT  ensemble, each for 10 ns and 
with a time step of 1  fs . The temperature and pressure of 
the system were controlled by a Nose – Hoover thermostat 
[ 61 ,  62 ] and a  Parrinello  –  Rahman  isotropic barostat [ 63 , 
 64 ] with a coupling time of 0.5 and 2.0 ps, respectively. A 
0.5-nm cutoff distance was applied for Van  der   Waals  inter-
actions with a long-range dispersion correction for energy. 
Coulomb interactions were calculated by the particle-mesh 
 Ewald  ( PME ) method using a 0.5-nm cutoff for real space, 
a 0.12-nm grid spacing, and a  PME  order of 8. All bonds 
were constrained with the P- LINCS  algorithm [ 65 ,  66 ]. 
A fi nal density of 861 kg/m 3  was achieved in the produc-
tion run, which is in good agreement with the experimental 
value of 876.5 kg/m 3 . 

 Ab  initio  MD simulations of benzene were performed 
using the  OpenMX  software package [ 50 ,  51 ,  54 ,  67 ,  68 ], 
based on  Kohn  – Sham  DFT  [ 69 ], and basis set consist-
ing of a linear combination of localized pseudo-atomic 
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orbitals. The  Perdew  –  Bruke  –  Ernzerhof  ( PBE ) exchange –
 correlation functional [ 70 ] within the generalized gradient 
approximation was adopted. Norm-conserving  pseudopo-
tentials  proposed by Morrison et al. [ 71 ] are employed. The 
pseudo-atomic orbitals, generated by a confi nement poten-
tial scheme [ 50 ,  51 ,  54 ,  67 ], had a cutoff radius of 5.0 a.u 
(except for calculations referred to below as  PBE / DZP -7, 
where the cutoff radius was set to 7.0 a.u) for both hydro-
gen and carbon atoms. In principle, the complete basis 
set limit is approached as both the number of orbitals per 
atom and the cutoff radius are increased. For each ele-
ment, single valence (commonly referred to as single zeta 
or  SZ ), double valence plus single polarization ( DZP ), 
and triple valence plus single polarization orbitals ( TZP )-
(H:s3p1, C:s3p3d1) as well as optimized contracted single 
valence orbitals (H:s1, C:s1p1) obtained from the generic 
(H:s6, C:s6p6) basis set; generic orbitals are the optimized 
pseudo-atomic orbitals provided by  OpenMX ) produced by 
the orbital optimization method [ 50 ,  51 ,  54 ] were used for 
the basis set. The  DFT -D2 method [ 72 ] was employed to 
include the Van  der   Waals  interaction. For orbital optimiza-
tion, atomic basis orbitals with the same element type were 
optimized using the same orbital. The maximum number of 
self-consistent fi eld iterations and the self-consistence fi eld 
convergence criterion were 100 and 10  − 4  (Hartree/bohr) 2 , 
respectively. 

 For calculations using optimized orbitals, a system size 
of 80 benzene molecules were also studied by replicating 
fully equilibrated confi gurations of ten molecules in three 
dimensions. The starting confi gurations were achieved 
through the same basis set as the one employed in larger 
system size. The real-space grid technique [ 73 ] was used 
to calculate the Hamiltonian matrix elements within an 
accuracy of 10  − 6  Hartree. A cutoff energy of 150 Ry was 
chosen in the numerical integrations and in the solution of 
Poisson ’ s equation using the fast Fourier transformation 
algorithm ( FFT ). Unlike the small system size (10 benzene 
molecules) where the direct diagonalization method was 
used, large system calculations employed the linear-scaling 
 Krylov  subspace method [ 74 ] with the radius of a sphere 
centered on each atom and the dimension of the  Krylov  
subspace set to 0.5 nm and 400, respectively. The radius of 
0.5 nm was selected among the investigated parameters of 
0.5, 0.6, 0.7 nm, since the simulations were faster and the 
results were only slightly different from those with a larger 
sphere radius. The dimension of the  Krylov  subspace, on 
the other hand, was set to the default value of the software. 
A cubic periodic boundary simulation cell was used and the 
MD time step was set to 0.5  fs , in all simulations. Three 
different temperature and density conditions were studied 
as follows: (300 K, 861 kg/m 3 ), (573 K, 570 kg/m 3 ), and 
(814 K, 1,400 kg/m 3 ). The electron and ion temperatures 
were set equal in order to achieve local thermodynamic 

equilibrium. All geometries were optimized by the steep-
est descent algorithm until the forces were  < 10  − 4  a.u. 
Equilibration runs were performed in an  NVT  ensemble 
by scaling the velocities [ 75 ] for 2 ps and subsequently by 
the Nose – Hoover method [ 61 ,  62 ,  76 ] for 8 ps. The mass 
of heat bath for the Nose – Hoover thermostat was set to 
100 a.u. Properties were calculated using the data from the 
fi nal 8 ps Nose – Hoover MD runs after the equilibrium is 
achieved. 

    3   Results and discussion 

 The radial distribution functions ( RDFs ) of the center 
of mass ( COM ) of benzene molecules as well as the C 
atoms pairs for the ten molecule system are given in 
Fig.  1 . The  COM - RDFs  provide general information on 
the size and number of molecules within the fi rst solva-
tion shell (Fig.  1 a). It has been calculated by the relation 
 G ( r ) =  V / N  2   ∑   i  <  j    δ  ( r   −   r    ij   ) and compared to the experimen-
tal fi ndings reported by  Headen  et al. [ 25 ]. Computations 
with the optimized single valence orbitals ( PBE / OO / SZ ) 
have predicted the best  G ( r ) values when compared to 

 Fig. 1        RDFs  of  a  the  COM  of benzene molecules,  b  C – C atom 
pairs. Experimental data cited from  a  Ref. [ 25 ] and  b  ref [ 22 ]. The 
best fi ts to experimental results are obtained with  a   PBE / OO / SZ  and 
 c   PBE / TZP   
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experiment. A coordination number of approximately 12 
in the fi rst solvation shell is obtained with all calculations 
in agreement with the experimental value, except for the 
single valence orbitals ( PBE / SZ ) where only nine near-
est neighbors are found. Similarly, the differences in the 
peak positions are calculated to be within 0.3  Å , excluding 
 PBE / SZ  where the difference is ~1  Å . The best peak posi-
tions are attained with the optimized single valence orbitals 
with and without the  DFT -D2 method ( PBE / OOwD 2/ SZ  
and  PBE / OO / SZ  respectively). In contrast, the best fi t to the 
fi rst minimum outside of the fi rst shell is achieved through 
double valence orbitals with polarization ( PBE / DZP  and 
 PBE / DZP -7) as well as  PBE / OO / SZ . The difference in the 
fi rst minimum compared to the experimental value is less 
than 0.3  Å  with  PBE / OO / SZ ,  PBE / DZP -7, and  PBE / TZP . 
Similar to  COM - RDFs , C atom pair  RDFs  (Fig.  1 b) pro-
vide overall features of liquid structure obtained through 
different basis sets, but in greater detail. Besides, experi-
mental C atom pair  RDFs  are generally easier to measure 
and more accurate compared to the  COM - RDFs , which is 
a weighted average of C – C, C – H, and H – H  RDFs  [ 26 ]. 
All triple and double valence orbitals with polarization 
( PBE / DZP -7,  PBE / TZP , and  PBE / DZP ) predict the fi rst 
three peaks of the  RDF  (the peak positions were reported 
as 4.0, 5.2, and 6.3  Å  by  Narten  et al. [ 21 ,  22 ]) within 0.3  Å  
deviation. The best fi rst peak estimate is obtained with 
 PBE / TZP  at 4.1  Å , while the best second and third peak 
estimates are achieved at about 5.2  Å  with  PBE / DZP  and 
 PBE / DZP -7 and at 6.3  Å  with  PBE / DZP , respectively. In 
general,  PBE / TZP  calculations have resulted in the best 
intensity profi le, while  PBE / SZ  has yielded in the worst 
profi le as well as the peak positions, which are observed 
at  r  values more than 0.5  Å  before reported values. This 
is indicative of a large effective attraction between neigh-
boring benzene molecules, perhaps produced by basis set 
superposition error. Unlike generic single zeta orbitals 
( PBE / SZ ), optimized single zeta orbitals (both  PBE / OO / SZ  
and  PBE / OOwD 2/ SZ ) provide satisfying results, although 
they fail to locate the fi rst peak of the C – C  RDFs . Particu-
larly, the intensity results of  PBE / OOwD 2/ SZ  are in good 
agreement with both  PBE / DZP  and  PBE / TZP  computa-
tions. The second and the third peaks are found to be at 
5.0 and 6.0  Å  with  PBE / OO / SZ , and at 5.1 and 6.0  Å  with 
 PBE / OOwD 2/ SZ , respectively.        

 The simulated structure of liquid benzene is further 
investigated by the radial-angular pair distribution func-
tion ( RADF ), which gives some information on the degree 
of orientational order [ 25 ,  29 ,  30 ] (Fig.  2 ). The  RADF  has 
been computed for the minimum angles between the nor-
mals of aromatic planes using the equation  g(r, θ )  =  1/
N ρ 4 π r   2   sin θ   Δ  r  Δ   θ  [ Σ    i    Σ    i  ≠  j    δ (r   −   r    ij    ) δ ( θ    −    θ     ij    )],  where   ρ   
is the bulk number density,  Δ  r  and  Δ   θ   are the radial and 
angular resolution. In accordance with the experimental and 

computational fi ndings [ 22 ,  23 ,  25 ,  28 ,  31 ],  PBE / DZP -7, 
 PBE / SZ ,  PBE / OOwD 2/ SZ , and  PBE / OO / SZ  calculations 
show a preference for perpendicular ordering in the fi rst 
shell with the highest  g(r, θ )  values at   θ   ~ 90 ° . The main 
peaks are obtained at 5.8, 4.8, 5.3, and 5.8  Å , respectively. 
Similar to  Headen  ’ s fi ndings [ 25 ] a shoulder is observed 
at  r  ~ 4  Å  at low angles with  PBE / DZP -7,  PBE / OO / SZ , 
and  PBE / OOwD 2/ SZ  (Fig.  2 d – f), indicating the existence 
of a parallel molecular arrangement at small molecular 
separations. On the other hand, the fi rst peaks are shifted 
to  r  ~ 4  Å  at   θ    <  20 ° , with  PBE / DZP  and  PBE / TZP  cal-
culations (Fig.  2 b, c) while they remain at 5.8 and 5.3  Å , 
respectively, at   θ    >  20 ° . Indeed, the peak values estimated 
for  PBE / DZP  and  PBE / TZP  at  r  ~ 4  Å  and   θ    <  20 °  are 
much greater than the values obtained at   θ   ~ 90 ° , show-
ing higher preference for parallel ordering with increasing 
basis set size. Analysis of the simulation trajectories has 
revealed that Y-shaped and distorted L-shaped confi gura-
tions with separation distances  r   >  0.5 nm (Fig.  3 a) are the 
predominant geometry throughout the simulation time with 
 PBE / DZP -7,  PBE / SZ ,  PBE / OO / SZ , and  PBE / OOwD 2/ SZ  
calculations although parallel displaced confi gurations 
(Fig.  3 b) are also observed at smaller separations. Con-
versely, benzene molecules mainly arrange themselves 
in a parallel displaced confi guration with  PBE / DZP  and 
 PBE / TZP  calculations resulting in large  g(r, θ )  estimates at 
low  r  and   θ  . This indicates that the structure of fl uid can 
be successfully reproduced with a large basis set having 
orbital cutoff radius of 7.0 a.u., although a smaller radius 
 OO / SZ  calculation perform as well in capturing the over-
all coordination number and the detailed structure of the 
liquid.               

 Benzene has been shown to be nearly isotropic in the 
fi rst solvation shell, with two anisotropic effects, i.e. par-
allel ordering at  r   <  5  Å  and perpendicular ordering at 
 r   >  5  Å , almost canceling each other [ 25 ]. Therefore, the 
number of benzene molecules in the fi rst solvation shell 
(0  <   r   <  7.5  Å ), as well as at small (0  <   r   <  5  Å ) and large 
separations (5  Å   <   r   <  6  Å ) within the fi rst shell, is cal-
culated as function of molecular orientations (Fig.  4 ) 
and compared to that of an isotropic liquid in the defi ned 
region. For  PBE / SZ  only, the  r  values are shifted by 1  Å  
due to a signifi cant shift in  COM - RDF  values. In other 
words, total number of molecules are computed as a 
function of   θ   for molecular separations 0  <   r   <  6.5  Å , 
0  <   r   <  4  Å , and 4  Å   <   r   <  5  Å , for a better comparison of 
isotropy in the fi rst shells. Unlike the experiments [ 25 ], the 
confi gurational distributions obtained in the fi rst shell are 
anisotropic in all simulations (Fig.  4 a). This is in accord-
ance with the recent computational fi ndings by  Takeuchi  
et al. [ 77 ] and is attributed to the reduced perturbation 
effects induced by a small system size and lesser   π   –   π   inter-
actions. At smaller molecular separations ( r   <  5  Å ;  r   <  4  Å  
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 Fig. 2       Radial angular distribution functions for the  COM  of benzene 
molecules with  a   PBE / SZ ,  b   PBE / DZP ,  c   PBE / TZP ,  d   PBE / DZP -7,  e  
 PBE / OO / SZ ,  f   PBE / OOwD 2/ SZ . The radial and angular resolution is 
 Δ  r  = 1  Å ,  Δ   θ   = 10 °  in ( d ), and  Δ  r  = 0.5  Å ,  Δ   θ   = 10 °  in all other 
cases.  PBE / DZP -7,  PBE / SZ ,  PBE / OO / SZ , and  PBE / OOwD 2/ SZ  
calculations show a higher preference for perpendicular molecular 

ordering, while  PBE / DZP  and  PBE / TZP  show a higher preference 
for parallel molecular arrangements. At small angles,  PBE / DZP -7, 
 PBE / OO / SZ , and  PBE / OOwD 2 have a shoulder next to main peak at 
 r   ≈  4  Å  in accordance with ref [ 25 ] fi ndings. The fi rst peak is com-
pletely shifted to  r   ≈  4  Å  with  PBE / DZP  and  PBE / TZP   
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for  PBE / SZ ), all simulations predict parallel arrangements 
(Fig.  4 c). Profi les obtained by  PBE / DZP -7,  PBE / OO / SZ , 
and  PBE / OOwD 2/ SZ  are specifi cally in good agreement 
with  Headen  ’ s fi ndings [ 25 ].  PBE / DZP  and  PBE / TZP , 
on the other hand, show signifi cantly higher preference 
for parallel displaced stacking and hence have the peak 
values exceeding the isotropic curve at much narrower 
angles (  θ    <  30 ° ). At larger separations within the fi rst 
shell (Fig.  4 e), only  PBE / DZP ,  PBE / DZP -7,  PBE / TZP , 
and  PBE / OO / SZ  show a small anisotropy toward perpen-
dicular arrangement with the curves slightly exceeding 
the isotropic ones at angles   θ    >  65 ° ,   θ    >  85 ° ,   θ    >  80 ° , and 
  θ    >  85 ° , respectively. Although the number of molecules 
increases with increasing   θ  , calculated values are mainly 
lower than or in line with the isotropic estimates with 
 PBE / OOwD 2/ SZ  and  PBE / SZ  calculations.        

 Using the variationally optimized orbitals, the effect of 
simulation cell size on calculations was also investigated. 
An O( N ) scheme based on a  Krylov  subspace method 

implemented in  OpenMX  [ 74 ] was used for the large sys-
tem size. This scheme is ~6X faster than calculations 
with the O(N 3 ) direct diagonalization method (11 vs 68 s 
per MD step using 960  MPI  processes with two threads 
per process). In addition, nearly the same C – C  RDFs  are 
obtained using both methods (Fig.  5 a). We also compared 
 G ( r ) for a system containing 10 benzene molecules with 
a system of 80 benzene molecules. No signifi cant differ-
ence in C – C  RDF  profi les is observed with different simu-
lation cell size (Fig.  5 b). Similarly, the fi rst peak and the 
fi rst minimum positions in  COM - RDFs  remain the same 
with large system  PBE / OO / SZ  ( PBE / OO / SZ /80) calcula-
tions compared with small system calculations (Fig.  5 c). 
However, a shift in the peak position by ~0.4  Å  is observed 
with 80-benzene-molecule  PBE / OOwD 2/ SZ  simulations 
( PBE / OOwD 2/ SZ /80) compared to  PBE / OOwD 2/ SZ  cal-
culations of 10 benzene molecules (Fig.  5 c). The shift in 
the curve is attributed to an increase in attractive forces in 
the system.        

 Data presented so far reveal that simulations with a 
basis set constructed of variationally optimized numerical 
atomic orbitals yield radial structural properties in good 
general agreement with experiment and with results with 
larger basis sets. The detailed orientational structure of the 
fl uid, as measured by  g ( r ,  θ  ), shows stronger dependence on 
the basis set than  G ( r ). In addition, the single zeta simula-
tions are faster and hence computationally much cheaper. 
Using 120  MPI  processors with two threads, computational 
times required for running one MD step to simulate 10 ben-
zene molecules is 5.2, 13.7, 20.4, 32.4, 5.1, and 6.2 s with 
 PBE / SZ ,  PBE / DZP ,  PBE / TZP ,  PBE / DZP -7,  PBE / OO / SZ , 
and  PBE / OOwD 2/ SZ , respectively. Similarly, using 960 
 MPI  processors with two threads and employing the direct 
diagonalization method, the times needed to simulate one 
MD step of 80 benzene molecules is 346 and 68 s with 
 PBE / DZP  and  PBE / OO / SZ , respectively. 

(a)

(b)

 Fig. 3        a  Perpendicular Y-shaped and distorted L-shaped ordering 
are the predominant geometry observed with  PBE / DZP -7,  PBE / SZ , 
 PBE / OO / SZ , and  PBE / OOwD 2/ SZ  calculations.  b  Parallel displaced 
confi guration is the predominant geometry observed with  PBE / DZP  
and  PBE / TZP  calculations  

 Fig. 4       Number of benzene molecules as function of angle between 
aromatic planes  a  in the fi rst coordination shell (0  <   r   <  6.5  Å  for 
 PBE / SZ  and 0  <   r   <  7.5  Å , for all others),  b  between 0  <   r   <  5  Å  
(0  <   r   <  4  Å  for  PBE / SZ ), and  d  between 5  Å   <   r   <  6  Å  
(4  Å   <   r   <  5  Å  for  PBE / SZ ) are compared to the isotropic distribu-
tions within the defi ned region. Calculated distributions are compared 
with the experimental distributions reported by  Headen  et al. [ 25 ]. 
For the sake of simplicity, only the experimental isotropic distribution 
is given in ( a ) and ( b ), as the calculated curves are in general very 
similar to experimental fi ndings.  c  Distributions of  PBE / SZ  given in 
graph  b  are enlarged for a better resolution and compared with the 
calculated isotropic distribution.  e  Distributions obtained for  PBE / SZ , 
 PBE / TZP , and  PBE / OOwD 2/ SZ  in graph  d  are enlarged for a better 
resolution and compared with the corresponding isotropic curves. 
The isotropic curves for  PBE / OO / SZ  and  PBE / DZP -7 between 
5  Å   <   r   <  6  Å  (not shown) are overlapping with the isotropic curve 
of  PBE / OOwD 2/ SZ  given in ( e ). The best fi t to the  Headen  et al. is 
obtained through  PBE / DZP -7 and  PBE / OO / SZ  calculations  

▸
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 It is also important to have a basis set that performs 
well under different environments to circumvent the need 
to develop several basis sets for each specifi c condition. 
Therefore, we have tested the transferability of variation-
ally optimized orbitals at temperatures 573 K (density: 

570.2 kg/m 3 ) and 814 K (density: 1,400 kg/m 3 ) and com-
pared the results with the reported values (cf. Fig.  6 ). Fig-
ure  6 a depicts the intramolecular C – C pair distribution 
functions for benzene at 814 K. Both  PBE / OO / SZ  and 
 PBE / OOwD 2/ SZ  have yielded in accurate predictions com-
pared to Wang et al. fi ndings where the phase transition in 
liquid benzene is studied by a detailed quantum MD simu-
lation. The second peak is found to deviate  < 0.1  Å , whereas 
the fi rst and third peaks exactly fi t the fi rst and third peak 
positions of Wang et al. [ 47 ]. Figure  6 b, on the other hand, 
shows the intermolecular C – C pair  RDF  for supercritical 
benzene at 573 K. The profi les obtained by  PBE / OO / SZ  
and  PBE / OOwD 2/ SZ  simulations are in good agreement 
with the calculated values by  Tassaing  et al. [ 26 ] especially 
at  r   <  6  Å .  PBE / OOwD 2/ SZ  better predicts the C – C  G ( r ) 
at ambient conditions (see Fig.  1 b) than at supercritical 
conditions. The peak positions are calculated to be within 
0.35  Å  of  Tassaing  ’ s results. Slightly higher  G ( r ) values 
are found at  r   >  6  Å  with both cases compared to  Tassa-
ing  ’ s fi ndings, which is attributed to the slight differences 
in system densities. Overall, optimized orbitals have good 
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 Fig. 5        a  Comparison of the  Krylov  diagonalization method versus 
the direct diagonalization method. Intermolecular C – C pair distribu-
tion functions were obtained by 2-ps  PBE / OO / SZ  calculations in a 
system with 80 benzene molecules.  b  Intermolecular C – C pair distri-
bution functions obtained with 80 benzene molecules versus 10 ben-
zene molecules using variationally optimized orbitals ( PBE / OO / SZ  
and  PBE / OOwD 2/ SZ ).  c   COM  distribution functions obtained with 
80 benzene molecules versus 10 benzene molecules using vari-
ationally optimized orbitals ( PBE / OO / SZ  and  PBE / OOwD 2/ SZ ). The 
 COM   G ( r ) is more sensitive to system size than the C – C  G ( r )  
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 Fig. 6       Orbital optimization results in successful predictions under 
different conditions.  a  Intramolecular C – C pair distribution functions 
for benzene at 814 K and 1400 kg/m 3 . Results of optimized orbital 
calculations are compared to the computational fi ndings of Ref. 
[ 47 ].  b  Intermolecular  RDFs  for supercritical benzene at 573 K and 
570.2 kg/m 3 . Results of optimized orbital calculations are compared 
to the experimental fi ndings from Ref. [ 26 ]  
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transferability properties and yield in accurate results at 
different conditions.        

    4   Conclusions 

 First-principles MD simulations were performed to study 
the structure of liquid benzene. Variationally optimized 
numerical atomic orbitals based on the force theorem were 
used as a basis set in conjunction with the generic opti-
mized orbitals. The accuracy of the simulations was com-
pared with the recent experimental fi ndings reported by 
 Headen  et al. based on neutron diffraction measurements. 
The local structure of benzene, with parallel displaced 
arrangements at small separations and Y-shaped geometry 
at larger separations, is successfully reproduced using basis 
sets with variationally optimized orbitals ( PBE / OO / SZ  and 
 PBE / OOwD 2/ SZ ). Among the simulations with the larger 
basis sets only calculations with double valence single 
polarization orbitals having a cutoff 7.0 a.u demonstrated 
matching local structure. The smaller basis set size has 
substantially increased the simulation speed by at least 
a factor of 2 – 6 compared to a larger basis set of generic 
orbitals. Yet, the accuracy is signifi cantly improved or at 
least preserved compared to the accuracy of the same size 
or a larger basis set formed by generic orbitals, respec-
tively.  PBE / OO / SZ  is found to predict the local ordering 
in benzene slightly better than  PBE / OOwD 2/ SZ , while 
 PBE / OOwD 2/ SZ  is observed to yield in better C – C  RDF  
profi les. The order-N  Krylov  technique is found to perform 
well for molecular liquids, with only a factor of 2 increase 
in the wall time per simulation step between a 120 and 960 
atom system. The transferability of the variationally opti-
mized orbitals is also explored under different environmen-
tal conditions and shown to result in accurate predictions 
at different conditions. Overall,  DFT  simulations using 
orbital optimization are shown to be effi cient and accurate 
in predicting the structure of molecular liquid benzene. 
Further studies will assess the applicability of simulation 
methodology employed here, using order-N  DFT  methods 
and compact optimized basis functions, to the study of con-
densed phase chemical reactivity. 
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      1  Introduction 

 It has been known for several decades that certain reactions 
lack unique intrinsic reaction coordinates ( IRCs ), i.e., steep-
est-descent paths in mass-weighted coordinates, because, in 
each case, the path bifurcates on the  “ downhill ”  slope after 
a rate-determining transition state [ 1 ]. If the bifurcation 
branches lead to symmetry-related minima, then the branch-
ing occurs at a so-called valley-ridge infl ection ( VRI ) point 
[ 2 ]. A related phenomenon can occur on surfaces with prod-
uct minima of unequal energy. In these cases, a unique  IRC  
can be defi ned — leading to one of the two products — but the 
other minimum may nevertheless be accessible along a path 
that leads monotonically downhill from the rate-determin-
ing transition state [ 3 ]. From the point of view of reaction 
dynamics, the symmetrical case with the true  IRC  bifur-
cation is not qualitatively different from the unsymmetri-
cal one, and so for the purposes of the present discussion, 
the two cases are combined and characterized as potential 
energy surfaces with reaction-path bifurcation. 

 In recent years, a vast number of reactions exhibiting 
path bifurcation have been identifi ed [ 3  –  12 ]. They encom-
pass a wide range of chemical and biochemical transforma-
tions, including some of the classical  “ named ”  reactions of 
organic chemistry [ 13  –  16 ]. Despite their frequent occur-
rence, the factors that control the branching ratio to the two 
products in these reactions are very poorly understood. For 
one interesting case of experimental study and theoretical 
analysis, see [ 17 ]. 

 A recent investigation of a simple two degree-of-free-
dom model for a potential energy surface with a bifurcating 

                     Abstract     The possibility of infl uencing the selection of 
product-forming branches in a reaction with a bifurcating 
reaction path is explored. The reaction chosen is a substi-
tuted version of the well-known ring opening of singlet 
 cyclopropanylidene . The substituents are arranged such 
that the starting carbene is  meso  (i.e., achiral) but the prod-
ucts are enantiomeric  allenes . The question being posed is 
whether optical activity can be induced in the products by 
choosing the reaction to occur within a  chirally  disposed 
set of point charges. Direct-dynamics trajectory calcula-
tions are used to address the problem. It is found that, on 
a microscopic level, the point charges have a very signifi -
cant effect on the choice of bifurcation branch. However, 
when the individual microscopic effects are averaged, to 
take account of free rotation of the molecule with respect 
to the charge array, the net effect is small (about 3 % enan-
tiomeric excess after 500  fs ). Nevertheless, even this small 
effect is larger than one might have predicted on the basis 
of an earlier analysis of electrostatic contributions to the 
interactions between chiral molecules. The reason is that 
the present simulation involves a concentric arrangement 
of chiral, polar objects, whereas the earlier analysis con-
sidered only a side-by-side arrangement. Through the use 
of numerical simulation, it is shown that two freely rotat-
ing arrays of chiral point charges exhibit larger diastere-
omeric discrimination when the arrays are concentric than 
when they are not, even for comparable average distances 
between the charges. 
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reaction path has shown that there can be extreme sensi-
tivity of the outcome to very small changes in parameters 
[ 18 ]. First, the  IRC  might lead to the deeper or the shal-
lower of the two product minima, and the switch from 
one to the other can be caused by tiny changes in relative 
position of the stationary points, even when their relative 
energies are kept constant. Second, trajectory calculations 
reveal that the product ratio can show an extreme and non-
monotonic dependence on the effi ciency with which kinetic 
energy is dissipated during the trajectory transit. This dissi-
pation represents a simple model for solvent – solute energy 
exchange in a liquid-phase reaction, and so the discovery 
implies the possibility of very large changes in product 
ratio for relatively modest changes in solvent properties 
[ 18 ]. 

 More generally, the picture that emerges is that reactions 
with bifurcating reaction paths may exhibit hypersensitivity 
to a variety of external perturbations. Although such hyper-
sensitivity would potentially present a problem for predic-
tion of reaction outcomes, it might also represent an oppor-
tunity for unusual control of the reaction through relatively 
modest variation of conditions. It is this latter feature that 
is investigated in the present paper. Specifi cally, the ques-
tion of optical activity induction through the use of external 
electric fi elds is explored by way of direct-dynamics trajec-
tory simulation. 

    2   Computational details 

 All electronic structure calculations reported in this paper 
used the B3 LYP  hybrid density functional [ 19 ] (for the par-
ticular implementations of B3 LYP  used by different elec-
tronic structure programs, see [ 20 ]) with a 6/31G(d) basis 
set [ 21 ]. Propagation of the trajectories was accomplished 
by direct dynamics, using broken-symmetry unrestricted 
 Kohn  – Sham orbitals. These were employed because some 
trajectories were found to enter regions of the potential 
energy surface near a seam of intersection with an upper 
surface, and in these regions, some means of handling non-
dynamic electron correlation was necessary [ 22 ]. 

  Quasiclassical  trajectories were initiated by normal-
mode sampling from a canonical ensemble at 298 K, in 
the vicinity of the ring-opening transition state. Rotations 
were treated classically. A given trajectory was run with 
a randomly rotated ( R ) confi guration of point charges. 
The point charges had values of 0.2,  − 0.4, 0.8, and  − 0.6 
in units of the absolute charge on the electron. They were 
tetrahedrally arranged on the surface of a sphere of radius 
5  Å  about the molecular center of mass. The point charges 
were kept fi xed with respect to the laboratory frame dur-
ing each trajectory, but the molecule was allowed to rotate 
within the charged cavity. Exactly the same set of initial 

conditions (geometry and initial momenta of the atoms) 
was then rerun, but with the Cartesian coordinates of the 
point charges being inverted, to give the ( S ) confi guration. 
A total of 3,200 trajectories (1,600 pairs) were run. All cal-
culations were carried out with the Gaussian 09 suite of 
programs [ 23 ]. 

    3   Results and discussion 

 The reaction chosen for study was a variant of the classic 
case of  IRC  bifurcation fi rst studied by  Ruedenberg  and 
coworkers — the ring opening of a singlet-state  cyclopropa-
nylidene  [ 4 ]. The variation employed for the present study 
was that fl uoro and methyl substituents replaced the hydro-
gen atoms of the prototype. The substituents were arranged 
in a  meso  confi guration, as shown in Fig.  1 , thereby defi n-
ing the carbene to be achiral.        

 The ring opening of singlet  cyclopropanylidenes  ini-
tially follows a  disrotatory  path, maintaining  C   s   symmetry. 
This stereochemistry is easily understood because, to a fi rst 
approximation, the divalent carbon has a lone-pair in the 
plane of the ring, and an empty 2 p  orbital perpendicular to 
the plane. The latter feature makes the carbene electroni-
cally akin to a cyclopropyl cation, for which the  Wood-
ward  – Hoffmann rules predict  disrotatory  ring opening [ 24 ]. 
However, for the carbene, the  disrotatory  stereochemistry 
cannot proceed all the way to the products, because that 
would lead to  allenes  in which all four of the substituents 
were in the same plane. In order to reach the equilibrium 
allene geometry ( D  2d  in the parent case, but  C  2  in this sub-
stituted example), the reaction path has to bifurcate. For 
the reaction considered here, bifurcation branches lead to 
opposite enantiomers of the product allene. The question 
addressed in the present calculations is whether introduc-
tion of a chiral electric fi eld, accomplished with four point 
charges of unequal magnitude, can cause one of the two 
enantiomers to be favored in the reaction — i.e., whether 
optical activity can be induced in the product through the 
agency of the electric fi eld. The chosen point-charge model 
for the fi eld could be considered to represent the electro-
static component of the carbene ’ s interaction with a chiral 
solvent. 

 An important paper by Craig and  Schipper  on the elec-
trostatic contribution to interactions between chiral mol-
ecules would appear at fi rst sight not to offer much encour-
agement for this project [ 25 ]. These authors show that: 
 “ Electrostatic discrimination in the freely rotating systems 
has a leading term in the inverse seventeenth power of the 
separation and can be disregarded. ”  However, closer read-
ing of their analysis reveals two reasons for retaining some 
hope of success. First, Craig and  Schipper  considered two 
limiting cases in their analysis: A freely rotating case in 
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which the total interaction between the chiral molecules 
was  ≪  kT  and a  “ locked-up ”  case in which the interaction 
energy was  ≫   kT  [ 25 ]. Their conclusion about the negligi-
ble contribution from electrostatics applied only to the for-
mer. However, one might wonder whether the conditions 
required for their freely rotating case would commonly be 
met by real polar, chiral molecules. For example, one may 
note that two point charges of only  ± 0.1 times the electron 
charge at a distance of 3.5  Å  in a vacuum would have an 
interaction energy of 1.6  kT  at 298 K. Typical point-charge 
equivalents in real polar molecules are often substantially 
larger than  ± 0.1, and approach of the molecules to within 
3.5  Å  is fully compatible with the van  der   Waals  radii of 
common elements [ 26 ]. The second reason for hope is that 
Craig and  Schipper  did not investigate the arrangement 
of point charges most relevant to the present problem, 
namely that of two concentric spheres of different radius. 
The inner sphere might represent a chiral solute molecule 

and the outer sphere the chiral solvent cavity in which it 
resides. 

 In order to address these two issues, simple numerical 
models have been employed. In both cases, one considers 
the interaction of two point-charge arrays on spheres of 
varying radius or separation. For each sphere, there are four 
point charges of unequal magnitude, summing to zero. The 
point charges on each sphere maintain a fi xed tetrahedral 
arrangement, but one sphere is free to rotate with respect 
to the other. In Model 1, which is the closer analogy to the 
Craig and  Schipper  analysis, the spheres have fi xed radii of 
1  Å  but varying separation,  R  (Fig.  2 ).        

 In Model 2, the spheres are concentric, with the inner 
one maintaining the radius of 1  Å  but the outer one now 
having a variable radius (Fig.  3 ).        

 In each case, the question to be addressed is whether 
there is a detectable Coulombic energy difference between 
charge arrays of different relative chirality when each is 

 Fig. 1       One branch of the 
bifurcating intrinsic reaction 
coordinate for the ring opening 
of singlet  meso - difl uorodi-
methylcyclopropanylidene . The 
 blue line  plots the potential 
energy and the  red line  tracks 
the  F  –  C  1  –  C  2  –  F  dihedral angle. 
The bifurcation occurs near the 
point where the dihedral angle 
ceases to be zero. Calcula-
tions were carried out using a 
B3 LYP /6-31G(d) electronic 
structure model  

 Fig. 2       Side-by-side arrange-
ment of tetrahedral point-charge 
arrays considered in Model 1, as 
described in the text  
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allowed to explore all possible rotational orientations with 
respect to the other. 

 For both models, one can write as follows:
     

〈V〉 =

∫ π

−π

∫ π/2
−π/2

∫ π

−π
Vαβγ e

Vαβγ
kT dαdβdγ∫ π

−π

∫ π/2
−π/2

∫ π

−π
e

Vαβγ
kT dαdβdγ

Vαβγ =

4∑
i=1

8∑
j=5

qiqj

rij(α, β, γ )

Here,  〈  V  〉  is the average total potential energy at a given 
value of  R ,  q  1   −   q  4  are the values of the point charges on 
sphere 1, and  q  5   −   q  8  are the values of the point charges on 
sphere 2;   α  ,   β  , and   γ   are the Euler angles for intrinsic rota-
tion of sphere 2 with respect to sphere 1. The Boltzmann 
weighting of the individual  V    α  β  γ    terms obviates the need 
to consider separate free-rotation and locked-up extremes, 
because at small  R  a few | V    α  β  γ   | will be  ≫  kT , and for the 
attractive interactions, those orientations will be given 
high weighting factors. By contrast, at large  R  where all 
| V    α  β  γ   |  ≪   kT , all orientations will be given roughly equal 
weights. 

 The charges on sphere 1 were chosen to be  q  1  = 0.05, 
 q  2  =  − 0.1,  q  3  = 0.2,  q  4  =  − 0.15 and for sphere 2  q  5  = 0.1, 
 q  6  =  − 0.2,  q  7  = 0.4,  q  8  =  − 0.3, all in units of the abso-
lute value of the charge on the electron. The expression 
for  〈  V  〉  was evaluated by Monte  Carlo  integration, using a 
temperature of 298 K for the Boltzmann  weightings . If one 
assigns  Cahn  –  Ingold  –  Prelog  priorities [ 27 ] according to 
the absolute magnitudes of the point charges, then the inter-
action potentials for the charge arrays depicted in Figs.  2  
and  3  could be classifi ed as  V   RR  . In order to calculate  V   RS  , 
the Cartesian coordinates of the point charges on sphere 2 
were inverted and the integral recomputed. The difference 
between these two quantities defi nes the chiral discrimina-
tion energy, which was evaluated as a function of the dis-
tance  R  between 2.01 and 15  Å  for the two models (The 
lower limit was set to 2.01  Å  to avoid the infi nities that can 
obviously occur for model 1 at  R  = 2  Å ). The results are 
displayed in Fig.  4 .        

 Fig. 3       Concentric arrangement of tetrahedral point-charge arrays 
considered in Model 2, as described in the text  

 Fig. 4       Diastereomeric differ-
ences in interaction energy for 
chiral tetrahedral arrays of point 
charges as a function of distance 
and arrangement (side-by-side 
in Model 1 and concentric in 
Model 2).  Horizontal bars  
above and below each point 
represent standard errors from 
the Monte  Carlo  integration  
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 Interestingly, the quantity  V   RR   –  V   RS   changes sign as a 
function of distance for both models. Of more importance 
for the present purposes, however, is the fact that the chi-
ral discrimination drops to near zero in model 1, beyond 
about 4  Å , which is the distance at which the Boltzmann-
weighted average interaction energy between the spheres 
has a value ~ kT . This is simply a numerical demonstration 
of the Craig and  Schipper  result [ 25 ]. 

 By contrast, in model 2, one sees a much slower drop off 
of the chiral discrimination with distance. In this model, the 
average interaction energy between the spheres has a value 
of  kT  at ~7.5  Å . From this model, it seems plausible that 
the electrostatic interaction of a chiral, polar molecule with 
a chiral, polar solvent could be larger than one might have 
anticipated from just pairwise interaction between chiral 
molecules in the manner analyzed by Craig and  Schipper . 

 The next step was to evaluate the role of a chiral cav-
ity of point charges, akin to model 2 above, on the product 
selection in the ring opening of  meso - difl uorodimethylcy-
clopropanylidene . As discussed below, it was recognized 
to be important to get as close as possible to convergence 
for the trajectory calculations, but that took a good deal of 
computational effort (~10 5  processor hours in the present 
example). Because convergence is reached faster for larger 
charge effects, the point charges were given values of 0.2, 
 − 0.4, 0.8, and  − 0.6 times the absolute value of the charge 
on the electron. They were tetrahedrally arranged on the 
surface of a sphere of fi xed radius 5  Å , about the center of 
mass of the carbene. This choice of origin ensured that the 
molecule could not escape the sphere at any time during a 
trajectory. 

 The thermodynamic effect of the chiral charged cav-
ity on the product  allenes  was evaluated by carrying out 
B3 LYP /6-31G(d) single-point energy evaluations for 
each enantiomer of the allene within each enantiomer of 
the chiral charge arrangement at randomly chosen rela-
tive rotations. Again, the average energy was evaluated by 
Boltzmann weighting the individual orientations at 298 K. 
The result is shown in Fig.  5 . For simplicity, the labels 
on the lines refer only to the ( R ) enantiomer of the allene, 
although the calculations actually included both enantiom-
ers. The outcome of the calculations was a predicted ther-
modynamic preference of 0.84  ±  0.03 kcal/mol for the ( R ) 
allene to be in the ( R ) charged cavity at 298 K.        

 Attention was now turned to evaluation of the chiral 
charge effect on the trajectories for ring opening of the 
carbene. Several decisions had to be made about these 
calculations. The fi rst was whether to include the charge 
interactions in the sampling of initial states. One could 
argue that it would be a more realistic simulation of a reac-
tion in a chiral solvent to do so, but in the end the decision 
was made to impose the chiral charge effects only after the 
reactive trajectories had started. The reasoning was that 

the purpose of the study was not to create a realistic model 
for a chiral solvent, but rather to investigate the infl uence 
of one component of such a medium on one aspect of the 
reaction — namely its ability to infl uence the choice of 
path near the  VRI . Inclusion of the chiral charges in the 
selection of initial conditions would have convoluted a 
second effect into the one of principal interest and thereby 
complicated the analysis of the fi nal outcome. Calcula-
tions already under way, involving explicit chiral solvent 
molecules, will include the effect on selection of initial 
conditions. 

 The second necessary decision concerned the duration 
of each trajectory. In the absence of any means to dissi-
pate kinetic energy, the trajectories would obviously afford 
the products in the thermodynamic ratio if run for an infi -
nite length of time. That is clearly neither interesting nor 
practical. In the end, the selection of the termination time, 
500  fs , was a largely a pragmatic one, mandated by the 
computational effort of the project. In order to assess any 
time dependence of the results, the effect after 500  fs  was 
compared with that when the trajectories fi rst encountered 
a product well (defi ned as having a  F  –  C  1  –  C  2  –  F  dihedral 
angle of  ± 90 ° ), which occurred, on average, at ~150  fs . 

 A total of 1,600 trajectory pairs (see Sect.  2 ) were run. 
The results are summarized in Fig.  6 .        

 The average enantiomeric excess plotted in Fig.  6  is 
calculated as the quantity ( N   RR   +  N   SS    −   N   RS    −   N  SR )/
( N   RR   +  N   SS   +  N   RS   +  N  SR ), where  N  counts the number of 
trajectories of a particular class, the fi rst subscript specifi es 
the chirality of the allene formed and the second specifi es 
the chirality of the point-charge array. Although it is appar-
ent that complete convergence of the results would require 
an even larger set of trajectories than considered in the 

 Fig. 5       Boltzmann-weighted running average of energies for the two 
enantiomers of a chiral charge array surrounding one enantiomer of a 
chiral, polar allene, as a function of the number of relative rotational 
orientations sampled  
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present work, it seems safe to make the qualitative conclu-
sions outlined below. 

 The fi rst obvious conclusion is that the effect is small. 
At 500  fs , one sees an enantiomeric excess of about 3 %, 
and upon fi rst encounter of a trajectory with a product 
minimum, it is only about half that. These are substantially 
smaller numbers than the expected value at equilibrium. If 
one assumes that the free energy difference between the 
favored [i.e., ( R ) allene in ( R ) charged cavity or ( S ) allene 
in ( S ) cavity] and disfavored (the alternative pairs) combi-
nations is equal to the energy difference reported in Fig.  5 , 
then the equilibrium enantiomeric excess at 298 K should 
be 61 %. Given that the enantiomeric excess appears to 
increase with time, and that the increase is in the direction 
favored at equilibrium, one can conclude that the principal 
effect of the point charge arrays considered in this simula-
tion is thermodynamic. As the trajectories cross from one 
product well to the other, they tend to stay with higher 
probability in the well of lower energy. The overall effect 
on the initial selection of those wells is very small, at least 
for the particular system studied here. In a system where 
energy was being lost to the bath, there would come a time 
when there was no longer suffi cient energy to cross from 
one product well to the other. Whether that occurred prior 
to equilibrium would be a very system-specifi c issue, but 
in general it seems likely that the fi nal enantiomeric excess 
for the product  allenes  would be in the same direction as 
that favored at equilibrium, but possibly smaller in absolute 
magnitude. 

 The small average effect of the point charges seen in 
the present work masks a much larger microscopic effect 
between trajectory pairs. For pairs of trajectories with 
identical initial geometries and momenta assigned to the 
atoms, 18.2 % exhibited a dependence of the fi rst-selected 
product on the chirality of the charge array, and at 500  fs , 
the chiral discrimination rose to 42.1 %. Trajectories that 
exhibited chiral discrimination upon fi rst encounter with 
a product well typically separated from each other almost 
from the outset, as illustrated in Fig.  7 a. They showed paths 
that were close to mirror images of each other. By contrast, 
trajectories experiencing the chiral discrimination later on 
in the time evolution typically started out on very similar 
paths, but then separated and followed non-mirror image 
paths. This is illustrated in Fig.  7 b.        

 This behavior can be understood by considering the rela-
tive magnitudes of internal and external forces acting on 
the atoms. If a trajectory were started exactly at the station-
ary point for the ring-opening transition state, and with no 
initial momenta assigned to the atoms, then only external 
forces due to the charges would be acting on the atoms at 
the beginning of the trajectory. Since the molecular geom-
etry at the stationary point is achiral, the enantiomeric 
charge arrays would necessarily impose enantiomeric sets 
of forces, leading to mirror image trajectories. In the oppo-
site limit, where there were no external forces but there 
were initial momenta applied to the atoms, the two trajec-
tories would have to be identical, since the starting condi-
tions would be identical. The real situation is somewhere 

 Fig. 6       Running average of 
enantiomeric excess (see text 
for defi nition) as a function of 
the number of trajectory pairs 
computed  
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between these two limits. The orientation of the charge 
arrays with respect to the molecule for the trajectories in 
Fig.  7 a is such that the dipole-quadrupole combinations 
(vide infra) are near maximal and lead to external forces 
that outweigh the internal ones. By contrast, the orienta-
tion for the trajectories in Fig.  7 b is such that the internal 
forces are initially larger than the external ones and so the 
trajectories start out on very similar paths. As the molecule 
rotates with respect to the charge array, the external forces 
increase in magnitude until they outweigh the internal ones 
and start to cause chiral discrimination. But by now, the 
molecules are chiral (i.e., far from the abscissa of Fig.  7 b) 
and so the enantiomeric charge arrays no longer have mir-
ror image effects on the trajectories. 

 The seeming inconsistency between microscopic and 
macroscopic effects of the chiral charge arrays is presum-
ably related to the difference between  “ locked-up ”  and 
freely rotating limits in the Craig and  Schipper  analysis. 
When pairs of chiral polar objects are held in fi xed relative 
orientations, the leading chiral term in the multipole expan-
sion of their interaction energy is a dipole-quadrupole com-
bination [ 25 ]. This term can favor   RR   or   RS   interactions 
and can be substantial in magnitude, but when the chiral 
objects are allowed to rotate freely with respect to each 
other, the net effect averages to near zero. In the present 
case, a similar effect apparently occurs between a chiral 
molecule and a chiral charged cavity; in the freely rotating 
situation, the residual discrimination is small but nonzero, 
in line with the expectations from the simple models intro-
duced at the beginning of this paper. 

 The interactions between freely rotating molecules of 
different relative chirality are found experimentally to be 
much larger than the negligible electrostatic effect pre-
dicted from the Craig and  Schipper  analysis. This presum-
ably implies that other contributors, particularly disper-
sion interactions, are principally responsible for the chiral 

discrimination [ 28 ]. It seems reasonable to expect that the 
same will be true for the system studied here, and that the 
simulation of the ring opening in the presence of explicit 
chiral solvent molecules — a calculation presently under-
way — could yield effects greater than seen for just the elec-
trostatic interactions considered here. 

    4   Conclusions 

 The diastereomeric energy differences between chi-
ral arrays of point charges are found, through numeri-
cal simulation, to be larger for concentric arrangements 
than non-concentric ones even when the average distance 
between charges is comparable. This implies that the 
cavity in a chiral solvent might exert a larger electrostatic 
discrimination between enantiomeric solutes than one 
would have expected on the basis of pairwise interaction 
between chiral molecules. When trajectories for a reac-
tion with a bifurcating reaction path leading to enantio-
meric products are run in the presence of a surrounding 
chiral array of point charges, it is found that large micro-
scopic effects on the product selection occur. However, 
when the results are averaged to take account of relative 
rotation of the molecule and the charged cavity, the net 
result is much smaller. 

       Acknowledgments     Support of this work by the  EPSRC  (Grant No. 
 EP /K000489/1) is gratefully acknowledged. Computational work was 
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Abstract In this paper, a formalism for studying the

dynamics of quantum systems coupled to classical spin

environments is reviewed. The theory is based on gen-

eralized antisymmetric brackets and naturally predicts

open-path off-diagonal geometric phases in the evolution

of the density matrix. It is shown that such geometric

phases must also be considered in the quantum–classical

Liouville equation for a classical bath with canonical phase

space coordinates; this occurs whenever the adiabatics

basis is complex (as in the case of a magnetic field coupled

to the quantum subsystem). When the quantum subsystem

is weakly coupled to the spin environment, non-adiabatic

transitions can be neglected and one can construct an

effective non-Markovian computer simulation scheme for

open quantum system dynamics in classical spin environ-

ments. In order to tackle this case, integration algorithms

based on the symmetric Trotter factorization of the clas-

sical-like spin propagator are derived. Such algorithms are

applied to a model comprising a quantum two-level system

coupled to a single classical spin in an external magnetic

field. Starting from an excited state, the population

difference and the coherences of this two-state model are

simulated in time while the dynamics of the classical spin

is monitored in detail. It is the author’s opinion that the

numerical evidence provided in this paper is a first step

toward developing the simulation of quantum dynamics in

classical spin environments into an effective tool. In turn,

the ability to simulate such a dynamics can have a positive

impact on various fields, among which, for example,

nanoscience.

Keywords Quantum–classical systems � Spin dynamics �
Time-reversible integrator

1 Introduction

The computer simulation of systems of interest to nano-

science requires to consider in detail the environment

surrounding, for example, the quantum reactive centers [1],

the Josephson junctions [2] or the quantum dots [3–5].

Environments can be represented either by means of

bosonic degrees of freedom [6] or by spinors [7] (or also

by a combination of the two types of coordinates). In

practice, following accurately the dynamics of both the

relevant system and the surrounding environment (bath)

leads to a theoretical/computational approach that is com-

plementary to the study of master equations [8–14].

A scheme to perform the computer simulation of

quantum systems coupled to classical spin baths was

introduced in [15]. The approach of Ref. [15] can be

classified within the quantum–classical approxima-

tions [16–20] to quantum dynamics since it is based on a

quantum–classical Liouville equation [21–27] for a clas-

sical spin bath. It is interesting that the formalism in [15]

does not require to approximate the memory function of the
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environment since the bath degrees of freedom are

described explicitly, in the spirit of molecular dynamics

simulations [28, 29]. From this point of view, the approach

of Ref. [15] provides a non-Markovian route to the simu-

lation of quantum effects in classical spin baths. It is

worthy of note that the formalism in [15] was naturally

devised exploiting the mathematical structure provided by

generalized antisymmetric brackets [30–32]. Such brackets

have also been used to formulate the statistical mechanics

of systems with thermodynamic [33–35] and holonomic

constraints [36, 37] in classical mechanics.

In the regime of weak coupling, the adiabatic basis is

particularly suited for numerical studies. When such a basis

is complex (e.g., in the presence of magnetic dipoles and

fields), it has been shown that the formalism of Ref. [15]

naturally predicts an open [38, 39] geometric phase [40–

43] in the evolution of the off-diagonal matrix elements of

operators.

In this paper, three topics will be dealt with. The first is

that, when the adiabatic basis is complex, also the quan-

tum–classical Liouville equation in a classical bath with

canonical (position/momentum) coordinates possesses an

open geometric phase term for the off-diagonal matrix

elements. The second is a brief review of the formalism for

the quantum dynamics of systems in classical spin baths, as

introduced in Ref. [15]. The third is the explicit formula-

tion of integration algorithms, based on the symmetric

Trotter factorization [44–46] of the classical spin propa-

gator. It is worth noting that the classical-like spin

dynamics could also have been integrated by means of the

elegant measure-preserving algorithms invented by

Ezra [47–49]. In order to illustrate the algorithms, a spe-

cific model comprising a quantum two-level system cou-

pled to a classical spin is studied and numerical results are

reported. It is the author’s opinion that the numerical

algorithms presented here are a first significant step toward

developing the theory introduced in Ref. [15] into an

effective tool for studying quantum nanosystems.

This paper is organized as follow. In Sect. 2, the for-

mulation of quantum–classical dynamics of quantum sys-

tems in environments represented by canonically conjugate

variables is summarized. It is shown that, when the basis is

complex, one has to consider a geometric phase in the

evolution of the off-diagonal matrix elements also in this

case. In Sect. 3, it is briefly reviewed how the quantum–

classical theory of Sect. 2 can be generalized to describe

quantum systems in classical spin baths. The model system

simulated in this paper is introduced in Sect. 4. Its time-

reversible integrators, on the various energy surfaces, are

developed in Sect. 5. The detailed algorithms for integra-

tion on the (1, 1), (2, 2) and (1, 2) surfaces are given in the

Appendices 1–3. The details and the results of the

calculations on the model are discussed in Sect. 6. Finally,

conclusions and perspectives are given in Sect. 7.

2 Quantum–classical Liouville equation in a complex

adiabatic basis

Consider a quantum system whose Hamiltonian operator

ĤðfngÞ is defined in terms of a set of quantum operators

n̂i; i ¼ 1; . . .; n and assume that the quantum degrees of

freedom interact with a classical bath which can be rep-

resented by canonical phase space coordinates X ¼ ðR;PÞ.
Such classical coordinates enter the definition of the bath

classical Hamiltonian HBðXÞ. It is worth stating clearly that

in this section, a multidimensional notation is adopted.

According to this, for example, the symbol R stands for

ðR1;R2; . . .Þ, and a scalar products such as P � P stand forP
I P

2
I . Such a multidimensional notation will be aban-

doned in favor of a more explicit notation in the next

sections. The interaction between the quantum subsystem

and the classical bath is given in terms of a coupling term

ĤCðfng;XÞ. The total Hamiltonian (which must be a con-

stant of motion) describing the coupled quantum subsystem

plus classical bath can be written as

ĤðXÞ ¼ ĤðfngÞ þ ĤCðfng;XÞ þ HBðXÞ: ð1Þ
Accordingly, one is also led to introduce a quantum–clas-

sical density matrix q̂QCðXÞ and quantum–classical opera-

tors v̂QCðXÞ. The evolution in time, in a Schrödinger-like

dynamical picture, can be postulated as

o
ot
q̂QCðX; tÞ ¼ �

i

�h
ĤðXÞ q̂QCðX; tÞ
h i

D
ĤðXÞ

q̂QCðX; tÞ

" #
;

¼ � i

�h
ĤðXÞ; q̂QCðX; tÞ
� 	

D
:

ð2Þ
In Eq. (2), the antisymmetric matrix operator D has been

introduced. It is defined as

D ¼
0 1þ i�h

2

o
 
oXI

BIJ o
!
oXJ

�1� i�h

2

o
 
oXI

BIJ o
!
oXJ

0

2
6664

3
7775; ð3Þ

where

B ¼ 0 1

�1 0

� 

ð4Þ

is the symplectic matrix. The arrows over the partial

derivative symbols in Eq. (2) denote in which direction the

partial derivative operator must act. Moreover, in Eq. (2)
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and in the following, the sum over repeated indices is

implied. Equation (2), which is just the quantum–classical

Liouville equation [21–27] written in matrix form, defines

what is known as quantum–classical bracket [16–20] or

non-Hamiltonian commutator [30]. The bracket couples

the dynamics of the phase space degrees of freedom with

that of the quantum operators; it takes into account both the

conservation of the energy and the quantum back-reaction.

Moreover, when there is no coupling, i.e., ĤC ¼ 0, the

bracket makes the quantum system evolve in terms of the

standard quantum commutator and the classical bath

through the Poisson bracket.

The quantum–classical bracket in Eq. (2) does not

satisfy the Jacobi relation, and this, in turn, leads to the

lack of time-translation invariance of the algebra defined

in terms of the bracket itself [30, 50]. Less abstract

consequences of such mathematical features are that the

coordinates of the bath, which are classical at time zero,

acquire quantum phases as time flows. With respect to

this, one has to consider the bracket as an approximation

to the correct quantum dynamics of the total system

(subsystem plus bath). Such a dynamics, although correct

in principle, would not be calculable so that, following

the philosophy of approximated theoretical complexity

(as discussed in [51]), the quantum–classical bracket can

be invoked as an effective tool in order to perform

computer simulations that would be otherwise impossi-

ble. In practice, fast bath decoherence may alleviate the

theoretical problems associated with the acquisition of

quantum phase terms by the variables that should stay

classical and, indeed, the quantum–classical bracket, or

quantum–classical Liouville equation, is used for many

applications in chemistry and physics [16–27]. It is

worth reminding that the non-Lie (or, as they are also

called, non-Hamiltonian) brackets, with their lack of

time-translation invariance, are also used as technical

tools to impose thermodynamical (such as constant

temperature and/or pressure) [33–35] and holonomic

constraints [36, 37] in classical molecular dynamics

calculations [28, 29].

The abstract equations of motion in (2) can be repre-

sented in the adiabatic basis. Upon writing the total Ham-

iltonian as ĤðXÞ ¼ ðP2=2MÞ þ ĥðRÞ, such a basis is defined
by the eigenvalue problem ĥðRÞja;Ri ¼ EaðRÞja;Ri. In the

adiabatic basis, the quantum–classical evolution reads

o
ot
q̂aa0 ðX; tÞ ¼ �

X
bb0

ixaa0 þ iLaa0dabda0b0
�

þ Jaa0;bb0
	
q̂bb0 ðX; tÞ:

ð5Þ

In Eq. (5), the symbol xaa0 ðRÞ ¼ ½EaðRÞ � Ea0 ðRÞ�=�h
denotes the Bohr frequency,

iLaa0 ¼ P

M
� o
oR
þ 1

2
Fa
W þ Fa0

W

� �
� o
oP

; ð6Þ

is the classical-like Liouville operator for the bath degrees

of freedom, Fa
W ¼ �ha;Rjðoĥ=oRÞja;Ri is the Helmann–

Feynman force, and

Jaa0;bb0 ¼
P

M
� dab 1þ 1

2
Sab � ooP

� �
da0b0

þ P

M
� d�a0b0 1þ 1

2
S�a0b0 �

o
oP

� �
dab;

ð7Þ

is the transition operator, responsible for the non-adia-

batic transitions between the energy levels of the quantum

subsystem, as a result of the coupling to the bath. The

symbol dab ¼ hajo=oRjbi denotes the non-adiabatic cou-

pling vector. In Eq. (7), the vector Sab ¼ d̂abðEa �
EbÞðd̂ab � P=MÞ�1 together with its complex conjugate

S�a0b0 has been defined (the symbol d̂ab denotes the nor-

malization of the coupling vector over the space of all

R coordinates).

The coupling vector has the property dab ¼ �d�ba so

that, when the adiabatic basis is real, daa ¼ 0 and the

transition operator in Eq. (7) is purely off-diagonal. How-

ever, when the basis is complex (e.g., when the symmetry

under time inversion is broken, for example, because of a

magnetic field), daa is not zero and is purely imaginary

daa ¼ i/aa 6¼ 0: ð8Þ
One can see that a phase /aa is naturally emerging from the

representation of the quantum–classical Liouville equation

in a complex basis. Hence, in a complex adiabatic basis,

Eq. (5) can be rewritten as

o
ot
q̂aa0 ðX; tÞ ¼ �

X
bb0

�
ixaa0 þ i

P

M
/aa � /a0a0ð Þ:

þ iLaa0dabda0b0 þ Jodaa0;bb0



q̂bb0 ðX; tÞ:

ð9Þ

where Jodaa0;bb0 is the off-diagonal part of the transition

operator

Jodaa0;bb0 ¼
P

M
� dab½1� dab� 1þ 1

2
Sab � ooP

� �
da0b0

þ P

M
� d�a0b0 ½1� da0b0 � 1þ 1

2
S�a0b0 �

o
oP

� �
dab; ð10Þ

While the phase xaa has a dynamical source, the phase /aa

has a geometric origin and it is analogous to the famous

Berry phase [40–42]. Hence, Eq. (9) is the quantum–clas-

sical Liouville equation displaying geometric phase effects.

In principle, such phases are also present for open

paths [52] of the classical environment and they are off-

diagonal in nature [53–55].
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3 Quantum–classical spin dynamics

Consider a classical spin vector S with components SI ,

I ¼ x; y; z, whose energy is described by the Hamiltonian

be HSBðSÞ. It is known that the equations of motion can be

written in matrix form as

_SI ¼ BSIJ
oHSB

oSJ
; ð11Þ

where

BS ¼
0 Sz � Sy

�Sz 0 Sx

Sy � Sx 0

2
64

3
75: ð12Þ

The antisymmetric matrix BS can also be written in a

compact way as

BSIJ ¼ �IJKSK : ð13Þ
The equations of motion (11) preserve the Casimir C2 ¼
S � S for any arbitrary Hamiltonian HSBðSÞ. They also have

a zero phase space compressibility

j ¼ o _SI
oSI

�IJKdKJ
oHSB

oSJ
þ BSIJ

o2HSB

oSIoSJ
¼ 0: ð14Þ

The equations of motion can also be written in the form

_SI ¼ fSI ;HSBgBS ; ð15Þ
upon introducing a non-canonical bracket defined as

fA;BgBS ¼ oA
oSI
BSIJ

oB
oSJ

; ð16Þ

where A ¼ AðSÞ and B ¼ BðSÞ are arbitrary functions of

the spin degrees of freedom.

Let us assume that the classical spin system is inter-

acting with the quantum system with Hamiltonian operator

Ĥðfv̂gÞ through an interaction of the form Ĥcðfv̂g; SÞ The
total Hamiltonian operator of the quantum subsystem in the

classical spin bath can be written analogously to Eq. (1)

ĤðSÞ ¼ Ĥðfv̂gÞ þ ĤCðfv̂g; SÞ þ HSBðSÞ: ð17Þ
The evolution of the density matrix q̂ðSÞ of the quantum

system in the classical bath can be postulated in the form

o
ot
q̂ðS; tÞ ¼ � i

�h
ĤðSÞ q̂ðS; tÞ
� 	 � DS � ĤðSÞ

q̂ðS; tÞ

" #
;

¼ � i

�h
ĤðSÞ; q̂ðS; tÞ� 	

DS

ð18Þ

where

DS ¼
0 1þ i�h

2

o
 
oSI
BSIJ

o
!
oSJ

�1� i�h

2

o
 
oSI
BSIJ

o
!
oSJ

0

2
6664

3
7775: ð19Þ

The right-hand side of Eq. (18) introduces a quantum–

classical bracket for a quantum subsystem in a classical

spin bath.

In order to represent the abstract Eq. (18), the quantum–

classical Hamiltonian of Eq. (17) can be rewritten as

ĤðSÞ ¼ ĥðSÞ þ HSBðSÞ: ð20Þ
Accordingly, the adiabatic basis is defined by the eigen-

value equation

ĥðSÞja; Si ¼ EaðSÞja; Si: ð21Þ
However, at variance with the case of the canonical coor-

dinate bath discussed in Sect. 2, where it depended only on

the positions R (and not on the conjugate momenta P), the

adiabatic basis defined by Eq. (21) depends on all the non-

canonical spin coordinates S. Hence, in the spin adiabatic

basis, Eq. (18) becomes

otqaa0 ¼ �ixaa0qaa0 � BSIJ
oHSB

oSJ
a; S

oq̂
oSI

����
����a0; S

� �

þ 1

2
BSIJ a; S

oĥ
oSI

oq̂
oSJ

�����
�����a0; S

* +

� 1

2
BSIJ a; S

oq̂
oSI

oĥ
oSJ

�����
�����a0; S

* +
;

ð22Þ

where the antisymmetry of BS has been used. As it was

done in Sect. 2, a coupling vector can be defined as

dIra ¼ r; Sj o
oSI

�!
ja; S

* +
; ð23Þ

where the index I of the spin components, has been left

explicit. The following identities can be easily found

a; S
oq̂
oSI

����
����a0; S

� �
¼ oqaa0

oSI
þ dIarqra0

� qar0d
I
r0a0 ;

ð24Þ

a; S
oĥ
oSI

�����
�����r; S

* +
¼ ohar

oSI
� DEard

I
ar; ð25Þ

where DEar ¼ Ea � Er. With the help of Eqs. (24)

and (25), the equations of motion can be written as
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otqaa0 ¼�ixaa0qaa0 �BSIJ
oHSB

oSJ

oqaa0
oSI
�1

2
BSIJ

oEa

oSJ

oqaa0
oSI

�1

2
BSIJ

oEa0

oSJ

oqaa0
oSI
� �BSIJ

oHSB

oSJ
dIabda0b0

�

�BSIJ
oHSB

oSJ
dI�a0b0dab�

1

2
BSIJDEabd

I
ab

o
oSJ

da0b0

�1
2
BSIJDEa0b0d

I�
b0a0

o
oSJ

dab

�
qbb0

þ1

2
BSIJ

oEa

oSI
dJabda0b0 �

oEa

oSI
dJb0a0dab

�
�DEard

I
ard

J
rbqba0 þDEabd

I
abd

J
b0a0

�
qbb0

�1

2
BSIJ

oEa0

oSJ
dIabda0b0 �

oEa0

oSJ
dIb0a0dab

�
þDEr0a0d

J
r0a0d

I
b0r0dab�DEb0a0d

J
b0a0d

I
ab

�
qbb0 :

ð26Þ

At this stage, it is useful to introduce a classical-like spin

Liouville operator:

Laa0 ¼ BSIJ
oHSB

oSJ

o
oSI
þ 1

2
BSIJ

oEa0

oSJ

o
oSI
þ 1

2
BSIJ

oEa

oSJ

o
oSI

� �

¼ BSIJ
oHS

aa0

oSJ

o
oSI
¼ . . .;HS

aa0
� �

BS ;

ð27Þ
where the matrix elements of the total system Hamiltonian

on the adiabatic surfaces are denoted as

HS
aa0 ¼ HSB þ 1

2
Ea þ Ea0ð Þ: ð28Þ

A transition operator for the spin bath can be defined as

Jaa0;bb0 ¼ BSIJ
oHSB

oSJ
dIabdb0a0 þ

1

2
BSIJDEabd

I
ab

o
oSJ

da0b0

þ BSIJ
oHSB

oSJ
dI�a0b0dab þ

1

2
BSIJDEa0b0d

I�
a0b0

o
oSJ

dab:
ð29Þ

The operator in Eq. (29) goes to the transition operator in

Eq. (10) when canonical variables are considered. In the case

of a spin bath, in order to take properly into account non-

adiabatic effects, a higher-order transition operator (acting

together with Jaa0;bb0 ) must be considered. Such an operator is

Saa0;bb0 ¼
1

2
BSIJ

oðEa þ Ea0 Þ
oSI

dJabda0b0

þ 1

2
BSIJ

oðEa þ Ea0 Þ
oSI

dJ�a0b0dab

� 1

2
BSIJDEard

I
ard

J
rbdba0 �

1

2
BSIJDEabd

I
abd

J�
a0b0

� 1

2
BSIJDEa0r0d

I�
a0r0d

J�
r0b0dab

� 1

2
BSIJDEa0b0d

I�
a0b0d

J
ab: ð30Þ

The operator in Eq. (30) is identically zero for canonical

conjugate variables. Using Eqs. (27–30), the equation of

motion reads

otqaa0 ¼
X
bb0
�ixaa0dabdaa0 � Laa0dabdaa0 � Jaa0;bb0



þSaa0;bb0
�
qbb0 :

ð31Þ

The general equations of motion (31) are difficult to

integrate if one desires to take into account non-adiabatic

corrections. However, in the case of weak coupling

between the spin bath and the quantum subsystem, one is

allowed to take the adiabatic limit of the operators in

Eqs. (29) and (30). This is performed by assuming that the

off-diagonal elements of daa0 (which couple different adi-

abatic energy surfaces) are negligible. In such a case, one

obtains

Jadaa0;bb0 ¼ �BSIJ
oHSB

oSJ
dIaa þ dI�a0a0

 �

dabdb0a0

¼ �iBSIJ
oHSB

oSJ
UI

aa � UI
a0a0


 �
dabdb0a0 ;

ð32Þ

where, using the fact that dIaa is purely imaginary, a

phase

UI
aa0 ¼ �idIaa0 ð33Þ

has been introduced in a manner analogous to that when the

bath has a representation in terms of canonical variables. In

a similar way, one can take the adiabatic limit of the Saa0;bb0
in Eq. (30):

Sadaa0;bb0 ¼ �
i

2
BSIJ

oðEa þ Ea0 Þ
oSJ

UI
aa � UI

a0a0

 �

daada0a0 : ð34Þ

Hence, in the weak-coupling (adiabatic) limit, the equation

of motion reads

o
ot
qaa0 ¼ �ixaa0 � iBSIJ

oHS
aa0

oSJ
UI

aa � UI
a0a0


 ��

�BSIJ
oHS

aa0

oSJ

o
oSI



qaa0 :

ð35Þ

In the absence of explicit time-dependence in the basis set,

Eq. (35) can be rewritten as

otqaa0 ¼ �ixaa0 � a; S
d

dt

����
����a; S

� �
� a0; S

d

dt

����
����a0; S

� �� ��

�BSIJ
oHS

aa0

oSJ

o
oSI



qaa0 :

ð36Þ
Using the Dyson identity, this can be written in propagator

form as
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qaa0 ðtÞ ¼ exp �i
Z t

t0

dt0xaa0 ðt0Þ
2
4

3
5

	 exp �
Z t

t0

dt0 a;S
d

dt0

����
����a; S

� �
� a0;S

d

dt0

����
����a0; S

� �� �2
4

3
5

	 exp �ðt � t0ÞBzSIJ
oHS

aa0

oSJ

o
oSI

� 

qaa0 ðt0Þ:

ð37Þ
Equation (37) provides the adiabatic approximation of the

quantum–classical Liouville equations in spin baths. The

geometric phase arises from the time integral of the term

a; Sjðd=dtÞja; Sh i � ha0; Sjðd=dtÞja0; Si, which is purely off-

diagonal.

4 Quantum–classical spin model

Consider a quantum two-level system represented by the

Pauli matrices

rx ¼
0 1

1 0

� 

; ry ¼

0 � i

i 0

� 

; rz ¼

1 0

0 � 1

� 

;

ð38Þ
and a classical spin with components S ¼ ðSx; Sy; SzÞ
immersed in a constant magnetic field B ¼ ð0; 0; bÞ.
Hence, consider a model defined by the total Hamiltonian

below

ĤðSÞ ¼ �Xrx � c1brz � lS � r� c2bSz þ
S2z
2

¼ ĥðSÞ � c2bSz þ
S2z
2
;

ð39Þ

where r ¼ ðrx; ry; rzÞ, and c1; c2 are coupling coefficients.

Upon defining

c ¼ c1bþ lSz; ð40Þ
g ¼ �lSy; ð41Þ
~X ¼ Xþ lSx; ð42Þ
one can write the eigenvalues of the Hamiltonian (39) as

E1 ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~X2 þ c2 þ g2

q
; ð43Þ

E2 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~X2 þ c2 þ g2

q
; ð44Þ

and the eigenvectors as

jE1i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1þ j ~Gj2Þ

q 1þ ~G�

~G� 1

 !
; ð45Þ

jE2i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1þ j ~Gj2Þ

q 1� ~G�

1þ ~G

 !
; ð46Þ

where ~G ¼ Gþ ig=c, and

G ¼
� ~Xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~X2 þ c2 þ g2

q
c

: ð47Þ

4.1 Dynamics on the adiabatic surfaces

In a Heisenberg-like picture of the dynamics, quantum–

classical operators v̂ðS; tÞÞ, depending on the classical spin

coordinates, evolve in time while the density matrix remain

stationary. From the equation of motion for the density

matrix given in (37), one can easily obtain the evolution

equation for the operator in the adiabatic basis. For clarity,

it is useful to write explicitly

vaa0 ðtÞ¼ exp i

Z t

t0

dt0xaa0 ðt0Þ
2
4

3
5

	exp

Z t

t0

dt0 a;S
d

dt0

����
����a;S

� �
� a0;S

d

dt0

����
����a0;S

� �� �2
4

3
5

	exp ðt� t0ÞBSIJ
oHS

aa0

oSJ

o
oSI

� 

vaa0 ðt0Þ:

ð48Þ
The equation of motion (48) can be simulated on the

computer in terms of classical-like trajectories evolving on

adiabatic energy surfaces. The classical-like spin Liouville

operator defined in (27) determines the equations of

motion

_Sx ¼ Sz
oHaa0

oSy
� Sy

oHaa0

oSz
; ð49Þ

_Sy ¼ �Sz oHaa0

oSx
þ Sx

oHaa0

oSz
; ð50Þ

_Sz ¼ Sy
oHaa0

oSx
� Sx

oHaa0

oSy
; ð51Þ

where Haa0 are the adiabatic surface Hamiltonians. For the

model in Eq. (39), these can be written explicitly as

H11 ¼
S2z
2
� c2bSz þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~X2 þ c2 þ g2

q
; ð52Þ

H12 ¼ H21 ¼
S2z
2
� c2bSz; ð53Þ

H22 ¼
S2z
2
� c2bSz �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~X2 þ c2 þ g2

q
; ð54Þ

where c; g and ~X have been defined in Eqs. (40–42).
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In order to write explicitly the equations of motion for the

spin onto the three energy surfaces, one needs to calculate the

derivatives of the Hamiltonians H11;H12 and H22 with

respect to the spin components ðSx; Sy; SzÞ. On the (1, 1)

surface one finds:

oH11

oSx
¼ lðXþ SxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2
q ; ð55Þ

oH11

oSy
¼ l2Syffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2
q ; ð56Þ

oH11

oSz
¼ Sz � c2b

þ lðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2

q :
ð57Þ

On the (1, 2) and (2, 1) surfaces, one finds:

oH12

oSx
¼ oH21

oSx
¼ 0: ð58Þ

oH12

oSy
¼ oH21

oSy
¼ 0: ð59Þ

oH12

oSz
¼ oH21

oSz
¼ Sz � c2b; ð60Þ

while on the (2, 2) surface one finds:

oH22

oSx
¼ � lðXþ SxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2
q ; ð61Þ

oH22

oSy
¼ � l2Syffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2
q ; ð62Þ

oH22

oSz
¼ Sz � c2b

� lðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2

q :
ð63Þ

At this stage, in order to simplify the expression of the

gradients of the adiabatic surface Hamiltonians, one can

use the identity

ðXþ lSxÞ2 þ l2S2y þ ðlSz � c1bÞ2 ¼ X2 þ c21b
2

þ 2lðXSx � c1bSzÞ þ l2S2:
ð64Þ

As a matter of fact, the equations of motion (49–51) con-

serve the Casimir S2 ¼ SMSM for an arbitrary Hamiltonian

Haa0 . To see this, one can rewrite the matrix BS in Eq. (12)

as BSIJ ¼ �IJKSK (where �IJK is the completely antisym-

metric tensor) and obtain

d

dt
S2 ¼ oSMSM

oSI
BSIJ

oHaa0

oSJ

¼ �2�MJKSMSK
oHaa0

oSJ
¼ 0;

ð65Þ

where in the last step an odd permutations of the indices of

�KJM has been performed. Since S2 is a constant of motion,

one can define

C2 ¼ X2 þ c21b
2 þ l2S2; ð66Þ

so that

~X2 þ c2 þ g2 ¼ C2 þ 2lðXSx � c1bSzÞ: ð67Þ
Hence, the derivatives of the adiabatic surfaces can be

rewritten as follows. On the (1,1) surface, one has:

oH11

oSx
¼ lðXþ SxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p ; ð68Þ

oH11

oSy
¼ l2Syffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p ; ð69Þ

oH11

oSz
¼ Sz � c2bþ lðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p : ð70Þ

On the (1, 2) and (2, 1) surfaces, one has:

oH12

oSx
¼ oH21

oSx
¼ 0; ð71Þ

oH12

oSy
¼ oH21

oSy
¼ 0; ð72Þ

oH12

oSz
¼ oH21

oSz
¼ Sz � c2b; ð73Þ

and on the (2, 2) surface, one has:

oH22

oSx
¼ � lðXþ SxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p ; ð74Þ

oH22

oSy
¼ � l2Syffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p ; ð75Þ

oH22

oSz
¼ Sz � c2b

� lðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p :

ð76Þ

5 Time-reversible integrators

A different set of equations of motion corresponds to each

adiabatic energy surface. Hence, one has to find different

algorithms of integration on each surface. In the following,

the Liouville propagator on each surface is factorized and

the associated time-reversible algorithm for the spin

dynamics is derived. It is worth noting that within a purely
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classical context, other authors have considered alternative

schemes of integration [56–58]. At the same time, while

what follows is based on the basic symmetric Trotter fac-

torization of the evolution operator, in order to integrate the

spin dynamics, one could have used the elegant time-

reversible measure-preserving algorithms invented by

Ezra [47–49].

5.1 Reversible integrator on the (1, 1) adiabatic surface

The equations of motion on the (1, 1) surface can be

written explicitly as

_Sx ¼ l2SySz � lSyðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
� Sy Sz � c2bð Þ;

ð77Þ

_Sy ¼ lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
þ Sx Sz � c2bð Þ;

ð78Þ

_Sz ¼ lðXþ SxÞSy � l2SxSyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p : ð79Þ

From Eqs. (77–79), one can easily find the corresponding

Liouville operators

LSx
1;ð1;1Þ ¼

l2SySz � lSyðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p o
oSx

; ð80Þ

LSx
2;ð1;1Þ ¼ �Sy Sz � c2bð Þ o

oSx
; ð81Þ

L
Sy
ð1;1Þ ¼

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ



o
oSy

;

ð82Þ

L
Sz
ð1;1Þ ¼

lðXþ SxÞSy � l2SxSyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p o
oSz

; ð83Þ

and the propagators

USx
1;ð1;1ÞðsÞ ¼ exp s

l2SySz � lSyðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p o
oSx

" #
; ð84Þ

USx
2;ð1;1ÞðsÞ ¼ exp �sSy Sz � c2bð Þ o

oSx

� 

; ð85Þ

U
Sy
ð1;1ÞðsÞ ¼ exp s

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"(

þSx Sz � c2bð Þ



o
oSy

�
;

ð86Þ

U
Sz
ð1;1ÞðsÞ ¼ exp s

lðXþ SxÞSy � l2SxSyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p o
oSz

" #
: ð87Þ

The action of USx
1;ð1;1ÞðsÞ ¼ exp½sLSx

1;ð1;1Þ� on Sx can be

found by means of the analytical integration of the equation

of motion associated with the Liouville operator LSx
1;ð1;1Þ in

Eq. (80). In pseudo-code form, one obtains

USx
1;ð1;1ÞðsÞ :

Sx! 1

C1

3

2
C1C3sþ½C2þC1Sxð0Þ�

3
2

� �2
3

�C2

C1

;

8>>><
>>>: ð88Þ

where

C1 ¼ 2lX; ð89Þ
C2 ¼ C2 � 2lc1bSz; ð90Þ
C3 ¼ l2SySz � lSyðbþ lSzÞ: ð91Þ

The actions of USx
2;ð1;1ÞðsÞ ¼ exp½sLSx

2;ð1;1Þ� and U
Sy
ð1;1ÞðsÞ ¼

exp½sLSyð1;1Þ� on Sx and Sy, respectively, are simple variable

shifts which can be written in pseudo-code form as

USx
2;ð1;1ÞðsÞ : Sx ! Sx � sSy Sz � c2bð Þ;� ð92Þ

U
Sy
ð1;1ÞðsÞ :

Sy ! Sy þ s
lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p

"

þSx Sz � c2bð Þ
#
:

8>>>>><
>>>>>:

ð93Þ

The action of U
Sz
ð1;1ÞðsÞ ¼ exp½sLSzð1;1Þ� on Sz can also be

determined by the analytical integration of the corre-

sponding equation of motion

_Sz ¼ lðXþ SxÞSy � l2SxSyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p ¼ B3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � B1Sz
p ; ð94Þ

where one has defined

B1 ¼ 2lc1b; ð95Þ
B2 ¼ C2 þ 2lXSx; ð96Þ
B3 ¼ lðXþ SxÞSy � l2SxSy: ð97Þ
One finds

U
Sz
ð1;1ÞðsÞ :

Sz ! B2

B1

� 1

B1

B2 � B1Sz½ �32� 3B1B3s
2

� �2
3

:

8>>><
>>>: ð98Þ

Finally, one can consider three propagators on the (1, 1)

surface:
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U1
ð1;1ÞðsÞ ¼ USx

1;ð1;1Þ
s
4

� �
USx

2;ð1;1Þ
s
2

� �
USx

1;ð1;1Þ
s
4

� �
	 U

Sy
ð1;1Þ

s
2

� �
U

Sz
ð1;1ÞðsÞU

Sy
ð1;1Þ

s
2

� �
	 USx

1;ð1;1Þ
s
4

� �
USx

2;ð1;1Þ
s
2

� �
USx

1;ð1;1Þ
s
4

� �
;

ð99Þ

U2
ð1;1ÞðsÞ ¼ U

Sz
ð1;1Þ

s
2

� �
USx

1;ð1;1Þ
s
4

� �
USx

2;ð1;1Þ
s
2

� �
	 USx

1;ð1;1Þ
s
4

� �
U

Sy
ð1;1ÞðsÞUSx

1;ð1;1Þ
s
4

� �
	 USx

2;ð1;1Þ
s
2

� �
USx

1;ð1;1Þ
s
4

� �
U

Sz
ð1;1Þ

s
2

� �
;

ð100Þ

U3
ð1;1ÞðsÞ ¼ U

Sy
ð1;1Þ

s
4

� �
U

Sz
ð1;1Þ

s
2

� �
U

Sy
ð1;1Þ

s
4

� �
	 USx

1;ð1;1Þ
s
2

� �
USx

2;ð1;1ÞðsÞUSx
1;ð1;1Þ

s
2

� �
	 U

Sy
ð1;1Þ

s
4

� �
U

Sz
ð1;1Þ

s
2

� �
U

Sy
ð1;1Þ

s
4

� �
;

ð101Þ

and write the corresponding integration algorithm. Each

of the three propagators Uk
ð1;1ÞðsÞ; k ¼ 1; . . .; 3, can be

used to obtain a different propagation algorithm. In order

to obtain a more uniform sampling of phase space, one

can also act with a different Uk
ð1;1ÞðsÞ at each successive

time step s.

5.2 Reversible integrator on the (2, 2) adiabatic surface

The equations of motion on the (2, 2) surface are

_Sx ¼ lSyðbþ lSzÞ � l2SySzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
� Sy Sz � c2bð Þ;

ð102Þ

_Sy ¼ lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
þ Sx Sz � c2bð Þ;

ð103Þ

_Sz ¼ l2SxSy � lðXþ SxÞSyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p : ð104Þ

From Eqs. (102–104), one can easily write the corre-

sponding Liouville operators

LSx
1;ð2;2Þ ¼ �

C3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ C1Sx
p o

oSx
; ð105Þ

LSx
2;ð2;2Þ ¼ �Sy Sz � c2bð Þ o

oSx
; ð106Þ

L
Sy
ð2;2Þ ¼

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#

o
oSy

;

ð107Þ

L
Sz
ð2;2Þ ¼ �

B3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � B1Sz
p o

oSz
; ð108Þ

where C1;C2;C3 have been defined in Eqs. (89–91) and

B1;B2;B3 have been defined in Eqs. (95–97). The propa-

gators for the (2, 2) adiabatic surface can be written as

USx
1;ð2;2ÞðsÞ ¼ exp �s C3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ C1Sx
p o

oSx

� 

; ð109Þ

USx
2;ð2;2ÞðsÞ ¼ exp �sSy Sz � c2bð Þ o

oSx

� 

; ð110Þ

U
Sy
ð2;2ÞðsÞ ¼ exp s

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"(

þSx Sz � c2bð Þ
#

o
oSy

)
; ð111Þ

U
Sz
ð2;2ÞðsÞ ¼ exp �s B3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2 � B1Sz
p o

oSz

� 

; ð112Þ

where C1;C2;C3 have been defined in Eqs. (89–91) and

B1;B2;B3 have been defined in Eqs. (95–97).

The action of USx
1;ð2;2ÞðsÞ ¼ exp½LSx

1;ð2;2Þ� on Sx is deter-

mined by integrating analytically the equation of motion

associated with the Liouville operator in (105). In pseudo-

code form, such action can be written as

USx
1;ð2;2ÞðsÞ :

Sx ! 1

C1

� 3

2
C1C3sþ C2 þ C1Sxð Þ3=2

� 
2=3
�C2

C1

:

8>>><
>>>:

ð113Þ
Similarly, the action of U

Sz
ð2;2ÞðsÞ ¼ exp½LSzð2;2Þ� on Sz is

determined by integrating analytically the equation of

motion associated with the Liouville operator in (108):

U
Sz
ð2;2ÞðsÞ : Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32þ 3

2
B1B3s

� 
2
3

(
:

ð114Þ

The propagators U
Sy
ð2;2ÞðsÞ and U

Sz
ð2;2ÞðsÞ generate simple

time shifts of the appropriate spin coordinates:

USx
2;ð2;2ÞðsÞ : Sx ! Sx � sSy Sz � c2bð Þ:�

ð115Þ

U
Sy
ð2;2ÞðsÞ :

Sy ! Sy þ s
lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p

"

þSx Sz � c2bð Þ
#
:

8>>>>><
>>>>>:

ð116Þ

Finally, one can consider the following three propaga-

tors on the (2, 2) surface:
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U1
ð2;2ÞðsÞ ¼ USx

1;ð2;2Þ
s
4

� �
USx

2;ð2;2Þ
s
2

� �
USx

1;ð2;2Þ
s
4

� �
	 U

Sy
ð2;2Þ

s
2

� �
U

Sz
ð2;2ÞðsÞU

Sy
ð2;2Þ

s
2

� �
	 USx

1;ð2;2Þ
s
4

� �
USx

2;ð2;2Þ
s
2

� �
USx

1;ð2;2Þ
s
4

� �
;

ð117Þ

U2
ð2;2ÞðsÞ ¼ U

Sz
ð2;2Þ

s
2

� �
USx

1;ð2;2Þ
s
4

� �
USx

2;ð2;2Þ
s
2

� �
	 USx

1;ð2;2Þ
s
4

� �
U

Sy
ð2;2ÞðsÞUSx

1;ð2;2Þ
s
4

� �
	 USx

2;ð2;2Þ
s
2

� �
USx

1;ð2;2Þ
s
4

� �
U

Sz
ð2;2Þ

s
2

� �
;

ð118Þ

U3
ð2;2ÞðsÞ ¼ U

Sy
ð2;2Þ

s
4

� �
U

Sz
ð2;2Þ

s
2

� �
U

Sy
ð2;2Þ

s
4

� �
	 USx

1;ð2;2Þ
s
2

� �
USx

2;ð2;2ÞðsÞUSx
1;ð2;2Þ

s
2

� �
	 U

Sy
ð2;2Þ

s
4

� �
U

Sz
ð2;2Þ

s
2

� �
U

Sy
ð2;2Þ

s
4

� �
;

ð119Þ

These allow one to find the algorithm of propagation on the

(2, 2) surface. Each of the three propagators Uk
ð2;2ÞðsÞ,

k ¼ 1; . . .; 3, can be used to obtain a different propagation

algorithm. In order to obtain a more uniform sampling of

phase space, one can also act with a different Uk
ð2;2ÞðsÞ at

each successive time step s.

5.3 Reversible integrators on the (1, 2) adiabatic

surface

The equations of motion on the (1, 2) adiabatic energy

surface are

_Sx ¼ �Sy Sz � c2bð Þ; ð120Þ
_Sy ¼ Sx Sz � c2bð Þ; ð121Þ
_Sz ¼ 0: ð122Þ
They are identical to the equations of motion on the (2, 1)

energy surface. The Liouville operators associated with the

Eqs. (120) and (121) are:

LSxð1;2Þ ¼ �Sy Sz � c2bð Þ o
oSx

; ð123Þ

L
Sy
ð1;2Þ ¼ Sx Sz � c2ð Þ o

oSy
: ð124Þ

The associated propagators are:

USx
ð1;2ÞðsÞ ¼ exp �sSy Sz � c2bð Þ o

oSx

� 

; ð125Þ

U
Sy
ð1;2ÞðsÞ ¼ exp sSx Sz � c2bð Þ o

oSy

� 

: ð126Þ

Finally, one can consider the following total propagators

on the (1, 2) surface:

U1
ð1;2ÞðsÞ ¼ USx

ð1;2Þ
s
2

� �
U

Sy
ð1;2ÞðsÞUSx

ð1;2Þ
s
2

� �
; ð127Þ

U2
ð1;2ÞðsÞ ¼ U

Sy
ð1;2Þ

s
2

� �
USx
ð1;2ÞðsÞU

Sy
ð1;2Þ

s
2

� �
; ð128Þ

and easily write the algorithm of integration. Each of

the two propagators Uk
ð1;2ÞðsÞ; k ¼ 1; 2, can be used to

obtain a different propagation algorithm. In order to

obtain a more uniform sampling of phase space, one can

also act with a different Uk
ð1;2ÞðsÞ at each successive

time step s.

6 Numerical results

In order to analyze the quantum dynamics of the model,

one can calculate averages in the Heisenberg-like picture:

hv̂it ¼
X
aa0

Z
d3Sqaa0 ðSÞva0aðS; tÞ ð129Þ

where v̂ðS; tÞ is the chosen observable (which is evolved in

time), also depending on the classical spin coordinates

S ¼ ðSx; Sy; SzÞ, and d3S ¼ dSxdSydSz. For the sake of

illustrating the integration algorithms derived in Sect. 5,

it is assumed that at time t ¼ 0; the spin and the quan-

tum systems are decoupled so that the initial density

matrix is

q̂ðSÞ ¼ q̂s 

ffiffiffiffiffiffi
b
2p

r
exp½�bS2z �; ð130Þ

where q̂s is the density matrix of the isolated quantum

subsystem. In order to study the evolution of both the

population difference between the excited and ground state

of the model and the coherence of the initial superposition

between such states, it is assumed that the quantum sub-

system is in a superposition of states at t ¼ 0 that is rep-

resented in the basis of rz by the state vector

jWi ¼
ffiffiffi
5
p

5
2j1i � j2i½ �: ð131Þ

The associated density matrix has components

qs ¼
4=5 � 2=5

�2=5 1=5

� 

: ð132Þ

According to such choices, the dynamics will display both

population and coherence oscillations.

The density matrix in the adiabatic basis takes the form

qads ¼
1

N
q11 q12
q�12 q22

� 

; ð133Þ

where, using the definition of G given in Eq. (47),
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q11 ¼
1

5

9g2

c2
þ ð3þ GÞ2

� 

; ð134Þ

q22 ¼
1

5

g2

c2
þ ð1� GÞ2

� 

; ð135Þ

q12 ¼ �
½3igþ cð3þ GÞ�½�igþ cð�1þ 3GÞ�

5c2
; ð136Þ

N ¼ 2ð1þ G2 þ g2=c2Þ: ð137Þ
One can use spherical coordinates

Sx ¼ S sinðhÞ cosð/Þ ð138Þ
Sy ¼ S sinð/Þ sinðhÞ ð139Þ
Sz ¼ S cosðhÞ ð140Þ
in order to sample the Boltzmann weight on Sz as

exp �b S
2
z

2

� 

¼ exp �b cos

2 h
2

� 

ð141Þ

by sampling cosðhÞ uniformly between (�1, 1) and to

sample the angle / uniformly between ð0; 2pÞ.
The observables rzðS; tÞ and rxðS; tÞ are evolved in the

adiabatic basis, and the calculation of their trace, according

to Eq. (129), provides the population and the coherence

evolution, respectively.

Calculations were performed for b ¼ 0:3;X ¼ 1; b ¼ 1;

c1 ¼ 0:01; c2 ¼ 0:1. The coefficient l was varied and took

the values 0.25, 0.5 and 0.74. The values of the parameters

are given in dimensionless units. Figure 1 shows the behavior

of the population as a function of time when the coupling l is

varied. The damping increases as the coupling increases.

Figure 2 displays the time evolution of the coherence when

the coupling is varied. The coherence oscillations are greater

for greater coupling. Since the two-level system is coupled to

a single rotating classical spin, no real dissipation is expected
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Fig. 1 Time evolution of the population difference hrzðtÞi for

b ¼ 0:3;X ¼ 1; b ¼ 1; c1 ¼ 0:01; c2 ¼ 0:1. The coefficient l takes

the values 0.25, 0.5 and 0.74 for black circles, squares and diamonds,

respectively. The lines are drawn to help the eye
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Fig. 2 Time evolution of the coherence hrxðtÞi for

b ¼ 0:3;X ¼ 1; b ¼ 1; c1 ¼ 0:01; c2 ¼ 0:1. The coefficient l takes

the values 0.25, 0.5 and 0.74 for black circles, squares and diamonds,
respectively. The lines are drawn to help the eye
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Fig. 3 Time evolution of the modulus square of the average phase for

b ¼ 0:3;X ¼ 1; b ¼ 1; c1 ¼ 0:01; c2 ¼ 0:1; l ¼ 0:25; the black cir-

cles denote the results for the geometric phase while the black squares

denote the results for the Bohr phase
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Fig. 4 Adiabatic surface Hamiltonians versus time. The black circles

denote the curve for a ¼ 1 and b ¼ 1 (excited state dynamics); the

square denote the curve for a ¼ 2 and b ¼ 2 (ground state dynamics)

while the black diamonds denote the curve a ¼ 1 and b ¼ 2 (mean

surface dynamics). The continues line are for helping the eye. The

parameters specifying the calculations are b ¼ 0:3;X ¼ 1; b ¼ 1;
c1 ¼ 0:01; c2 ¼ 0:1;l ¼ 0:75. The black circles denote the results for
the geometric phase while the black
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when monitoring the dynamics of the two-level system only.

In Fig. 3, the time evolution of the moduli square of the

average of theBohr and geometric phases is shown.Nomajor

geometric effect was expected for the model studied. Finally,

the stability of the integration algorithm introduced in

Sect. (5) is illustrated in Fig. 4. A numerical integration time

step s ¼ 0:001 (in dimensionless units) was used in all the

calculation performed. The Trotter symmetric factorization

discussed in Sect. (5) was combined with a fifth-order Yos-

hida scheme [59]. As expected, the more stable numerical

integration is achievedon the (1, 2)mean energy surface. This

arises from the absence of quantum effects on the mean

surface of themodel inEq. (39).As quantumeffects increase,

going from the ground state (2, 2) to the excited state (1, 1),

the stability of the numerical integration somewhat dimin-

ishes but remains satisfactory over the whole time interval

explored. The numerical conservation of the spin modulus is

almost perfect on all the three adiabatic energy surfaces.

7 Conclusions and perspectives

In this paper, a formalism for studying the dynamics of

quantum systems coupled to classical spin environments

has been reviewed. The theory is based on generalized

antisymmetric brackets and naturally predicts the existence

of open-path off-diagonal geometric phases in the

dynamics of the density matrix. It has also been shown that

such geometric phases must be considered in the quantum–

classical Liouville equation, expressed by means of

canonical phase space coordinates, whenever the adiabatics

basis is complex (as in the case of a magnetic field coupled

to the quantum subsystem).

When the quantum subsystem is weakly coupled to the

spin environment, non-adiabatic transitions can be neglec-

ted. In such a case, one can construct an effective non-

Markovian computer simulation scheme for open quantum

system dynamics in a classical spin environment. In this

paper, a detailed derivation of integration algorithms based

on the symmetric Trotter factorization of the classical-like

spin propagator has been given. Such algorithms have been

applied to a model system comprising a quantum two-level

system coupled to a single classical spin in an external

magnetic field. The numerical integration conserves the spin

modulus perfectly and the spin energy satisfactorily during

the entire time interval explored. Starting from an excited

state, the population difference and the coherences of the

two-state model have been simulated and studied in function

of the strength of the coupling parameter between the spin

and the two-level system.

One could look at the numerical evidence provided in

this paper as a first step toward developing the simulation

schemes for quantum dynamics in classical spin environ-

ments into an effective tool for studying systems of interest

in nanoscience.
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Appendix 1: Integration algorithm on the (1, 1) surface

In pseudo-code form, the algorithm provided by U1
ð1;1ÞðsÞ

is:

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>: ð142Þ

USx
2;ð1;1Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð143Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð144Þ

U
Sy
ð1;1Þ

s
2

� �
:

Sy ! Sy þ s
2

"
lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p :

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð145Þ

U
Sz
ð1;1ÞðsÞ :

Sz ! B2

B1

� 1

B1

�
B2 � B1Szð Þ32:

�3B1B3s
2


2
3

;

8>>><
>>>: ð146Þ

U
Sy
ð1;1Þ

s
2

� �
:

Sy ! Sy þ s
2

"
lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p :

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð147Þ

USx
2;ð1;1Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð148Þ
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USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð149Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

:

8>>><
>>>:

ð150Þ
The algorithm provided by U2

ð1;1ÞðsÞ is:

U
Sz
ð1;1Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Sz½ �32� 3B1B3s
4

� �2
3

;

8>>><
>>>: ð151Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð152Þ
USx

2;ð1;1Þ
s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð153Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð154Þ

U
Sy
ð1;1ÞðsÞ :

Sy ! Sy þ s
lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p

"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð155Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð156Þ
USx

2;ð1;1Þ
s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð157Þ

USx
1;ð1;1Þ

s
4

� �
:

Sx ! 1

C1

3

2
C1C3

s
4
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>: ð158Þ

U
Sz
ð1;1Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Sz½ �32� 3B1B3s
4

� �2
3

:

8>>><
>>>: ð159Þ

The algorithm provided by U3
ð1;1ÞðsÞ is:

U
Sy
ð1;1Þ

s
4

� �
:

Sy ! Sy þ s
4

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð160Þ

U
Sz
ð1;1Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32� 3B1B3s
4

� 
2
3

;

8>>><
>>>: ð161Þ

U
Sy
ð1;1Þ

s
4

� �
:

Sy ! Sy þ s
4

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð162Þ

USx
1;ð1;1Þ

s
2

� �
:

Sx ! 1

C1

3

2
C1C3

s
2
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>: ð163Þ

USx
2;ð1;1ÞðsÞ : Sx ! Sx � sSy Sz � c2bð Þ�

; ð164Þ

USx
1;ð1;1Þ

s
2

� �
:

Sx ! 1

C1

3

2
C1C3

s
2
þ ½C2 þ C1Sx�

3
2

� �2
3

�C2

C1

;

8>>><
>>>:

ð165Þ

U
Sy
ð1;1Þ

s
4

� �
:

Sy ! Sy þ s
4

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð166Þ
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U
Sz
ð1;1Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32� 3B1B3s
4

� 
2
3

;

8>>><
>>>: ð167Þ

U
Sy
ð1;1Þ

s
4

� �
:

Sy ! Sy þ s
4

lSxðbþ lSzÞ � lðXþ SxÞSzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
:

8>>>>><
>>>>>:

ð168Þ
Appendix 2: Integration algorithm on the (2, 2) surface

The algorithm provided by U1
ð2;2ÞðsÞ is

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð169Þ

USx
2;ð2;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð170Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð171Þ

U
Sy
ð2;2Þ

s
2

� �
:

Sy ! Sy þ s
2

"
lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p :

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð172Þ

U
Sz
ð2;2ÞðsÞ :

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32þ 3

2
B1B3s

� 
2
3

;

8>>><
>>>: ð173Þ

U
Sy
ð2;2Þ

s
2

� �
:

Sy ! Sy þ s
2

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ


;

8>>>><
>>>>:

ð174Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð175Þ

USx
2;ð2;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð176Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

:

8>>><
>>>:

ð177Þ
The algorithm provided by U2

ð2;2ÞðsÞ is

U
Sz
ð2;2Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32þ 3

2
B1B3

s
2

� 
2
3

;

8>>><
>>>: ð178Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ;

ð179Þ

USx
2;ð2;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð180Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>:

ð181Þ

U
Sy
ð2;2ÞðsÞ :

Sy ! Sy þ s
lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 2lðXSx � c1bSzÞ
p

"

þSx Sz � c2bð Þ


;

8>>>><
>>>>:

ð182Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>:

ð183Þ

USx
2;ð2;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð184Þ

USx
1;ð2;2Þ

s
4

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
4
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð185Þ

U
Sz
ð2;2Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ3=2þ 3

2
B1B3

s
2

� 
2=3
:

8>>><
>>>: ð186Þ

The algorithm provided by U3
ð2;2ÞðsÞ is
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U
Sy
ð2;2Þ

s
4

� �
:

Sy ! Sy þ s
4

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð187Þ

U
Sz
ð2;2Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32þ 3

2
B1B3

s
2

� 
2
3

;

8>>><
>>>: ð188Þ

U
Sy
ð2;2Þ

s
4

� �
:

Sy ! Sy þ s
4

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð189Þ

USx
1;ð2;2Þ

s
2

� �
:

Sx! 1

C1

�3
2
C1C3

s
2
þ C2þC1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð190Þ

USx
2;ð2;2ÞðsÞ : Sx ! Sx � sSy Sz � c2bð Þ�

; ð191Þ

USx
1;ð2;2Þ

s
2

� �
:

Sx ! 1

C1

� 3

2
C1C3

s
2
þ C2 þ C1Sxð Þ32

� 
2
3

�C2

C1

;

8>>><
>>>: ð192Þ

U
Sy
ð2;2Þ

s
4

� �
:

Sy ! Sy þ s
4

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
;

8>>>>><
>>>>>:

ð193Þ

U
Sz
ð2;2Þ

s
2

� �
:

Sz ! B2

B1

� 1

B1

B2 � B1Szð Þ32þ 3

2
B1B3

s
2

� 
2
3

;

8>>><
>>>: ð194Þ

U
Sy
ð2;2Þ

s
4

� �
:

Sy ! Sy þ s
4

lðXþ SxÞSz � lSxðbþ lSzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2lðXSx � c1bSzÞ

p
"

þSx Sz � c2bð Þ
#
:

8>>>>><
>>>>>:

ð195Þ
Appendix 3: Integration algorithm on the ð1; 2Þ surface

The algorithm provided by U1
ð1;2ÞðsÞ is

USx
ð1;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
; ð196Þ

U
Sy
ð1;2ÞðsÞ : Sy ! Sy þ sSx Sz � c2bð Þ�

; ð197Þ

USx
ð1;2Þ

s
2

� �
: Sx ! Sx � s

2
Sy Sz � c2bð Þ

n
: ð198Þ

The algorithm provided by U2
ð1;2ÞðsÞ is

U
Sy
ð1;2Þ

s
2

� �
: Sy ! Sy þ s

2
Sx Sz � c2bð Þ

n
; ð199Þ

USx
ð1;2ÞðsÞ : Sx ! Sx � sSy Sz � c2bð Þ�

; ð200Þ

U
Sy
ð1;2Þ

s
2

� �
: Sy ! Sy þ s

2
Sx Sz � c2bð Þ

n
: ð201Þ
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represent the phase transition as a transition between clus-
ter confi gurational states or sets thereof; each confi gura-
tional state corresponds to a local minimum of the potential 
energy surface ( PES ) of this system as a function of atomic 
coordinates; typically, the cluster ’ s  PES  is characterized by 
many local minima. One can relate the cluster ’ s solid and 
liquid states directly to one or some combination of con-
fi gurational states. According to the defi nition of the liquid 
aggregate state, one or several cluster atoms may move 
about the cluster on a time scale short compared with that 
in which atoms remain  “ in their knots ’  in the solid aggre-
gate state. 

 Evidently, the global minimum of the  PES  corresponds 
to the most stable solid form of the cluster; other local 
minima may also act as metastable solid forms. Our goal 
here is to analyze the nature of the liquid aggregate state 
of clusters. To understand the nature of the phase transition 
to this state in clusters, we consider clusters consisting of 
13 atoms. Indeed, 13 is the lowest magic number of atoms 
for many clusters, for which the fi rst icosahedral shell is 
completed. Of course, some kinds of 13-atom clusters have 
other structures, and there are even confl icting results from 
simulations regarding which structure is the global mini-
mum for certain kinds of clusters, such as Au  13    [ 1  –  3 ]; dif-
ferent computational methods sometimes give different 
results. However, one can safely generalize by recognizing 
that many kinds of clusters have several low-lying, locally 
stable structures with similar energies. 

 Confi gurational excitation is characterized by an energy 
higher than that of the global minimum, which, for some 
kinds of clusters, this means with energy above the struc-
ture with a maximum number of nearest neighbors. For 
many clusters, this is the lowest-energy solid state and may 
be separated from the fi rst excited confi gurational state by a 
sizeable energy gap. This simplifi es the analysis and allows 

                     Abstract     From the results of computer simulations, espe-
cially of 13-atom metal clusters by molecular dynamics, we 
derive a theory of the solid – liquid phase transition in metal 
clusters that connects to the  jellium  model. We analyze the 
nature of the ion ’ s behavior in liquid clusters. As a result, 
we fi nd a dynamical coexistence among the cluster ’ s con-
fi gurational states create the liquid aggregate state of this 
cluster. It follows from the entropy analysis that motions 
of the ions in liquid metal clusters explore a selective set 
of ion confi gurations, rather than following independent 
motions in a self-consistent cluster fi eld. 

   Keywords     Metal clusters    ·  Phase transitions    ·  Melting    · 
  Jellium   

      1  Introduction 

 A system of a small fi nite number of bound atoms, a clus-
ter, may be used — cautiously — as a model for macroscopic 
systems of bound atoms, to guide our understanding of the 
nature of some phenomena these systems exhibit. We con-
sider from this standpoint the phase transitions between 
the solid and liquid aggregate states. It is convenient to 
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us to understand the nature of the solid – liquid phase tran-
sition from the microscopic standpoint. In particular, one 
can understand in this case the infl uence of the character of 
atom interactions in clusters on the phase transition. Here, 
we will compare the phase transitions in  Lennard  – Jones 
and metal clusters. To obtain the numerical parameters of 
the cluster phase transition, we largely use the results of 
molecular dynamics simulations. Specifi cally, we use the 
results for  Lennard  – Jones clusters [ 4 ,  5 ] and metal clusters 
[ 6 ]. 

 Properties of clusters which differentiate them from 
macroscopic atomic systems are important because of the 
insights they give us regarding phase transitions. First of 
all, in contrast to bulk atomic systems, under conditions 
near those of the traditional point of phase transition, i.e., 
the point of equal chemical potential of both phases, clus-
ters exhibit dynamic coexistence of two or more phases [ 4 , 
 5 ,  7  –  10 ]. Next, the contribution of thermal motion of atoms 
is important for parameters of the phase transition. In par-
ticular, in the case of the 13-atom  Lennard  – Jones clusters, 
ignoring the thermal motion of atoms in the solid – liquid 
phase transition yields a predicted melting point off from 
the correct one by a factor of two [ 11 ]. The contribution 
of thermal motion of atoms to the entropy jump reveals 
a different character of atom oscillations in the solid and 
liquid cluster states [ 13 ,  14 ]. For example, the  anharmo-
nicity  of vibrations plays a signifi cant role in determining 
the entropic contribution to many cluster phase transitions 
[ 11 ]. The inclusion of anharmonic contributions was devel-
oped by  Doye  and Wales [ 12 ]. Hence, the nature of atomic 
or ionic oscillations in clusters is important for phase tran-
sitions, and, on the other hand, information about the phase 
transition opens the possibility of revealing the character 
of cluster oscillations at the phase transition. The goal of 
this paper is to analyze the character of ionic oscillations in 
13-atom metal clusters in phase transitions from molecular 
dynamics simulations [ 6 ,  15  –  17 ]. 

 We consider the phase transition in clusters from the 
microscopic standpoint as the transition between confi gu-
rational cluster states or, more strictly, sets thereof. Con-
fi gurational cluster states are characterized by the topogra-
phy of the  PES  [ 18 ], the energy of the system as a function 
of nuclear coordinates, within the Born – Oppenheimer 
approximation. Typically, the  PES  has many local minima 
[ 19  –  21 ]. Then, one can often consider the melting phase 
transition of a cluster as the transition between lowest con-
fi gurational states, as it is shown in Fig.  1  for a 13-atom 
cluster with pairwise interatomic interactions [ 22 ], where 
interaction between nearest neighbors dominates. In this 
case, the ground confi guration cluster state corresponds to 
the icosahedral structure [ 23 ] with a central atom and 12 
surface atoms, which form a completed atom shell. In the 
fi rst confi gurational excited state, one atom transfers onto 

the cluster surface. The promoted atom may move rela-
tively freely about the surface and, equally important, may 
exchange with any of the other atoms in the icosahedral 
shell. Although as a result of this transition surface atoms 
shift slowly relative to the vibrational frequency, and the 
energy parameters of the phase transition depend on the 
form of the pair interaction potential, the qualitative char-
acter of this transition is identical for various interaction 
potentials. So, in this case, one atom transfers in an excited 
atom shell; in this case, there are no other, intermediate 
confi gurational cluster states.        

 According to computer simulation of 13-atom metal 
clusters [ 6 ,  15  –  17 ], their ground states most commonly 
exhibit icosahedral structure. Next, the lowest confi gura-
tion state is separated from the ground state by an energetic 
gap, similar to clusters with pairwise interactions of atoms. 
But in contrast to these clusters, the lowest confi gurational 
states of metal clusters are not separated from subsequent 
excited confi gurational states by large energy gaps. The 
difference between these types of clusters is demonstrated 
schematically in Fig.  2 . For this reason, the lowest-energy 
liquid aggregate states of metal clusters typically consist 
of many confi gurational states, in contrast to clusters with 
a pairwise atom interaction. (Of course, the higher-energy 
liquid states of dielectric clusters include many confi gu-
rational states, with all the atoms capable of moving rela-
tively easily.) We below take into account this fact in the 

 Fig. 1       The character of the lowest confi gurational excitations of 
the 13-atom icosahedral cluster, a single-atom promotion from the 
12-atom shell to the surface [ 22 ]. Numbers  1  and  2  indicate positions 
of a transferring atom for the solid and liquid aggregate states of the 
cluster  

Reprinted from the journal176



Theor Chem Acc (2014) 133:1543 

1 3

analysis of thermal motion of atoms in the low-energy liq-
uid state of 13-atom metal clusters. Our analysis is based 
on the results of computer simulations of metal clusters [ 6 , 
 15  –  17 ] conducted with the  Sutton  –  Chen  interaction poten-
tial [ 24 ]. These molecular dynamics simulations take into 
account the thermal motion of atoms.        

 In this paper, we analyze the character and role of atom 
oscillations in some 13-atom metal clusters. Comparing the 
melting phase transition of these clusters with that of clusters 
for which interaction between nearest neighbors dominates, 
we construct an analogous theory of the phase transitions in 
metal clusters, accounting for the importance of the thermal 
motion of ions within these clusters for the phase transitions 
and for the importance of the multiplicity of confi gurational 
states that contribute to the liquid state. For the qualitative 
understanding of ion oscillations in the liquid aggregate 
state, we use various models of atomic systems. The 13-atom 
cluster has been chosen because its closed-shell structure is 
likely to be a better model as a parallel (and contrast) to bulk 
materials than would be clusters with partially fi lled outer 
shells and consequent high atomic mobility. 

    2   Phase transitions in metal clusters 

 Let us construct the theory of the phase transition in metal 
clusters by analogy with the phase transition in clusters 
with a pair interaction of atoms as a result of transition 
between two confi guration states (for example, [ 22 ]). The 
latter case is represented in Fig.  1 . The entropy jump at the 
phase transition   �S    in this case is the sum of the confi gura-
tional   �So    and the thermal   �St    parts
      

 The confi gurational part   �So    is independent of the clus-
ter temperature (the temperature of atomic oscillations), 

(1)�S = �So + �St

i.e., this value corresponds to the entropy jump at zero tem-
perature. In particular, in the case of Fig.  1 , the confi gu-
rational part accounting for the number of possibilities for 
this confi gurational transition is the product of the number 
of positions in the occupied atomic shell that can form a 
vacancy (12) and the number of atomic positions on the 
cluster surface, where this atom does not border a vacancy 
(15), i.e.,   �So = ln(12 · 15) = 5.2   . The thermal part   �Sot    
of the entropy jump results from the fact that the excited 
confi gurational state has a looser atomic structure than the 
ground state. (Note that we are using units in which the 
Boltzmann constant   kB    is unity.) 

 In constructing the entropy for metal clusters, along with 
the terms of formula ( 1 ), we add a term accounting for the 
appearance of new confi gurational states with increasing 
cluster energy. Thus, the entropy difference   �S    for the liq-
uid and solid state near the melting point takes the form
     

where   �So    is the entropy jump at zero temperature,   �St    is 
the contribution of thermal motion of atoms in the entropy 
jump, and   �Sc    is the additional entropy due to accessible 
confi gurational states. According to the defi nition, the melt-
ing point   Tm    is given by
     

where   �Sm    is the jump of the total entropy at the melting 
point,   �E(Tm)    is a change of the confi gurational energy at 
the melting point. 

 Note that the energy gap between the solid and liquid 
states of metals is typically small compared with usual 
total cluster energies. In particular, the ratio of the melt-
ing enthalpy of bulk systems per atom,   �Hfus    to the atomic 
binding energy   εo    in this macroscopic system of atoms is 
equal approximately 0.04 for metals  Ni ,  Cu ,  Ag , Au and 0.2 

(2)�S = �So + �St + �Sc,

(3)�Sm =
�E(Tm)

Tm
,

 Fig. 2       Character of confi gurational excitation in a dielectric cluster 
( a ) with one excited confi gurational state of a certain symmetry and 
for a metal cluster ( b ) with a large number of isomers, i.e., with a 
large number of excited confi gurational states of similar excitation 

energies. The coordinate   x    in the multidimensional space of nuclear 
coordinates joins the global cluster  PES  (potential surface energy) 
minimum with an indicated local minimum of the  PES   
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for argon. A similar difference holds for clusters as well. 
This low energy gap for metal clusters does not separate the 
solid and liquid aggregate states of clusters on the scale of 
fl uctuations in computer simulations [ 6 ,  15  –  17 ] of 13-atom 
metal clusters, in contrast to  Lennard  – Jones clusters [ 4 ,  5 ]. 
Correspondingly, computer simulations of metal clusters 
provide less information than the counterpart simulations 
of dielectric clusters with interatomic pair interactions. 

 Considering clusters as atomic systems with many inter-
nal degrees of freedom, we can introduce some thermody-
namic parameters. In the case of the cluster phase transition 
between two aggregate states, it is convenient to use the 
ratio   p    of probabilities based on partition functions   Zsol    and 
  Zliq    for these aggregate states, that is, the ratio of probabili-
ties of cluster location in these aggregate states
     

where   �S    is the entropy jump as a result of the phase tran-
sition,   �E    is the energy difference for aggregate states, and 
the cluster temperature   T     is that associated with atomic 
vibrations. In the case of metal clusters, the entropy and 
energy jumps are distributed over several confi gurational 
states in the liquid aggregate state, and the ratio is given by
     

where   �E(n)    is the excitation energy for a given confi gu-
rational state,   k(E)    is the number of confi gurational states 
with excitation energy below   E, �Sk = ln gk    accounts for 
the statistical weight   gk    of a given confi gurational state due 
to its symmetry, and the factor   ln g(T) = �St    characterizes 
the ratio of statistical weights of the liquid and solid states 
due to thermal motion of atoms, where   g(0) = 1.    

 Let us represent the dependence of the energy of con-
fi gurational excitation   �E(k)    on an isomer number   k   , the 
number of confi gurational excitations with excitation 
energy below   �E(k)   , as
     

and for defi niteness, we arbitrarily take   ko = 100   . This 
dependence uses three parameters and is represented in 
Fig.  3  for clusters  Ni   13   ,  Ag   13   , Au  13   . In addition, Table  1  con-
tains  parameters of this formula for the indicated clusters, 
where   Eb    is the total binding energy of atoms in these clus-
ters at zero temperature. The melting points   Tm    of clusters 
in Table  1  follow from the temperature dependence of the 
correlation function [ 4 ,  8 ,  9 ,  25 ] for the fractional fl uctua-
tion of the mean square distance between cluster atoms; 
this has a sharp jump at the melting point, typically from 
0.1 or below to about 0.2. In addition, according to the tra-
ditional melting point defi nition   p(Tm) = 1.            

(4)p =
Zliq

Zsol
= exp

(
�S −

�E

T

)
,

(5)p(T) =

∫
exp

(
�Sk −

�E

T

)
g(T)dk,

(6)�E(k) = �o + �1

(
k

ko

)α

,

 Evaluating the integral ( 5 ) with the dependence ( 6 ) for 
the energy of cluster excitation, we obtain
     

(7)
p(T) =

kog(T)

αΓ

(
1
α

) exp

(
−

�o

T

)(
T

�1

)1/α

 Fig. 3       The number of isomers with the excitation energy below an 
indicated value for metal clusters according to numerical evalua-
tions [ 6 ] and approximation ( 6 ).  a   Ni   13   ,  b   Ag   13   ,  c  Au  13    ( squares  cor-
respond to explicit evaluations,  solid curves  to the approximations of 
the evaluations). The total energy of cluster atoms for the solid aggre-
gate state is   Eo    =  − 44.1 eV for  Ni   13   ,   Eo    =  − 27.9 eV for  Ag   13   , and 
  Eo    =  − 42.0 eV for Au  13     

 Table 1       Parameters of melting of 13-atom metal clusters for 
  ko = 100     

  Cluster     Ni   13        Ag   13       Au  13     

    Eb    (eV)    44.11    27.87    41.96  

    �o    (eV)    0.73    0.66    0.13  

    �o/Eb    (%)    1.6    2.4    0.31  

    �1    (eV)    0.50    0.42    0.28  

    α       0.68    0.55    0.58  

    Γ (1/α)       0.89    0.94    0.91  

    Tm    (K)    860    820    250  

    �E(Tm)    (eV)    0.84    0.79    0.16  

    g(Tm)         2.4 × 103         1.7 × 103       430  

    δTm    (K)    200    200    70  

    k       13    16    4  

    �St       7.8    7.4    6.1  

    �Sm       11.2    11.3    9.3  

    �St/�Sm    (%)    70    66    65  
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The relation   p(Tm) = 1    gives
     

and from this, we fi nd a contribution to the entropy jump 
  �St(Tm) = ln g(Tm)    which comes from the thermal motion 
of atoms. Table  1  shows the values   �St(Tm)    for the clusters 
under consideration here. 

 The average excitation energy   �E    at a given tempera-
ture for transition into the liquid state is a sum of the energy 
gap between the ground and lowest confi gurational excited 
state   �o   , and the energy of confi gurational excitation within 
the liquid state. We consider the vibrational energy contri-
bution separately, below. On the basis of formula ( 6 ), we 
have for the energy change at this transition
     

and at the melting point, this value is
     

Substituting this energy change at the melting point in for-
mula ( 3 ), we determine the entropy jump   �Sm    at the melting 
point   Tm;    its values are given in Table  1 . In addition, the fur-
ther contribution to the entropy jump due to thermal motion 
of atoms   �St(Tm)/�Sm   , given in Table  1 , exhibits the role of 
atomic vibrations in the phase transitions of metal clusters. 

 Let us analyze one more aspect of the cluster behavior 
at melting, which is connected with coexistence of phases. 
For convenience, we assume that coexistence of phases is 
observable in the range [ 26 ]
      

 According to formula ( 10 ), given that the basic tempera-
ture dependence for the ratio of populations of the liquid 
and solid states   p(T)    has the form   p(T) ∼ exp(−�E/T)   , 
we fi nd the width of the observable coexistence range ( 10 ) 
of the solid and liquid phases   δTm    
     

i.e., we assume   δTm � Tm   , and the solid and liquid phases 
coexist in observable quantities within the temperature 
range from   Tm − δTm    up to   Tm + δTm.    Table  1  contains the 
temperature range   δT.    for phase coexistence. We see that 
for 13-atom metal clusters, phase coexistence is observable 
within a relatively wide range of temperatures. 

 In evaluating the integral ( 5 ), we assume that the phase 
transition is determined by many confi gurational states, 
which form the liquid aggregate state, so that we have a 

(8)
g(Tm) =

α

koΓ

(
1
α

)(�1

Tm

)1/α

exp

(
�o

Tm

)
,

�St(Tm) = ln g(Tm)

�E =

∫
exp

(
−

�E(k)

T

)
g(T)E(k)dk = �o +

Tp(T)

α
,

(9)�E(Tm) = �o +
Tm

α

(10)0.1 < p(T) < 10

(11)δTm =
T2

m ln 10

�E

continuous dependence   �E(n)   . An average number of iso-
mers partaking in the phase transition is given by
     

and Table  2  contains values of this parameter which justify 
the method used. In contrast, the liquid state of a dielectric 
cluster of atoms with pairwise interactions at fi rst melting 
involves only one small set of excited confi gurational states, 
which is separated from other, higher excited confi gura-
tional states by a signifi cant energy gap. Hence, the phase 
transition in such clusters may be described by the model 
of two confi gurational states [ 14 ,  27 ,  28 ]. On the contrary, 
the liquid aggregate state of metal clusters includes many 
confi gurational states whose number increases even with 
relatively small increases in the cluster ’ s excitation.  

 It is also possible to take a different course, and distin-
guish the lowest state characterized by a single particle ’ s 
promotion to mobility from a fully liquid state, in which 
all or most of the particles are simultaneously mobile. 
This distinction is especially useful for clusters of 50 or 
more atoms, which display a clear  “ surface-melted ”  phase 
between the solid and true liquid [ 29 ]. Here, because the 
single promoted atom can exchange readily with a surface 
atom, so all the particles, with the possible exception of the 
central atom, can participate in the liquid-like motion, we 
consider the single-particle excitation as the onset of melt-
ing for the 13-atom cluster. 

 Let us analyze the reliability of the data of Table  2 , 
which is based on the  Sutton  –  Chen  potential [ 30 ] as a 
model for atomic interactions in a metal cluster. Compari-
son for 13-atom metal clusters with the results of other 
models shows that the cluster structure coincides in the 
nickel and silver case, whereas calculations [ 31  –  37 ] for 
gold clusters with various models do not give the same 
sequences of cluster structures. This sequence of con-
fi gurational states of the 13-atom gold cluster according 
to calculations [ 6 ], which we use above, differs from that 
of measurements of the cluster mobility [ 38 ] for charged 
gold clusters. Moreover, using the melting point of the 

k = ko

(
Tm

�1

)1/α
Γ (2/α)

Γ (1/α)
,

 Table 2       Parameters of the  jellium  model for 13-atom metal clusters  

  Cluster     Ni   13        Ag   13       Au  13     

    rW (Å)    [ 55 ]    1.44    1.66    1.65  

    ΘD    (K) [ 53 ]    450    225    165  

    Ssol       81    103    67  

    �Vsol/Vo       0.03    0.05    0.008  

    �V/Vsol       0.1    0.07    0.09  

    �ωbr    (K)    490    270    380  

   v     1.5    1.4    3.2  
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13-atom gold cluster and the density of the energy of con-
fi gurationally excited states according to calculations [ 6 ] 
leads to contradictions. However, the neutral and charged 
clusters may not have the same sequence of structures, so 
some caution is required here. Note that the determination 
of the melting point may be based on the dependence of 
the root-mean-square bond length fl uctuation   δ    that has a 
jump from 0.05 to 0.26 at the temperature   T = 400    K [ 16 ]. 
Evaluation of the melting point in paper [ 15 ] on the basis of 
the Gupta potential gives   Tm = 417    K, whereas the value 
  Tm = 247    K is obtained on the basis of the embedded atom 
model. Previous calculations [ 39 ] using the Gupta poten-
tial led to   T = 680    K. This dispersion of the melting point 
values testifi es to the low accuracy of energy parameters 
for the Au  13    cluster. In order to bring the estimated melt-
ing point into accord with other energy parameters used in 
computer simulations [ 6 ], we take the melting point of the 
cluster Au  13    to be   Tm = 250    K. Note that this corresponds 
to the isothermal regime of cluster melting. In the adiabatic 
regime of cluster melting, its temperature at cluster melt-
ing varies from 250 to 450 K. Under these conditions, the 
contribution of thermal atomic motion to the entropy jump 
is 65 %, as in the other cases. But the accuracy in the gold 
case is low. 

    3   Interactions in metal clusters 

 Let us consider metal clusters from another standpoint. Our 
task is now to adjust the data from the phase transition in 
metal clusters to the character of interactions in this cluster. 
Because of the large number of stable excited confi gura-
tions of metal clusters, which correspond to local minima 
of the  PES , the atomic shell model does not describe metal 
clusters well. The density of levels related to locally sta-
ble cluster states is relatively large for metal clusters, and 
the number of confi gurational states available to the liquid 
increases with increasing excitation energy (or the cluster 
temperature). 

 The interaction within the cluster includes both exchange 
interaction between electrons and electrostatic interactions 
of the electrons and ions; the sum of these interactions 
gives a self-consistent fi eld that acts on ions. Averaging 
over stable confi gurations with similar excitation energies 
in the liquid aggregate state, we fi nd that ions can occupy 
a limited volume inside the cluster, i.e., can move over a 
certain region in a self-consistent cluster fi eld. This liquid 
state includes many confi gurations. A simple model for 
describing the metal clusters is the  jellium  model [ 40  –  49 ] 
in which electrons are distributed over a certain region, and 
ions move in a self-consistent fi eld inside this region due to 
their thermal energy. The  jellium  model is analogous to the 
Thomson atomic model [ 50 ], in which the positive charge 

is distributed over the atom volume, and electrons fl oat in 
this volume. Within the framework of the  jellium  model, 
one can represent a metal cluster as a metallic plasma 
located inside a ball of a radius   R    that is given by
     

where   rW    is the  Wigner  –  Seitz  radius, and   n    is the number of 
cluster atoms. We assume in this formula according to the 
 Wigner  –  Seitz  concept [ 51 ,  52 ] that competition between 
exchange and electrostatic interactions in metal clusters is 
the same as in the bulk metal and that leads to a specifi c 
volume for each electron – ion pair. Note that usually the  jel-
lium  model is applied to the solid aggregate state of metal 
clusters and allows one to determine magic numbers of 
metal clusters. These depend on the character of exchange 
and electrostatic interactions inside the cluster. But it seems 
even more appropriate to apply the  jellium  model to the liq-
uid state of metal clusters because ions, due to their thermal 
motion, occupy a certain volume inside the cluster. 

 Since oscillatory motion of ions inside the metal cluster 
gives a contribution to the entropy jump at the phase transi-
tion, data for the phase transition allow us to analyze the 
character of thermal motion of ions in metal clusters. For 
this analysis, we consider fi rst a simple model in which the 
cluster ions may move freely in the effective volume   V     of 
the cluster. One can use the general expression for the par-
tition function   Zn    of ions and their entropy   Sn    for the system 
of   n    ions (for example, [ 53 ,  54 ])
     

where   m    is the atomic mass. In the limit of large number   n    
of cluster ions, we use the Stirling formula
     

that gives for the partition function   Zn    of the system of   n    
cluster ions
     

and the cluster entropy is
     

where   V     is the total volume accessible to the ions. 
 The above model with a region of free ionic motion 

inside the cluster is enough rough, and we use it only for 
a qualitative description of the ion behavior inside metal 
clusters. This model shows that because cluster oscillations 
are essential and give a contribution to the entropy jump 

(12)R = rWn1/3,

(13)Sn = T
∂ ln Zn

∂T
+ ln Zn, Zn =

Vn

n!

(
mT

2π�2

)3n/2

,

(14)n! =
√

2πnn+1/2 exp(−n),

(15)Zn =
(V/n)n exp(n)

√
2πn

(
mT

2π�2

)3n/2

,

(16)Sn =
5n

2
+ n ln

[
V

n

(
mT

2π�2

)3/2
]

−
1

2
ln(2πn),
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at the phase transition, parameters of the phase transition 
depend on the atomic mass. This model also explains why 
electrons do not infl uence on the phase transition param-
eters. One can use a more realistic model, considering ions 
to be oscillating in the region of their equilibrium locations. 
Then, the entropy part due to ion oscillations is expressed 
through the vibrational spectrum parameters, which, by 
analogy with the crystal entropy, is given by (for example, 
[ 56 ])
     

where   ΘD    is the Debye temperature. (By analogy with 
the traditional defi nition for bulk matter, the term is used 
here for the energy of excitation of the highest-frequency 
vibrational mode.) Though this formula is not suitable for 
13-atom clusters near the melting point, it gives a correct 
order of magnitude. The values of the entropy according to 
formula ( 17 ) and the Debye temperatures for bulk metals 
are given in Table  2 . We see that the cluster entropy accord-
ing to formula ( 17 ) exceeds the entropy jump at melting of 
metal clusters (Table  1 ) by one order of magnitude. 

 One can compare this with the cluster volume 
  Vo = 4πrn

W/3   , and the ratio of these volumes in Table  2  
testifi es to the small volume inside the cluster where ions 
may be found. We note that the volume   V     within the frame-
work of this model is the difference of volumes occupied 
by ions in the liquid and solid states, rather than the ion 
volume for the liquid aggregate state. 

 Assuming the variation in the volume of free ion motion 
  �V     as a result of cluster melting is small, we obtain from 
formula ( 16 )
      

 Estimations for the change of the volume   �V     of free ion 
motion in liquid metal clusters from the corresponding vol-
ume in the solid cluster are given in Table  2 . These were 
obtained on the basis of the above data. We see that this 
change is relatively small. 

 Along with the Debye temperature of the bulk metal   ΘD   , 
we take as a characteristic of cluster oscillations the energy 
of breathing vibrations of the 13-atom cluster   �ωbr    which 
is expressed here in temperature units. Breathing vibra-
tions are atomic motions in which the distances between all 
the 12 surface atoms in the 13-atom cluster remain identi-
cal in the course of those vibrations. Assuming interaction 
between nearest neighbors to be dominated in this 13-atom 
cluster, one can connect the frequency of breathing vibra-
tions   ωbr    with the vibration frequency   ωo    in the diatomic 

(17)

Ssol =
12π4

5
n

(
T

ΘD

)3

, T � ΘD;

Ssol = 3n ln

(
T

ΘD

)
+ 4n, T � ΘD, n � 1,

(18)
�V

V
=

�St

Sn

molecule consisting of the same atoms. This connection 
under the above condition has the form [ 57 ]   ωbr = 1.37ωo

   ; the values of   �ωbr    are given in Table  2 . Note that both val-
ues,   ΘD    and   �ωbr   , are characteristics of cluster oscillations, 
and the degree of coincidence of their values testifi es to the 
degree of their utility. Again, we obtain a low accuracy in 
the gold case. In addition, the energy of cluster vibrational 
excitation is compared with the melting point expressed in 
energy units. This means that a restricted number of oscil-
lations of a given mode give a contribution to the entropy 
jump. 

 Thus, because a typical energy of cluster vibrations can 
be related to the melting point expressed in energetic units, 
we can estimate the extent of new vibrational excitation 
that is added as a result of the phase transition. Let us intro-
duce a typical number of those additional cluster vibrations 
  v    on the basis of the (assumed) formula
      

 Table  2  contains the values of   v    according to formula ( 18 ), 
which confi rm the above conclusion about the restricted 
additional number of vibration excitations for each mode. 

 One can add to this one more fact regarding small exci-
tations of cluster oscillations in the liquid aggregate state 
at temperatures near the melting point. A 13-atom cluster 
is characterized by 33 (  3n − 6   ) vibration degrees of free-
dom. Note that the value   v    in Table  2  is the additional num-
ber of vibrational states per confi gurational state. Thus, 
the reduced number of additional vibrations with respect 
to zero oscillations is   v/33   . One can see that this value is 
small, which testifi es to the relatively small extent of exci-
tation of oscillations for the liquid aggregate states. We 
thus conclude that although atomic oscillations in metal 
clusters are important for the solid – liquid phase transition, 
the actual excess excitation of atomic oscillations associ-
ated with melting is relatively small. 

 Let us apply this conclusion for the  jellium  model to the 
liquid state of metal clusters. This model supposes that a 
self-consistent cluster fi eld is created, which contains the 
electrons and ions. The size of the spatial distribution of an 
electron is of the order of the  Wigner  –  Seitz  radius, whereas 
ions occupy small regions near their equilibrium posi-
tions. As for ion oscillations in a metal cluster, there are 
two extreme possibilities: independent vibrations or com-
pletely correlated, collective vibrations. Because the vibra-
tional modes are not classifi ed in detail, the latter case is 
the better fi rst approximation. Moreover, by analogy with 
the phase coexistence in  Lennard  – Jones clusters [ 4 ,  5 ,  7  –
  10 ], one can assume the dynamical coexistence of confi gu-
rationally excited states in the liquid aggregate state. This 
means that at every time, a metal cluster is located in some 
local basin associated with a confi guration, and transitions 

(19)g(Tm) = k · vk
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between various excited confi gurational states proceed with 
time. 

    4   Phase transitions in dielectric and metal clusters 

 Our task here is to infer the implications of the results 
of computer simulations of metal clusters. Because the 
numerical analyses of the melting phase transition in metal 
clusters have not separated the solid and liquid aggre-
gate states in the range of their coexistence, in contrast to 
13-atom  Lennard  – Jones clusters, they provide us only with 
information about ionic oscillations at the melting point. As 
a conclusion, we infer that the entropy jump in the melt-
ing of 13-atom metal clusters is less than the entropy of 
each aggregate state, and vibrational states in the liquid are 
excited only weakly at the phase transition. 

 In the case of 13-atom  Lennard  – Jones clusters, the solid 
and liquid states may be separated in the computer simu-
lations [ 4 ,  5 ]. This allows one to determine the entropy 
jump not only at the melting point, but over a wider range 
of phase coexistence [ 58 ]. At the melting point, we have 
in accordance with formula ( 1 ) for the entropy jump at the 
phase transition in the 13-atom  Lennard  – Jones clusters, 
  �So = 5.2   ,   �St = 3.8   . This shows that the contribution to 
the entropy jump from atomic vibrations in this  Lennard -
Jones cluster is approximately 40 % and that is compara-
ble to the vibrational contribution to the entropy for metal 
clusters of about 70 %. The total entropy jump at the melt-
ing point is similar for metal and  Lennard  – Jones clusters. 
Therefore, the melting point expressed in energetic units 
is close to the energy gap   �o    between the ground and fi rst 
excited confi guration states for  Lennard  – Jones clusters, as 
well as for metal clusters. On the contrary, the ratio of the 
energy gap   �o    between the lowest confi gurational states to 
the total binding energy   Eb    of cluster atoms is about 0.2 for 
the Ar  13    cluster and approximately 0.04 for the metal clus-
ters under consideration [ 59 ]. One more difference in the 
phase transitions between 13-atom clusters with pairwise 
atomic interactions and metal clusters is this; while the 
lowest states of metal clusters exhibit shell structure, this 
behavior is not realized for excited confi gurational states 
of 13-atom metal clusters. Rather, metal clusters exhibit a 
large number of excited confi gurational states with similar 
energies in their liquid state. 

 One can expect that a certain contribution to the entropy 
jump at the solid – liquid phase transition in  Lennard  – Jones 
follows from vibrations involving a transferred atom pro-
moted to the cluster surface. The entropy jump for these 
clusters due to thermal motion of atoms is relatively small, 
because only a few vibration levels are able to contribute. 
This allows one to represent precisely the character of 
motion of a promoted atom in the lowest liquid aggregate 

state of this cluster. Then, a transferred atom oscillates in 
one of 15 potential wells on the cluster surface, which is 
formed by interaction of a transferred atom and surface 
atoms of this cluster. Atomic transitions into neighboring 
wells proceed after many atomic oscillations in a given 
well. 

 Thus, one can see some specifi cs and analogies in ther-
mal motion of nuclei in metal clusters and clusters with 
interatomic pair interactions. In considering oscillations 
of atoms in  Lennard  – Jones clusters or other clusters with 
interatomic pair interactions for which interactions between 
nearest neighbors dominate, one can state that these oscil-
lations has a character different from those in metal clus-
ters, but in both cases, these oscillations include only sev-
eral vibrational levels for each mode. We note also that the 
entropy of a bulk atomic system has a power dependence 
on the temperature (~ T  3 ) at low temperatures compared 
with the vibration energy, whereas for clusters, this depend-
ence is exponential. 

 As for 13-atom metal clusters, confi gurational states 
can be considered states of atomic oscillation around local 
equilibrium positions. According to this analysis, interac-
tion between ions is important for these oscillations. It is 
important that confi gurational excitations in metal clusters 
correspond to local minima of the  PES  for these clusters 
with relatively small excitation energies, while in the case 
of the  Lennard  – Jones cluster, the lowest confi gurational 
excitation corresponds to transition of one atom into an 
excited atomic shell. 

    5   Conclusion 

 In considering the phase transitions in metal clusters, we 
use 13-atom clusters as guides. These clusters are conveni-
ent for modeling because of their small size and because 
the liquid state is separated from the solid one by a size-
able energy gap since the outer shell of the solid is com-
pleted, with icosahedral structure. Clusters consisting of 13 
atoms are convenient for simulation because these clusters 
have two clearly distinct aggregate states and, because of 
particle exchanges, all the atoms of the surface shell par-
take in the phase transition. Combining the results of com-
puter simulation of clusters with an appropriate theory of 
the phase transition in clusters, one can fi nd the part of the 
entropy jump, which arises from the change of thermal 
ionic motion in a cluster due to its restructuring. This gives 
a useful insight toward understanding the behavior of the 
ions in metal clusters. 

 Since the liquid aggregate state of metal clusters includes 
a variety of many ion confi gurations, the liquid aggregate 
state involves the dynamic coexistence of these confi gura-
tions. This means that at each time, one confi guration state 
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is realized, and then, transitions into other confi gurational 
states take place. Simultaneous with transition into a cer-
tain confi guration state, a specifi c vibrational cluster state 
is established, with nuclei oscillating around equilibrium 
nuclear positions. Transitions between such vibrational 
state are possible so long as the cluster resides in a given 
confi gurational state. Since the vibrational energy is lim-
ited at the phase transition, only a relatively few vibrational 
states are realized for cluster oscillations in a given confi g-
urational state. 

 Using the cluster  jellium  model, one can construct con-
fi gurational cluster states by introducing a self-consistent 
fi eld between cluster electrons and ions. This self-consist-
ent fi eld establishes the confi gurational states as minima of 
the  PES . Thermal motion of ions in these confi gurational 
states as ion oscillations in the cluster fi eld corresponds to 
ion oscillations around equilibrium positions; they make a 
signifi cant contribution to the entropy of the phase transi-
tion in metal clusters, and in this way is established a con-
nection between the behavior of cluster ions and the clus-
ter ’ s melting phase transition. 
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