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Preface

Alternative Perspectives on Macroeconomics and Capital
Market Liberalization for Developing Countries

By mid-2000, the debate on globalization had already begun. Protests in
Seattle had brought the most recent round of World Trade Organization
(WTO) trade negotiations to a temporary halt. The negotiators wouldn’t
resume their work until November 2001, until after the advanced indus-
trial countries had made a commitment that the next round, called the
‘Development Round’, would rectify some of the inequities of the past.

Just a few months earlier, protestors had also demonstrated against the
spring meetings of the International Monetary Fund (IMF) and World Bank
to call attention to what they viewed as serious problems at both institu-
tions, including the limited participation in economic decision-making
for developing countries and the narrow range of perspectives and policies
that were often recommended. For over two decades, these Washington-
based institutions had imposed a set of policies that had come to be
called ‘the Washington consensus’. Although many of the policies had
more subtlety and texture than are sometimes acknowledged, the
Washington consensus reflected conventional wisdom that emphasized
low inflation, fiscal stringency, privatization, and liberalization. This so-called
consensus, however, mainly included policy-makers located between
15th Street and 19th Street in Washington, site of the US Treasury and IMF
headquarters, respectively. The consensus did not include many other
people in Washington, academia, or the developing world.

In response to the debate, a group of economists and other social scien-
tists met in Washington, DC in mid-2000 to launch a new initiative.
Participants at the meeting agreed there was a pressing need to broaden the
policy dialogue in developing countries, and the Initiative for Policy Dialogue
(IPD) was born. Initially headquartered at the Carnegie Endowment for
International Peace and at Stanford University, after one year IPD moved to
Columbia University where it is now housed. The Initiative receives core



financial support from the Ford and MacArthur Foundations, and also
receives funding from the Mott Foundation, the Open Society Institute, the
Swedish and Canadian Development Agencies, and the United Nations
Development Program. Since its inception, IPD has grown into a network
of nearly 250 top economists, political scientists, policy-makers, and civil
society representatives who voice a wide range of views. The Initiative has
committed itself to giving all perspectives due attention. 

As its first order of business, IPD organized a group of task forces to look
at specific policy debates. The goal of these task forces is not to arrive at a
consensus about the best set of policies, but rather to make sure that major
alternative perspectives are given full voice. Each task force has at least two
co-chairs—one from a developed and one from a developing country.
While most task force members come from academia, practitioners and
representatives from international economic institutions, think-tanks, non-
governmental organizations (NGOs), and governments also participate.

At that first meeting many participants from developing countries
argued that excessive fiscal restraint had stifled growth; others worried that
capital market liberalization had contributed to economic instability.
Macroeconomic policy and capital market liberalization (CML) became
the focus of two of the first task forces. Several participants pointed out
that capital market liberalization had made macroeconomic management
all the more difficult. It soon became clear that the two issues were intri-
cately interconnected in some regions of the world, and that the two task
forces should work in conjunction with each other. The capital markets
liberalization task force began work with an online dialogue, and the two
task forces met in New York in 2002, and then in Barcelona in 2003.1 The
meetings established that the task forces would consider macroeconomics
and capital market liberalization in the context of the significant differ-
ences between developed and less developed countries, and the diversity
among developing countries. These included differences in economic
structures, institutions, and goals, all of which had important implications
for policy.

Since the task forces first met, much has changed in the world of policy.
Only a few years before our first meeting, the IMF tried to change its char-
ter to include a mandate to promote capital market liberalization. Now,
even the IMF is far more circumspect about the virtues of this policy and
far more aware of its costs. Similarly, the discussion of inflation has shifted.
In the 1970s, the world faced a threat of inflation; in the 1980s, the threat
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1 The Barcelona meeting was hosted by the Centro de relaciones internacionales y cooperacion
internacional.



abated; by the 1990s, huge devaluations, which in earlier decades might
have set off another bout of inflation, had no such effect; and early in the
new millennium, the world worried about deflation.

Over the past several years, many developing countries, especially those
in Latin America, have noted that the two decades during which the
Washington consensus held sway were among their worst performing
decades of the twentieth century in terms of economic growth. Not only
has disillusionment with globalization increased; disillusionment with
the Washington consensus has grown as well. Yet no alternative theory or
single alternative policy with widespread support has emerged. The need
for a pragmatic and broad-ranging overview has never been greater.

This book is co-authored by the chairs of the CML task force (José
Antonio Ocampo and Joseph Stiglitz), the chairs of the Macroeconomic
task force (Ricardo Ffrench Davis, Deepak Nayyar, and Joseph Stiglitz), and
the Managing Director of IPD (Shari Spiegel). It presents an overview of
the task forces’ findings in what we hope is an accessible style. The discus-
sions in this book have also benefited enormously from a series of policy
meetings organized by IPD in Vietnam, the Philippines, Nigeria, Serbia,
Colombia, Brazil, Ethiopia, Moldova, and Argentina. These IPD ‘country
dialogues’ bring together legislators, government officials, academics,
business people, international economic institutions, and NGOs in open,
sometimes heated, debate. We believe that such conversations are essential
for deliberative democracy, and we hope that they will help incorporate
a fuller range of views into the standard debate, ultimately resulting in
better decision-making. Although we haven’t been able to dispense com-
pletely with economic jargon, we’ve tried to make this volume comprehen-
sible for policy-makers and citizens who wish to become more informed
and to participate more actively in policy debates.

This book attempts to develop a new framework within which one
can assess alternative policies. The task force reached a broad consensus
that the Washington consensus has too narrow goals (focused on price 
stability), too few instruments (emphasizing monetary and fiscal policy),
and an excessive focus on markets. The new framework focuses on real
stability and long-term sustainable, equitable growth, and stresses the
importance of separating intermediate goals (such as inflation) and final
objectives (long-term, equitable growth). It emphasizes a balance between
markets and government: market imperfections necessitate government
interventions.

Economists have traditionally divided their field into macroeconom-
ics and microeconomics, with macroeconomics further divided into 
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stabilization policy and growth. Most policy discussions and much of the
assignment of institutional responsibilities have followed these divisions.
This has meant that policy-makers have pursued stabilization goals with
little concern for growth consequences, while also trying to increase
growth through structural reforms focused on improving economic effi-
ciency. This book challenges these divisions. We argue that stabilization
policy has important consequences for long-term growth and has often
been implemented with adverse consequences. Moreover, structural poli-
cies, such as capital market liberalization, have had major consequences for
economic stability. This connection explains why we have brought macro-
economic stabilization and capital market liberalization together in one
book. Ideally, we would have included other macroeconomic and struc-
tural policies aimed at growth and examined how they affect stability. But
that is too daunting a task for now. We hope this book as it is will demon-
strate the risks of excessive compartmentalization.

This book has three parts. The first part introduces the key questions and
looks at the objectives of economic policy from different perspectives. In
the second part, ‘Macroeconomics’, we examine the central issues of
macroeconomics, presenting an analysis of economic models and policy
perspectives on stabilization from conservative, Keynesian, and heterodox
perspectives. In Part III, we present a similar analysis for capital market
liberalization.

Some readers might complain that, while we present a wide variety
of views, we are not balanced. We must plead guilty, but we offer two
exculpating factors. First, substantial evidence already exists on one side of
the debate about capital market liberalization. Second, the Washington
consensus (also known as ‘conventional wisdom’) has received so much
attention elsewhere that most readers will be familiar with the arguments.
Instead, we would like to bring more balance to the overall debate, of
which this book is just one part.
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1

Introducing the Key Questions

Few things matter more to society than economic growth and stability;
yet few issues are more controversial. More than a decade after economic
integration, Europeans are still debating the European Union’s (EU’s) sta-
bility pact and the European Central Bank’s almost exclusive focus on
avoiding inflation at the expense of employment. Is the EU approach the
cornerstone of a successful stabilization policy, or are its institutional
structures sentencing Europe to ongoing stagnation, if not recession? In
the United States, some Republicans have become Keynesians, arguing
that deficits will provide the stimulation that the economy needs.
Meanwhile, some Democrats argue not only that the Bush administra-
tion’s tax cuts have provided little stimulation in the short run but also
that the resulting deficits will inhibit growth in the long run.

Economic growth and stability are of even greater concern in the
developing world. In general, conservative economists have pursued a
counterintuitive course in many developing countries. They’ve advised
pro-cyclical, contractionary fiscal policy during downturns—just the
opposite of the strategy regularly adopted by governments in the devel-
oped world, and just the opposite of what students of macroeconomics
learn.1 For example, in response to crises in Argentina, Korea, Thailand,
and Indonesia, during which there were clear signs of severe economic
downturns, the International Monetary Fund (IMF) advocated contrac-
tionary fiscal and monetary policies. This is an ironic twist of history, as
the IMF was created under the intellectual aegis of John Maynard Keynes
who ardently advocated the use of counter-cyclical fiscal policies—
increasing expenditures and cutting taxes to stimulate the economy dur-
ing downturns.2

According to its critics, the contractionary policies advocated by the
Fund made the downturns worse. Even the IMF now agrees that it erred in



the case of the East Asian countries.3 A study produced by its Independent
Evaluation Office4 reported that the IMF consistently overestimated
growth and investment prospects, even in countries not in crisis. This
inevitably led it to advocate for excessively austere fiscal and monetary
policies.

More generally, conservative policies pushed in the 1990s emphasized
price stability, liberalization, and privatization. Critics have argued that
these policies were misguided and have pointed out that, in the long run,
these policies have impeded growth. Instead of focusing exclusively on
fighting inflation, they argue that policy-makers should focus on real
economic stability, and long-term sustainable, equitable growth; with a
balanced emphasis on growth, employment, and inflation.

In addition, the critics argue that conservative economists have largely
ignored the relationship between structural reforms and macro-stability.
Some of the structural reforms pushed during the 1990s, such as reforms
that encouraged countries to live within their means, have had positive
impacts. But other central reforms, such as capital and financial market lib-
eralization,5 have exposed developing countries to external shocks, and
also reduced their capacity to respond to them. In addition, some reforms
like privatization were implemented without the proper institutional
framework in place, resulting in inefficient allocations of resources (due
for example, to unbridled monopoly power) and widespread corruption
(so much so that privatizations in many countries were nicknamed 
‘briberizations’).

Although most economists now agree that institutions matter, interna-
tional advisers have not had much to say on how such institutions
should be created, and economists differ on what is meant by ‘good insti-
tutions’. For example, debates exist on the role of the central bank, the
structure of financial regulations, and bankruptcy laws. All of the debates
have major implications on stability and growth,6 as we’ll discuss in this
book. In addition, the link between policies and institutions is still not
adequately recognized. Not only are good institutions necessary for sta-
bility, but instability can affect the development of good institutions. For
instance, high interest rate policies in Russia (and the failure to create
viable financial institutions to supply credit to new and expanding
enterprises) made asset stripping more attractive than wealth creation,
and weakened support for the creation of the kind of rule of law that
would have supported capital accumulation.

Overview
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As evidenced above, economists differ greatly in their views and policy
prescriptions. All economic policies, though, have trade-offs. Policy choices
come with risks, and the risks involve different beneficiaries and victims.
Who makes the decisions also matters. Political processes play a key role
in macroeconomic policy just as they do in most arenas of economic
decision-making. If there were no alternative policies, or if one approach
were best for everyone, then we could leave the design of economic policy
to domestic and international technocrats and bureaucrats. But there are
always alternatives and trade-offs. Choices are political in nature and can-
not be left to technocrats.

The role of the economic adviser (in foreign or domestic policy) should
be to identify the trade-offs and explain and (where possible) quantify the
risks. The international financial institutions have sometimes failed to do
this in their role as adviser to developing countries. Even if their policies
achieved what they promised, they could still be criticized for putting
certain concerns above others. In addition, the process by which these
institutions have pushed their policies has sometimes undermined demo-
cracy by not allowing the political process to determine what weight to
attach to the different objectives and risks.

In situations of uncertainty, good decisions ex ante (based on the best
information available at the time) often turn out to be wrong ex post.
Sometimes the opposite of what’s expected happens. But policy-makers
should not be blamed for the former or given credit for the latter. What
policy-makers and their advisers should be held responsible for is whether
ex ante they correctly assessed the trade-offs and the impact of the alternat-
ive policies (including the risks to employment and growth). They should
be criticized if they pretended that there was only a single ‘correct policy’,
a policy that Pareto dominated7 all others.

Advisers, in particular, bear a special responsibility not to advocate policies
that reflect their own objectives under the guise that they advocate the single
best policy. Their job is to convey the range of alternatives, their assessment
of the consequences of alternative policies, and a fair and accurate portrayal
of the uncertainties—especially in the areas where there is active debate
among economists (e.g. about how best to stimulate the economy). The
widespread concern is that the advice of conservative economists is too often
based on models that lead to excessively contractionary fiscal and monetary
policies. As noted above, they put too much emphasis on inflation, and too
little on growth, unemployment, and the impact on the poor.

Introducing the Key Questions
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Much of the advice given to developing countries has failed to identify
these alternatives and provide countries with advice about the trade-offs.
Moreover policy designers have failed to consider the marked differences
not only between developing and developed countries, but also among
developing countries and within regions (such as differences between
East Asia and Latin America). The one-size-fits-all advice has been insen-
sitive to these differences.8

For example, constraints are more binding on some countries than on
others. Countries with smaller domestic capital markets and a limited
ability to borrow abroad are less able to use counter-cyclical fiscal
policies. Wage and price volatility might be higher in general in the 
developing world, but some regions have much greater volatility than
others.

Similarly, financial markets, which play an important role in many eco-
nomic crises, are far more developed in some regions than in others.
Securities markets, which are essential for risk sharing, provide only a lim-
ited source of finance for new investment in the most advanced industrial
countries,9 but are particularly weak in most developing countries. In more
developed countries, the role of banks in finance has diminished. This has
increased concern about the efficacy of monetary policy, which focuses on
banks as a source of credit.10 In most developing countries, however, banks
remain the most important source of finance, but in some of the poorest
countries, money and credit play a far less significant role; in these coun-
tries (as in the most advanced countries), monetary policy often has lim-
ited scope.

Open capital markets often impose further constraints on monetary and
fiscal policies. The conduct of monetary policy is largely dependent on the
extent to which capital markets are liberalized. With open capital markets,
attempts to stimulate the economy by lowering interest rates or increasing
government deficits provoke capital outflows, weakening rather than
strengthening the economy.

As a result of these differences, developing countries experience more
economic volatility than developed countries (in part, because develop-
ing countries often have less diversified economies), so attention to sta-
bilization is particularly relevant. In this book, we take a broad
perspective on stabilization policy. We include day-to-day management
of the economy, responses to crises, and policies (including structural
reforms) that affect economic stability.

Overview
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Day-to-day economic management includes how much emphasis to put
on using monetary policy to control inflation, how aggressively monetary
authorities should respond to the first signs of inflation, what kinds of tax
cuts or expenditure increases best stimulate an economy when it’s in 
a recession, and whether policy-makers should use a wide range of
microeconomic instruments to manage the macro-economy. Responses to
crises include whether or not to focus on reducing the deficits that typ-
ically arise when an economy goes into crisis, whether raising interest rates
significantly is an appropriate response, and whether governments should
use alternative instruments, such as capital controls or other capital
account regulations.

The objective of this book is to show that there are alternatives, both for
day-to-day macro-management of the economy, and for responding to
crises. For instance, in September 1998, Malaysia reacted to the East Asia
crisis by instituting capital controls while Thailand did not. Malaysia’s
downturn was shorter and shallower—and it emerged from the crisis with
less of a legacy of debt. While there are a multitude of differences between
the two countries, we would argue that at least part of Malaysia’s superior
performance is related to the fact that it imposed capital controls and did
not follow orthodox prescriptions.11 During the crisis, China implemented
standard Keynesian policies and not only avoided a downturn, but also
sustained its rapid economic growth. China’s experience demonstrates
the possibility of complementarities. When exports and growth were
threatened, investments were increased. China’s policy not only promoted
higher incomes in the present, but also promoted higher income for
the future. Similarly, India’s prudence with capital market liberalization
not only sheltered it from contagion in the financial crisis but also enabled
it to follow macroeconomic policies that sustained rapid economic
growth.12

The above discussion highlights the importance of integrating macro-
economic management and capital market liberalization. We have there-
fore divided this book into three parts. The first part is a general overview,
the second part focuses on issues in macroeconomics, and the third part
lays out the debates on capital market liberalization.

In the next chapter we’ll discuss one of the most fundamental (but often
poorly articulated) questions: what are the objectives of macroeconomic
policy? Many of the differences in policy stances arise because analysts have
differing views about objectives. For example, for most people, controlling

Introducing the Key Questions
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inflation is a means to achieve faster, more stable, and more equitable
growth. But sometimes economists and policy-makers turn price stability
into an end in itself, and this jeopardizes more fundamental objectives,
such as increasing growth and reducing poverty.

In addition to having different objectives, economists often disagree
about how an economy functions and often operate using different
assumptions. One of the great advances of modern economics is that ana-
lysts strive to develop formal and quantitative models that can be used to
forecast the evolution of an economy. The precision that models give does
help economists identify the critical differences in their assumptions and
why they differ in their assessment of the consequences of a policy. Once
this is accomplished, it becomes possible to consider which of the assump-
tions are reasonable and which are not. If the assumptions of the models
don’t make sense, then the conclusions derived from the models won’t
make sense either. In the second part of Chapter 2, we take a look at the
assumptions that have given rise to some of the most important policy 
differences.

In Part II, we look at the current debates in macroeconomics in more
detail. In Chapter 3, we take a closer look at alternative policy positions, to
understand why economists have such different prescriptions for the same
events. We approach this complex subject using three prototypical policy
perspectives: the conventional Keynesian perspective, the conservative
perspective, and a third perspective that attempts to integrate several
alternative approaches. We call this third approach ‘the heterodox per-
spective’, although we use this with caution since economists use this
term in a variety of ways.

Chapter 4 examines the differences in macroeconomic policy between
developing and developed countries. The basic macroeconomic identities
and aggregates, such as growth, inflation, and unemployment, of course,
remain the same. But the institutional setting, including the level of
development, gives rise to large variation in economic outcomes and
policy choices.

In the following chapters we use the framework set up in Chapters 3
and 4 to examine the main policy instruments from the three alternative
perspectives. Chapter 5 looks at monetary and fiscal policy in a closed
economy. Chapter 6 extends the analysis to an open economy. In this
chapter, we introduce exchange rate policy and analyze the complex rela-
tionships between exchange rate, fiscal, and monetary policies as well as
the ways in which capital flows complicate traditional analyses. Chapter 7
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then looks at exchange rate management and other policy options for an
open economy.

Chapter 8 deals with three key issues that affect all policy perspectives.
The first is the accounting framework of economic policy; this is the
lens used to ascertain whether an economy is likely to overheat or to
slip into recession. We find that widely used accounting frameworks
often provide misleading information and bear some responsibility for
poor economic advice and performance. Chapter 8 next considers
the issue of risk, and how understanding and managing risk is crucial for
policy-making. Reforms can modify both the vulnerability of an econ-
omy to shocks and its ability to respond to these shocks. Ideally, stabiliza-
tion policy should do more than steady an economy sinking into
recession or facing a crisis; it should create an economy less prone to
these problems to begin with. Economists have paid remarkably little
attention to this basic issue. The final section of this chapter looks at an
aspect of policy to which economists have increasingly become sensitive:
the institutional frameworks within which policy decisions are made.
Chapter 9 then revisits some of the key issues of economic stabilization.
In this chapter, we examine how different positions among economists
arise from the different assumptions they make and the different models
they use.

We then move onto the issue of capital market liberalization in
Part III. Capital market liberalization (CML) has been one of the most
important sources of macroeconomic instability facing countries in the
developing world. The IMF and other international institutions pushed
for capital market liberalization throughout most of the 1990s, based on
the expectation that it would reduce volatility. Although there is now
general agreement that capital market liberalization has not led to
growth and stability (but has led to instability), several important
debates still remain. In Chapter 10, we look at the basic arguments for
and against CML, and examine why capital market liberalization failed
to live up to the expectations of its supporters. We continue this discus-
sion in Chapter 11, with a more in-depth examination of the capital
market failures that lead to greater risk. Capital market regulations are
an important tool for policy-makers in developing countries, but econo-
mists don’t agree on the most appropriate ways to regulate flows. We
devote Chapter 12 to an analysis of the alternative modes of interven-
tion. In Chapter 13, we examine some of the other outstanding debates
on CML.

Introducing the Key Questions
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One of the major differences between stabilization policy for developing
and developed countries is that developing countries are more concerned
with growth. Some economists worry that badly managed stabilization
and liberalization policies will impede economic growth. In Chapter 14,
we conclude by reviewing some of the key links between stabilization,
liberalization, and growth.

Overview
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2

Objectives

We begin our discussion by focusing on the objectives of economic 
policy-making. At the most general level, the goal of economic policy is to
maximize long-run societal well-being in an equitable and sustainable manner.

To focus on well-being, we need to take into account how today’s eco-
nomic policies affect long-term growth and development.1 But we also
need to go further. Individuals are concerned about their health, the envi-
ronment, the quality of civic life, and their leisure. Growth, as measured
by gross domestic product (GDP), could be increasing, and yet individuals
could be worse off because the measurement of GDP doesn’t take these fac-
tors into account, as we’ll discuss in Chapter 8.

To focus on equity we need to assess the impact of policies on income
distribution, employment creation, and poverty. To focus on sustainable
development we need to ensure that today’s growth is not based on, say, the
deterioration of the environment or the depletion of natural resources.2 We
can also view sustainable development more broadly as an aspect of equity,
since it encompasses fairness between current and future generations. 

Another objective of economic policy should be to promote democratic
development. We believe that politics and economics are inextricably
linked. Economic institutions, and the manner in which economic policy-
making is conducted, can contribute towards (or undermine) democratic
development.3

Within this broad perspective, the debates on economic policies concen-
trate on questions such as: What is the best way to increase incomes? Is
there a relationship between that choice and equity, future growth, and
stability? Are there changes in the structure of the economy that can
enhance equity, growth, and stability?4

Much of the recent discussion of economic policy has focused on interme-
diate variables. But intermediate variables are not important in their own
right. Their importance derives largely from their role as possible indicators

11



of economic performance in terms of the truly significant variables, such
as growth, development, and equity. As a result, the debate has often con-
fused ends with means and ignored or given short shrift to the important
long-run goals. For example, economists and policy-makers often focus on
price stability as an objective in its own right. But it’s more accurate to see
this as a tool for achieving other objectives, such as greater efficiency and
long-term growth.

We believe that the center of attention should be on ‘real macroeconom-
ics’. We place the use of productive capacity—the employment of capital
and labor at their highest potential level—and the growth of that produc-
tive capacity at the center of the debate. Significant underutilization of a
country’s capacity obviously represents a great waste of resources, but
there are additional consequences. Unemployment contributes to poverty,
insecurity, and inequity. Lower incomes are typically associated with lower
levels of investment and higher government deficits, and these impair
future growth and potential incomes.

Economists who advocate policies that result in the economy possibly
falling short of its potential bear a heavy burden of proof. For example, if
they oppose steps that might lead to higher output today because they
believe the policies could have adverse effects on future growth, they must
show that the likely long-run negative effects on the real economy are so
great that they more than offset the short-run benefit, so that the overall
impact is negative.

In this chapter, we discuss in greater detail the meaning and relevance of
the goals of economic policy that are often put forward—from enhancing
economic security and reducing unemployment, to reducing inflation,
enhancing growth, maintaining external balance, reducing poverty, and
increasing equality.

Economic Security and Unemployment

The standard analysis of economic security focuses on the individual and his
or her family:5 individuals are risk averse and value security. Moreover, they
like to have a smooth income stream over time. Losing a job has the obvious
direct consequence of a loss in income, but there is an additional conse-
quence of uncertainty—how long will the individual remain unemployed?
What will his or her wage be when and if he or she gets re-employed? In
the United States, he or she faces an additional anxiety: how will he or she
pay for his family’s health insurance? There is a great deal of uncertainty in
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answering these questions. If the economy is in a recession, the worker
knows that, on average, his or her next job will pay substantially less than
his or her last, and he or she faces the risk of an extended period of
unemployment.

Unemployment is the most significant risk that individuals face. Most
people don’t have enough savings to sustain their ordinary levels of
consumption through a period of unemployment, especially when it’s
prolonged, and even fewer can borrow against the prospect of future
income. Most respond by cutting back on consumption, slowing the econ-
omy further. That is why economists place a high value on policies, such as
unemployment insurance, that mitigate these risks.

In developed countries, however the period of unemployment for most
individuals is relatively short compared to total lifetime employment.6 In
addition, there are reasonably good social insurance benefits (unemploy-
ment benefits and welfare systems).7 Better-off individuals have savings to
turn to, and some individuals can borrow money to tide themselves over.8

All of these factors reduce the social costs of economic fluctuations.9

For most developing countries, the consequences of unemployment are
often far more severe. Individuals have less wealth to serve as a buffer,
financial markets are less developed so fewer individuals can borrow,10 and
government-provided safety nets, if they exist, are even more inadequate
than in developed countries. Because many developing countries have
also implemented ‘partial cost recovery’ (people have to pay for at least
part of the costs of health services and their children’s education) even for
those who are quite poor, there can be serious long-term consequences
associated with periods of unemployment. When, for instance, a child’s
education is interrupted, there is a high probability that the child will not
return to school; an episode of malnutrition or an untreated illness can
have lifelong effects.

When a less developed economy goes into a downturn, many families
make ends meet by taking jobs in the informal sector where they have no
health or safety protections, let alone the fringe benefits that exist in the
formal sector.11 Intense competition for jobs drives down real wages so
that even those who do not lose their jobs suffer. The prevalence of low-
paid jobs in the informal sector in most developing countries implies that
underemployment, or when people engage in part time work because full
time work is not available, is usually more important than unemployment.
In such situations, having a job is necessary but clearly not sufficient. What
matters most is the income it yields. The most important consequence of
widespread unemployment or underemployment in developing countries
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is persistent poverty and absolute deprivation. The reason is simple. For the
poor, without assets and with only limited capabilities, work is the only
source of income.12 In the analysis below, even if we do not say it explicitly,
we consider under- and unemployment in developing countries as dual
manifestations of the underutilization of the available labor force.

There is one factor, however, that favors developing countries. The ‘social
insurance’ available outside of government is higher because of closer
kinship relationships and mores that require those who are better off to
help their less fortunate relatives. The family, as a social institution, pro-
vides a safety net. Moreover, agricultural labor markets tend to be more
flexible, so that the unemployed who migrate back to rural areas can often
obtain agricultural jobs. In this way, there is more effective ‘work-sharing’
in developing countries; that is, work is more evenly distributed among
workers when demand for their labor decreases. Of course, the consequences
for societal welfare can still be great. Backward migration often leads to
large wage reductions and increased underemployment.13 This is what
seems to have happened during the 1997 crisis in Thailand: rural wages fell
dramatically as urban employment decreased.

However, as countries develop, kinship relationships weaken, re-migration
becomes more difficult, and there is less of this form of socialization of
risk. An additional problem is that changes typically occur before govern-
ments can provide adequate safety nets and before individuals have accu-
mulated sufficient capital to create a buffer against unemployment.

There are other long-run economic costs of un- and underemployment.
The most important is the deterioration of job-market skills that comes
from spending long periods out of the labor force or in sub par jobs.
Unemployed individuals lose skills—including the ordinary ‘social’ skills
associated with the workplace—and they become less productive. Workers
who are pessimistic about job prospects will not invest in the acquisition
of skills. This is one reason why it often seems difficult to bring the unem-
ployment rate down after an extended period of high unemployment.
Europe saw the consequences of this in the 1980s (the so-called hysteresis
effect that led to higher long-term unemployment);14 the United States
saw the converse benefits of low unemployment in the 1990s, when mar-
ginalized individuals returned to the labor market.15

In addition to these economic costs of unemployment, there are huge
social costs. Extended bouts of unemployment are associated with a
myriad of problems, from increased rates of family dissolution to higher
suicide rates, increased crime, and violence. Extended periods of unem-
ployment often lead to a variety of forms of social exclusion.
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Most countries monitor their unemployment rate carefully. However,
even in developed countries, the unemployment rate may underestimate
the true weaknesses in the labor market, especially when there has been
an extended downturn in the economy. Workers who search and fail to
find a job often become discouraged, and stop actively looking. These
workers are not treated as unemployed—though they really are. In many
developed countries, disability pays more than unemployment insur-
ance, so that those who cannot get a job and can qualify for disability
often do so. Again, they are not really disabled; if an appropriate job came
along, they would gladly take it. In the United States between 2001 and
2004 almost a million people were added to the disability roles. These are
not included in the unemployed pool. (In 1989 in the Netherlands, the
disability roles soared to 139 per 1,000 working population.16) At the
other extreme, many young people, seeing that jobs are not available, stay
in school, though again, if jobs were available, they would gladly take
them. Older individuals, those say over 55, who have been laid off, may
know that the prospects of a job are so bleak that they simply take early
retirement.

A vast number of individuals may have jobs, but only part-time ones,
when they would gladly work full time. In the United States, the numbers
of such individuals increased around 25 percent between 2001 and 2004,17

another indicator that all was not well with the labor market. In develop-
ing countries, these numbers can be much larger. An overall summary stat-
istic that provides a good indicator for the short run is the fraction of
those of working age that are working. While this number is subject to
long-run changes (as women decide, for instance, to work outside the
home), in the short run, decreases reflect a shortage of jobs.

Monitoring underemployment is even more difficult than monitoring
unemployment, as it tends to have more varied forms and can only be
indirectly inferred from the information provided in household surveys
about self-employment or dissatisfaction with the number of hours
worked or wage earned. In more elaborate household surveys (which may
not exist in some countries and are less frequent in others), better measure-
ments of informality can be done. But in all cases, it’s difficult to gauge the
magnitude of the underutilization of the labor force in a precise manner.

One of the problems policy-makers face is at what level they should start
to be concerned with unemployment. Any unemployment is a waste of
resources, but some unemployment is considered necessary since it takes
time for workers to move from one job to another. As we discuss later, there
is generally a trade-off between unemployment and inflation. How low can
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the unemployment rate be pushed without setting off inflationary pressures?
(A similar question could probably be asked in relation to underemploy-
ment in developing countries, but this has not been subject to systematic
research.) Many economists define full employment as the level of unem-
ployment below which inflation would increase. The problem is that this
number (sometimes referred to as the NAIRU, the non-accelerating infla-
tion rate of unemployment) is elusive and variable. In 1993, the conven-
tional wisdom in the United States was that the NAIRU was around 6.0 to
6.2 percent. When unemployment fell well below that and inflation did
not rise, it became clear that the economy was capable of operating at a much
lower level of unemployment than the ‘inflation hawks’ had said. But those
who worry about inflation still raised the concern that inflation would
eventually kick in. The debate continued, even as unemployment fell from
6 to 5 to 4 percent. Had the economy shown that it could function without
inflation at a much lower rate? Or was the inflation just about to hit?

Clearly, one central policy objective should be to maintain the economy
as close to full employment18 or full utilization of the labor force as possible,
and to ensure that there are as few bouts of unemployment or increased
underemployment as possible. But there will be downturns even with the
best economic management, and when the economy slips into a down-
turn, policy should be designed to ensure that the recession is as short and
shallow as possible and that individuals are protected as best they can be.19

Unemployment, Inequality, and Poverty

Most societies are concerned not only with income levels and growth rates,
but also with inequality and poverty. In some cases, the various objectives
come into conflict; in other cases, they are complementary. As we argued
earlier, un- or underemployment are two of the most important sources of
poverty and inequality; without a job, individuals in most developing
countries are condemned to a life of poverty and exclusion. But there are
further reasons why unemployment may have a particularly strong impact
on poverty and inequality.

First, high unemployment typically hurts the least skilled people the
most. There is a ‘job ladder’, with the most skilled taking jobs from the less
skilled in times of a job shortage. That is why the unskilled are most likely
to experience bouts of unemployment.20 Second, high unemployment
pushes down wages, and this increases inequality even more.

Third, inmanycountries,especiallydevelopingcountries,unemployment
insurance is non-existent or woefully inadequate, and most workers
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have only a small buffer of savings. Hence, after an extended period of
unemployment, savings are consumed, and individuals generally lose any
assets that have been collateralized. The poor can sustain minimum levels
of consumption for a time by selling their scarce assets at bargain prices or
by borrowing from money lenders, driving them into a debt trap. A down-
ward spiral has begun. Expenditures on items like medicine and health are
postponed,healthdeteriorates,andthe individual ismarginalizedfurther.

It’s clear that two key objectives—maintaining low un- and underemploy-
ment and reducing poverty—typically complement one another. By the
same token, some policies that promote growth also help to reduce
poverty. Still, there can be important trade-offs, especially when policy-
makers focus on an intermediate variable like inflation. Fighting inflation
can lead to higher unemployment and greater poverty, as we’ll discuss in
the next section. While we noted that some policies promote both growth
and equality, there are other policies that purportedly help growth but
increase inequality. In Chapter 10, we’ll examine one such policy that
we’ve already referred to: capital market liberalization (CML). Even if CML
has a positive effect on growth (the evidence shows otherwise), it still
might increase poverty and inequality.

Inflation

Although mainstream economics has focused on price stability as one of
its primary policy objectives, there is considerable confusion as to its role.
High inflation has come to signal that the government (fiscal and mone-
tary authorities) isn’t doing its job well. Inflation is thus a variable that is of
concern not in its own right, but as an easy-to-see indicator of economic
malperformance. There are, however, two problems with this analysis.
First, many people have started to view the indicator as the policy objec-
tive itself. Second, the links between inflation and real variables may be
weaker than usually assumed. Because these links may not be clear, it’s
often better to focus on the variables that are of direct concern, when they
are observable.

Much of the importance placed on fighting inflation in developing coun-
tries today stems from the history of hyperinflation in Latin America in the
1980s. (There were also episodes of very high inflation in some transition
economies of Central and Eastern Europe in the early 1990s. But, as we’ll
discuss below, countries in Asia have rarely experienced hyperinflation, and
the African experience has been quite different from the Latin American
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experience.) There is general agreement that hyperinflation has large eco-
nomiccosts,andthatdefeatingitshouldbeatoppriority.Hyperinflation,and
even high and uncertain inflation, creates huge uncertainty about changes in
relative prices, which can be devastating for the information quality of prices
andfor theefficiency with which resources (including individuals’ energies)
are used. Behavior gets distorted as firms and individuals work to spend
money quickly, before it diminishes in value. In some countries, huge
amountshave beenspentoninstitutionalarrangementstoprotectindividu-
als from theeffectsof inflation.21

Under more moderate inflation levels (let’s say 15 to 30 percent), these
costs will be much lower, as economic agents learn to protect themselves
against inflation through indexation of nominal contracts (i.e. cost of living
clauses in wage and independent labor service contracts, and indexation of
financial contracts). Indexation reducesthecostsof inflationbutat thesame
time creates more ‘inertia’. Inflation inertia makes it more difficult- more
costly- to disinflate. Moreover, while indexation reduces the short-run
costs of inflation, it has proven difficult to develop fully indexed long-term
contracts, perhaps because of concerns about agents’ abilities to fulfill such
contracts.22

All economic policies involve trade-offs; the question here is whether the
benefits of further reducing inflation outweigh its costs. Since 1991, most
developed and developing countries have experienced low or moderate
inflation, with many countries experiencing relatively low inflation in the
late 1990s and early 2000s. When inflation is low or moderate, efforts to
reduce it further may have smaller benefits and increasing costs, especially
when traditional contractionary monetary policy is the only instrument
used to fight it. As we’ll discuss below, this may dampen employment in the
short term and growth in the longer term.

The Impact of Inflation on Growth

There is little evidence that moderate inflation has a significantly adverse
impact on growth. Some inflation ‘hawks’, while admitting this, argue that
once inflation starts, it takes off on its own, is hard to control, and is very
expensive to dis-inflate. Therefore, prudence requires paying attention even
to moderate levels of inflation. As we note below, there is very little evidence
or theorybehindthesecontentions.23

In fact, contrary to the folklore, real growth rates in periods of fairly high
inflation have sometimes been impressive—and far better than growth
rates in seemingly similar countries that have brought inflation down.
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Table 2.1 examines growth in several countries that have experienced
episodes of both high inflation or hyperinflation, and of low and moderate
inflation. Very high inflation and hyperinflation have been generally asso-
ciated with low growth or open economic recession, although there are
exceptions to the rule, as in Israel in 1979–85. On the contrary, moderate
rates of inflation (of the order of 20 or 30 percent per year) have been
accompanied by rapid economic growth quite often, as in Argentina in
1965–74, Brazil in 1965–80, Chile in 1986–96, Poland in 1992–8, and
Turkey in several periods during the last three decades of the twentieth
century. The view that low inflation facilitates economic growth is not
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Table 2.1. Countries where inflation has not impeded growth

Country Years Low inflation Moderate inflation High/hyperinflation

Inflation Growth Inflation Growth Inflation Growth

Argentina 1965–74 30.5 5.1
1975–87 259.4 0.9
1988–90 1912.2 �4.2
1991–3 69.1 10.1
1994–2001 0.7 1.4
2002–4 12.2 1.6

Brazil 1965–80 36.2 7.9
1981–6 150.4 2.2
1987–95 1187.8 2.0
1996–2003 8.5 1.7

Chile 1965–71 25.7 4.6
1972–7 269.9 �0.6
1978–85 26.9 3.5
1986–94 18.9 7.4
1995–2003 4.8 4.5

Israel 1965–70 4.7 8.0
1971–8 30.3 5.5
1979–85 181.5 4.0
1986–96 17.9 5.4
1997–2003 3.8 2.2

Poland 1981–7 31.2 1.0
1988–91 233.8 �3.7
1992–8 27.2 5.4
1999–2003 5.1 3.5

Turkey 1968–70 5.4 4.7
1971–7 17.5 6.1
1978–80 71.4 �0.5
1981–7 37.9 5.8
1988–2001 72.8 2.8
2002–3 35.1 6.9

Sources: World Bank WDI/EBRD. Data set from Bruno and Easterly (1998).
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valid as a general proposition. For several of these countries, the periods of
low inflation have been among those with slowest rates of economic
growth, such as Argentina in 1994–2001, Brazil in 1996–2003, and Israel in
recent years.24

The hard question, of course, is why the experiences of these countries
differ so markedly. Standard statistical techniques are, in theory, able to
show whether inflation across countries has been associated with lower
growth or more inequality, while controlling for all other variables. These
cross-country regressions,25 although imperfect,26 suggest that inflation is
not closely related to growth, so long as inflation is not too high—below a
threshold of some 20 to 30 percent.27

The problem is that the simple regression models seldom account fully
for some of the most important differences in economic structures across
countries.

For example, the history of inflation in a country matters: it affects
both the institutional arrangements and the behavior of households,
governments, and the business sector. As pointed out, Table 2.1 shows
that some countries have managed to adapt even to high levels of infla-
tion, although in most cases, the inflation rate has been relatively pre-
dictable. Turkey’s economy managed to grow despite high inflation
because it seems to have ‘adjusted’ well to inflation. One reason might be
that firms in Turkey typically did not borrow heavily from banks; invest-
ment was self-financed so that high inflation imposed only limited costs
on firms.28

Unexpected or volatile inflation has been more problematic. For example,
the high variability in interest rates associated with volatile inflation
can pose a serious problem in economies where firms have borrowed
extensively, say to finance their plant and equipment.29 This was apparent
during the Asian crisis. The rise in interest rates to usurious levels led to
widespread bankruptcies because firms were carrying high levels of short-
term debt that had to be refinanced at extremely high rates. Of course, had
there been a history of high volatility of interest rates prior to the crisis,
firms probably wouldn’t have held so much short-term leverage in the first
place, and the volatility in inflation would have had far less impact.
However, if firms come to believe that there will be periodic episodes of high
interest rates, they will limit their borrowing, and as we explain below, this
can have a significant adverse effect on growth.

The implication is that the inflation threshold differs from country to
country. However, in general, we can say that the thershold is significantly



higher than the extremely low levels advocated in most of the inflation-
targeting regimes of the early late 1990s and early 2000s. A second
problem in interpreting the data is that shocks to the economic system
often lead to inflation, but inflation isn’t necessarily the cause of the prob-
lem—it’s merely a symptom of the external shock. Inflation itself is
an endogenous variable that should be explained within the model. For
example, the oil price rise in the 1970s led to inflation in much of the
world; growth slowed and poverty increased. The underlying cause of the
problem, however, was not the inflation rate but the higher price of oil.
Because greater resources were being spent on oil, fewer resources were
available for growth. Countries became poorer and had to adjust to new
circumstances.

Policy-makers should, of course, undertake policies that mitigate the
effects and facilitate a broad adjustment to the “shock”; but when govern-
ments respond to inflation by tightening macroeconomic policy, while
doing little to facilitate the broader adjustment, the country is likely to be
worse off,30 especially when the shock has already led to an economic
slowdown.

The effect that the oil price shock had on countries in Latin America is
particularly telling. Latin American countries had borrowed heavily to
maintain growth during the 1970s,31 but the long-run costs of this strategy
turned out to be enormous. When the United States raised interest rates to
extreme levels after the oil crisis, most Latin American countries were
forced into bankruptcy, ushering in the lost decade of the 1980s.32

The Issue of Deflation

Some economists now worry that too low a rate of inflation can be
problematic. Greenwald and Stiglitz33 (following on Fisher34) have argued
that deflation35 can be as problematic for an economy as inflation. The real
value of what debtors have to repay increases with deflation, so that many
debtors may be forced into bankruptcy and default, resulting in enormous
human costs and loss of organization and informational capital. Periods of
extended deflation—such as the late nineteenth century United States
and more recently in Japan—have also been associated with low growth
and, in some cases, high levels of social strife.36

Japan’s experience has made economists pay more attention to deflation,
as well as rethink the desirable rate of inflation. It’s now widely recognized
that even if central banks target inflation, they cannot completely control
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it: there are a number of random disturbances that cannot be anticipated.
For example, the rise in oil prices in the fall of 2004 was far larger than
most forecasters had thought, so that the inflation rate turned out higher
than ‘planned’. Random disturbances, such as a more bountiful harvest
than anticipated, can also lead to lower levels of inflation. If policy-makers
try to target zero inflation, there is a significant chance that the economy
will experience deflation if random disturbances occur. So if, as we have
suggested, there is a large cost associated with deflation (and it cannot
easily be reversed), the central bank should target an inflation rate
above zero.

There is another argument for targeting an inflation rate somewhat
higher than zero.37 There is considerable evidence of downward rigidity in
prices and wages—deflation is possible, but there is resistance to falling
prices, especially from workers who don’t want to see their wages cut. But a
dynamic economy requires large changes in relative prices. When it’s diffi-
cult for prices to drop, some level of inflation can facilitate the necessary
change in relative prices. Large adjustments in relative prices are import-
ant for economies going through massive transformation (as was the case
in the former Eastern European economies after the end of communism).
From this perspective, Poland did a better job of managing its transition
with a 15 to 20 percent inflation rate than did the Czech Republic, which
pushed inflation down to 9.9 percent in 1994.

There is one further argument against targeting inflation at too low a
number and risking the economy moving into deflation. When the eco-
nomy is in deflation, monetary policy may be less effective. When prices
fall, real interest rates may rise. Even if banks charge a zero interest rate, the
real interest rate is positive because prices are falling. For example, during
the Great Depression, real interest rates rose as high as 10 percent depress-
ing the economy further.38,39 Central bankers once assumed the goal was
to get inflation down to zero (price stability), and many still do. The above
analysis suggests, however, that the optimal inflation rate (if such a thing
can be defined) is greater than zero.

For countries facing deflation, a moderate amount of money-financed
deficit spending can yield double benefits. It can reverse the deflation
(avoiding deflation’s adverse redistributive consequences) and stimulate the
economy at the same time. Critics of such a policy worry that governments
won’t be able to use it with restraint: if a government prints any money at
all, it will print an excess. Some governments have done this in the past, but
that doesn’t make it inevitable that others won’t act with moderation.
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Indeed, a democratic government that hopes for re-election has a strong
incentive to act with moderation since popular aversion to high inflation
can be strong. Lags between policy implementation and consequences,
however, mean that sometimes the costs of immoderation will emerge only
after the election.

The Impact of Inflation on Inequality

The litany against inflation begins with how inflation is bad for growth,
and goes on to assert that ‘inflation is the cruelest tax of all’—that it espe-
cially hurts the poor. The previous paragraphs have questioned the con-
ventional wisdom: moderate inflation does not seem particularly bad for
growth, and too low inflation (aiming at price stability) may actually be
bad for growth.

Here, we examine the second allegation that inflation contributes to
poverty and inequality. There are some cases where the distributive effects
of inflation are clearly adverse. For example, hyperinflation in Argentina
in the late 1980s severely hurt the poor, and price stabilization had a pos-
itive effect. However, in broader terms, the evidence is actually ambiguous
as to whom—poor or rich—inflation hurts more. The impact of inflation
on inequality depends on social and market institutions, as well as on the
level of indexation in the economy.

Creditors and holders of nominal financial instruments such as bonds
and loans are clearly hurt by unexpected increases in the rate of inflation.
The wealthy tend to hold financial assets (these assets are less equally dis-
tributed than income) so inflation has a negative impact on the rich.
Middle-income individuals are likely to hold most of their assets in housing
(financed in many countries by non-indexed mortgages), and thus benefit
from unexpected inflation.40 In most advanced industrial countries, social
security is indexed, so that poor retirees, who depend on social security, are
fully protected.41 In contrast to industrial societies, social security is limited
or non-existent in many developing countries. In these countries, inflation
can have a greater effect on the elderly poor; though stronger family ties
and informal networks in developing countries can somewhat mitigate the
impact.

The effect of inflation on workers depends on whether their wages
adjust. In places where inflation has been a problem, longer-term contracts
often have cost of living adjustment clauses. However, in developing
countries, many workers are not in organized labor. For these countries, as
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well as for those without an inflationary history, indexation is not the
norm for a significant proportion of the workforce. Here the extent to
which inflation impacts workers depends on whether firms are forced to
raise wages due to competition in the labor market, or to maintain worker
productivity as ‘efficiency wage’ theory indicates they should.42

How inflation affects different groups of society is also determined by
which sectors of the economy it hits. If inflation is strongest in basic food or
necessities, it may have a larger impact on the urban poor, assuming their
incomes don’t adjust. On the other hand, higher food prices can help agri-
cultural workers and the rural poor. In addition, if inflation mostly affects
imported luxury items, the impact on the poor will be low.

Overall, though, depending on market institutions, it seems that inflation—
so long as it doesn’t have serious adverse effects on the economy—is worse
for bondholders than for most other parts of society. As a result, it reduces
inequality.43 This conclusion conforms to the observed ‘political economy’:
financial markets or Wall Street seem most concerned about fighting infla-
tion, far more concerned than most workers or corporations on Main
Street.

As we discussed earlier, it’s important to differentiate the effects of infla-
tion from its causes in assessing the effects on the poor. Inflation can be the
result of an adjustment to a crisis, and not the cause of the crisis. When
inflation is due to outside shocks, such as the oil price rise in the 1970s or
the currency shocks of the 1990s, typical measures of fighting inflation
(tightening macroeconomic policy) can lead to bankruptcies and higher
unemployment. As we’ll discuss in the next section, the cost of fighting
inflation can outweigh the costs of inflation, especially for the poor, who
suffer the most from unemployment.

The Costs of Fighting Inflation

The benefits of maintaining low inflation have to be offset against the costs.
The costs depend, of course, on how inflation is fought. But whatever the
specific tools employed, one casualty is almost always jobs: the fight against
inflation leads to higher unemployment, at least in the short run,44 and the
risk of lower growth in the medium term. The well-off may be more likely to
bear the costs of inflation, but the less well-off, especially unskilled workers,
bear more of the costs of fighting inflation.

One of the arguments against excessive inflation is that it impairs the
efficiencyof theeconomy,but usingtightmonetarypolicytofight inflation
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can be equally damaging. In Russia, excessively tight money in the years
1993 to 1998—defended on the grounds that it was needed to combat infla-
tion—had extremely adverse effects on efficiency to the point that between
60and 80percentofall transactionswereconducted inbarter.

More generally, the high interest rates used to fight inflation makes
funds more expensive, discourages investment, and limits growth. A
heavy reliance on monetary policy to stabilize the economy may also
lead to interest rates being highly variable. This was especially the case
during the years in which monetarism was in vogue, in the 1980s in the
United States45, and was also evident during the East Asian crisis. Both
high or excessively variable interest rates make debt financing less attrac-
tive. In developing countries, equity markets work poorly, and most out-
side financing is in the form of debt. If firms are reluctant to take on
debt because of high and variable interest rates, they will have to rely on
self-finance. Firms also find it difficult to meet their working capital
needs. Thus, high and variable interest rates impair the efficiency of capi-
tal markets, further lowering growth rates. In addition, as mentioned
above, high interest rates46 used to fight inflation can also cause wide-
spread bankruptcies, with all the associated economic and social losses,
especially when an economy is characterized by a significant amount of
leverage.

To fight inflation, governments sometimes deliberately try to
strengthen the exchange rate. The price of imported goods is a key deter-
minant of the price level, especially in small open economies, and a
strong exchange rate lowers the price of imports, as we’ll discuss in more
detail in Chapter 6. But even when governments do not deliberately focus
on the currency, the exchange rate typically strengthens when the gov-
ernment fights inflation by raising interest rates. So long as interest rates
are raised moderately (so probabilities of default are not increased signifi-
cantly), capital may flow into the country, leading to currency apprecia-
tion. But even this policy, while it may reduce inflation, can have
enormous costs. The strong currency can hurt exports, hurt the sectors
that compete with imports, and hurt employment generation. To make
matters worse, the funds that are attracted to the higher interest rates are
often short term, making the country more vulnerable to shocks. In sev-
eral Latin American countries in the 1990s, strong exchange rate policies
led to long-term vulnerability due to increased indebtedness and dimin-
ished competitiveness. The Argentinian case provides an example of this,
as we’ll see in the next section.
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Combating Inflation as a Policy Goal

It’s important to note the fundamental difference between combating
inflation and combating un- and underemployment as policy goals.
Involuntary unemployment and underemployment are direct evidence of
an important inefficiency in the economy, a waste of a productive
resource.47 Both have social consequences and almost always lead to
inequality in income. Even moderate levels of unemployment can have
large social costs.

By contrast, the costs of moderate levels of inflation, when prices and
wages rise commensurately, may be lower than usually assumed by conser-
vative economists, while excessively low levels of inflation may actually
impair economic efficiency. As we’ve noted, inflation, especially high
inflation, is often a symptom of other economic maladies.

To the extent possible, economic policy should focus on the variables of
ultimate concern, such as efficiency, growth, and equity. This means that
one must assess the benefits and costs of lowering inflation in terms of
these other goals. Tight monetary policies are sometimes associated with
inefficiencies (we’ve mentioned the growth of barter in Russia); growth
can suffer when investment is stifled; and equity can be undermined
when unemployment soars. The one justification for these seeming coun-
terproductive policies is a counterfactual: but for the fight against infla-
tion, growth would have been even lower, markets would have been even
less efficient, and equity would have been even worse. The burden of
establishing this is not easy, and unfortunately, those who advocated
these and similar policies in Russia and elsewhere have seldom succeeded
in doing so.

In countries that have experienced high levels of inflation in the past,
people inevitably still worry about inflation. But even in these countries,
economic advisers need to emphasize the links between fighting infla-
tion and more fundamental goals, and put the benefits and costs into
perspective.

External Balance

The governments of most developing countries worry about trade deficits,
or more broadly, their ‘external balance’. In the world of fixed exchange
rates that prevailed before the early 1970s, the reason for focusing on
external balance was clear. A country that was buying more from abroad
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than it was selling had to pay for the gap either by borrowing abroad or
selling international reserves. But eventually, a country’s reserves would
run out, and creditors would no longer be willing to lend to it.48 Countries
would then suddenly have to cut back imports, leading to a crisis. Often,
countries imposed exchange controls to stop funds from leaving the
country. But controls sometimes turned into a nightmare to enforce and
gave rise to black markets. In some countries, the shortage of foreign
exchange meant that cars couldn’t get spare parts, gasoline was rationed,
and the economy appeared on the threshold of chaos.

With flexible exchange rates, the sequence is slightly different, but the
outcome is not dissimilar. If the country seems to be borrowing excess-
ively, lenders and other investors may suddenly lose confidence in the
country and want their money back. The exchange rate depreciates as
investors take money out of the country, making it even more difficult for
those in the country to repay dollar-denominated short-term debt. As the
stock market also plunges, the country goes into crisis.

Like inflation, external balance is an intermediate variable, less import-
ant in its own right and more important for its impact on variables that
are of greater concern, such as stability and growth. It’s not always easy to
evaluate the links between external balance and the more fundamental
objectives (just as it’s difficult to evaluate the links between inflation and
the fundamental objectives). Unfortunately, external balance constraints
tend to be ‘binding’ for developing countries during crises: when lending
drops or becomes excessively costly, countries may be forced to adjust due
to the inability to finance the deficit. We’ll discuss the issue of external
balance in more detail in Chapter 7.

Sometimes governments have addressed one problem, while exacerbating
another. There have been instances when countries have avoided inflation
by creating an external imbalance. One way to check inflation is to allow
the currency to appreciate, reducing aggregate demand and domestic price
pressures at the same time that imported prices in local currencies fall.
But the resulting trade deficit portends a problem for the future even worse
than the problems that might otherwise have resulted from the inflation.
Turkey provides one example of this and Latin America provides many
more.

As we discussed above, Turkey has a history of high inflation. In
December 1999, with inflation at 65 percent, Turkey entered an agreement
with the IMF that attempted to break the inflation rate through a fixed
exchange rate mechanism. At first, the program appeared to be working,
with inflation falling to 40 percent. But the fixed currency led to massive
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short-term capital inflows. By the fall of 2000, imbalances began to appear,
with the trade deficit widening due to the overvalued exchange rate. In
February 2001, investors pulled their funds out of the country, the lira
devalued approximately 40 percent, and the country went into crisis.
Stabilization with a floating exchange rate after this episode seems to have
been more successful.

Another example is Argentina. Argentina experienced zero inflation and
a strong recovery in 1996–7, with GDP growth averaging over 6.7 percent
per year. But the current account deficit as a percentage of GDP nearly
doubled, and even during the growth period, unemployment remained
high. The recovery was then followed by a four-year recession (1999–2002)
during which GDP fell 18 percent.

Stabilization and Growth

Most recent discussions of stabilization policies have focused on price
stability. Indeed, stabilization has come to mean price stability in some
professional circles. But what people truly care about49 is the stability and
growth of their real incomes. It should be obvious why growth is important:
even small changes in the rate of growth, say, from 2.5 percent to 3 percent,
add up significantly over time because of the effect of compounding. With
a growth rate of 2.5 percent, incomes double every 28 years; with a growth
rate of 3 percent, they double every 23 years.

In this section, we’ll show that the issues of stabilization and growth
cannot be separated. Stabilization policy should focus exclusively on
current output and employment only if current policies have no effect
on future growth. But, in general, the conduct of short-run stabilization
policy does have long-term effects.

The traditional debates about macroeconomic stabilization have not
only given short shrift to the link between current policies and future
growth, but even when the topic has been discussed, there has been little
agreement. For instance, conservative economists often advise countries,
in effect, not to try to maintain the economy at full employment. They
urge them to face the pain of adjustment, implying that future output will
be higher if there is a deeper economic downturn today.

This policy recommendation conforms to the strong spring analogy: the
harder you push the spring down, the more forcefully it bounces back.
Critics respond that a better analogy for the economy is the weak spring:
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push it down too hard and it will remain permanently distorted—its
restorative forces will be destroyed. These are just analogies, but statistical
analysis50 suggests that the critics are closer to the mark. If the economy’s
output is lowered 10 percent today, the best estimate is that the output path
will be 10 percent lower 10 years from now than it otherwise would have
been.51 That means that downturns have long-lasting effects. Even Korea
and Malaysia, countries that economists regard as having recovered well
from the Asian crisis, are moving on a path some 10 points below the trend
they set in the pre-crisis decades.

The implications of thinking about policy in this framework are
profound. If a decline in the economy today leads to lower output far into
the future,52 then even the cost of a 1 percent decline in GDP today is
enormous. For example, if an economy grows at 4 percent annually for the
next 20 years and there is a 6 percent discount rate, the present discounted
value of GDP will be approximately 50 times today’s GDP. The loss is not 1
percent of today’s GDP, but 50 times higher.

There are several links between stabilization (how it’s pursued and to
what extent) and growth. Instability leads to higher risk premiums. Risk-
averse firms require a higher rate of return in order to invest, and this
impedes growth. It’s the overall stability of the real economy, and not just
price stability, that concerns firms when they make investment decisions.

As we’ve seen, an exclusive or even excessive focus on price stability
can have a negative impact on growth. Tight monetary policy used to
stabilize prices can limit growth by making funds for investment less
available and more expensive. High interest rates lead to more firm and
bank failures, and impose higher costs on the government during
restructurings.

We’ve also seen that the issue of stabilization and how it’s pursued can’t
be separated from standard microeconomic issues of efficiency.53 If policy-
makers rely too much on higher interest rates to stabilize prices, firms
become reluctant to use debt financing and will rely more heavily on self-
financing. Capital, which is so scarce in developing countries, will be allo-
cated less efficiently in the short run, and growth will be hampered in the
long run.

Relying on alternative measures to stabilize the economy (such as the
government expenditures used by Korea and Malaysia during the Asian
crisis or the regulations on capital inflows used by Chile and Malaysia in
the 1990s) may have less adverse effects on long-term growth than rely-
ing exclusively on modifying interest rates.
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The links between growth and stability go two ways. Some of the
structural reforms that international financial institutions promoted as
enhancing growth, such as capital market liberalization, led to greater
instability. (In the end, as we show in Chapter 10, capital market liberaliza-
tion did not lead to higher growth or even improved resource allocation.)

A key variable that links the goals of current stability, social equity, and
growth is the use of the potential capacity of the economy. High instability
generates an ‘unfriendly’ domestic macro-environment that appears to be a
crucial factor in explaining low rates of capital formation: firms have less
incentive to invest. As a result, growth will be lower. Because adjustments are
slow, economies with greater instability are likely to have higher average
levels of unemployment and the attendant increases in poverty and
inequality. If this view is correct, then there may be less of a trade-off
between growth and stabilization policy (pursued in the right way) than
conservatives often suggest. Economic policies that lead to fuller utilization
of resources today may also lead to higher incomes in the future.54 This
perspective informs much of the policy analysis in the following chapters.

Short-Term Growth versus Sustainable Growth

Policy-makers should, of course, be concerned not just with income today
and short-run growth, but also with long-run economic performance.
There may be trade-offs between growth in the near term and sustainable
growth in the long run. For example, governments often incur short-term
debt, which boosts GDP today and makes growth appear more robust.
Short-term and private liquid capital inflows (for example, inflows to
domestic stock markets) can contribute to exchange rate appreciation,
reduce inflation, improve consumer confidence, and help finance
imported consumer goods. But such debt makes a country increasingly vul-
nerable to interest rate and exchange rate fluctuations and to abrupt halts
to the inflow of capital. These are often beyond the control of the govern-
ment and put the country’s future growth at risk.

Similarly, a country can exploit its resources today, leaving future gen-
erations poorer. In this case, it might look as if growth is increasing and
the country is better off, but in reality, it’s just an accounting charade.
Because the resources are being depleted without offsetting investments in
human and physical capital, the country is actually poorer. If markets
worked well, they would recognize this and ‘send a signal’ (e.g. by offering
to lend only at increasingly high interest rates). But markets are typically
myopic and often don’t recognize the ‘charade’ until there’s a crisis.
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In order to ascertain whether growth is sustainable, we need an analysis
of balance sheets that show a country’s physical, human, social, and
institutional capital matched with its financial liabilities, as we’ll discuss in
greater detail in Chapter 8.

Beyond Economics

The ‘individualistic’ approach (which forms the basis of most standard
economic analyses) leaves out many issues of vital concern to all coun-
tries, and to developing countries in particular. For example, economic
policy, including the unemployment rate, can have a major effect on
the level of crime.55 Violence and crime can deter potential investors,
but their impact is more profound: violence and crime affect the very
nature of society. Low unemployment in the United States in the 1990s
contributed to a reduction in poverty, violence, and crime: the Clinton
administration’s full-employment policy was perhaps its most important
social policy. By contrast, high unemployment in Latin America during
the 1980s is often cited as one cause of the region’s high levels of crime.

In addition, unemployment probably has important hysteresis effects
beyond those associated with the deterioration of human capital discussed
above: even after the unemployment rate falls, many young people who’ve
taken up a life of crime will not change their ways quickly.

The riots that resulted from the IMF’s shortsighted policy of cutting of
food and fuel subsidies to the very poor in Indonesia in 1998 destroyed an
enormous amount of social capital. Similarly, the bankruptcies caused by
high interest rate policies in East Asia almost surely destroyed capital
(including organization and informational capital) whose value exceeded
thevalueof the loansextended.

Some social capital inevitably erodes in the process of development. For
example, traditional communities become weaker when young people
leave to find work elsewhere. But if development processes are managed
well, they can enable the creation of new social capital. Just as badly man-
aged trade liberalization led to the destruction of old jobs before enough
new ones were created, badly managed structural adjustment policies can
lead to the destruction of old social capital without providing space for the
creation of new capital.

There is still another approach to many of these issues: individuals have
certain economic and social rights, and economic policy should help
ensure that they achieve those rights. From this perspective, employment
is not just another economic benefit to be traded off against others; having
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a job is a right.56 A government that fails to provide employment for
essentially everyone who is willing to work has failed in one of its primary
obligations.

Some economists have concerns about the impact of economic policies
on democracy. They see democracy not only as an instrument but also as a
social good to protect. We can evaluate policies in terms of whether they
strengthen or weaken democracy. Some economists, for example, have
criticized capital market liberalization not just because it leads to greater
economic instability and poverty, but also because it undermines democracy:
it circumscribes the economic choices of countries in an unacceptable way
and gives greater weight to the views of outsiders (such as Wall Street
money managers) than to domestic citizens. We’ll take a closer look at
these issues in Chapter 10.

Integrating Objectives

We began this chapter with a simple assertion: the goal of economic policy
is to maximize the long-term well-being of society in an equitable and sus-
tainable manner. We’ve tried to articulate what this entails, arguing that
economists should focus on real variables (growth, the stability of real out-
put, unemployment, poverty, and inequality) rather than on intermediate
variables (inflation and external balance), which are of concern mainly
because of their impact on the real variables. We’ve also described the links
between these intermediate variables and the ultimate objectives.

Economics is the science of choice. Economic policy would be easy if
there were no trade-offs. Everyone would agree: let’s have low inflation,
high employment, rapid growth, and no instability or poverty. But there
are trade-offs, and much of this chapter—indeed, much of this book—is
about the trade-offs and how we ought to think about them.

Because there are trade-offs, we need a general approach to how to bal-
ance different concerns. Much of the political discourse in society impli-
citly revolves around getting the right balance: one party might stress the
importance of investment and long-term growth; another might stress
unemployment. But this kind of political discourse often misses some key
points.57 There are some policies that promote multiple objectives and
some instances in which key trade-offs can be avoided. Some policies can
promote both growth and equality (so-called pro-poor growth policies,
such as universal education). Other policies might lead to more instability
and increased poverty with little increased growth (an example is capital
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market liberalization). We have shown that some ways of pursuing stabil-
ization policies adversely affect long-term growth, but other ways might
not undermine growth and might even lead to higher incomes in the
future. And, inevitably, redistributive politics lies beneath the different
emphases: different macroeconomic policies, motivated or justified in part
by particular objectives, will have different impacts on the various groups
in society.

One cannot approach the problems of unemployment, inflation, and
growth piecemeal. Doing so risks confronting the essential trade-offs. All
of the problems have to be addressed in a single comprehensive frame-
work. Economists have traditionally approached the problem of balancing
different objectives through a social welfare function. Such a function
attempts to reflect on all the variables that go into determining the well-
being of society. It reflects, for instance, the loss of societal welfare (at a par-
ticular moment and over time) generated by the loss of individual
well-being from insecurity and an unequal distribution of income.58,59

Over the last quarter-century, research in this area has found that, under
plausible assumptions, the loss of welfare either from inequality or from
insecurity can be substantial and that societies and individuals are willing
to give up large fractions of their income in order to reduce insecurity
and risk.60

This chapter—and this book—focuses on economic well-being, but eco-
nomics is set within a social context, and there are broader values to con-
sider. For example, economic policies that are likely to provoke riots are
objectionable, not just because they destroy current income and create
uncertainty about future income. Riots create unemployment, and the
social costs go well beyond loss of income.61 Although we’ll focus on the
economic consequences of alternative policies in this book, the broader
social consequences shouldn’t be ignored.

Summary

We hope this discussion has driven home three major points. First, there is
no Pareto-dominant policy, no one single policy that ensures that all indi-
viduals in society will be better off than they would be under any other
policy. Different policies have different repercussions on different groups
within society (workers versus financial markets, domestic creditors versus
foreign creditors; borrowers versus creditors). Second, different groups are
forced to bear different risks, including risks associated with the success or
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failure of a policy. And third, because of different repercussions on
different groups, democracies cannot leave macroeconomic policy to
technocrats, no matter how well informed or well intentioned they may
be. Of course, the political process can then delegate specific tasks to
technocrats, but macroeconomic policy is intrinsically political; it involves
trade-offs that should be decided only within a political process.
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Three Perspectives on Policy

After all the advances in economic science, the unfortunate truth is that
economists cannot agree on the best set of policies. It’s not just a matter
of fine tuning, with some economists saying that taxes should be lowered
5 percent, and others that they should be lowered 7 percent; or some say-
ing that a tax cut should be across the board, and others saying that it
should be targeted to the poor. Some economists view one set of policies
as a cure, while others believe the same set of policies will aggravate the
disease.

For example, East Asian countries, as recommended by the IMF, raised
interest rates and cut deficits during the Asian financial crisis. The IMF
believed these policies would help the countries recover quickly. Other
economists worried that the same policies would make matters even
worse. The most remarkable aspect of this debate was that the economic
controversies continued to rage long after the crisis ended. To some, it
seemed as if the level of scientific advancement in economic policy was
on the level of medieval medicine, when doctors debated whether blood-
letting made patients better or worse.

Though the IMF prescriptions in East Asia generated strong contrac-
tionary effects, all of the countries eventually recovered, some more
quickly than anticipated, some more slowly. The key question was the
counterfactual: what would have happened had an alternative policy
been followed? Would Thailand have recovered more quickly if it had an
IMF program? Would Malaysia have recovered more quickly if it had an IMF
program and followed the IMF’s advice?

Given that economists continue to debate these issues, we cannot pro-
vide a definitive resolution of these and other policy controversies. What
we can do is better understand why economists differ. Previous chapters
laid the groundwork, describing the different objectives, some of the



different models, and some of the ways developing countries differ from
developed countries and from each other. Here, we identify three broad
policy positions and look at the theory and evidence concerning each, in
the hope that the reader can come to a more informed judgment.

We’ll label the first approach ‘conservative’ (or ‘neoclassical’), the second,
‘standard Keynesian’, and the third, ‘heterodox’. The approaches differ
not only in what they focus on, but also in their assumptions concern-
ing the structure and behavior of the economy and the behavior of the
government. The conservative approach focuses on inflation and deficits,
which it attempts to address through tight monetary and restrictive 
fiscal policy. The standard Keynesian approach is more concerned with
unemployment and stagnation, which it attempts to address through
expansionary monetary and fiscal policy. The heterodox approach looks
for non-standard ways (including the use of microeconomic interven-
tions) to stabilize the economy, stimulate growth and employment, and
contain inflation.

The conservative approach is based largely on the neoclassical model that
assumes competitive markets, rational consumers, and profit-maximizing
firms. As we noted earlier, the economy is seen as normally well functioning
and efficient, and episodes of unemployment are temporary aberrations.
From this perspective, there are strong restorative forces, which means
that most government intervention is unnecessary. Even when markets
behave imperfectly, government actions are likely to be ineffective or
make matters worse. Government interventions, such as job protection for
workers, are the cause of much of the unemployment around the world.
Government is seen as part of the problem more often than it’s seen as part
of the solution. 

The Keynesian and heterodox approaches take the existence of exten-
sive periods of unemployment into account. As Keynes put it, ‘in the long
run, we are all dead’, meaning that we can’t simply wait for the economy
to return to full employment on its own. From this perspective, the
restorative forces in an economy work sufficiently slowly, and govern-
ment has a role to play. The standard Keynesian approach assumes that
households will increase consumption when their disposable income1

rises, and that government interventions, such as lowering taxes, can
be used to raise disposable incomes. Likewise, firms can be induced to
increase investment if the government lowers the interest rate (although
the Keynesian approach does recognize that government is sometimes
unable to lower interest rates, and that firms sometimes fail to respond to
lower rates).
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Neoclassical economists typically attacked the Keynesian model for not
being based on ‘rational’ individuals and profit-maximizing firms, as we’ll
discuss in Chapter 9. The Keynesians responded that the neoclassical
model does not provide a good description of the behavior of firms, house-
holds, or the economy. They argued that even if behavior in the Keynesian
model is not derived through solving the maximization problem of
perfectly informed and rational firms and households operating in per-
fectly competitive markets, it still provides a better description of actual
behavior than the neoclassical model with a single representative firm
and household.

The heterodox approach attempts to bridge the gap by building a coher-
ent model of the economy, based on realistic micro-foundations, which
recognize that information and markets are imperfect.2 In this approach,
expectations, wealth variables, and relative prices (including relative prices
between the present and the future) play a more important role than they
do in standard Keynesian models. In contrast to the conservative model,
the heterodox model gives a much more important role to constraints
(such as credit constraints), market imperfections (in capital markets in
particular, but also imperfections in competition and information, and
incomplete markets), and wage and price rigidities. In the heterodox
model, wages and prices are not fully flexible for reasons that can be
explained in terms of the costs or risks of adjustment.

The best way to see the difference between the alternative approaches is
to examine how each responds to an impending economic slowdown3

when government revenues decline,4 and when a balanced budget turns
into a deficit.5 This chapter presents the three basic alternative policy
frameworks. The next chapter examines how macroeconomic policies dif-
fer for developing, versus developed, countries. Chapter 5 then looks at
monetary and fiscal policy prescriptions for a closed economy facing an
economic downturn, and Chapters 6 and 7 extend the analysis to an open
economy.

Alternative Policy Frameworks

We’ll start by briefly introducing each of the three frameworks. We could,
perhaps, simplify the discussion by dividing the world into two schools 
of thought: those who believe in very limited government interventions
that are focused on price stability and those who believe in more expansive
government interventions focused more on employment and growth. But
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the contrast in arguments and analysis between the traditional Keynesians
and the heterodox school is sufficiently large that it is important to have
an extensive discussion of each.

The Standard Keynesian Approach

For more than half a century, the conventional policy prescription for an
economic downturn was based on the response formulated by Keynes:
increase government spending, cut taxes, and lower interest rates to stimu-
late the economy. The conventional Keynesian approach for developing
countries that wish to increase long-term growth puts priority on invest-
ment. If it’s possible to stimulate private investment, either through lower
interest rates or through investment tax credits, it should be done. The
Keynesians express some preference for monetary over fiscal policy, espe-
cially in developing countries because lower interest rates and greater
credit availability encourage investment, stimulating growth.

However, this approach recognizes that when an economy is in a severe
downturn or when there is large excess capacity (as in the US recession of
2001), lowering interest rates may fail to stimulate investment, perhaps
because firms already face large excess capacity. Or it might be difficult for
the government or central bank to lower real interest rates (taking into
account inflation). In Japan in the 1990s, for example, nominal interest
rates were close to zero, yet falling prices meant that real interest rates were
positive. As Keynes pointed out, in these situations, monetary policy is like
pushing on a string. The government should then place greater emphasis
on fiscal policy.6

The Keynesian approach argues that, even when government invest-
ment is totally unproductive, the expenditure itself will lead to an expan-
sion of output because of a multiplier effect7 throughout the economy
(pump priming). And if the expenditure is on productive investments, the
social benefits of government spending can be enormous. Not only will
output increase today, but it will also increase tomorrow: if today’s income
increases, future growth will rise as well. Estimates put the marginal return
on government investments in certain areas (such as research and develop-
ment) at a far higher rate than investments in the private sector.8

Tax cuts can also play a role in the conventional Keynesian approach,
but considerable attention is paid to who gets the tax reduction. Tax cuts
for the poor and middle class are likely to stimulate the economy far more
than tax cuts for the wealthy, because the poor and middle class spend more
of their tax savings on consumption. Moreover, in developing countries
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where growth is a top priority, Keynesians generally put a greater empha-
sis on stimulating investment than on tax cuts.

If monetry policy and tax cuts fail to stimulate private investment,
reliance needs to be placed on increases in government investment expen-
ditures. But even when it’s possible to stimulate private investment, one
wants a balanced strategy, reflecting the overall marginal social returns to
public and private investments. Public investments, such as on infrastruc-
ture, can yield high returns, and actually increase the returns to private
investment. There are often significant complementarities between public
investment and private investment.

Of course, excessive stimulation to the economy may lead to inflation.
Most Keynesians see a trade-off. For them, the Phillips curve (which shows
the extent to which inflation increases as unemployment is reduced)
slopes downward, meaning that looser monetary or expansionary fiscal
policy will lead to both higher employment and higher inflation. But, as
long as inflation remains moderate, its costs are low or even negative (as
we saw in the last chapter). Moreover, if inflation does increase beyond an
‘acceptable’ level, it’s possible to bring it down again.

Any expansionary macroeconomic policy during a crisis also means that,
at any given exchange rate, external resources will be required to finance
the larger trade deficits that such a policy implies, as we’ll discuss in
Chapter 7. This may prove problematic, particularly in developing coun-
tries, which can run into an external financing ‘gap’. Providing such financ-
ing when it’s not available in the market, so as to guarantee that full
employment policies can be pursued, was precisely one of the roles envis-
aged for the IMF when it was created in 1944. Exchange rate devaluation is
another alternative, but at times “excessive devaluation” may run contrary
to the objective of supporting the recovery of economic activity, as we’ll see
in Chapter 6.

The Conservative Approach

Conservatives base their criticisms of the conventional Keynesian approach
on the belief that Keynesian policy prescriptions are ineffective,9 unfeasible,
or have undesirable side-effects. The conservative approach is pessimistic
about the efficacy of both fiscal and monetary policy. This pessimism about
government goes hand in hand with optimism about markets, and conser-
vatives consider government intervention by and large unnecessary.

Although the conservatives differ in their arguments, they share a com-
mon conclusion that government is more often part of the problem than
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part of the solution. In their view, the best thing the government can do is
figure out how it’s distorting the economy and eliminate the distortions,
for instance by reducing regulations and taxation. When the government
does take action, such as loosening monetary policy, it should rely on
broad-based market mechanisms, like lowering interest rates.

One conservative view that is popular in academic circles (although less
popular outside academics) states that there’s no need for stabilization pol-
icy at all. In this view, the economy is (almost) always at full employment.
Any deviation from full employment will be short-lived because the econ-
omy has strong restorative forces (unless they’re inhibited by government
intervention). Variations in observed levels of employment—even from
1929 to 1933 during the Great Depression—reflect for the most part volun-
tary decisions on the part of workers. Workers choose leisure over work,
sometimes markedly decreasing the labor supply because of the particular
configuration of relative prices (such as wages and interest rates). We can
think of those workers who have decided to take a protracted vacation as
happy to be relieved of the burdens of ordinary toil. For conservatives who
believe that the unemployed have chosen not to work the mystery of the
unemployed’s profound unhappiness is a matter for psychologists more
than economists. Today, however, most governments recognize that there
are cyclical fluctuations in the economy and that restorative forces are suf-
ficiently weak, so that if governments and central banks can help maintain
full employment, they should.10

The conservative ‘mainstream’, always worried about an expansion of
the public sector, begins with the assumption that government expend-
itures (investments and consumption) are not only unproductive, but also
ineffective at stimulating the economy. For example, conservatives believe
that the private sector will generally respond to government actions in
ways that offset any positive effects. For example, when government
expenditures increase, households see the associated increased deficits,
anticipate future increases in taxes, and increase savings and decrease con-
sumption. If savings do not increase, government spending pushes up
interest rates and ‘crowds out’ private investment.

Furthermore, conservatives often see the economy through the eyes of
the financial community. They argue that fiscal deficits (whatever their
source) are counterproductive because they destroy investor confidence.11

In making this argument, conservatives ignore the differences between the
perspectives of the financial community and ‘real’ investors, the firms that
actually build factories. Financial markets tend to be myopic, focusing on
the short run; real investors look at the long run. Financial markets’ anxiety
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is increased by rising deficits; real investors are equally or more worried
about a decaying infrastructure or a weak economy.

There is some disagreement among conservatives about the extent to
which tax cuts stimulate the economy. One strand argues that they do, as
a result of increased household disposable income.12 But this strand also
worries that when the government tries to intervene to strengthen the
economy, it will get the timing wrong; it will fail to recognize the lags, and
the effect of a tax cut will be felt just as the economy is facing inflation.
Another strand is more skeptical. They believe that individuals will see the
increased deficits associated with tax cuts and save more—just as they
would were the deficits the result of increased government expenditure
(and possibly even more so, if the increased government expenditures go to
investment).

Given that conservatives believe the economy operates at close to full
employment, they worry more about inflation than unemployment. They
focus more on how economic policies affect supply—the productive capa-
city of the economy—than on how they affect demand. To many conservat-
ives, tax cuts are desirable because they induce individuals to work more,
by increasing the after-tax return to labor (though the evidence that they
do so is limited at best).13 This is in contrast to Keynesians, who believe
increasing the supply of labor when there already is high unemployment
will simply add to  unemployment; output will not increase.

Conservatives tend to like tax cuts on investment returns because the tax
cuts encourage savings. Here the conservatives are assuming that a savings
increase automatically translates into an increase in investment. Again,
this would be true if the economy were always operating at full employ-
ment (and there was no borrowing from abroad). But if the economy is not
fully using its resources, an increase in savings will lead to a reduction in
national output.

To conservatives, looser monetary policy will typically result in higher
prices, not more output, and accordingly monetary policy is largely
irrelevant in determining output and employment. In what is called ‘the
classical dichotomy’,14 money affects only price levels and has no impact
on output whatsoever. Only the real fundamentals of the economy deter-
mine real variables.15 Most of these theories again assume the economy is
at full employment—in which case it’s obvious that looser monetary pol-
icy cannot lead to more output. They ignore price and wage rigidities and
the distributive effects of price changes. Yet, from other perspectives, it is
precisely because of these rigidities that the economy is often not at full
employment.
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When conservatives are not arguing that monetary policy is ineffective,
they contend that it’s counterproductive because the government always
gets the timing wrong, as discussed above. However, conservatives would
say that the problems of monetary policy are not quite as bad as the prob-
lems of fiscal policy, because monetary authorities can change policies
more quickly than governments can cut taxes or reduce spending.

We noted earlier that Keynesians acknowledge a trade-off between infla-
tion and lower unemployment, but focus on unemployment because the
costs of low to moderate inflation are small. The conservatives believe infla-
tion has high costs (although they haven’t provided any strong evidence of
this).16 In any case, the Phillips curve is vertical, at least in the long run.17

Attempts to change the unemployment rate are futile. Today, while the con-
cept, relevance, and nature of the long-run, vertical Phillips curve remains
debated,18 it seems clear that the government can affect the level of output
and unemployment in the short run.

To most conservatives, markets typically work well—so long as
government doesn’t mess things up. There’s little reason for the govern-
ment to intervene to increase growth or to stabilize the economy both
in the long run as well as in the short run. If the economy is growing
slowly, it’s simply a reflection of preferences—individuals choose to
enjoy consumption today rather than in the future. To those conserva-
tives who recognize that there is some role of government in stabilizing
the economy (especially in ensuring price stability), price stabilization is
seen as a necessary condition for growth, and (provided that the govern-
ment doesn’t create other regulatory or tax barriers) a virtually sufficient
condition.

In this sense, both traditionalKeynesiansandconservativesshareaview:
long-term growth is enhanced by getting things right today. However,
the major policy objective is different for these schools. In the case of
Keynesians, thismeansensuringthat theeconomyisasclose tofullemploy-
mentaspossible. It alsomeans shifting the composition of output towards
investment and away from consumption, if possible. In the case of con-
servatives, it means ensuring that the economy is as close to price stability
as possible.19

Because conservatives see the market as fully efficient on its own, they
tend to be especially opposed to most microeconomic interventions. In
their view, these interventions interfere with market efficiency. The labor
market provides an example. For many conservatives, unemployment
arises from structural problems in the economy caused, for the most part, by
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government. Governments would do better to correct these structural fail-
ings than try to intervene directly in the economy to correct some alleged
market failure.

The structural problem they cite most often is the lack of labor market
flexibility. They argue that, in some cases, labor unions undermine flexibil-
ity. In other cases, government regulations such as the minimum wage and
job protections create inflexibility. In still other cases, taxing firms on their
labor discourages employment.

Other economists point out that neither theory nor evidence provides
much support for these allegations, especially in developing countries
where unions are typically weak, and minimum wages and job protections
are absent or unenforced. There is a large informal sector in most develop-
ing countries,20 which means that, in theory, government regulations and
minimum wage should have little effect on the unemployment rate21

(though they will, of course, distort the economy by shifting more
resources into the informal sector). For these economists, the rigidities that
exist are largely of the market’s own making.

While conservatives oppose microeconomic interventions to stabilize
the economy, Keynesians largely ignore them. Keynesians rely on standard
monetary and fiscal policies to achieve macroeconomic objectives of growth,
employment, and price stability. It’s not that they oppose microeconomic
interventions, only that, like the conservatives, they think of them as
unnecessary. Microeconomic interventions are required to address micro-
economic failures, like pollution, but not macroeconomic problems, like
unemployment.

The heterodox theories, to which we now come, argue that there are
microeconomic problems underlying macroeconomic problems, and that
accordingly, microeconomic interventions might be an important part of
an economist’s toolkit in addressing macroeconomic objectives.

The Heterodox Approach

There are a variety of alternative approaches to the standard Keynesian and
conservative frameworks. We’ll refer to these as the heterodox approach.22

Heterodox economists generally agree with the Keynesians that there is
an important role for government in economic stabilization. But they argue
for a wider variety of instruments. In their view, there are a large range of
mechanisms through which policy can help achieve macroeconomic
objectives.
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Heterodox economists emphasize supply-side effects, the structure of
the economy, the role of expectations, constraints (including constraints
on cash flow and credit), a broad range of balance sheet effects, and the
impacts of policies on income distribution. The heterodox approach
reflects advances in economic theory over the past three decades, and
stresses the importance of market limitations resulting from imperfections
and especially asymmetries of information, such as the absence of risk (or
insurance) markets and limitations on equity markets.

While the standard Keynesian approach discussed above emphasizes
aggregate demand, the heterodox approach also notes the importance of
aggregate supply. A decrease in either aggregate demand or aggregate sup-
ply could result in a reduction in the level of employment, given wage and
price rigidities. In addition, shocks to the economy that adversely affect
aggregate demand often simultaneously reduce aggregate supply. The het-
erodox approach notes the positive supply-side effects of many policies,
while the Keynesian approach stresses only the impacts on aggregate
demand. For instance, a financial crash lowers the demand for investment.
But since it adversely affects balance sheets, it also affects banks’ willing-
ness to lend and firms’ willingness to produce, that is, it affects supply as
well as demand. Even non-cash-strapped firms may decide to cut back on
production as their balance sheets worsen. In a long-run growth context, a
rapid growth in aggregate demand can also have a positive supply effect
due to productivity gains generated by dynamic economies of scale and
the increased use of underutilized resources, such as labor. These links gen-
erate a dual feedback between growth and productivity that can result in
both ‘virtuous’ and ‘vicious’ growth cycles.23

Traditional heterodox analysis in developing countries emphasizes spe-
cific problems associated with the diversification of the production struc-
ture, particularly technological learning and other costs of entry for new
firms. It also emphasizes entry into sectors subject to increasing returns to
scale on an industry-wide basis. In these sectors, growth in the size of the
industry as a whole would raise returns for all the firms in the industry.
These ‘external economies’ are mainly in manufacturing industries, but
are increasingly prevalent in service industries. In this context, specific
incentives to promote investment in these sectors may turn out to be more
important than the traditional Keynesian determinants of investment.24

Like many of the conservatives, heterodox economists emphasize the
need for a more thorough analysis of the behavior of firms and households.
But while conservatives criticize the Keynesians for failing to derive the
asserted behavior of firms and households from a rigorous analysis of how
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competitive, rational, profit-maximizing firms and utility-maximizing
households with perfect information and the ability to insure themselves
against all risks should behave, heterodox economists criticize the conserva-
tives for using models of behavior that are out of touch with reality. Markets
are often not competitive. Households are often not perfectly rational.
Households and firms cannot purchase insurance in private markets against
many of the most important risks they face, and they certainly don’t have
perfect information. There are often important differences in the informa-
tion that they have access to (information asymmetries). Households and
firms know this, and this affects their behavior. Models based on more realis-
tic assumptions give rise to firm and household behavior that is more in
accord with actually observed behavior—and provide an additional ratio-
nale for government to intervene in the economy, and additional tools for
government and central banks to stabilize the economy.

Like the conservatives, heterodox economists place greater emphasis on
the intertemporal context in which consumption and investment deci-
sions are made. Lifetime income (or permanent income) matters. In turn,
lifetime income depends on expectations about future income because indi-
viduals don’t get paid today for future labor services, and can’t buy insur-
ance against variations in their real wages in the future. Investment, too,
depends on expectations concerning future prices and wages as well as on
effective demand.

For heterodox economists formation of expectations on future inflation
and the indexation that often accompanies moderate and high inflation
can be particularly important. Some economists have even advocated
wage-price controls or ‘jaw boning’ (trying to influence through persua-
sion) to influence expectations. Others emphasize consensual processes in
which labor, management and government meet to understand better the
resource constraints facing the country.25 However, we’ll discuss below,
distributional conflicts underlie many inflationary processes, and the way
policy addresses inflation can have major distributive implications.26

For example, prior to Argentina’s collapse, conservative economists often
emphasizedtheroleoffixedexchangeratesin‘anchoring’expectations.The
idea was that markets would believe that prices simply could not continue
to increase with a fixed exchange rate as we’ll discuss in Chapter 6. Even if
they did, unemployment would grow and eventually put downward pres-
sure on wages. Argentina dispelled this, for it showed that the so-called
anchor, the fixed exchange rate, could break well before prices were able to
fall enough; and that the suffering and distortions in the meanwhile could
be enormous.
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An awareness of the importance of intertemporal effects leads economists
to shift their focus from income to wealth, and from the impact of policy
and shocks on income to their impact on balance sheets. Heterodox econo-
mists also recognize the constraints under which households and firms
operate. For example, there might be credit rationing, which means that
the expenditures of firms and households will be limited to current cash
flows.

The limitations in equity and insurance markets have led to the develop-
ment of the theory of the risk-averse, credit-constrained firm.27 This theory
has been used to explain variability in supply as well as to provide a richer
set of explanations for variability in demand than provided either by con-
servatives or Keynesians. For instance, since firms have to spend money on
inputs before they sell their output, most production involves risk taking.
Because firms often cannot divest this risk,28 variations in the firm’s ability
or willingness to bear risk will result in variations in its supply curve.

From this perspective, demand and supply are intertwined. A shock to
aggregate demand in one period will affect profitability, the firm’s balance
sheet, and aggregate supply in subsequent periods. The heterodox
approach argues that stabilization policy needs to take these effects into
account; and once these effects are taken into account, some monetary, fis-
cal, and exchange rate policies are less effective than they might seem, and
others are more effective.

While the heterodox approach tends to strengthen and refine tradi-
tional Keynesian analyses of fiscal policy, its analysis of monetary policy
differs markedly from both Keynesians and conservatives.29 To heterodox
economists, it’s not so much the supply of money that matters as the sup-
ply of credit. Financial institutions, especially banks, determine who is
creditworthy, how much to lend to each borrower, and under what terms.
Government must pay particular attention to how its actions affect the
ability and willingness of financial institutions to lend. Government pol-
icy does not just have an impact on the supply of credit through standard
mechanisms (such as open market operations), it also has an impact
through regulatory policies (such as capital adequacy requirements) and
through direct constraints on credit availability, especially in developing
countries.

The heterodox models provide an additional set of circumstances in
which monetary policy may be ineffective and government will have to
rely on fiscal policy. It may be difficult for monetary authorities to induce
banks to lend more. This is especially true when banks view loans as highly
risky or when their balance sheets are impaired in ways that make them
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unwilling to undertake risk. This may have been the case in Japan for
much of the 1990s, the United States in 1991, and in numerous developing
countries.

Heterodox models, focusing on balance sheets, cash flow, and credit
constraints have provided a framework for addressing some of the most
important issues in policy-making, about which the earlier models had
little to say. For example, an increasingly important body of work focuses
on deflation, as we discussed in Chapter 2. When an economy goes into
a downturn and there is deflation (or inflation is less than expected), the
redistributive consequences between debtors and creditors can be very
large, and can lead to significant effects on both demand and supply.
While the experiences in Japan in the 1990s and early years of the current
century have called attention to this possibility, there were important ear-
lier episodes of deflation in most of the world during the 1930s and in all
crises prior to that. Heterodox models have provided a theoretical frame-
work within which the effects of deflation can be examined and alterna-
tive policy solutions developed.

The heterodox models also see closer and more complex links between
stabilization policies and growth.30 For instance, stabilization policies that
entail large variations in interest rates may also adversely affect the willing-
ness of firms to borrow, thereby impairing future growth. This is especially
true in developing countries where equity markets are underdeveloped.

DISTRIBUTION

There is a curious correlation between beliefs about the structure of the
economy and the objectives (values) that are stressed. Conservatives, for
instance, tend to ignore distributional issues, either because they believe that
distributional issues do not matter much for the performance of the econ-
omy, or because they are unconcerned about distributional consequences.
Conservatives argue that the government has the power to redistribute
income efficiently. In this view, any adverse distributional consequence of
macroeconomic policy can be corrected by efficient lump-sum transfers.
Whether this is done is a matter of politics, not economics. Economics
should be concerned with efficiency.

In contrast, the distributive effects of economic policies are at the center
of heterodox thinking.31 Who gains and who loses from a particular policy
(and the different propensities to spend) are crucial determinants of the
effects of a macroeconomic policy. Also, as emphasized, balance sheet
(wealth) effects are equally important. For example, if workers lose from
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the inflationary effects of an exchange rate depreciation, the depreciation
may have contractionary effects, contrary to the traditional Keynesian
analysis. If many domestic firms are indebted in foreign currency, the
adverse effects of the exchange rate depreciation on balance sheets may
also reduce the investment response. Long-term dynamics are also cru-
cially affected by income distribution.

Furthermore, when it comes to addressing problems posed by poverty,
unemployment, and inequality, conservatives stress the distortionary
effects of redistributive taxation—in effect recognizing that, in practice,
there is no way to costlessly redistribute income. This implies that issues of
distribution cannot be separated from issues of efficiency. Yet, even in
developing countries where it’s difficult to implement an effective redis-
tributive income tax, most conservatives support a value-added tax, a tax
that is not progressive.

There remain, of course, large disagreements about the magnitude of the
costs of redistribution.32 Fortunately, for most of the short-run analysis on
which this book focuses we do not have to resolve these debates. A major
issue raised by the heterodox position is that one cannot and should not
ignore the distributional consequences of policy.

Summary

Despite progress in economic science, important disagreements remain
about the conduct of macroeconomic policy. These derive from different
objectives and different assumptions about the structure of the economy.
The problem is that, quite often, the assumptions remain unstated and are,
on occasions, almost forgotten. We’ll look at the formal models behind
these policy perspectives in Chapter 9.

This and the previous chapters have also emphasized three themes cen-
tral to the critique of the Washington consensus and its macroeconomic
policies. First, macroeconomic policy needs to look at a broad set of
objectives—not just price stabilization but also growth, development, and
distribution that extend beyond the short term. Second, it’s important
not to confuse means with ends, or intermediate variables with ultimate
policy objectives—the most important of which is sustainable, equitable
increases in standards of living. Third, macroeconomic policy needs to use
more instruments—not just traditional fiscal and monetary instruments,
but also microeconomic interventions, including tax structures and regu-
latory policies.
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The following chapters will further explore how government should
respond to various economic shocks. Equally important, we look at how
policies can prevent shocks or enable the economy to respond automati-
cally to them, and dampen rather than amplify them. We start by look-
ing at whether macroeconomics for developing countries differs from
macroeconomics for developed countries.
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4

Is Macroeconomics Different in
Developing Countries?

Macroeconomics was developed in, and for, industrialized countries.
Both theory and policy were concerned with how monetary and fiscal policy
should be used in industrialized economies to attain full employment, con-
trol inflation, and stabilize economic activity. But, as discussed throughout
this book, there are important disagreements about the appropriate conduct
of macroeconomic policy. Even in developed countries, macroeconomic poli-
cies have often not worked as well as their proponents promised. Developing
countries often use this corpus of knowledge, with its competing schools
of thought, without any significant modification. But it’s by no means clear
that applying these theories to developing countries is either justified or
appropriate.

The basic macroeconomic aggregates—output, employment, inflation—
are, of course, the same for both developed and developing economies, and
so too are the basic identities1 and equilibrium conditions. Savings must
still equal investment, output must equal income, and aggregate demand is
the sum of consumption, investment, government expenditures, and net
exports. But for an understanding of macroeconomic systems, these ident-
ities need to be combined with an economic analysis of determinants of
the behavior of firms, households, and governments. Here is where the dif-
ferences arise. The nature of relationships between variables and the direc-
tion of causation (what determines what) are both a function of the setting
and the context.

Objectives, Trade-offs, and Policies

Chapter 2 focused on macroeconomic objectives. We noted there that pol-
icy objectives differ somewhat in developed and developing countries. In
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industrialized countries, macroeconomic policy traditionally focused on
full employment combined with price stability.2 More recently, since the
high inflation of the 1970s, there’s been an increased focus solely on price
stability, especially by monetary authorities. In some countries, full
employment is no longer an integral part of the overall macroeconomic
objective at all. Supporters of this approach presumably believe that if the
government achieves price stability,3 the market will automatically
achieve full employment. But, as we discussed earlier, there’s little reason
to believe this is the case in either developed or developing countries.

In developing economies, macroeconomic policy traditionally focused
on economic growth. From the 1950s to the 1970s, policy-makers and
economists assumed that unemployment and underemployment were
caused for the most part by a lack of capital. Accordingly, the policy
emphasis was on savings and investment. After the developing country
crises of the 1980s and early 1990s many economists and policy-makers
shifted their focus to short-term macro-management. IMF stabilization
policies focused on price stability and balance of payments adjustment,
seemingly in the belief that if the government succeeded in achieving
these objectives in the short run, long-run economic growth would follow.
As we’ve said, the validity of this hypothesis still generates considerable
debate.

As we noted earlier, economics is the science of choice—all economic
policies have trade-offs. Developing and developed countries differ not
only in the weight associated with different objectives but also in the
nature of the trade-offs. For example, the trade-off between short-term
macro-management and long-term objectives is much more important
in developing countries than in industrialized countries: ‘short-termism’
can have more lasting effects because of greater market imperfections
and inadequate social safety nets.4 In particular, short-term-oriented
macroeconomic policies that continue to be in place for several years
may have adverse consequences for the performance of the economy in
the long term, through the phenomenon of hysteresis (i.e. irreversibility
of short-term changes). However, economists disagree on the extent or
impact of this trade-off between short-term macroeconomic policies and
long-term objectives, particularly on the extent to which contractionary
policies today lead to higher or lower levels of GDP in the future. One
school of thought seems to assume that the necessary trade-off is painful
macro-policies today leading to long-term growth. We argue instead that
lower incomes today are more likely to lead to lower incomes in the
future.
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The inflation–growth trade-off is a second point of debate. As we
discussed in the previous chapter, ‘inflation hawks’ claim that higher
inflation leads to significantly lower long-term growth. We pointed out
that there is more evidence that shows inflation has little effect on growth,
so long as the inflation rate is not too high.

A third, related debate is on the inflation–unemployment trade-off.
Economists disagree about whether or not this trade-off changes over
time, whether economic policy can affect it, and, if so, how. The evidence
of a stable relationship between inflation and unemployment is far weaker
in developing than in developed countries.5 It’s even difficult to conceptu-
alize a negative relationship between inflation and unemployment when
disguised unemployment in the subsistence agricultural sector, underem-
ployment in the urban informal sector, and wage employment in the
formal (manufacturing and services) sector co-exist in a spectrum without
clear lines of demarcation.

It’s possible to cite other examples in which short-term policies have
long-term consequences. If financial liberalization, for example, leads to a
persistent, if not mounting, overvaluation of the exchange rate, it may force
domestic firms to close down.6 By the time the overvaluation is undone,
hysteresis effects could be strong. This means that re-entry becomes
difficult since domestic firms must create new capacities to capture the
opportunities created by the changed set of relative prices. But that is not
all. The workers who are unemployed as a consequence of closures may
lose their skills with the passage of time and become less productive
when employment opportunities appear after a lag.

Constraints of Growth

Some economists believe that the growth–stabilization trade-off is larger
in developing countries than in industrialized countries because of
additional constraints on growth. There are two main issues: a shortage of
domestic savings and a shortage of foreign exchange. Without adequate
savings and/or the ability to borrow abroad, countries cannot invest as
much as they need to sustain growth.7

Everyone seems to agree that neither the foreign exchange constraint
nor the savings constraint is important for developed countries: if a
nation like the United States wishes to invest more, it can borrow on
international markets (as it has been doing massively over the past
quarter-century). With flexible exchange rates and open capital markets,
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any firm can always obtain the foreign currency it wants, though the
domestic currency may become so devalued that purchasing goods abroad
becomes expensive.

In developing countries, though, a lack of foreign exchange and a lack
of savings can limit investment. Developing countries often cannot bor-
row (they face credit constraints), or can borrow only at exorbitant interest
rates. The United States and Western European governments have little
trouble financing their deficits, whereas few developing countries can sus-
tain a 5 percent government deficit for long. During economic slowdowns,
the ability of a country to repay its debt falls, and the cost of borrowing
rises. The result is that most governments in developing countries are forced
to tighten fiscal policy during a recession and to run pro-cyclical fiscal
policies.8 Similarly, developing countries sometimes lose access to foreign
exchange inflows which can create a crisis, as it did in East Asia in the
late 1990s. On the other hand, one interpretation of the East Asia success
during the high growth period of the 1970s and 1980s is that they simulta-
neously addressed the savings and foreign exchange problems. They had
very high savings rates, and export-led growth generated large amounts
of foreign exchange.

The literature on ‘gap models’ considers the relative importance of a
shortage of foreign exchange and a shortage of savings, debates which of
these constraints dominates, and explores the macroeconomic implica-
tions and consequences of their interactions.9 An understanding of such
macroeconomic constraints on growth is especially important in the con-
text of developing countries because it highlights macroeconomic interac-
tions between the short and long run.

Structural Differences and Macroeconomic Behavior

There are important differences in the structural characteristics of
developing and industrialized economies. Some of the differences are
obvious: the agricultural sector is far larger in most developing countries,
particularly the poorest. In many developing countries, family farms and
sharecropping dominate agriculture; in industrial economies large (often
corporate) farms predominate. The industrial sector in developing coun-
tries is generally less diversified and industrial concentration tends to be
higher than in a typical industrial economy. The service sector in develop-
ing countries includes a much larger proportion of informal activities.
Many developing countries are also more open (exports represent a
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larger fraction of their GDP) and many are still dependent on (volatile)
commodity exports.

Developed and developing countries are also likely to differ in the
relative importance of different sources of growth. For developed coun-
tries, growth generally stems from the development of new inventions and
their introduction into the economy. For developing countries, growth is
generally related to (i) investment in physical capital; (ii) closing the
knowledge gap that separates developing from developed countries;
(iii) attracting or copying economic activities and technical innovations
previously developed in industrial countries; and (iv) shifting resources
from less productive sectors (typically agriculture but also urban informal
activities) to more productive sectors.

The importance of physical capital investment and growth for develop-
ing countries reveals another important difference. From a Keynesian
perspective, the main short-run macroeconomic problem in advanced
capitalist countries is the inadequacy of effective demand. The economy
can fully employ everyone as long as there is sufficient aggregate demand.
Although, as we’ll see below, these problems are present in many develop-
ing countries, the crucial problem they face is generally different. Even if
productive capacity or capital equipment is fully utilized, the economy
cannot absorb the existing labor force. In this view, the problem for many
developing countries is the deficiency of productive capacity and not the
anomaly of its underutilization. And, as we saw in the previous section, the
availability of foreign exchange may become, under many circumstances,
the principal factor limiting economic activity. Demand constraints do
exist, as we’ll see, but supply constraints—generated either by the avail-
ability of capital or by the availability of foreign exchange—are more
important.

Furthermore financial institutions tend to be far more developed in
advanced industrial countries than in developing countries.10 In develop-
ing countries, for instance, firms rely more on self-financing than they do
in developed countries, and equity markets are especially underdeveloped
as a source of finance for new investments. In developed countries, there
has been a growing move away from bank lending towards securitization,
with firms borrowing from the market by issuing commercial paper or
bonds. But, to the extent that firms in developing economies rely on outside
financing (as they do in East Asia), they rely largely on bank finance.11 This
has some obvious implications: when firms self-finance their investments,
and when households cannot borrow to finance housing, changes in interest
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rates are likely to have less of an effect on investment, consumption, and
aggregate demand than they do in standard macro-models for developed
countries.12 When firms rely on banks for finance, but banking institu-
tions are weak, then sufficiently large shocks to the economy can precipi-
tate a banking crisis and an economic recession. In these circumstances,
authorities must pay particular attention to the impact of monetary
policy on bankruptcy rates.13

Part III of this book highlights the consequences of open capital markets,
but suffice it to say here that they have been both a major source of
disturbance for developing countries and an obstacle to responding to
disturbances. Developing countries differ markedly among themselves in
the degree of openness of their capital markets, and this has important
macroeconomic consequences. Latin American economies tend to have
very open capital accounts, while many Asian countries, such as China
and India, have maintained capital controls. In Africa, countries generally
haven’t been able to attract the interest of foreign investors to begin with.

Given these large differences, it’s not surprising that there are correspond-
ingly large differences in short-term macroeconomic behavior. An issue
that is at the center of this book is the degree of macroeconomic volatility
that developing countries face. Considerable evidence shows that economic
volatility is much greater in developing than developed countries. This is
partly because developing economies are smaller, less diversified, and
exposed to greater trade and capital account shocks. Developing countries
are also less able to absorb shocks, and the structures of their economies
are more likely to amplify shocks than dampen them.

Developed and developing countries also differ in the institutional
arrangements for handling risk. Poorer countries face greater risks, but
the arrangements for handling risk are not as well developed. The primary
differences in how shocks get absorbed or amplified in an economy arise
from capital market imperfections. One important function of financial
markets is to transfer and absorb risk. Underdevelopment of these markets
is one reason why developing countries are less able to absorb shocks
than are developed countries. Equity markets are better at risk sharing than
debt markets, but developing countries rely more heavily on debt.14

Countries with very high debt–equity ratios (including many East Asian
countries before the 1997 crisis) are highly vulnerable to certain kinds
of shocks, and the process of adjustment is much more difficult because
it entails recapitalizing financial institutions. Social security and social
protection systems are also weaker in developing countries.
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Poorer risk markets and weaker social protection systems have several
important implications. Firms and households act in a more risk-averse
manner, and shocks to one part of the economy (e.g. shocks that benefit
one group at the expense of another) are not ‘smoothed out’. This means
the contraction of consumption or investment in one part of the economy
can exceed the expansion elsewhere. The economy is likely to have weaker
built-in stabilizers, so that shocks are likely to have larger effects. Given
that the economy is likely to respond more sensitively to shocks, and that
households and firms are less protected, it’s more important to design
economic policies geared to insulate the economy against shocks.

Similarly, if firms rely on debt finance (as they typically do in developing
countries, as we previously noted), a negative shock (such as a drop in
prices or a drop in demand) may lead to a large contraction of production
and investment as credit becomes more difficult to obtain. (This is called
the financial accelerator, as we’ll discuss in the next chapter.) The extent to
which shocks are amplified may depend on the extent to which firms rely
on debt finance and the magnitude of leverage.

Other structural characteristics of the economy may also affect the extent
to which shocks are dampened or amplified. Some countries have greater
price rigidities that put a larger burden on quantity (income or output)
adjustments. Differences in the degree of rigidity across sectors imply that
there can be large changes in relative prices in response to a shock to the
economy, and these changes in relative prices can have marked conse-
quences.15 Traditional macroeconomics has focused on the price of goods
and services relative to money, but relative prices, say, between primary
and manufacturing goods (which may be affected by the international
terms of trade in commodity-dependent countries), between domestic and
foreign goods (in which the exchange rate plays a major role), or between
investment goods and consumption goods determine the composition of
output. Large changes in relative prices force large changes in composi-
tion. Resourcesdonotfloweasily orcostlesslyfromsectorswheretherelative
price has gone down to sectors in which it has gone up. Contractions
often proceed far more quickly than expansions, so that the aggregate effect
in the short run of large changes in relative prices is a lowering of employ-
ment and output.16

Sometimes, there are mechanisms in developing countries that facilitate
adjustment. Because agricultural markets are more important, and agri-
cultural prices more flexible, sometimes shocks are better diffused in devel-
oping economies. In some countries, flexible migration between urban
and rural sectors helps spread a shock in one sector through the economy.
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In the 1997 East Asian crisis, the ‘shock’ resulting from the outflow of
capital and the collapse of the stock market and real estate market was
transmitted to the agricultural sector, as workers re-migrated, increasing
the supply of rural workers. Workers in the rural sector bore some of the
consequences of the shock in the urban sector, as the increased labor
supply drove down rural wages.

Since most developing countries are very open, the analysis of short-
term performance must be viewed through the lens of open economy
macroeconomics. However, the analysis of macroeconomic fluctuations
in small open economies illustrates many of the deficiencies of standard
analyses. If thestandardassumptionsweretrue,countrieswouldfaceinfinite
demand for their products. It would be easy to deal with problems of
insufficient domestic aggregate demand by simply increasing exports.
Policy-makers would then have to focus attention on aggregate supply.
But it’s simply not appropriate to borrow the small country assumption
from orthodox trade theory. In practice, small open economies have not
been able to insulate themselves from the consequences of changes in
domestic aggregate demand, as this analysis might suggest.

Some developing economies (especially Latin American countries since
the 1980s) have had depressed demand and significant underutilizat-
ion of both labor and physical capital. East Asian nations joined
Latin America in this macroeconomic failure during the Asian crisis.
Strengthening aggregate demand in these countries might not have
achieved full employment, but it would have significantly lowered both
open and disguised unemployment.

In developing countries, it may also be difficult to separate the impact of
shocks and policies that affect aggregate demand from those that operate
through aggregate supply. For example, a drop in the demand for a
country’s exports (a demand shock) can lead to defaults and a weakened
banking system that produces a contraction in credit supply; this then
forces other firms to cut back on their supply. In addition, the links
between demand and supply mean that there may be greater linkages
between stabilization policy and growth. An economic downturn that
results in lower profits will lower investment growth in the medium term
even if interest rates are reduced. Also, as we saw in the previous section,
an adverse export shock or a reduction in the availability of external
financing during a crisis generates another sort of supply problem: the
availability of foreign exchange may become the binding constraint
on domestic economic activity—constraining the capacity of domestic
macroeconomic authorities to expand aggregate domestic demand.
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Differences in Instruments

The effectiveness of macroeconomic tools available to policy-makers also
differs between developed and developing countries. We can see this in
fiscal policy, monetary policy, and other macroeconomic instruments.

In developing countries, tax revenues derive much less from direct taxes
such as income or corporate taxes, and much more from indirect taxes than
in developed countries. Moreover, the tax base is almost always significantly
narrower in developing countries, and tax compliance is significantly
lower (due in part to tax avoidance and tax evasion, but also to a lack of
information that can be used to monitor tax compliance17). As a rule,
tax–GDP ratios in developing countries are much lower than in developed
countries. So governments find it very difficult to increase their income
through tax revenues, and the scope for stimulating the economy through
tax cuts is reduced.

In the sphere of expenditures, the proportion of investment in total
public expenditure in developing countries is higher than in industrialized
economies because private investment in infrastructure is often not forth-
coming. But developing country governments often end up slashing invest-
ment in difficult times because they find it very difficult to cut current
expenditure. These countries pay a high price in terms of lost growth when
they engage in excessive fiscal stringency. In industrial economies, the
proportion of public expenditure going to pensions and other social
programs is significantly higher than in developing countries. But because
so many more individuals in poor countries are near subsistence, even small
cuts in social expenditures can have large, long-lasting consequences. In
developed countries, a cut in educational expenditures will lead to slightly
larger class sizes, smaller wage increases for educators and other workers,
and, arguably, a decline in the quality of education. In developing coun-
tries, a cut in education expenditures will mean that more children will not
go to school at all.

Developed and developing countries have much more pronounced
differences in the sphere of monetary policy, particularly in terms of reach,
because money markets in developing countries are often segmented, if
not underdeveloped. When monetary policy affects a more narrow part of
the populace, the policy effectiveness is lower. With fewer households
borrowing for housing, and fewer firms borrowing for investment, the
response to changes in interest rates or even credit availability may be more
limited.18
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In some circumstances, however, the thinness of financial markets in
developing countries might actually give a government additional policy
instruments. In developed countries, there is increasing reliance on market
mechanisms and skepticism about the use of ‘window guidance’ (where
the central bank suggests to banks within the country that they curtail
lending) and direct controls. They argue that banks do not listen to simple
admonitions, and that direct controls are ineffective because firms and
financial institutions figure out how to circumvent them. But such instru-
ments may be more effective in developing countries.19 For example, some
economists believe that the volume of credit in developing countries is a
more effective instrument of monetary policy than the price of credit. In a
small banking system with relatively few banks, the central bank can easily
administer a system of credit controls, or even a more targeted policy of,
say, limiting credit to the real estate sector. With a less developed financial
sector, circumvention of direct controls is more difficult.

The situation in some developing countries has changed in the past 20
years as the deregulation of domestic financial sectors has led to the
emergence of more vibrant markets for financial assets. This should have
made interest rates a more potent instrument, but, ironically, it hasn’t.
Capital market liberalization, which allows capital to flow easily in and
out of countries, has curbed the freedom to use interest rates as a tool,
since lowering interest rates can lead to capital outflows.20 (See Chapters 6
and 10.) Industrial economies are not immune to the fetters of interna-
tional financial markets, but the reach of their monetary policy is much
greater. Still, developing countries, especially the emerging market economies,
can enhance the use of monetary and fiscal policies (without impairing
the allocative role of the exchange rate) by regulating capital flows, as
we’ll discuss in Chapter 10. China, India, Chile, Colombia, Malaysia, and
Taiwan have all been successful at this.

It’s also important to recognize that the interaction of fiscal and mon-
etary policy in developing countries has somewhat different macroeco-
nomic implications. For example, the inflationary impact of fiscal policy
might be greater in at least some developing countries because a larger pro-
portion of their fiscal deficit is financed through borrowing from the cen-
tral bank. Similarly, the fiscal impact of monetary policy might be greater.
When public debt is a large proportion of GDP and interest payments on
debts are a large proportion of government expenditure, even modest
changes in interest rates have a profound influence on the government’s
fiscal position.
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Concluding Remarks

A central theme of this book is that economic policy must be attentive to
the different circumstances of countries. To be sure, the laws of economics
operate in both developed and developing countries: scarcity is a fact of
life everywhere; demand curves are downward sloping; the interaction
of demand and supply will determine price equilibrium in competitive
markets. In this chapter, we’ve tried to highlight the point that the laws
of economics may be universal, but economies function in markedly dif-
ferent ways. Moreover, there are systematic differences between devel-
oped and developing countries, and large differences among developing
countries.

Differences are myriad, but good economic theory and good policy
analysis attempt to identify the most salient and show how each leads to
differences in economic performance and the conduct of policy. Now that
we’ve highlighted several major differences, we’ll elaborate on their implica-
tions in upcoming chapters.
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Policy Instruments from Three
Perspectives: Fiscal and 
Monetary Policy

The two most important ways governments attempt to stabilize the
economy are through monetary and fiscal policies. Even when economists
agree over whether these policies are effective, they still disagree about
when they work, when greater reliance should be placed on one than the
other, and the ways in which they exert their effects.

As we noted in Chapter 3, in standard Keynesian analysis, policy-makers
faced with an economic slowdown should increase government spend-
ing, reduce taxes, and loosen monetary policy. By contrast, conservatives
are skeptical of government intervention. They criticize the efficacy of
government policies for stimulating the economy on several grounds:
the policies are unnecessary, are ineffective and even counterproductive,
andcan’tbe implemented ina timelymanner.

Prolonged episodes of unemployment have, however, by and large
weakened support for the view that the economy automatically maintains
itself ator near full employment. There’s evidence1 that in developed coun-
tries (such as the United States) downturns have been shorter, and expan-
sions longer, in thepost-WorldWar IIperiodthanprior toWorldWar I,when
government intervention was less significant. There’s also evidence that
economic downturns are no longer predictable.2 Both of these observations
indicate that modern macro-policy is having an effect, at least in developed
countries.3 If downturns were predictable, governments could and should
intervene with well-designed policies to stimulate the economy. But if
downturns can’t be predicted, then it’s impossible for there to be ex-ante
interventions.



Economic volatility is greater in developing countries than in developed
countries, which suggests that there may still be scope for improved
macroeconomic policy in developing countries. As we discussed in the
previous chapter, developing countries face greater disturbances and have
economic structures that make them less able to absorb shocks, and more
likely to amplify shocks. Typically, they have fewer government-provided
automatic stabilizers, such as unemployment insurance. They also face
greater constraints in the conduct of macro-policy. For example, they face
important constraints in financing deficit spending, which means they
have less scope for fiscal policy, and financial systems tend to be much less
developed, so that monetary policy may be both less effective and more
distortionary. In short, the challenges of stabilization are greater, and the
instruments are more restrained. Not surprisingly, the outcomes have, by
and large, not been as good—volatility of output growth in most regions
exceeds that of the Organization for Economic Cooperation and
Development (OECD).4

In the discussion below, we take a closer look at policy instruments from
the alternative perspectives. Our discussions focus on the effectiveness of
each instrument and its ancillary effects, particularly on growth. We should
note that, as we’ve pointed out in previous chapters, underlying many of
the different opinions on these policies are different levels of concern about
inflation.

Discussions of different policy instruments are often confused because
governments have limited ability to pursue one policy independently of the
others. The government may not be able to set fiscal, monetary, and
exchange rate policy independently. For example, under a fixed exchange
rate system, the exchange rate chosen by the government might not be sus-
tainable, given the chosen fiscal and monetary policies. This is especially
true with open capital markets, since monetary or fiscal policy choices can
cause capital to leave or enter the country, putting pressure on the fixed
exchange rate. Under a flexible exchange rate system, a change in fiscal or
monetary policy will directly affect the exchange rate. The government
needs to take this interaction into account in setting policies.

Much of the policy discourse is centered on what the government
should determine versus what should be set by the market. For instance,
when monetarism was in fashion, central banks set the money supply (or
its rate of expansion), letting the market determine the interest rate. Today,
monetary authorities more often set interest rate targets, engaging in open
market operations to allow the expansion of the money supply to whatever
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it needs to be to generate the desired interest rate. Some monetary authori-
ties engaged in inflation targeting are establishing rules that, in effect,
even let the interest rate target be ‘endogenous’, or set by the market: it’s
simply determined by the gap between inflation and the inflation target.
The inflation target is the object of policy choice.

This chapter will focus on the use of fiscal and monetary policies
(including an analysis of the macroeconomic dimensions of prudential
regulations). However, we will concentrate more on fiscal issues and will
leave a full analysis of monetary policy to the next three chapters on open
economy macroeconomics, which examine the interaction between fiscal,
monetary, and exchange rate policies.

Fiscal Policy Controversies

Conservative Perspective: Why Fiscal Policy May Be 
Ineffective—Offsetting Actions

As we noted earlier, critics of fiscal policy often refer to ‘offsetting actions’
as a main reason why fiscal policy is ineffective. In their view, the private
sector responds to fiscal policy in ways that offset its impact. For example,
suppose the government lowers taxes to stimulate consumption.
Conservativesarguethat if thetaxcut leadstoafiscaldeficit, households will
note the deficit, recognize that someday they’ll have to repay this debt, and
increase savings instead of consumption. In this scenario, tax cuts will not
stimulate the economy.

This reasoning, known as the Barro–Ricardo hypothesis,5 implies (in
its strong form) that deficits don’t matter at all and have no effect on
interest rates because increased government borrowing gives rise to an
exactly equal and offsetting increase in private savings. There are, how-
ever, only a few instances in which a limited version of this scenario
seems to have taken place. The most notable is Japan in the 1990s, but
this isn’t a compelling example, especially for developing countries. Due
to the historically high level of household savings in Japan, it’s likely
that a smaller percentage of Japanese households were credit and cash
flow constrained than are most households in developing countries.
Had Japanese households been so constrained, the additional cash pro-
vided by the tax cut would have likely gone towards consumption rather
than savings.
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Moreover, the relevant question is not whether a poorly designed tax cut
is ineffective but whether there is some form of tax cut that can stimulate
the economy. For example, a temporary sales tax cut could be an effective
measure for stimulating consumption in the short run. A temporary tax
cut is similar to a sale: as long as the temporary nature of the tax is credible,
consumers, who know that prices will be increased when the ‘sale’ ends,
will increase consumption today. Even in Japan, a temporary cut in the
consumption tax did appear to be effective.

One of the reasons why the Japanese income tax cut wasn’t very
effective was that most Japanese workers believed that taxes would
have to be increased again in the future.6 The US Treasury urged Japan
to announce that the tax cut was permanent; believing that doing so
would lead to a larger increase in consumption. But talk is cheap, and
there was no reason to believe that households would believe such an
announcement. Households could see the soaring deficits, and this
meant that the promise to make the tax cut permanent wasn’t credible.
On the other hand, the very fact that deficits were soaring meant that
the announcement that the reduction in sales taxes was temporary was
credible.

The assumptions under which the Barro–Ricardo hypothesis is true are
highly restrictive. For example, the Barro–Ricardo analysis assumes that
households and firms are not credit or cash constrained. In addition,
empirically, the weight of evidence is against the hypothesis.7

Keynesian Perspective: Why Fiscal Policy is Effective

Standard Keynesian economics emphasizes that government expenditures
(or tax cuts) lead to an increase in GDP that’s a multiple8 of the original
expenditure. Most of the money paid by the government is re-spent,9 and
the more that’s re-spent, the greater the multiplier. If savings rates are low,
as they often are in very poor countries, then the proportion of funds
going into consumption will be high, and the multiplier will be very large.
Public expenditures will be particularly effective. By contrast, in East Asia,
where savings rates have been very high, multipliers have been somewhat
smaller.

Note the contrast between the Barro–Ricardo hypothesis—which says
that all of the additional income will be saved—and the traditional
Keynesian model. Barro–Ricardo says that there is no stimulation (the
multiplier is zero).
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Heterodox Perspective: Why Fiscal Policy may be Particularly Effective,
Especially in Developing Countries

There’s evidence that tax cuts do, in fact, stimulate consumption, as long
as they go to those who don’t have access to credit. There’s also evidence
that many households and firms are credit and cash constrained, espe-
cially in developing countries. If those households and firms could spend
more money they would; so if the government gives a tax cut to these indi-
viduals, all of the increased income should be spent. In other words, their
marginal propensity to consume is one. For example, if the government
provides better unemployment benefits, it’s likely that the unemployed
will spend all or almost all of the benefit. Of course, when they spend the
money, some of it will go to individuals (landlords, storeowners, etc.) who
will not spend all of it. But the important point is that in developing coun-
tries the multiplier can be quite high.

When firms are cash or credit constrained, there also may be a financial
accelerator. Increased government spending increases the profits of firms.
When firms are cash or credit constrained they’re likely to spend all, or
most, of any extra income on investment. More than that, the value of
equity will increase in anticipation of a stronger economy, making it eas-
ier for firms to gain access to credit. The increase in investment stimulated
can be a multiple of the original increase in the cash flow of the firm—and
the increase in investment in turn can give rise to a multiple increase
in GDP.

Firms in developing countries are more likely to be cash or credit
constrained than firms in developed countries. A large fraction of produc-
tion in developing countries occurs in small and medium-sized enterprises
(SMEs), which are more likely to be credit constrained. (There is evidence
that SMEs are even credit constrained in advanced, industrialized
countries.) Equity markets in developing countries rarely function well,
so it’s difficult for firms to raise new equity. (During an economic
downturn it’s even difficult to raise new equity in advanced industrial
countries.) In some countries, like those in East Asia, where there is a well-
functioning debt market, debt is typically limited to a given ratio of equity
due to prudential behavior on the part of both borrower and lender. This
means that an increase in the value of equity (as a result of, say, increased
sales and sales prospects) enables firms to increase borrowing. In Asian
countries, the financial accelerator can be quite large.

There is still another accelerator that can be important in developing
countries. If firms’ profits grow due to increased demand, they will also
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be better able to repay their existing bank loans. The improved financial
positionof banksenables themtoengage inmore lending;andtheincreased
availabilityofcapital leads toanexpansionofproduction.

More recently, another major benefit of fiscal policy has come into play:
it can help overcome a large negative accelerator, triggered, ironically, by
prudential bank policies. When firm profits fall enough during an eco-
nomic slowdown, they default on their loans. Banks’ capital adequacy can
eventually fall below the level required by prudential regulations. In such
situations, banks have to raise more capital or cut back on lending. But it’s
hard (or very costly) for banks to raise new capital in these circumstances,
so banks are forced to cut back on their lending.

Banking authorities, however, can engage in forbearance, that is, allow
banks to continue to operate undercapitalized. (We should note that if
banks are allowed to continue to operate in such circumstances, regulators
need to monitor the banks to prevent them from undertaking excessively
risky loans or looting the bank, i.e. moral hazard problems.10) Without for-
bearance, the drop in lending will reduce both aggregate demand and
aggregate supply, causing GDP to fall.

Conservative Perspective: Why Fiscal Policy May Be 
Counter productive—Crowding Out

While heterodox economists have identified a number of reasons that
fiscal policy may be more stimulating than traditional Keynesians had
thought, conservatives argue that expansionary fiscal policy is not just
ineffective; it may actually be counterproductive. When expansionary fis-
cal policy leads to an increased deficit it ‘crowds out’ private investment:
the higher deficit leads to higher interest rates, and the higher interest
rates reduce private investment.11

It’s important to differentiate between the effects of deficits when the
economy is in recession and those when the economy is at full employ-
ment; the latter case is when deficits are more likely to have an adverse
effect. Crowding-out arguments are then persuasive because the size of
the ‘pie’ is fixed. When the economy is operating at capacity, increased
government expenditures must come at the expense of reduced consump-
tion or reduced investment somewhere else in the economy. But our
concern here is when the economy is below full employment. Then,
crowding out is not inevitable. The size of the pie can increase so that
government expenditures can rise without private investment decreasing.
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Or, in the case of a tax cut, consumption can increase, without investment
decreasing.12

In addition, the crowding-out argument implicitly assumes that central
banks cannot take offsetting actions to lower interest rates. Yet central banks
can do so by increasing the money supply. One of the concerns about
government borrowing is that the debt will be monetized (the borrow-
ing will be financed by, in effect, printing money) and the banking
system will be allowed to increase money (and credit) excessively, to the
point that inflation will set in.13 Even when interest rates are close to
zero and there are limits on the ability of monetary authorities to lower
interest rates further (a Keynesian-type liquidity trap14), central banks
can at least undo the higher interest rates resulting from government
deficits. Moreover, in a small open economy, there’s another reason why
interest rates might not rise and there won’t be crowding out: an inflow
of capital15 can prevent a rise in interest rates.16 (We’ll discuss this in
more detail in Chapter 6.)

Heterodox (and Keynesian) Perspective: Crowding In

While conservatives worry that private sector responses will diminish the
impact of fiscal policy as a result of crowding out, Keynesians, and espe-
cially heterodox economists, emphasize that private sector responses may
actually enhance the effects. There may be ‘crowding in’. For instance,
higher government expenditures might stimulate the economy and
improve the economic situation so much that there’s room for more
investment. Similarly, an increase in government investments that com-
plements private investment (for example, spending on infrastructure)
can increase returns in the private sector and stimulate private investment
and the economy as a whole.

The success of China’s expenditures during the East Asian crisis provides
a case in point. Part of the reason for China’s success was that current
expenditures drew upon a set of strategic investment plans that focused on
improving infrastructure. The improved infrastructure increased the returns
to private investments. This, in turn, encouraged productive investments
that stimulated China’s long-term growth. India’s experience with stabi-
lization and adjustment, following its external debt crisis during the
early 1990s, was somewhat different. Yet, it also provides clear evidence of
complementarities between public investment and private investment,
which suggests crowding in rather than crowding out.17
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Conservative Perspective: Counterproductiveness—LOSS of Confidence

Perhaps because the standard arguments for crowding out seem increas-
ingly unpersuasive, conservatives have turned to arguments based on the
hard-to-verify notion of confidence. In this view, government spending
leads to lower private investment because investors see the rising deficits,
lose confidence in the economy, and decide not to invest. Only resolute
government action to counter the deficit can restore confidence, increase
investment, and quickly restore the economy to health.

Despite how frequently conservatives invoke the confidence argu-
ment, there’s remarkably little empirical research on the matter (includ-
ing little research by the IMF which seems to rely on the confidence
argument heavily). The evidence does show overwhelmingly, however,
that cutting government expenditures leads to lower GDP in both devel-
oped and developing18 countries. The direct impact of a cut in govern-
ment expenditure on GDP are much stronger than the confidence effect.
Expenditure reductions forced on Argentina and East Asia in the 1990s
did not have the positive effects promised by the IMF, but instead pro-
duced the negative effects predicted by the more standard Keynesian
models.

Heterodox (and Keynesian) Perspective: A Strong Economy 
Builds Confidence

It might be true that short-term investors and creditors might be more
interested in the size of the fiscal deficit than in other variables. The most
important issue for these investors is government’s ability to repay its debt
in the very near term. To the extent that government saves money by
cutting the fiscal deficit, it will have more funds to pay back creditors in
the short run—even if this hampers long-term growth. But these are
precisely the type of investors who heighten market volatility and whom
governments shouldn’t want to attract.

Long-term investors look beyond the deficit to a range of variables, the
most important of which is long-term sustainable growth. These investors
recognize that reducing government expenditures usually decreases output
and increases unemployment. To Keynesian and heterodox economists,
policies that lead to long-term sustainable growth will naturally lead to
greater confidence in the economy and more investment.

If countries borrow to finance productive investments that will generate
returns in excess of the interest rate charges, then growth will be



enhanced. Investors will recognize the economy’s increased strength and
should have more confidence in it.

Controversies among Conservatives about the Effects of Deficit Spending

More recently, conservatives have become deeply divided over the issue of
deficit spending. As we suggested earlier, conservatives are generally less
optimistic about the use of tax cuts or expenditure increases to stimulate
the economy than traditional Keynesians. However, since the Reagan
years, some conservatives have been using Keynesian-like analysis
combined with supply-side reasoning to argue that reducing taxes during
an economic downturn is a good thing. They make two claims: that
general tax cuts are more stimulative than government expenditures and
that deficits have little adverse effect on the economy, in both the short
and the long run. Underlying these claims are two fundamental confusions.

The argument that tax cuts are more stimulative than increased expend-
itures can be dismissed easily: neither theory nor evidence supports it. To
begin with, recessions are marked by reductions in the demand for labor.
But the conservatives’ argument is with regard to the supply of labor. The
argument is that lowering tax rates might induce people to work harder.
Not only is there limited evidence of this, the problem at hand is inad-
equate demand for labor, not inadequate supply. A greater supply of labor
at the going wage would simply lead to more unemployment.

In addition, the multipliers—the extra GDP generated by an extra dollar
of government spending or tax cut—associated with government expend-
iture are larger than the multipliers associated with tax cuts as long as the
government uses most of the funds for home-produced goods. This is
because a part of any tax cut (especially tax cuts for upper income indi-
viduals) goes into savings. Also, when the wealthy, especially the wealthy
in developing countries, increase their consumption, they spend much of
their money on imported goods, again reducing the Keynesian multiplier.
Therefore, the effects of a tax cut or expenditure increases depend on the
design of the tax cut or the composition of the expenditure increase.

The second claim is that deficits don’t affect long-term growth because
the effect of deficits on interest rates is small, and the effect of interest rates
on investment is small. Note that the second part of the argument contra-
dicts the usual supply-side view that higher after-tax returns elicit a large
increase in investment.19 This is why this group of conservatives focuses
attention only on the first part of the argument—that deficits don’t affect
interest rates.
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However, this part of the statement contradicts another main argument
made by conservatives: crowding out. If deficits don’t affect interest rates,
crowding out shouldn’t exist. In this, the new conservatives are in agree-
ment with traditional Keynesian economists: when the economy’s in
recession and there’s excess capacity, there’s no reason why there needs to
be any crowding out, any increase in interest rates, or any reduction in
investment.

But if the economy is at full employment (the economic models used by
conservatives generally assume it is), the pie is fixed, so that tax cuts crowd
out private investment and hurt growth (unless the deficit is, in effect,
fully financed by foreigners). The New Conservatives seem to want to have
it both ways, that tax cuts stimulate the economy through increased
consumption, but do not crowd out investment. At full employment, this
is a logical impossibility.

Fiscal Policy in the Presence of Borrowing Constraints

Limitations Imposed by Borrowing Constraints and the Costs 
of Pro-cyclical Fiscal Policies

The fiscal policy controversies reviewed above have one basic underlying
assumption: governments can borrow as much as they want. The alterna-
tive schools, though, have different views on how much governments
should borrow. But even those who believe in the efficacy of fiscal policy in
developed countries recognize that developing countries face a significant
impediment to relying on fiscal policy during economic downturns
(which is when, according to Keynesian and heterodox thinking, they
should engage in deficit spending): their governments might find it diffi-
cult or expensive to borrow the funds necessary to finance government
spending. Tax revenues automatically fall as the economy slows, and
funds available to repay debts fall as well. As the ability of a government to
repay its liabilities drops, the interest rate on borrowing rises.

One of the main reasons that the IMF was founded in 1944 was to help
countries in depressed conditions finance deficits for economic expansion.
The founders recognized the interdependence of nations, which means
that a downturn in one country can have an adverse effect on others. They
also recognized that capital markets are imperfect and some countries,
especially those that are heavily indebted and need funds the most,
are sometimes unable to borrow at all. The modern theory of capital
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markets, with asymmetric information and costly enforcement, explains
how such credit rationing can occur.20 When it does, countries are forced
to engage in pro-cyclical fiscal policy: they are forced to cut their deficits
during economic slowdowns, exacerbating the recession.

Note that the opposite problem happens during the upswings of the
business cycle. As revenues recover, so does government spending.
Governments tend to have better access to credit during expansions: they
often increase the use of deficit spending during booms, contrary to the
recommendations of all schools of thought. This implies that spending
might increase on the basis of temporary tax revenues and new borrowings,
which will make the contraction during the following downswing even
worse.

There is widespread evidence that fiscal accounts are highly pro-cyclical
in the developing world.21 In Latin America, for example, out of 45 episodes
of cyclical swings in 1990–2001, 12 were neutral, 25 were pro-cyclical, and
only 8 counter-cyclical.22 So, the broader problem faced by developing
countries are the strong incentives for fiscal policies to behave in a pro-
cyclical way. This effect is compounded by the pro-cyclical performance of
public-sector revenues in the context of high GDP volatility.

At the same time, other pro-cyclical patterns have become more important
than in the past, particularly those associated with granting government
guarantees to the private sector. An example is explicit and implicit guaran-
tees issued to financial agents and depositors in the financial system.
Another is public-sector guarantees for private-sector investments in infra-
structure (such as minimum revenue or profit guarantees, or explicit coverage
of interest or exchange rate risks). Both implicit and explicit guarantees
have three elements in common: (a) they are not always transparent; (b) they
encourage private spending during booms (the implicit public-sector spend-
ing in the form of an equivalent ‘insurance premium’ is actually incurred
during periods of euphoria, indicating that accrued public-sector spending
during these periods is underestimated); and (c) disbursements (cash spend-
ing) are incurred during crises, increasing borrowing requirements and
crowding out other public-sector spending.

The costs of pro-cyclical fiscal policies are high. During upswings,
abundant financing may lead authorities to start some projects that have
low social returns. During downswings, cuts in spending may mean that
investment projects are left unfinished or take much longer to execute
than planned, thereby raising their effective cost. In turn, extended cuts in
public-sector investment may have long-term effects on growth.23 To the
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extent that current spending is reduced during downswings, some valu-
able social programs may be cut, the existing structure for the provision
of public and social services may became disjointed, and reductions in
real wages may lead to the loss of valuable staff. In general, ‘stop-go’
cycles significantly reduce the efficiency of public-sector spending.

This means that a major aim of economic policy in developing countries
should be to avoid pro-cyclical biases in fiscal policy. This can be consis-
tent with the establishment of rules that guarantee long-term sustainabil-
ity of the fiscal account, such as targets for the public-sector deficit and/or
maximum debt-to-GDP ratios. (The definition of such rules is not an easy
task, however, as demonstrated by the recent debates within the European
Stability and Growth Pact.)

In particular, a focus on the current fiscal deficit (measured during the
recession) is clearly inappropriate. Rather, it’s essential to estimate ‘the
structural deficit’, which evaluates what the budget would be without
cyclical fluctuations24 in a ‘normal’ (full employment) situation. For exam-
ple, when tax revenues fall during a recession, the current fiscal deficit
will worsen, but the structural full employment deficit won’t be affected,
and the government won’t be forced to tighten fiscal policy further to
meet its deficit target. If necessary, the international financial institutions
could play a role in helping to finance any current fiscal deficit that arises.
We’ll discuss these issues in detail in the section on accounting issues in 
Chapter 8.

Deficit targets should be complemented by adequate mechanisms to
manage public-sector guarantees. As argued earlier, public-sector guaran-
tees have pro-cyclical effects. Deficit targets create a strong incentive for
governments to promote private (rather than public) sector investment in
infrastructure to circumvent the targets, even when there’s no economic
reason to do so. As we’ll see in Chapter 8, a major problem in relation
to these guarantees is that they generate significant distortions in public-
sector accounting. The nature of fiscal targets should be chosen to avoid
these problems.

To the extent that cyclical swings may reduce the efficiency of public-
sector spending, it may make sense to determine structural targets on the
basis of an essentially long-term criterion: the balanced supply of public
and private goods. At the same time, due to the inevitable time lags in 
the decision-making process, automatic stabilizers may be preferable to
discretionary changes. Well-designed social safety nets to protect vulner-
able groups during crises (preferably as part of permanent social protection



systems) and fiscal stabilization funds are the best-available instruments in
this regard.

Fiscal Stabilization Funds

A first major instrument of counter-cyclical policy is fiscal stabilization
funds to sterilize temporary public-sector revenues. The experience gained
from the management of stabilization funds for commodities that have a
significant fiscal impact (the National Coffee Fund of Colombia, the
copper and petroleum funds in Chile, and the oil funds in several coun-
tries)25 can be extended to develop broader fiscal stabilization funds.26 A
similar example is foreign exchange reserves, which provide ‘self-insur-
ance’ against sudden interruption in external financing (as well as reduced
currency appreciation).

The point of a stabilization fund is to put funds aside when the economy
is in a boom period, to be used when the economy is in recession.
However, economists disagree on when a country should be building
funds and when it should be spending them. For example, in 2005 the
province of Mendoza in Argentina was growing at or above the national
average and running a fiscal surplus. Many economists recommended that
Mendoza save the surplus above current expenditures into an anti-cyclical
stabilization fund. However, the governor of Mendoza pointed out that
unemployment at the time, while lower than elsewhere in Argentina, was
still high, at between 7 and 8 percent. In his view, it made more sense to
invest the surplus in employment-generating activities, since the economy
was still way below full employment.

Some economists argue that most developing countries are almost
always below full employment, and would never find the opportunity to
build the stabilization funds. Others point out that there are two criteria
that can help determine when the surplus should be spent rather than
saved. The first is based on expectations about the future. If the economy is
growing today and a slowdown is expected it would make sense to save an
important part of the surplus. Employment would be lower today but
resources would be available to support more employment generation
tomorrow when the economy slows down. The second criteria is based on
the expected returns of each project. The question is whether the govern-
ment spending goes into investment and job creation or consumption. To
the extent that the funds go into consumption, they are unlikely to lead to
future growth, and it would be wiser to put the surplus into a fund. But, to
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the extent that the funds go into investment, the returns could be high for
both current employment and future growth, due to the multiplier and
crowding-in effects discussed earlier.

The major policy implication of the previous analysis is, however, that
international financial institutions should help countries build stabiliza-
tion funds that can be used as anti-cyclical tools.

Counter-Cyclical Tax Policies

To the extent that stabilization funds sterilize the additional revenues
generated by a commodity or capital boom, they make fiscal policy at most
cycle-neutral, as the additional revenues due to increased demand go into
reserves. A complementary instrument, of clear counter-cyclical character,
would be to design flexible tax rates, particularly to manage sharp private-
sector spending cycles. The best candidate is obviously a tax on the source
of the spending boom. This is the traditional argument for taxing exports
subject to temporary price surges, which has served as the basis for the
design of commodity stabilization funds.

A similar argument can be used to justify an increase in the tax on capital
inflows during booms, as this is the major source of private-sector spending
upswings today.27 It is interesting to note that this argument is in addition
to the arguments associated with the greater monetary autonomy that a
tax on capital flows provides, which we’ll analyze in Part III of this book.

An argument can also be made for temporary hikes of VAT rates during
private spending booms and reductions of VAT rates during downswings.28

In addition, heterodox economists have put forth other tax policies that
can be used to reduce pro-cyclicality and give additional fiscal options to
countries, as are discussed below.

Low-Cost Stimuli and Other Fiscal Policy Alternatives

Some countries are unable to borrow to finance a tax reduction during a
downturn. These countries still have some fiscal policy tools that can be
used to stimulate the economy. Two such policy tools are ‘expenditure and
tax shifting’ and ‘low-cost stimuli’.

‘Expenditure and tax shifting’ increases taxes on those who are less
likely to reduce expenditures, and cuts taxes on those more likely to
increase expenditures, thereby stimulating the economy. Increasing the
progressivity of taxation does precisely this. As we’ve noted, giving a tax
cut to low-income individuals is likely to stimulate the economy more per
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dollar of tax cut simply because poorer people are more credit and cash
constrained. Spending more money on goods produced at home and less
on goods from abroad will similarly help stimulate the economy.

Countries facing limitations on borrowing need to focus on policies that
have a big bang for the buck, called low-cost stimuli. For example, as we saw
in the case of Japan, a temporary sales tax cut can have a far larger effect
than a temporary income tax cut. The importance of cash flows and credit
constraints suggests some other examples of low-cost stimuli. We’ve
already discussed tax cuts targeted toward the poor. In addition, increasing
unemployment benefits for low-income workers can be particularly 
effective because virtually all such workers are credit and cash constrained.
(In many countries, an increase in aid to regional governments and locali-
ties during recessions is also more likely to have a big stimulus effect, since
sub-national governments are often subject to balanced budget fiscal
frameworks or have more limited access to financing and have to cut
expenditures or increase taxes without such aid.)

Public investment expenditures may have a double effect. First, there’s
the immediate stimulation to the economy. Second, if the public invest-
ments are complementary to private investments, as discussed above,
increasing government spending will increase the returns to private
investment, fueling additional investment.

Other low-cost stimuli focus on firms. The prototypical low-cost stimu-
lus is the ‘incremental investment tax credit’. An incremental investment
tax credit provides a tax credit on increases in investments (e.g. the tax
credit might apply to investments over 80 percent of the previous year’s
investment). The incremental investment tax credit lowers the marginal
cost of investment; just as an ordinary investment tax credit would (the gov-
ernment in effect picks up a fraction of the cost of the machine or other
investment). At least in standard models, it has the same stimulative effect
as a full investment tax credit, but the cost to the government is markedly
less because the credit doesn’t apply to the bulk (or the ‘base’) of an invest-
ment. (This, incidentally, is why US businesses have been distinctly
uninterested in this kind of tax credit.)29

A temporary incremental investment tax cut can be even more effective
in providing short-run stimulus to the economy. A temporary investment
tax credit lowers the price of investing today relative to investing in the
future. As discussed earlier, this is like a temporary ‘sale’ on investment goods
and will encourage current investment (although partly at the expense of
future investment).30 We should note, however, that if markets are imper-
fect and firms’ available cash (or net worth) limits their investment, the
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incremental investment tax credit (whether permanent or temporary) will
not be as effective. When fewer funds are available, investment is stimu-
lated less.31

Another low-cost stimulus is carry-forward or carry-back tax treatment.
The government can extend the period of loss carry-forward (when tax
deductions are not taken in the current year, but are used to reduce tax
liabilities in future years) or carry-back (when deductions are used to
reduce tax liabilities in earlier years). This has the positive effect of increas-
ing economic efficiency32 and makes the losses fully creditable to the
extent that firms engage in investment. These policies might boost invest-
ment for yet another reason: in effect, they increase the extent of govern-
ment risk sharing. Since the ability and willingness of firms to bear risk
limits their willingness to invest, better risk sharing between government
and firms enhances investment. The government can also provide direct
credit to firms for investment (though obviously, it’s important that this be
well designed, so that the government is able to recover principal and
interest).

In short, developing countries often have difficulties borrowing, which
can impair their ability to engage in fiscal policy. But heterodox econo-
mists have proposed alternative fiscal policy tools, including tax structures,
stabilization fund (insurance) policies, and new instruments that can mini-
mize the pro-cyclical nature of fiscal policy and give the government some
means to engage in counter-cyclical policy.

An Introduction to Monetary Policy Controversies

Conservative Perspective: Monetary Policy is Ineffective

As we’ve noted, conservatives, for the most part, believe that monetary
policy is relatively ineffective. They believe that the economy normally
operates close to full employment, so that any increase in aggregate
demand cannot increase output; it can only push up prices.

The conservative models in which monetary policy has no effect include
other extremely restrictive assumptions. For example, they assume risk
neutrality on the part of all actors and assume that economic agents are not
cash constrained. More importantly, the conservatives’ position that
monetary policy is ineffective shows a fundamental intellectual inconsist-
ency with their ostensible worry about inflation. If real variables such as



output were unaffected by monetary policy, there would be little concern
about inflation as it wouldn’t have any adverse effect on the economy.

Keynesian Perspective: Monetary Policy is Effective, Except under 
Certain Conditions

We’ve already suggested that, for Keynesians, monetary policy is an impor-
tant tool in macroeconomic management. Keynesians believe that mone-
tary policy is, in general, effective in periods of unemployment. But even
in some periods of high excess capacity, Keynesians agree that monetary
policy might be ineffective, but for different reasons.

First, under certain circumstances, lowering real interest rates may be dif-
ficult. For example, households and firms simply may hold onto any addi-
tional money the central bank prints, so the central bank may be unable to
lower nominal interest rates by increasing the money supply. Second, as
we’ve noted, when the economy is characterized by deflation and prices
are falling, even low nominal interest rates can be associated with moder-
ate to high real interest rates. At the beginning of the Great Depression, for
example, prices fell at more than 10 percent per year; even if the govern-
ment had been able to lower nominal interest rates to zero, real interest
rates would have been high. More recently, Japan pushed nominal interest
rates close to zero, but with prices falling at 2 percent per annum, real
interest rates couldn’t fall below 2 percent. 

Heterodox Perspective: Credit is What Matters

More recent heterodox approaches suggest additional reasons why mone-
tary policy might be ineffective (and additional ways in which monetary
authorities can expand the economy). In particular, Greenwald and Stiglitz
emphasize that credit, and not the money supply, matters for the level of
economic activity. The banking system is central in determining the supply
of credit. Even if the interest rate on treasury bills falls, banks may be reluc-
tant to lend more when they believe their balance sheets are weak, or when
they perceive the risk of lending to be very high (and therefore can achieve
high, safer returns by lending to the government).33

On the other hand the heterodox approach also emphasizes several
additional channels through which lowering interest rates may stimulate
consumption. First, changes in the interest rate represent a redistribution
of income from creditors to debtors. In the heterodox approach, distribution
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matters: debtors may have a higher marginal propensity to consume than
creditors. If firms and households are credit constrained, lowering interest
rates may mean that firms will have more money to invest and households
will have more money for consumption.

Second, there may be balance sheet effects, as the value of assets such as
stocks and real estate increase with lower interest rates. The increased
wealth may induce households to consume more; and if banks and other
lenders have rules that limit borrowing to a certain fraction of collateral,
the increased value of collateral allows more lending—and more con-
sumption. Third, if lenders have rules limiting lending, e.g. to an amount
which individuals can service with, say, a certain fraction of annual
income, then lower interest rates lead to increased willingness to lend, and
again, the relaxation of the credit constraint leads to more spending.

Raising rates will have the opposite effect. In particular, monetary
authorities need to take into account wealth effects and the impact on
bankruptcy. Credit constraints usually arise from imperfect information
on creditors’ ability to repay loans. Information is local, which means that
bank failures lead to informational loss that sometimes can become
permanent. Restructuring banking systems therefore need to take the flow
of credit into account.

Conservatives versus Heterodox (and Keynesians): Discretion versus
Rules—From Monetary Targets to Inflation Targets

Since conservatives are skeptical about government’s ability to manage
economic policy, they tend to advocate simple rules for monetary policy.
In the heyday of monetarism in the 1980s, the most favored rule pre-
scribed expanding the money supply at a constant rate. Then it became
clear that the demand function for money (velocity) was unstable and
hard to predict, especially in developing countries. The constant rate of
increase in the money supply led to high interest rate and economic
volatility. The money supply rule lost favor, and today inflation targeting
is preferred. However, there are also problems with inflation targeting that
are not often discussed. For example, inflation targetting doesn’t provide
a smooth convergence to an equilibrium with both external and internal
balance.34

We’ll discuss some of the difficulties with inflation targeting in more
detail in Chapter 7 on open economy macroeconomics. More generally,
Keynesian and heterodox economists are skeptical of simple rules and
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believe that well-designed discretionary government policies can enhance
economic performance.

Debates on the Effectiveness of Monetary Policy

Recent experiences confirm both the strengths and limitations of
monetary policy. In general, economists view monetary policy as more
effective in restraining an overheated economy than in expanding an
economy in a deep recession. Monetary policy, for example, has not been
effective in stimulating growth in countries experiencing deflation (such
as Japan). In the United States, lowering interest rates from 2001 to 2003
did little to stimulate investment, but did induce households to refinance
their mortgages. The reduced mortgage payments and the improved finan-
cial position of households enabled consumers to sustain their spending
even as their stock market wealth diminished enormously. The stimulative
effect was related in part to the cash balance/credit constraint effects that
the heterodox approach emphasizes.35

As we’ve seen, the impact of monetary policy in developing countries is
likely to differ from the impact in the United States and other advanced
industrial countries. In many developing countries there is greater reliance
on bank lending, and firms have less access to non-bank sources of finance.
For example, they can’t turn to the commercial paper market. (This is
partly because small and medium-sized firms—the kind of firms that
cannot turn to commercial paper markets in any country—predominate in
developing countries.) Since monetary policy has its most direct impact
through the banking system, its effects in developing countries can be
more significant than in developed countries.

However, in some developing countries, the banking sector is
extremely undeveloped and lending is relatively unimportant. Most
firms rely on self-finance. In these circumstances, the impact of monetary
policy on the economy is limited. The narrower the impact of monetary
policy, the greater the costs associated with using it, since a few sectors are
forced to bear the brunt of adjustment. Those sectors may face greater
volatility, as interest rates rise and fall in an attempt to stabilize the
economy.

Modern economic theory (and recent experiences, such as those in
South East Asia in 1997) has emphasized an important set of adverse
effects of contractionary monetary policy during crises—especially of large
increases in interest rates. The first is the effect of interest rate changes on
asset values (such as land or stocks). Furthermore, because different firms
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own different assets, firms’ net worth will be affected differently, often in
ways that even informed investors may find difficult to ascertain. Interest
rate increases give rise to significant increases in uncertainty, further
dampening economic activity. Because higher interest rates reduce the net
worth of firms, they adversely affect demand not only directly, as the
demand for investment and consumption is decreased, but also indirectly,
as foreign importers of the country’s goods worry that firms will not be
able to deliver on their contracts. As we noted above, large increases
in interest rates also weaken government finances when the stock of out-
standing public debt is significant as a proportion of GDP. The consequent
increase in interest payments on public debt can sharply reduce govern-
ment’s fiscal flexibility. All of these effects reinforce the response of the
economy to monetary tightening to dampen the economy and restrain
inflation.

The focus of our attention here, however, is the use of monetary policy
to stimulate the economy. Lowering interest rates has just the reverse
effect of what we described above. In this case, the uncertainty associated
with changes in asset values implies that the stimulative effect of lowering
interest rates may be less than it would otherwise be. There are also
complications associated with the relationship between monetary policy,
capital flows, and exchange rates, which we’ll analyze in the following
chapters.

In recent years, many economists in advanced industrial economies
have advocated greater reliance on monetary than fiscal policy for stabil-
ization. They argue that the political processes required to change taxes or
expenditure levels are too slow, and that monetary authorities can act in a
timelier manner. The limitations of monetary policy noted in this section,
as well as the limitations on the use of fiscal policy discussed earlier, sug-
gest that we need to find innovative means to use both of them under the
severe volatility that characterizes these countries. Heterodox analysis is
critical in this regard.

Monetary Policy when Banks are Unwilling to Lend

When monetary policy is ineffective, heterodox economists have empha-
sized that central banks still have other tools at their disposal to influence
lending and credit. When credit rationing exists, what’s relevant is not
loan demand but loan supply; authorities need to implement policies to
induce banks to increase lending. For example, changing regulatory poli-
cies, such as capital adequacy requirements and other banking regulations,
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can impact credit availability. As we’ll see below, banking regulations
have more macroeconomic implications than is usually accepted (their
effects tend to be ignored in most macroeconomic analysis). For example,
the credit contraction in the United States following the savings and loan
bail-out was due at least in part to the changed regulatory environment.
Modifying those regulations probably played some role in restoration of
the supply of credit. Two issues may be particularly important for develop-
ing countries: the first is credit constraints specific to certain sectors of
the economy, and the second is ways to encourage bank lending when
credit constraints are more general.

Monetary policy is a blunt tool. Raising interest rates affects all sectors
of the economy, those sectors that are experiencing bubbles, as well as
those sectors experiencing fragile recoveries or still in recession. When
inflation is due to supply shortages in sectors of the economy experienc-
ing credit constraints, authorities can look to innovative ways to ensure
that credit reaches these sectors rather than raising interest rates and
slowing the economy as a whole. In this regard, the authorities can use
tax policies or reserve requirements to try to encourage lending to these
sectors. Alternatively, development banks are another tool that can help
direct credit to areas in need.

In many developing countries, banks often have excess liquidity. Instead
of lending, they find it more attractive to buy government bonds—or even
buy the bonds of foreign governments or corporations. This is particularly
important during crises: banks view lending to private firms as too risky
just when the economy needs additional private credit to avoid a credit
crunch. There are a variety of ways that governments and monetary
authorities can, in such circumstances, encourage banks to lend. They can,
for instance, tax excess reserves, or impose taxes on capital gains from
currency changes to discourage banks from, in effect, engaging in foreign
exchange speculation. They can take more explicit regulatory actions,
such as not allowing banks to hold net foreign exchange assets (either
loans or bonds). They can go so far as to actively discourage banks from pur-
chasing government bonds (e.g. by limiting the amount of excess reserves
that can be held in the form of government bonds, or by increasing the risk
rating of such bonds).

The Macroeconomic Dimensions of Prudential Regulations

Prudential regulations have traditionally been thought of as a measure to
reduce microeconomic risks. In recent years, however, increasing attention

Fiscal and Monetary Policy

83



Macroeconomics

84

has been placed on risks that have a clear macroeconomic origin. Heterodox
economists have designed ways to use prudential regulations as a tool for
macroeconomic policy.

Banks use microeconomic risk management to reduce the risks associ-
ated with the individual characteristics of borrowers. Prudential regula-
tions have been designed to encourage banks to manage these risks. But it’s
more difficult to reduce risks associated with the common factors that all
market agents face, such as the effects of macroeconomic policies and the
business cycle.

Moreover, traditional regulatory tools, including both Basle I and Basle
II standards, have a pro-cyclical bias.36 In these systems, banks have to
provision capital against loan delinquency or short-term expectations of
future loan losses. Since expectations of losses are low during economic
expansions, these systems are not effective in hampering excessive risk
taking during booms. Sharp rises in loan delinquencies during economic
slowdowns (or crises) increase bank losses, or force them to increase provi-
sions for those losses, reducing their capital and their lending capacity.
This may trigger a ‘credit squeeze’ and exacerbate the downswing in
economic activity.37

Given the central role that all these processes play in developing coun-
tries’ business cycles, the crucial policy issue is how to introduce a counter-
cyclical element into prudential regulation and supervision.38 In this
regard, a major innovation is the Spanish system of forward-looking
provisions, introduced in December 1999. According to this system, provi-
sions are made when loans are disbursed based on expected (or ‘latent’)
losses. Such ‘latent’ risks are estimated on the basis of a full business cycle,
and are not based on the current economic environment.39 This system
implies that provisioning follows the criteria that are traditionally used by
the insurance industry (where provisions are made when the insurance
policy is issued) rather than by the banking industry (where they’re made
when loan payments come due).

In the Spanish system, provisions40 are accumulated in a fund41 that
grows during economic expansions and is drawn upon during downturns.
As long as the fund has adequate resources, banks shouldn’t need to make
additional provisions for new loan losses during a recession. Although the
accumulation and drawing down of the fund has a counter-cyclical
dynamics, it actually just counteracts the cyclical pattern of bank lending.
The system is, strictly speaking, ‘cycle-neutral’ rather than counter-cyclical,
but it’s certainly superior to the traditional pro-cyclical provisioning for
loan losses.



Strictly counter-cyclical prudential provisions should complement such
a system. These criteria could include holding excess provisions against
loan losses when authorities think that there is a disproportionate growth
of credit (relative to some benchmark), or limits on lending to sectors char-
acterized by systematic (economy-wide) risks, such as the construction
sector. Alternatively, direct restrictions on credit growth, or restrictions on
new lending to certain risky activities, could be used. The regulations also
could be supplemented by more specific regulations aimed at controlling
currency and maturity mismatches (including those associated with deriv-
atives), such as limits on foreign-currency-denominated loans to the
domestic non-tradable sectors.

We’ll examine some of the risks involved in these types of balance sheet
mismatches in the following chapters. Insofar as developing countries are
likely to face more macroeconomic volatility, there may be an argument
for requiring higher capital/asset ratios, but provisioning against loan
losses is probably a better solution.42

In addition, prudential regulation needs to ensure adequate levels of
liquidity for financial intermediaries so that they can handle the mismatch
between the average maturities of assets and liabilities. Such mismatch is
inherent in the financial system’s essential function of transforming
maturities, but it generates risks associated with volatility in deposits and/or
interest rates. Reserve requirements, which are strictly an instrument of
monetary policy, provide liquidity in many countries, but their declining
importance makes it necessary to find new tools.

An alternative system could be one in which liquidity or reserve require-
ments are estimated on the basis of the residual maturity of financial
institutions’ liabilities. The valuation of assets used as collateral for loans
also presents problems when those assets exhibit price volatility because,
in many cases, prices used to value collaterals may be significantly higher
than ex-post prices. Limits on loan-to-value ratios and/or rules to adjust the
values of collateral for cyclical price variations could avoid some of these
problems.

We should emphasize that any regulatory approach has clear limits and
costs that cannot be overlooked. Prudential supervision is full of informa-
tion problems and is a discretionary activity susceptible to abuse. As we’ll
discuss in Part III, experience also indicates that even well-regulated
systems in industrial countries are subject to periodic episodes of euphoria,
when risks are underestimated. The recent 2001 crisis in Argentina is a
specific case in which a system of prudential regulations that was consid-
ered to be one of the best in the developing world, working within the
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framework of a financial sector characterized by the large-scale presence of
multinational banks, clearly failed to avert the effects of major macroeco-
nomic shocks on the domestic financial system. The Argentinian case, in
particular, underscores the importance of fiscal, monetary, and exchange
rate choices, as we’ll discuss in the following chapter.
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Open Economy Complications

The previous chapter contrasted Keynesian, heterodox, and conservative
perspectives on policy-making during an economic downturn. Both the
Keynesian and heterodox perspectives argue for an active role for govern-
ment. Conservatives are far more pessimistic about the government’s
ability to resuscitate the economy. On the one hand, they’re worried that
government policy is ineffective; on the other hand, they’re even more
worried that it might be effective—but in the wrong way. In their view, for
instance, government policy could provide a stimulus to the economy just
when the economy is becoming overheated.

In the previous chapter, the main controversies centered on the size of
the multiplier, the extent of crowding out, the management of fiscal cycles
in developing countries, and the relative effectiveness of monetary and
fiscal policies. Although some open economy considerations were intro-
duced, the analysis tended to leave aside the major complexities of open
economy macroeconomics, particularly the interaction between mone-
tary and fiscal policies and exchange rate policies.

Most developing countries are open to trade—imports and exports
represent a large fraction of their GDP. Increasingly, developing countries
have also opened their capital accounts to foreign capital flows, including
long-term direct investment and short-term capital flows. Inflows (outflows)
represent a greater (lesser) demand for a country’s currency, and all else
being equal, put pressure on the currency to appreciate (depreciate). This
openness exposes the countries to risks, and increases the need for stabi-
lization policy. But it may also make some stabilization instruments less
effective, and impose severe constraints on the use of other instruments.

Despite the greater complexities associated with open economy macro-
economics, the policy conclusions discussed in the previous chapter
remain remarkably unaffected. While Keynesians and heterodox econo-
mists believe that government should actively intervene, conservatives



remain skeptical about the desirability of such interventions. But the com-
plexity itself inevitably brings greater controversy. During the East Asia cri-
sis, for instance, the IMF argued for massive increases in interest rates and
large cuts in expenditures, just the opposite of the Keynesian prescription.
The objective of this chapter is to shed some light on how economists can
come to such diverse views on economic policy.

This chapter is divided into two sections. The first introduces exchange
rate policy. The second looks at the complex interactions between interest
rates, capital mobility, and exchange rates. The following chapter then
focuses more explicitly on policy options in open economies.

The Macroeconomic Effects of Exchange Rates

Exchange rates are relative prices among the currencies of different coun-
tries.1 In a global economic system, not all countries can lower or raise
their exchange rates at the same time. When one currency weakens,
another must be strengthening and at least one currency has to be
strengthening against all the others. But small developing countries are at
an advantage at least in this respect: they can choose an exchange rate pol-
icy without worrying about the responses of the major economic players—
although they might still worry about responses from neighbors or
immediate economic rivals.

Keynesian economics, with its focus on employment, tends to look more
favorably on policies that result in weaker exchange rates because they
increase the attractiveness of exporting by making the country’s products
cheaper abroad, and help domestic industries that compete with imports
(import substitution industries) by making foreign goods more expensive
relative to domestic goods. In a full employment economy, a weaker
exchange rate will lead to a reallocation of the country’s resources away
from goods and services produced exclusively for the domestic market
(‘non-tradables’) towards goods produced for export or goods that compete
with imports (‘tradables’). But in an economy marked by unemployment
and underutilization of resources, the higher demand for exports and the
increasing production of import-competitive goods can spill over into
demand for non-tradables due to the increased income in the sectors that
produce tradables. Moreover, many economists believe that there are more
growth-related ‘externalities’ in the tradable sector, so that countries that
pursue a policy of maintaining an undervalued exchange rate will grow
faster. There is some evidence that that has been the case.2
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Conservatives are more skeptical about the positive effects of weaker
exchange rates, fearing that devaluations will lead to inflation since, for
example, imports will be more expensive. In fact, many conservatives go
one step further and argue that attempts at currency devaluation will be
self-defeating in the absence of monetary tightening: one dollar might buy
more pesos following the devaluation, but the gains can be completely
wiped out if each peso is worth less due to inflation. Despite the nominal
currency devaluation, the higher prices mean there will be no depreciation
of the real exchange rate.

However, even if prices eventually adjust so that there is no change in the
real exchange rate, the adjustments do not occur instantaneously. And in
the interim, the country may benefit from the weaker real exchange rate.
The two issues are: (a) how long will it take for prices to adjust, that is, how
long will the economy enjoy the benefits of a weaker real exchange rate;
and (b) what are the adjustment costs (including the costs of inflation) in
comparison with the benefits (including the benefits of a weaker real
exchange rate, even if that benefit is only short-lived).

Heterodox economists, while generally in favor of maintaining compet-
itive exchange rates to stimulate growth, have raised a second objection to
devaluation. This objection focuses on balance sheet effects. When a coun-
try (or the firms within the country) have borrowed and lent in foreign
currencies, devaluations will change the value of the country’s and firms’
overall balance sheets. For example, this effect was particularly important
in Indonesia during the Asian crisis. Many companies were unable to repay
their large foreign currency liabilities after the currency devaluation raised
the value of their debt in local currency terms. This effect led to widespread
bankruptcies throughout the economy.

Impact on Inflation

In general, the magnitude and durability of the effects of a weakening
currency depends on its impact on inflation and the net effect on the real
exchange rate. We begin our analysis by looking at the direct impact of
exchange rate changes on prices. If we assume the exchange rate weakens,
the devaluation will lead to higher prices of imported and exported goods.
Imports become more expensive in local currency terms as do exported
goods since firms generally receive a higher price in foreign markets in
local currency terms. The magnitude of the inflationary impact is likely
to depend on the proportion of imported goods in the economy, especially
intermediate and capital goods. When imported goods are large, the
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devaluation can lead to increased costs of production in many industries.
This may be a ‘once and for all’ effect: the higher prices of tradable goods
are reflected in the domestic price indices at once, with no further impact
on prices. But it could also lead to an inflationary spiral.

Whether inflationary worries are justified depends in large part on
expectations, the structure of the economy (i.e., the extent of indexation,
such as cost-of-living clauses in nominal contracts), and secondary effects
based on how the government and other economic actors respond to the
exchange rate movements. For example, workers may react to the initial
inflationary effect by demanding higher wages. If a devaluation gives rise
to an adjustment of nominal wages, an inflationary spiral may be set off.
Higher wages will lead to further price increases. Another devaluation may
be called for, leading to round after round of price increases.

It appears that, when there is sufficient slack in the economy (when
unemployment, for instance, is high enough), devaluations have gen-
erally not given rise to sustained inflation, at least in recent years. We saw
marked exchange rate devaluations without inflationary spirals in East
Asia, Argentina, and Brazil after the East Asian and Latin American crises in
the 1990s. The same was true for India, following its external debt crisis,
earlier in the 1990s.

Expectations depend, at least in part, on history. The fact that recent his-
tory has shown that there is no reason that even large devaluations will be
followed by episodes of sustained inflation means that, going forward, it is
less likely that devaluations will give rise to indexation and inflationary
expectations.

The Impact on Aggregate Demand and Growth

As we’ve noted, currency devaluations should boost export and import-
competing sectors and raise income and output. Yet often, these effects take
time to materialize, while the short-term effects on aggregate demand are
contractionary.3 This may lead to what is usually referred to as the ‘J-curve’:
an initial contractionary effect of a devaluation followed by a period in
which the expansionary effects prevail.

There are several reasons why the growth in exports and import-
competing sectors often occurs with a lag. It takes time for exporters to find
new markets. In addition, some of the more permanent effects may require
that producers retool their businesses. Furthermore, if firms believe that
the real devaluation is only temporary because of inflation, the devaluation
will produce only limited new investments in exports or import-competing
industries. Before firms are willing to invest, they need to be convinced
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that the increase in profitability that results from the devaluation will be
sustainable.

There are also several reasons why the initial effect of devaluation may
be contractionary. The first arises from the adverse effect the devaluation
may have on real wages. If increases in wages lag the increase in prices of
imported and exported consumer goods, aggregate demand and output
will fall as consumers’ purchasing power falls. (A similar effect is produced
if the money supply is slow to adjust to higher prices.)

Another reason devaluations may depress economic activity is that they
may increase the trade deficit in the short run. The deficit may rise in
domestic currency terms, even though it may be reduced in foreign cur-
rency terms. This is more likely when the short-term response of rising
exports and falling imports takes time to materialize. In practice, however,
even though the positive impact of currency devaluation on exports often
occurs with a lag (it takes time for exporters to find new markets abroad),
imports often drop almost immediately. For instance, in the Russian and
Argentinian devaluations, there was large and rapid substitution of
imports with domestic products, leading to improvements in the trade
deficit and large rebounds in output.

When domestic firms face credit constraints and have trouble borrowing,
the short-term contractionary effects of a devaluation can be especially
large. Export-oriented and import-substitution firms may not have the
capital to pay for imported intermediate or capital goods, and may find it
difficult to invest and increase capacity to meet the new demand.4 Some
theories suggest that devaluations can actually worsen credit constraints
due to higher inflation, increased uncertainty, and the loss of foreign
credit. Similarly, when domestic firms have large borrowings in foreign cur-
rencies, devaluations can also generate wealth losses, as discussed above in
the case of Indonesia. Even short of outright bankruptcies, those with for-
eign debts are poorer and less willing to undertake risky investments; and
banks, seeing that the balance sheets of firms are in worse shape, are less
willing to lend.5 We’ll discuss these balance sheet effects at greater length
in the next section.

Devaluations also entail significant redistribution, especially in the short
run. Exporters benefit, while importers lose. Debtors in foreign currencies
lose while those who own net assets in foreign currencies benefit. Also, as
we’ve seen, wages may lag. The losers often become vocal opponents of
devaluation, while the long-run benefits to the economy derived from
devaluation (increased exports and greater sales of import substitution
goods) may be harder to see in the short run.
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The impact of devaluation also depends on how monetary authorities
respond to any resulting inflation. If the monetary authorities respond by
raising interest rates (as they might following strict inflation targeting
rules), the devaluation’s positive impact—the economic expansion of
export and import-competitive sectors and possible spillovers to the rest of
the economy—will be reduced. The answer to whether it’s appropriate for
monetary authorities to respond to the threat of increased inflation posed
by a currency devaluation by raising interest rates is problematic, even
when combating inflation is a goal. The key question, as discussed above, is
whether the devaluation leads to a one-time increase in prices or whether it
will lead to further price rises and an increase in the rate of inflation.

Overall, the benefits to growth from the devaluation typically outweigh
the costs associated with mild inflation. The consensus is that normally the
positive effects on exports and import substitution industries outweigh the
negative effects, so that devaluations are expansionary in the medium to
long run. Furthermore, governments can act to reduce or offset some of
these adverse effects by implementing heterodox policies, such as provid-
ing additional trade credit or temporary investment tax credits for domesti-
cally produced investment goods, as we discuss later in this chapter. When
other instruments for stimulating the economy are limited (as they typi-
cally are in developing countries), a weak exchange rate can be an effective
instrument for economic growth and job creation. Exchange rate policy,
then, is not simply a tactical matter of getting-prices-right but may turn out
to be a strategic matter of a deliberately undervalued exchange rate, main-
tained over a period of time, to provide an entry into the world market for
differentiated manufactured goods.6 Several Asian countries have used such
a strategic exchange rate policy to promote manufactured exports. Similarly,
the build-up of the Chilean boom of the 1990s was clearly preceded by a
weak exchange rate policy in the late 1980s and early 1990s.

Indeed, a competitive exchange rate is seen today as an essential ingredi-
ent of dynamic growth and employment in developing countries.7 It
allows domestic firms to benefit from rapid growth in international trade
and attracts multinational firms searching for the best location for their
worldwide sourcing of their goods. This may also have positive spillovers
on domestic technological development, and lead to a process of learning
how to produce with the best technologies available, and with the best
marketing tools for the global economy. Furthermore, a competitive
exchange rate means that spillovers of export production on other domes-
tic sectors is enhanced, as exporters find it more attractive to buy the
inputs and services they need domestically rather than from abroad. In a
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world of reduced trade barriers, import-competing sectors see a competi-
tive exchange rate as their major (and perhaps only) source of protection.

This is the reverse of what sometimes happens with currency appreciation.
A couple of decades ago, this issue was dealt with in the literature on the
‘Dutch disease’, more recently referred to as the resource curse.8 This litera-
ture analyzed the long-term losses that a boom in the availability of foreign
exchange, due to a discovery of natural resources or a capital surge, could
have. The essential insight was that the booming inflows of foreign exchange
lead to a real exchange rate appreciation that could permanently hurt other
tradable sectors—exports as well as import-competing sectors—and could
entail the permanent loss of technological and other spillovers from those
sectors. Such ‘de-industrialization’ (as this effect was sometimes called)
implies that booming inflows of foreign exchange may be a mixed blessing.

Real Balance Sheet Effects

As we’ve noted, the value of foreign currency liabilities rise in relation to
domestic assets following devaluations. Debtors might have more difficulty
repaying loans to foreign creditors. The increased bankruptcy that results
will have adverse effects on growth and output in developing countries.

If a country is a net foreign debtor, the impact of this will generally make
the country worse off. The value of its liabilities will increase, and the
weaker balance sheet of indebted firms will depress consumption and
investment. (This is one of the reasons the Asian crisis was so severe.) If a
country is a net creditor, it will be better off on average because foreign-
denominated assets will be worth more. But even if the country is a net
creditor overall, some firms will be net debtors, and the economic conse-
quences of their losses might more than offset the benefits of the firms that
are better off. So the impact of a currency devaluation will depend heavily
on an assessment of the balance sheets of domestic firms, households, and
the government. Moreover, because creditors generally do not know the
exact balance sheet of each firm to whom they lend, and firms do not
know the balance sheet of each firm with which they interact, large deval-
uations give rise to extreme uncertainty.

A good institutional framework, however, can help minimize the bal-
ance sheet effects of devaluations. Prudential regulations in place prior to
the devaluation can limit the amount of bank (and indirectly firms’) for-
eign currency exposure. If the country has a good bankruptcy law—say
modeled after chapter 11 of the US bankruptcy code, which allows fairly
rapid corporate reorganizations—the costs on the country can be limited.9
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In order to design effective economic policies, we need to appraise the situ-
ation of each particular country. For example, Japan is a net creditor. At the
time of the Asian crisis, Thailand, Korea, and Indonesia were net debtors. The
Thai firms that were most heavily indebted in foreign currency were the real
estate firms and the banks that lent to them. Most of these firms were already
bankrupt at the time of the crisis, so further currency devaluation had little
marginal effect. The other major group of heavily indebted firms in Thailand
were exporters, and they often gained more from the increased baht value of
their exports than they lost from the increased baht value of their dollar-
denominated debt. In Malaysia, most of the firms and banks had limited
exposure to foreign assets or liabilities. In Indonesia, as we noted earlier, the
devaluation of the rupiah had a large negative impact on domestic firms.

In contrast to Asia, in Latin America many governments have large
foreign liabilities. In these countries, a currency devaluation will raise the
government’s cost of borrowing and increase its risk of default—sometimes
so much so that countries are afraid to let their currencies weaken. The
increased cost means that governments may have to cut back real domestic
expenditures, so the net effect of the devaluation may be negative: the
cutbacks in government expenditures may exceed the increase in net
exports.10 These balance sheet effects point to the importance of govern-
ments managing their foreign liability exposure.

Policy Implications

Initial conditions matter, a weak exchange rate may promote growth, but
depreciating the exchange rate further may hurt growth due to the balance
sheet effects mentioned above. But, often, the argument for a devaluation
is that the currency is overvalued. The question is not whether the cur-
rency should be devalued but when. It’s preferable to devalue gradually
than to have a crisis (in which there is often overshooting). Slow, or creep-
ing, devaluations also avoid major price shocks.

In addition, as we discussed above there are often large costs to prevent-
ing a devaluation. Raising interest rates to maintain the currency may have
even more adverse effects on the economy than the devaluation itself. In
the example of Thailand, discussed above, while the currency devaluation
might have had little marginal effect on firms, the dramatic increases in
interest rates weakened their balance sheets and led to significant bank-
ruptcies. Furthermore, as we discuss below, the impact of tighter monetary
policy becomes even more complicated when interactions with the
exchange rate and capital flows are introduced.



The Interaction between Fiscal, Monetary, and Exchange 
Rate Policies in Open Economies

We begin our discussion of the interaction among monetary, fiscal, and
exchange rate policies in open economies with an analysis of the fixed
exchange rate regime that prevailed prior to 1971. Under a fixed (or
pegged) exchange rate regime, policy-makers target the exchange rate and
monetary authorities intervene in the foreign exchange market by buying
or selling international reserves to maintain the peg. As we’ll see, in doing
so they severely limit their ability to pursue monetary and fiscal policies.
Our discussion of fixed exchange rates can be viewed as a prelude to the
more relevant, and far more complicated, discussion on flexible exchange
rates which follows.

Under a flexible, or pure floating, exchange rate regime, the government
doesn’t need to buy or sell reserves. The exchange rate is endogenous (or
determined by the market), but authorities influence it through fiscal or
monetary policies. And, as we’ll see, the effectiveness of monetary and fis-
cal policies in open economies is still limited by the effects of capital flows,
though less so than with a fixed rate.

Most countries don’t maintain either a pure fixed or floating regime.
Rather, they engage in some type of managed or ‘dirty’ float. In these inter-
mediate regimes, authorities intervene periodically (sometimes according
to specified rules) by buying and selling international reserves, as in the
fixed rate system. But they have somewhat more flexibility than if they
operated under a pure fixed rate, and the effectiveness of monetary and fis-
cal policies is somewhere in between the two extreme cases.

Monetary and Fiscal Policies in Open Economies with Fixed 
Exchange Rates

Fiscal and monetary policies are likely to be less effective in open
economies with fixed exchange rates than in closed economies. Let’s first
consider fiscal policy. Government use of fiscal policy in open economies
is weakened because of an additional source of ‘leakage’, meaning that
some income is spent on imports. (The multiplier is smaller.) The fiscal
deficit is then translated into a trade deficit (the twin deficit problem). In a
fixed rate system, the exchange rate can’t adjust, and the country will have
to borrow from abroad, or spend its reserves, to finance the deficits.

There’s a basic macroeconomic identity that states that net foreign bor-
rowing (combined with changes in the government’s foreign currency
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reserves) must equal the difference between imports and exports. In other
words, a country must borrow from abroad (or spend its reserves) to obtain
the foreign currency it needs to finance its trade deficit. If a country can’t
borrow from abroad monetary authorities will have to spend their interna-
tional reserves to prevent a currency devaluation, but this cannot continue
indefinitely—eventually reserves will run out.

As we discussed in Chapter 5, it can be very expensive for developing
countries (especially heavily indebted countries) to borrow, and some
countries cannot borrow at all. This is because the risk of default, even by
governments, is markedly higher in developing countries than in devel-
oped countries. As we noted, the absence of external financing can mean
that some developing countries may not be able to use fiscal policy as a
policy tool.

If the country can borrow abroad, the trade deficit can be financed by
borrowing, but this too cannot continue indefinitely. As debt increases rela-
tive to reserves, the risk of default increases, and the cost of borrowing rises,
so that continued borrowing becomes extremely expensive. With open
capital markets, there may even be an attack on the fixed rate. More gener-
ally, if ‘confidence’ erodes, then capital flight may weaken the banking
system, leading to a decrease in lending (unless monetary authorities can
contravene), and lower GDP.11 This is why countries with access to borrow-
ing still face limits on the use of fiscal policy, and why developing country
governments may be able to use fiscal policy for only a short period of time.

Of course, our concern here is for a temporary economic downturn in
which the country has no intention of sustaining the trade or fiscal deficit.
The argument that’s often made that the trade deficit accompanying a
stimulation of the economy is not sustainable is beside the point—it was
never intended that such spending be sustained.

In a fully open economy with fixed exchange rates, the country can also
lose its ability to control monetary policy, since the domestic real interest
rate may be largely determined by international rates. All else being equal, if
domestic interest rates are higher than international rates, funds will flow
into the country to earn the higher returns, pushing the interest rate back
down. Similarly, if the domestic rate is lower than international rates,
money will flow out, pushing the rate back up. (The analysis is, of course,
too simplistic as it ignores the differences in risk, such as default risk
referred to above. Capital is generally not perfectly mobile, particularly
because the perception of risks differs across countries. We’ll discuss this
and the full interaction between interest rates, capital mobility, and
exchange rates in greater detail later in this chapter.)
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In this simple open economy, then, lower interest rates may not only
have the standard positive initial effect of increasing aggregate demand;
they may also lessen capital inflows or even lead to capital outflows, all
other things being equal. This in turn exerts downward pressure on exchange
rates to depreciate. If the government wishes to maintain a fixed exchange
rate, it will have to take other actions, such as imposing restrictions on cap-
ital flows, as we’ll discuss in Part III of this book. Alternatively, the govern-
ment can intervene directly in the market for foreign exchange by selling
dollars and buying local currency. If the government has sufficient
reserves, this can be a temporary palliative. But if the government doesn’t
have sufficient reserves—often the case for developing countries—this will
give rise to destabilizing speculation against the currency. Speculators,
feeling confident that the exchange rate cannot be maintained, sell the
currency, pushing it even lower. Typically, the exchange rate eventually
becomes unsustainable, and a crisis emerges. In these circumstances, it
would make more sense for the government to allow the exchange rate to
depreciate.12

Monetary and Fiscal Policies in Open Economies with
Flexible Exchange Rates

Today, most developing economies have at least some degree of flexibility
in their exchange rates. With flexible exchange rates and open capital mar-
kets, expansionary fiscal and monetary policies typically (but not always)
lead to a depreciation of the currency. The weaker exchange rate increases
exports and reduces imports, avoiding some of the ‘leakage’ that was the
source of the reduced impact of fiscal policy with fixed exchange rates.
(This, of course, may not be as simple as it looks, due to some of the adverse
effects of devaluation on aggregate demand discussed in the previous
section.)

In a floating rate system, the central bank doesn’t have to spend its
reserves to defend the exchange rate. However, there may still be limits on
the use of fiscal policy, especially when borrowing is limited, for reasons
similar to the fixed rate case: developing countries often find it expensive
to borrow, and the cost of borrowing rises as debt increases.

Conservatives worry that the additional borrowing required for
standard Keynesian deficit expenditures will so lower ‘confidence’ in the
country that there will be capital outflows. The capital outflows may result
in an ‘excessive’ devaluation, with large balance sheet effects. This outflow,
it’s argued, would weaken the economy even more than tight fiscal policy.
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In this view, the government must raise interest rates to stem the outflows,
even though this will slow the economy. We’ll discuss the issue of investor
confidence later in this chapter. For now, we’ll just point out that the
evidence supporting the conservative argument is limited.

The major benefit, though, of a floating rate regime (in an economy with
unrestricted capital flows) is the degree of monetary autonomy it provides.
A floating rate gives the central bank more control over monetary policy,
generating some room for counter-cyclical macroeconomic policies (that
stimulate the economy during a slowdown and slow the economy during a
boom). As we mentioned above, in an open economy, other things being
equal, lowering interest rates to stimulate the economy leads to capital out-
flows. With a floating exchange rate, the currency can now adjust (given
outflows, it devalues). The monetary authorities don’t need to increase
rates to defend the exchange rate. This allows them to regain some of their
‘independence’ or ‘autonomy’ in macroeconomic policy. Some of the
pressure on interest rates gets transferred to the exchange rate.

But, even though a floating exchange rate allows a greater degree of
monetary autonomy than a fixed rate, there are still limits to its use, espe-
cially if the government worries about potential second and third round
repercussions, as we discuss below. While monetary policy-makers may
seem to have more discretion, the potential adverse effects from exchange
rate adjustments may actually limit the benefits derived from exchange
rate flexibility. The only way to guarantee adequate degrees of freedom for
counter-cyclical monetary policies may be to give up free capital mobility.

Impact of Interest Rates and Exchange Rate on Capital Flows

The reason why it’s difficult to disentangle the effects of monetary and fis-
cal policy on an open economy, particularly one with flexible exchange
rates, is that the impact on capital flows is hard to predict. The general view
is, that other things being equal, an increase in a country’s real income gen-
erated by expansionary macroeconomic policies is likely to induce capital
inflows. So too, other things being equal, an increase in the interest rate asso-
ciated with say a contractionary monetary policy will induce capital
inflows and lead to an exchange rate appreciation (and, alternatively, a
lower interest rate will result in capital outflows, and lead to a weaker
exchange rate). But other things are never equal, particularly due to the
complex interaction between interest rates and capital flows.

Standard Keynesian analysis doesn’t explicitly deal with capital inflows.
To the extent that it does, it assumes that their effects can be fully sterilized



through monetary policy. In Keynesian analysis, investment is determined
by interest rates and consumption is determined by national income (and
perhaps by interest rates)—but not by capital flows. So long as the govern-
ment can determine the level of interest rate, it can determine the level of
national income. Capital flows may affect what the government needs to
do to maintain the chosen level of interest rate, that is, they are of relevance
to the conduct of monetary policy, but little else.

Modern economic theory has stressed, however, that what matters is not
just interest rates but credit availability; and capital flows affect the
resources available to households and firms, and even affect the lending
activity of banks. Under conventional closed economy analysis, lowering
interest rates leads to increased investment and higher growth. But, in an
open economy, lower interest rates can lead to capital outflows and a
weaker exchange rate. This, combined with the weakened balance sheets
that often result from exchange rate devaluations, may limit credit avail-
ability and could attenuate, or even reverse, the normal impact of lower
interest rates on aggregate demand. Any attempt by policy-makers to
counteract the drop in demand by lowering interest rates further will be
partially self-defeating, as the lower interest rates will induce even more
capital outflows.

Modern economic theory has also stressed the importance of expecta-
tions. Raising or lowering interest rates can sometimes do very little to
strengthen or weaken an overvalued exchange rate because of market
expectations. If market participants expect large capital inflows into a
country to continue (because of, say, foreign direct investment or privati-
zations), there may be little the central bank can do to dampen enthusiasm
for buying the local currency and strengthening the exchange rate. Low
interest rates in the Czech Republic during the mid-1990s, a period of high
foreign inflows, did little to stop the currency from strengthening further.

While this chapter focuses on short-run effects, one of the themes of this
book is that these cannot, and should not, be separated from longer-run
growth effects. Under conventional closed economy analysis, raising
interest rates to slow an economic boom leads to less investment and lower
growth. In an open economy, the higher interest rates may attract capital
inflows, increasing the credit supply and leading to higher investment
and growth. But in an open economy, there are also two additional
medium-term effects. First, as we discuss in Part III of this book, when the
central bank raises rates, it usually raises short-term rates, attracting short-
term capital.13 These flows often go into consumption or real estate, rather
than into long-term productive investment. The implication is that there
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may be little long-term positive impact on growth. Worse, the capital
inflows often lead to a short-term bubble, and when the bubble bursts
there are potentially huge drops in output. This effect, for example, was
one of the factors behind the Asian crisis.

Second, as mentioned above, the increased inflows also lead to currency
appreciation. This can slow the economy in the medium to long term14 as
export and import-substitution industries became less competitive. The
result is that, despite a short-term boom, medium to long-term growth is
in fact stymied, as predicted by the standard model.

Effects of Interest and Exchange Rates during a Crisis

Up until now, we have been assuming that increasing interest rates leads to
higher capital inflows (though, often, only of a short-term nature).
However, as we mention above, this presumption does not always hold,
especially during a crisis. The deepening economic recession often caused
by higher interest rates means that risk-averse investors find it less
attractive to put money into, or keep money in, a country.15 In crisis condi-
tions, accordingly, higher interest rates increase the riskiness of lending,
and may lower the expected return to investors, having just the opposite of
the intended effect.

Higher interest rates then slow the economy through several channels:
the normal Keynesian effect of lowering investment, and hence aggregate
demand, is augmented by large adverse supply-side effects, as firms cut
back production; weakened balance sheets of firms also have an indirect
adverse effect on investment even for firms that do not turn to the capital
market for finance. Increased bankruptcy rates worsen the balance sheets
of banks. And the weaker balance sheet of banks, combined with the
increased risk, leads them to lend less. The higher interest rates also put the
finances of highly indebted governments at risk. In the end, if the major
objective is to avoid a devaluation, high interest rates may not even help at
all. Capital may not be attracted; indeed, higher interest rates may
contribute to capital flight.16 The capital flight in turn may reinforce the
other downward pressures on the economy.

Another instance when raising or lowering interest rates might not have
much of an effect on either capital flows or the exchange rate is when
market participants have strong views about an imminent change in the
exchange rate. For example, if market participants expect the currency to
devalue 10 percent in the next week, short-term interest rates would have to
jump to an annual equivalent of over 500 percent in order to stem short-term
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outflows (since investors will receive only 1/52nd of the annual rate in the
week prior to the devaluation). But annual interest rates of 500 percent are
obviously unsustainable, and few investors are willing to invest at these
rates. If high interest rates are able to attract capital under these circum-
stances, it will generally be very short-term funds, and the expected real
benefits associated with long-term investment may still not materialize.

Just as the effect of interest rates on capital flows during a crisis is often
unclear, so, too, is the effect of weaker exchange rates. A weaker exchange
rate means that domestic assets are cheaper for foreigners, implying
increased inflows. A weaker exchange rate can also indicate that expecta-
tions of additional exchange rate depreciation are reduced, again inducing
net capital inflows. On the other hand, it’s possible that a weaker exchange
rate leads to the expectation of a still weaker exchange rate in the future.
(For instance, a depreciated exchange rate could be expected to give rise to
inflationary pressures.) Or a weak exchange rate could be interpreted by
investors as a sign of weakness in the economy—of other investors pulling
money out. In these cases, the exchange rate might lead to net capital out-
flows. It’s particularly difficult to ascertain which of these effects will dom-
inate a situation, because the impact is highly dependent on ‘investor
confidence’.

Investor Confidence and Animal Spirits

As we mentioned earlier, conservative economists claim that increased
capital flows and the strengthening of the exchange rate are a reflection of
increased confidence. Confidence begets confidence and increases the
demand for investment and consumption. Therefore, governments
should implement policies (such as tight fiscal and monetary policy) that
increase confidence.

Keynes, on the other hand, believed that business confidence was virtu-
ally unpredictable. He argued that ‘animal spirits’ were an important factor
in determining investor sentiments. In the decades since, investors
attempting to make their fortunes out of an understanding of market
psychology have not fared particularly well, and economic models based
on investor psychology have proven remarkably unsuccessful.

Even the links between exchange rates and macroeconomic
‘fundamentals’, such as trade deficits or fiscal deficits, are tenuous. Asset
prices (including exchange rates) are shaped by expectations about the
future and are sometimes the outcome of a ‘beauty-contest’ of the sort so
aptly described by Keynes.17 The links that exist are based on the perceptions
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of market players and are subject to expectations that can change rapidly.18

Those that based their political recommendations on conjectures of how
the policies will affect confidence are, at least at this juncture, resting their
case on a weak reed.

Analysts and newspaper interpretations of changes in exchange rates—
reflecting the way many investors think—reflect the prevailing lack of
coherence. Sometimes adverse economic data lead to expectations of an
exchange rate depreciation, sometimes to expectations of an exchange
rate appreciation. In the former case, analysts will say, ‘signs of a weaker
economy led investors to believe that the monetary authority will lower
interest rates’. In the latter case, analysts will say, ‘signs of a weaker eco-
nomy led investors to believe that reduced imports will improve the coun-
try’s balance of payments’. In the first case, they obviously focus on capital
flows (the capital account); in the latter, on trade (the current account).

During the East Asian crisis, the IMF anticipated that higher interest
rates and fiscal tightening would attract more capital and strengthen
exchange rates. In fact, investors saw the higher interest rates as a sign that
the economies would weaken, and that returns to investing would fall.
They looked at the anticipated effects on the real variables, their con-
fidence was undermined, and this reinforced the direct negative effects.

Particularly problematic are arguments about how temporary market
interventions will lead to long-run changes because of changes in investor
confidence. The simplest version of this argument is that if authorities take
‘tough’ measures, such as raising interest rates, confidence in the central
bank’s resolve to fight inflation will increase. There will be an upward shift
in the demand curve for the currency, and the exchange rate in the long
run will be stronger, so that the exchange rate in the short run will be
stronger as well. There are some circumstances in which this may be true,
but there are other plausible outcomes. If market participants believe that
the monetary authorities have misdiagnosed the economy’s problem—
that higher interest rates will lead to a worsening of the economy’s situa-
tion—there may be little confidence that the policy will be sustained, and
little confidence in the judgment of the monetary authorities. In these cir-
cumstances, the high interest rate may lead to a weaker exchange rate and
be counterproductive.

As another instance, consider a temporary direct intervention in the
exchange rate market to avoid a currency depreciation. Most central banks
recognize that, generally, this type of direct intervention in the market is
costly (it drains the country’s foreign exchange reserves) and often fails to
work (if the demand curve doesn’t shift, then the stronger exchange rate
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won’t be sustained), and the money spent supporting it will be wasted. As
we’ll see in the next chapter, intervening to maintain a weak domestic cur-
rency is less problematic, but may still be costly.

Those who support such temporary interventions seem to believe that
market participants will see the government’s resolve to support the
exchange rate and change their views. Their demand for the country’s cur-
rency will increase, and the exchange rate will, on its own, be sustainable
without intervention. Moreover, proponents of this view often argue that
such intervention is important to prevent contagion. If investors see one
country’s exchange rate fall, they might believe that other countries’
exchange rates will fall as well.

There may be some circumstances in which the putative beliefs make
sense, but there are equally or more convincing alternative responses.
Why would investors, knowing that the exchange rate was stronger
because of government intervention that was not sustainable (and that was
announced to be temporary) believe that in the long run the currency would
be more valuable? Might they not, seeing the dwindling reserves of the
country, conclude otherwise? Or would investors, seeing that massive sup-
port was required to sustain Mexico’s exchange rate (in the Tequila crisis of
1995), recognize that such support was unlikely to be forthcoming for other
Latin American countries, and come to exactly the opposite conclusion—
that depreciation in those countries’ exchange rates was inevitable?19

Concluding Remarks

Different schools of thought have markedly different policy analyses and
prescriptions, particularly when analyzing economies with open markets.
What makes open market macroeconomics so difficult is that capital flows
and exchange rates are affected by expectations, and these expectations
are difficult to predict. Different market participants may have different
expectations, and it may not be obvious what the aggregate effect will be.

Neither historical experiences nor rational expectations models provide
much guidance as to how market participants’ expectations will respond
in any particular situation. Each situation has its own distinctive
characteristics, and there is ample evidence that many market par-
ticipants’ expectations do not conform to the strictures of the rational
expectations hypothesis, whatever they might imply in these situations,
each of which appear to be sui generis.

In this world, at least in the short run, beliefs can be self-fulfilling. If
everyone believes that the dollar is going to weaken, it will weaken,
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because these beliefs will lead people to sell their dollar-denominated assets.
It’s virtually impossible for fiscal and monetary authorities to anticipate
every vagary of market expectations.

In this world of great uncertainty, it makes sense for monetary and fiscal
authorities to focus on what is real: lower interest rates and increased
government expansion will normally lead to real increases in national
income, and these real improvements in the state of the economy will
increase investor confidence and attract more capital. There may be excep-
tions where these first-order effects are undermined by perverse expecta-
tions or adverse capital flows. But the burden of proof should be on those
who argue for an increase in interest rates, a lowering of government
expenditures, an increase in taxes, or a strengthening of the exchange rate
in times of an economic downturn, to show that these indirect effects are
so large as to swamp the direct and positive effects of expansionary fiscal
and monetary policies.
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7

Exchange Rate Management and 
Micro Tools for Macro-Management

In the previous chapter we looked at open economy macroeconomics and
the interactions between interest rates, currencies, and capital flows. We
saw that capital flows and their effects on exchange rates have a large
impact on the standard closed economy analysis. In some cases, tradi-
tional Keynesian effects are enhanced. For example, lowering interest rates
might weaken the exchange rate, leading to higher exports. In other cases,
lowering interest rates will dampen capital inflows, reduce the availability
of credit, and slow the economy, contrary to standard closed economy
analysis. Though it remains a theoretical possibility, there is, however, a
strong presumption against this scenario: it’s unlikely that raising interest
rates in a recession will strengthen the economy, or that lowering interest
rates will weaken it, at least in a sustainable fashion. The record is clear: in
the face of an economic downturn, conservative contractionary policies
reinforce the slowdown.

In this chapter, we examine alternative policy options for open
economies. As noted above, the impact of these policies vary depending
on the situation. In order to determine the appropriate response, we must
determine which economic variables are the causes and which are the
effects. Is the fiscal deficit causing the trade deficit, resulting in high
foreign borrowing? Or is the trade deficit the result of high capital inflows,
strengthening the currency? Are high local interest rates attracting
foreign capital inflows, or is it exuberance for investing in emerging mar-
kets? Different answers to these questions will lead to different policy
responses.

We should note that in other areas economists have gone to great
efforts to distinguish causal changes from effects, but that in open market
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economies, all of these are frequently confused. For example, many ana-
lysts focus on the exchange rate when examining the large US trade deficit,
while others begin by noting the large fiscal deficit. The latter argue that,
given the low level of private savings and the negative level of government
savings, the United States has to run a large trade deficit. Fiscal policy is
said to be causing the trade deficit.

In another example, discussions about Argentina’s current account
deficit (the trade deficit minus net private transfer payments to
foreigners) often began by noting that the Argentinian peso had become
overvalued under the country’s fixed rate system. The overvalued
currency (the exogenous variable) led to low levels of exports and high
imports. The high trade deficit necessitated excessive foreign borrowing
and high interest rates to attract foreign capital. The overvalued
exchange rate is said to have ‘caused’ the trade deficit. We should note
that there were economists who argued that Argentina’s fiscal deficit
caused its trade deficit, in a similar way to the US example above. But
Argentina’s fixed currency system meant that the exchange rate couldn’t
adjust to changes in demand. The only way it could have eliminated the
trade deficit would have been to decrease national income to a low level
(with high unemployment)—precisely the policy recommended by
many conservative economists.1 These debates reiterate the point that all
the variables are linked, making it difficult to delineate the exogenous
variable.

As the above examples show, the policy regime (fixed versus flexible
exchange rate, whether monetary authorities follow a rule of a fixed
money supply or a fixed interest rate) determines the outcome of any
‘shock’ to the system—how the economic system responds to various
kinds of disturbances. (And indeed, one of the major criteria for evaluat-
ing alternative policy regimes is the analysis of how the system responds
to the shocks.) Moreover, each of the above examples leads to different
policy responses. In the US example, policy-makers worried about the
trade deficit should concentrate on cutting the growing fiscal deficit. In
the case of Argentina, policy-makers should have addressed the overval-
ued exchange rate and devalued the currency before it was forced into a
crisis.

We start this chapter with an introductory discussion of overall macro-
economic management for open economies, including inflation targeting.
We then look at how countries can attempt to manage the exchange rate.
We end with an analysis of other policy options in open economies,
including heterodox microeconomic interventions.
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Macroeconomic Management in Open Economies

External Balance and Full Emloyment

When the economy’s in a recession, the government generally wants to
stimulate the economy to attain full employment (or ‘internal balance’).
But at full employment, the country may still have a problem of ‘external
balance’. A problem of external balance is not determined by whether a
country’s current account is in deficit, but whether the deficit—and the
capital flows that finance it—are sustainable. There’s a problem of external
balance if a country must continually borrow, and the level of borrowing is
unsustainable. Whether a particular level of borrowing is sustainable will
also depend on how the money is spent, as we discuss below.

In a fixed exchange rate system, reserves are the control variable. If a
country is running a deficit without sufficient financing, it will have to
spend its reserves to maintain the fixed rate. The question here is whether
the financing of the deficit is sustainable over a period of time. In a floating
rate system, the currency adjusts and the central bank doesn’t spend
reserves intervening in the market, but there’s still an issue of sustainability.
So long as the country runs a trade deficit and foreign investors have
limited interest in investing in the country, the currency will be subject to
downward pressure.

Some countries, like the United States, have maintained large trade
deficits for extended periods of time, without a serious problem. But the
United States is a special case. Given that the US dollar serves as inter-
national money, it can borrow abroad in its own currency to finance its
deficit. Other countries seem to have problems after only a short period
of a relatively moderate trade deficit. While sufficient depreciation may
eventually eliminate the trade deficit, this will take time, and the requi-
site depreciation may not be viewed as politically or economically
acceptable.

Theoretically, a government can achieve internal balance or full
employment and external balance, but to do so it must closely coordinate
monetary, fiscal, and exchange rate policies. If,2 for example, the govern-
ment wishes simultaneously to achieve (a) full employment, (b) external
balance, and (c) budget balance, then there is a determinant level of inter-
est rate, exchange rate, and government expenditure (and taxes) that the
government must set. The government has three objectives and three
instruments.3 This can be thought of in the following way: at full
employment output, there is a unique exchange rate (given import and
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export functions)4 at which the trade deficit is sustainable. And, there is 
a particular interest rate that can sustain that exchange rate, given full
employment output and ‘expectations’.5 That interest rate determines the
level of investment, and together with the level of net exports (determined
by the exchange rate), there is a unique level of government expenditures
(with taxes to finance those expenditures) that sustains the full employment
level of output.

Although the government does have enough tools to achieve both full
employment and external balance, achieving the appropriate mix may not
be easy, particularly given the uncertainties associated with capital flows
that we analyzed in the previous chapter. Given the complexity of these
interactions, policy-makers often proceed by focusing first on certain
intermediary variables, in hope that by getting those ‘right’ it will eventu-
ally (in a relatively short time) be possible to achieve the real goal of full
employment with external balance.6 Thus, in several recent crises, the IMF
has focused on restoring the stability of the exchange rate and correcting
the trade deficit. To critics who argue that the Fund is ignoring the far more
important objectives of full employment and rapid growth, the Fund
would presumably reply that those goals could only be achieved if the
trade deficit and exchange rate instability have been dealt with. But if the
country wishes to maintain the exchange rate, then the only way to do so
in the standard models (without microeconomic interventions) is to lower
national income: given the exchange rate, there is a determinate demand
for the country’s exports, and hence the only way to achieve external
balance is to reduce imports to match those exports. But the only way to
reduce imports—if exchange rate adjustments and tariffs and other trade
restrictions are precluded—is to lower income.

Stiglitz7 refers to these policies as beggar-thy-self policies, because you
lower your own national income to reduce your trade deficit. In ‘beggar
thy neighbor policies’, the country improves its situation—in this case, its
external balance—at the expense of weakening its neighbors. But it makes
no difference to its neighbors whether the country cuts its imports because
of protectionist barriers or because its income has gone down. Here the
country cuts its imports by weakening itself. The fact that so many coun-
tries have found themselves in recessions after implementing these
policies is, in this view, not an accident. It’s the inevitable consequence of
a policy framework that sees stabilization of the exchange rate and the
elimination of the trade deficit as the first order of the day.

But, just as the government can provide more stimulation to the
economy with a given level of deficit by adjusting the structure of taxation
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as we discussed in Chapter 5, so too there is some scope for adjusting the
structure of demand with microeconomic interventions—that is, for look-
ing beyond traditional fiscal and monetary policies. As we’ll see below,
these additional policy tools reinforce the general heterodox position:
achieving multiple macroeconomic objectives is far easier if the government
uses the full panoply of instruments at its disposal, including microeco-
nomic interventions. While there is a cost to such interventions, those
costs pale in comparison to the costs from unemployment or from the
crises that often follow large external imbalances.

Inflation Targeting

As mentioned above, to achieve full employment and external balance, it’s
crucial to coordinate monetary, fiscal, and exchange rate policies. Further,
part of what’s at issue is determining the best ‘thermometer’. As noted in
earlier chapters, the standard definition of full employment is the highest
level of employment which, if sustained, will not give rise to increases in
inflation. There’s a great deal of uncertainty about how to determine the
full employment level. Many economists argue that the best way to ascer-
tain the level of full employment is to note whether inflation is increasing.
If it is, then aggregate demand is excessive, and the economy needs to be
dampened through monetary tightening.

This has led to the currently popular monetary regime called inflation
targeting—the government or monetary authority announces a target for
the inflation rate, and the monetary authorities commit to achieving this
target. Inflation targeting divides responsibilities between government
and a monetary authority, so that each policy-maker focuses on a single
objective. In particular, the monetary authority focuses on inflation and
the fiscal authority focuses on external balance. The problem, though, is
that dividing responsibilities reduces coordination.

The issue of the efficiency or stability of the inflation-targeting rule is
more complicated than can be addressed in this volume. It concerns, for
instance, the extent to which (and the circumstances under which)
conventionally measured changes in inflation provide a good indicator
of whether employment is above or below the full employment level (as
defined above). There is, in addition, a more fundamental question: whether
a policy structure in which monetary authorities focus on inflation and
fiscal authorities focus, for instance, on external balance is a good way
of achieving the ultimate objective of full employment with external
balance.



Think of the problem as a sequence of moves. First, the monetary
authority, taking the actions of the fiscal authority as given, adjusts inter-
est rates to achieve the inflation target. This may result in a large external
imbalance—and an overvalued exchange rate. Now it’s the turn of the
fiscal authority. Seeing the overvalued exchange rate, it cuts back expend-
itures or raises taxes, leading to a high level of unemployment. As unem-
ployment appears, the ‘inflation’ targeting monetary authority then
reduces the interest rate. But recall that the fiscal authority had just set
fiscal policy at the right level, given the interest rate, to achieve external
balance. At the new lower interest rate, there is now a trade surplus. Now,
the fiscal authority reverses its course, increasing expenditures. But, the
monetary authority had just set monetary policy at the right level, given
fiscal policy, to achieve full employment. With the expansionary fiscal
policy, there is now an increase in inflation. The monetary authority
increases interest rates again.

It’s unclear whether or not the economy will eventually converge to the
‘equilibrium’ in which there is simultaneously internal and external
balance. And it’s also unclear whether the monetary authority’s initial
move of increasing interest rates was a move in the right or wrong
direction. What is clear is that the policy of ‘assignment’ of objectives,
with the monetary authorities using inflation targeting, results in repeated
over- and undershooting. If there is convergence, it can be a slow process.
Closer coordination, with monetary and fiscal authorities cooperating,
sharing information, and acting jointly can achieve a faster convergence
to the desired objective.8

In this book, where we seek to provide an overview of macroeconomic
policy, we cannot provide a full analysis of the dynamics. We’ll spend a
moment, however, explaining how inflation targeting when successful can
result in large external imbalances associated with overvalued exchange
rates. Consider, for instance, the case where firms decide to raise the
amount they invest at a given interest rate, increasing aggregate demand.
If monetary authorities believe the economy is already operating at full
employment, they’ll respond by increasing interest rates to dampen infla-
tionary pressures. If the government manages the increase in interest rates
‘correctly’, so that aggregate demand is dampened just to the full employ-
ment level, there is a potentially large trade imbalance. All else being equal,
the higher interest rate will attract capital inflows, causing the exchange
rate to strengthen, imports to rise, and exports to fall.9

There is an alternative: the government can leave the interest rate and
exchange rate unchanged, and cut government expenditures and raise
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taxes enough to offset the increase in private investment. This strategy
would maintain external balance and full employment. If the macro-
economic authorities, fiscal and monetary, coordinate, they can examine
the source of the disturbance and identify the appropriate response in a
way that can quickly achieve both internal and external balance. In this
case, the response to the kind of shock that gives rise to excess aggregate
demand is for the fiscal authority to cut expenditures and for the monetary
authority to do nothing.

On the other hand, if the source of excess demand is a sudden upsurge in
exports, an exchange rate appreciation is what’s required. But now, the
monetary authority should not target the inflation rate, but the external
imbalance. The authority should let the interest rate rise to the point
where there will be external balance at full employment output. The fiscal
authority will then have to adjust government expenditures (and/or
taxes). If the monetary authority does this, full equilibrium, with both
internal and external balance, can be achieved in two simple steps.

The implication is that the nature of the response to excess aggregate
demand should depend on an analysis of the source of the disturbance.
A rule that simply looks at the magnitude of the inflation rate is not likely
to provide for a quick adjustment of the economy to the new equilib-
rium. The basic implication is that monetary authorities can’t detach
themselves from the broader objectives of macroeconomic policy, such as
full employment and external balance. They must coordinate the appro-
priate response to the specific source of disturbance with the fiscal authori-
ties. Dividing responsibilities between the two authorities in a simple way,
as assumed in the ‘inflation-targeting’ rule, is not an effective way to
manage macroeconomic policy.

Macroeconomic Objectives and Day-to-Day Management

Given the time lag between a policy’s approval and its effects, much day-to-
day management of the economy involves forecasting the future and assess-
ingrisks.Onaday-to-daybasis, conservatives focusonthethreatof inflation
and are quicker to tighten monetary and fiscal policy at the slightest signs
of potential overheating. As we’ve noted, they argue that inflation is costly
and likely to get out of control. Keynesian and heterodox economists
respond that the evidence shows that moderate inflation has negligible
costsandthatalittle inflationinoneperioddoesnotleadtomoreinthenext.

Keynesians and heterodox economists concentrate on unemployment,
pointing out that unemployment has real social and economic costs.
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While inflation inertia may be less of a problem than conservatives sug-
gest, unemployment inertia—when high unemployment in one period
leads to loss of job skills, making it difficult to lower unemployment in
subsequent period—is more of a problem. Given all the evidence, they take
a more cautious approach to fighting inflation and a more active approach
to fighting unemployment. Clearly the two schools of economic thought
balance the risks quite differently.

Given the connection between employment generation and the
exchange rate in open developing economies, Keynesian and heterodox
economists want to guarantee that the real exchange rate allows exporters
and import competing sectors to be competitive. This implies that they
may be more willing to intervene in foreign exchange markets, or willing
to impose capital controls to guarantee a competitive exchange rate.
Keynesian and heterodox interventions may be viewed as a case for
including an element of ‘real exchange rate targeting’ in the design of
macroeconomic policy.

Interventions in the Foreign Exchange Market

As we’ve noted, most Keynesian and heterodox economists favor a weak
exchange rate to stimulate the economy during recessions. They also favor
maintaining competitive exchange rates to achieve sustained growth in
developing countries. Conservatives often favor strong exchange rates to
reduce inflation. In either case, policy-makers face the question of how to
manage the exchange rate.

Maintaining Weak Exchange Rates

Governments have an easier time sustaining an undervalued exchange
rate than an overvalued one. They can lower interest rates to discourage
capital inflows. Or they can intervene in the exchange rate market directly
by buying dollars and selling the local currency. Maintaining an underval-
ued exchange through direct intervention produces a build-up of interna-
tional reserves. This has a long-term benefit: it strengthens the country
against future capital account volatility (it acts as a ‘war chest’).

But buying up international reserves has costs. The central bank has to
sell domestic currency to buy the reserves, and this increases the money
supply. To keep the money supply within limits, authorities may choose
to ‘sterilize’ the monetary effect of the foreign exchange intervention by
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selling domestic assets and buying the additional currency from the
market.

The mechanisms generally used (e.g. open market operations) are costly
as they involve issuing central bank bonds, which pay interest, to
absorb the excess liquidity.10 Furthermore, these interventions may lead
to higher interest rates, raising the overall cost of government funding.
The higher rates might attract more capital, overheating the economy,
and forcing even larger reserve accumulations. Raising reserve require-
ments on banks is a less costly means to sterilize but may lead to higher
credit costs and to financial disintermediation (in which banks use unreg-
ulated mechanisms to channel liquid funds). There can be an additional
cost to purchasing foreign currency reserves at an undervalued exchange
rate: if the currency does eventually revalue, then the value of the foreign
reserves will drop relative to domestic GDP. The question is whether and
when the costs of sterilization can become too great to maintain and out-
weigh the benefits of a weak exchange rate. In the late 1990s, the
Hungarian central bank, for example, felt that sterilization had become
too expensive and let its exchange rate strengthen.

On the other hand, China has maintained an exchange rate that some
have argued has been undervalued for extended periods. It now holds
several hundred billions of dollars in reserves that could, presumably, earn
a higher return if invested elsewhere (though the reserves themselves
would not have existed if China had not had a policy of maintaining a
weak exchange rate). Unlike Hungary, China has maintained its capital
account restrictions, giving it more leeway to manage its money supply.
But is China making a mistake by accumulating a quantity of reserves in
excess of what it would need to stave off a speculative attack, especially
since it restricts short-term capital flows? Should it stop accumulating
reserves and let its exchange rate strengthen?

Arguably, China’s first concern is to maintain its economy as close to full
employment as possible. Given the high domestic savings rate, it has all
the domestic resources it needs for as high a level of investment as it can
efficiently manage. Its need for foreign capital goods is limited to those
that it doesn’t produce at home or those which it can obtain more cheaply
abroad. Maintaining an undervalued currency makes imports more expen-
sive and helps strengthen export and domestic capital goods industries. A
stronger exchange rate could lead to lower profitability in the tradable sec-
tor, hurting employment, investment, and growth.

Moreover, a stronger exchange rate would lower agricultural prices,
increasing the already large disparity between rural and urban incomes.
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Though one might argue that direct subsidies might be preferable, the
government’s limited resources preclude that as an option (and, in any
case, the opportunity cost of such expenditures is high).

Raising Interest Rates to Maintain Strong Exchange Rates 
(or Limit Exchange Rate Depreciation)

While it’s possible for a country to maintain an undervalued exchange rate
for extended periods of time, it’s far more difficult for it to maintain an
overvalued exchange rate, even for short periods of time. Direct interven-
tion in the currency market is unsustainable. Both speculators and
ordinary citizens know that the central bank has a limited supply of dollars
to spend defending its currency. They’ll want to move money out of the
currency before the central bank depletes its reserves, putting further
downward pressure on the exchange rate and requiring the government to
intervene even more. If the devaluation is expected to occur in the not too
distant future, a speculative attack will be mounted now.

Of course, in a purely floating exchange rate regime such destabilizing
speculation wouldn’t be possible: if everyone expects the devaluation, no
one would be willing to buy the currency at the current level, and the
exchange rate would devalue immediately. But as long as there’s some
central bank or government intervention to defend the currency, there’s
scope for profitable speculation as public-sector losses are matched by pri-
vate-sector gains. The incentive to mount a speculative attack is present
even when this form of intervention takes place under a ‘dirty’ floating
exchange rate regime (in which governments intervene in the market
from time to time), but it’s very strong in fixed exchange rate regimes.

The standard prescription to stem exchange rate depreciation is to raise
interest rates to attract capital into the country. Two questions have been
raised concerning this conventional policy prescription: does it work, and
are the benefits worth the costs? We discussed the effects of raising interest
rates on capital inflows and the exchange rate in the previous chapter. The
evidence11 suggests at best a mixed record. In the case of East Asia, the
interest rate increases, even combined with huge bail-outs, did not stem
the large exchange rate depreciations.

The cost of raising interest rates to defend the currency depends on the
structure of the economy, but can be high, as we saw during the Asian
crisis. There are real balance effects, similar to the effects of currency deval-
uation. For firms with outstanding short-term debts, high interest rates
affect their balance sheets. The high rates reduce the value of long-term



assets (including real estate). In many cases, firms are unable to meet their
obligations to repay domestic debt in local currency. This has a ripple
effect through the economy, as economic problems in one firm get pushed
to the firms it trades with.

In East Asia, when many firms became insolvent, a new problem, known
as strategic defaults, arose. Some firms that actually could have repaid their
loans made a strategic decision not to as they realized that they could not
all be forced into bankruptcy. In this environment, banks couldn’t make
new loans. The economic downturn contributed to a general sense of uncer-
tainty and risk. The changes in asset prices had distinct effects on different
firms, because of their different asset structures. This aggravated uncer-
tainty about the value of balance sheets and resulted in an even deeper
downturn.

The heterodox approach emphasizes other reasons why interest rate
increases to limit the size of devaluations may have a less beneficial effect
on inflation than the conservatives claim. In the short run, the increased
interest rate is a cost of production that may be passed on to consumers.12

Moreover, monetary tightening results not only in adverse effects on
aggregate demand, but also on aggregate supply: with less access to
working capital, higher costs, and worsening balance sheets, firms will be
less able and willing to produce. The lack of working capital and the bal-
ance sheet effects, combined with risk aversion, result in a drop in supply
(a leftward shift in supply curves).

Raising interest rates may have a greater adverse effect on the economy
than traditional models that focus solely on demand-side effects would
suggest because of the adverse supply-side effects noted above. In addition,
the demand-side effects may be larger than the models suggest, since
exports might get a much smaller boost from the currency devaluation
than expected. Exporting firms might not be able to obtain the working
capital they require. Importers in other countries might judge the
exporting firms to be unreliable suppliers because of the increased
likelihood of bankruptcies of the exporters and their suppliers, so their
demand might also fall (the demand curve for exports shifts downward).

In short, raising interest rates has similar adverse effects to devaluing the
exchange rate on balance sheets, bankruptcies, and economic activity. But
there are differences. First, the effects of raising interest rates are more
pervasive, since many firms—especially small and medium-sized enter-
prises, which are at the heart of developing countries—only borrow
domestically. Relatively few large firms borrow internationally, and many
of these are in export sectors so that in the event of a devaluation they gain
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from the improvement in their profitability what they lose on their bal-
ance sheet.

Second, those who borrow in foreign-denominated currency have the
option to buy ‘cover’ (insurance against a depreciation of the currency)
while those who borrow domestically typically do not have any means of
insuring against the risk of an increase in interest rates.13 Third, by the
same token, a policy of attempting to stave off devaluations by raising
interest rates contributes to a moral hazard problem—it lessens the incen-
tives to buy insurance against exchange rate fluctuation, thereby reducing
government room for maneuver.

Fourth, there are high long-run costs to raising interest rates, since
higher rates make debt financing riskier and limit the ability and willing-
ness of firms to engage in it. In developing countries with limited equity
markets, this means that firms will become more reliant on self-finance.
The long-run efficiency of the capital market will be impaired, and long-
run growth will be slowed. Finally, appropriately designed monetary and
regulatory policies can restrict firm exposure to foreign exchange rates; it’s
more difficult (and costly) to design monetary policies that restrict
exposure to interest rate fluctuations. Firms would have to restrict their
short-term borrowing (and there are even risks to long-term borrowing,
since it has to be renewed).14

If the increase in the interest rate were able to stabilize the exchange rate,
then one would have to weigh the costs of the high interest rate against the
benefits and costs of limiting the extent of the devaluation. (There is 
an especial concern about ‘overshooting’ in a crisis, where the exchange
rate falls more than it ‘should’, as a result of, say, excessive pessimism, and
there is a manifestation of the excess volatility often observed in unfettered
asset markets. As we explain below, there are high costs associated with
this volatility, but there are also significant costs associated with avoiding
an exchange rate depreciation.) It’s conceivable that the economic conse-
quences of preventing excessive devaluations—avoiding, for instance, the
adverse balance sheet effects—might outweigh the direct negative effects
of the higher exchange rate and high domestic interest rates. But, in most
countries that have intervened to strengthen the currency, little or no
evidence has been presented that these balance sheet effects outweigh the
normal direct negative effects.

This discussion helps explain why raising interest rates to limit a
currency’s depreciation is often a lose-lose policy: few if any of the benefits
of a strengthened exchange rate are achieved, but the country faces all the
costs of higher interest rates, including a decline in GDP.
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Interventions to Smooth Out Exchange Rate Fluctuations

The point of government intervention in the currency market is often not
to maintain an overvalued or undervalued exchange rate, but to smooth
exchange rate variations. Many developing countries are particularly
concerned about the volatility of the real exchange rate, and try to avoid
what they judge as either excessive real depreciations or appreciations.
Most countries also intervene to smooth short-term volatility. This form of
intervention is especially useful in countries with illiquid markets, where
one large foreign currency payment can cause the currency to jump.

The reasons to avoid real exchange rate fluctuations are clear: they are
not costless. As we’ve seen, appreciation pressures during periods of for-
eign exchange abundance (resulting from an increase in commodity prices
or capital inflows) may have long-term de-industrialization effects, as the
literature of the ‘Dutch disease’ indicates. Real exchange rate appreciation
can also have large long-term costs if entry into tradable sectors has fixed
costs (fixed capital investments or fixed costs of building a clientele in for-
eign markets), especially in the presence of capital market imperfections.
A temporary currency appreciation may force a firm into bankruptcy; it
cannot borrow against its future prospects, even if it would make eco-
nomic sense for it to stay in business.

In economies that have net external liabilities denominated in foreign
currencies, exchange rate fluctuations also have the real balance effects
discussed above. These effects are pro-cyclical: real appreciation during the
boom generates capital gains, whereas depreciation during crises generates
capital losses. These balance sheet effects associated with currency fluctua-
tions increase the amplitude of economic fluctuations.

The exchange rate fluctuations are themselves a result of some of the
same forces that give rise to the economic fluctuations: capital inflows can
fuel real exchange rate appreciation, at the same time that they lead to 
a private spending boom, while depreciation may have the opposite
effects. In broader terms, in open developing economies the real exchange
rate is an essential element in the dynamics of the business cycles, as well
as a crucial determinant of investment, growth, and employment.
Governments and central banks may decide that such a crucial macroeco-
nomic variable should not just be left to the whims of the market, espe-
cially when there is evidence that these market whims lead to excessive
volatility.

Counter-cyclical monetary and fiscal policies could, in principle,
partially counteract the pro-cyclical effects of capital flows and the balance
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sheet effects of real exchange rate fluctuations. But a crucial factor is the
degree of monetary autonomy that different exchange rate regimes allow.
As we saw in the previous chapter, fixed exchange rate regimes limit or
eliminate monetary autonomy. We also mentioned the traditional view
that flexible exchange rates provide room for autonomous monetary
policies, but emphasized that the government must be mindful of the
consequences of interest rate changes, since they can give rise to large
movements in capital flows and changes in exchange rates. Those who
believe in free markets might argue that free and unfettered markets
always result in the optimal degree of exchange rate variability. There are
market forces for stabilization. For example, speculators can make money
if there is excess volatility which means that their demand should help
reduce the volatility. That is why many economists believe that govern-
ments and central banks should not intervene in exchange rate markets.

Today, feweconomistsaccepttheefficiencyofmarketoutcomes,especially
in relationship to exchange rate markets, though there is not unanimity
about the reason—is it market irrationality, periods of irrational exuberance
alternating with irrational pessimism; or is it rational herding behavior?
What is clear is that markets exhibit ‘excessive’ volatility—more volatility
than can be explained by theories that assume efficient markets.

In addition, if futures and risk markets are not complete, the market
equilibrium won’t be efficient, even if expectations are fully rational. But
arguing that there is potential scope for government intervention does not
answer fully the question of how the government should intervene in
exchange rate markets, or even whether it should.

The Debate on the Choice of the Exchange Rate Regime

In choosing an exchange rate regime, developing countries are faced with
a trade-off between their need for stability and their need for flexibility.15

The demand for stability comes from trade, investment, domestic price
stability, and the need to avoid pro-cyclical balance sheet effects of exchange
rate fluctuations. The demand for flexibility comes from the need to have
some degrees of freedom to manage trade and capital account shocks. The
relative benefits of flexibility versus stability are determined by both the
external environment and by objective factors. For example, increased
international instability (e.g. the breakdown of the dollar standard, a
period of turmoil in world finance for emerging markets, or a world reces-
sion) will increase the relative benefits of flexibility, whereas a period of
tranquility (e.g. the heyday of the Bretton Woods system, or a period of



stable world economic growth) will increase the relative advantages of
stability.

The relevance of these conflicting demands is not captured by the call to
choose polar exchange rate regimes that has filled the orthodox literature
in recent years—that is, either ‘hard pegs’ (e.g. currency boards, or in the
limit, open dollar or euroization) or totally flexible exchange rates. Rather,
the defense of polar regimes is based on the argument that any attempt to
manage the conflicting demands on exchange rate policy is futile and
should be given up altogether.

Hard pegs introduce built-in institutional arrangements that provide
for fiscal and monetary discipline, and avoid the balance sheet effects of
exchange rate fluctuations,16 but at the cost of eliminating monetary pol-
icy autonomy. Under this type of regime, adjustment to overvaluation
(however that might occur) is painful, and may lead to low growth rates.
When the currency becomes overvalued, domestic prices and wages need
to fall for the country to regain competitiveness. More price flexibility,
which in this case means deflation (and recession) during crises, generates
severe adjustment problems that we analyzed in Chapter 2; of particular
concern is the rapid increase in real debt burdens generated by deflation. It
may also generate a short-term bias in bank lending, which is necessary to
rapidly reduce nominal portfolios during periods of monetary contraction.
One of the alleged advantages of the hard peg was that it was supposed to
be speculation proof. But the experiences of currency boards in Argentina
in 1994–5 and 1998–2001, Hong Kong in 1997 (and, for that matter, of the
gold standard in developing countries during the late nineteenth and early
twentieth centuries) indicate that that was not the case.

On the other hand, the volatility associated with freely floating exchange
rate regimes increases the costs of trade, and reduces the benefits of interna-
tional specialization. As developing countries are largely net importers of
capital goods, exchange rate uncertainty also affects investment decisions.

The frequency of dirty floats, or floating rate regimes with limited
flexibility,17 shows how authorities in the developing world often opt for
striking a balance between the conflicting demands they face. Intermediate
exchange rate regimes can take several forms: (a) quasi-fixed exchange rate
regimes with large central bank interventions in foreign exchange markets;
(b) managed exchange rates, such as crawling pegs and bands; and (c) dirty
floats, in which monetary authorities intervene in the market from time to
time.18 All these regimes can be understood as including an element of ‘real
exchange rate targeting’ in the design of macroeconomic policy, and many
or most of them are often combined with some form of capital account
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regulations. To the extent that smoothing out real exchange rate fluctua-
tions has a counter-cyclical effect, ‘real exchange rate targeting’ turns out to
be complementary with the objective of smoothing real (output) volatility.

One of the advantages of intermediate regimes is that flexibility can be
graduated, depending on the relative benefits of stability versus flexibility
that we have analyzed. This implies that any intermediate regime has an
embedded ‘exit option’. (Of course, even a peg has an exit option, but as
the Argentine experience showed, the cost of that exit was high.) Also, if
some degree of exchange rate flexibility is available before an external
crisis hits, it would provide scope for avoiding the real interest rate over-
shooting that seems to characterize the transition away from a fixed
exchange rate regime in developing countries.19

There are still risks associated with intermediate regimes. The scope for
monetary autonomy is still limited. First, as with fixed rate regimes, inter-
mediate options are subject to speculative pressures if they do not generate
credibility in markets. Defending the exchange rate may be costly, as we
discussed earlier in this chapter. This is particularly true of any pre-
announcement (of the rate of the crawl, of a band, or of a specific exchange
rate target). Second, macroeconomic autonomy still depends on the
effectiveness of capital account regulations as a macroeconomic policy
tool, an issue we deal with in Part III of this book. Third, similar to fixed
rate regimes, intermediate regimes will generally require sterilized
intervention in foreign exchange markets in periods of high inflows. This
can be costly, as we discussed above. Finally, interventions in the foreign
exchange market always face the difficult choice of distinguishing
between a real (permanent) shock and a temporary aberration in the
exchange rate caused by random fluctuations in market sentiment.

Different regimes have different benefits and costs. They expose the
country to different kinds of risk. No exchange rate system is risk free. Like
all economic policies, the choice of currency regime involves trade-offs. In
this case, there is a trade-off between policy flexibility and some measures
of macroeconomic stability. The optimal choice will depend on the objec-
tives of the authorities, and on the macroeconomic, institutional, and
political characteristics of the country in question.

Other Policy Options for Open Economies

In addition to direct intervention in the exchange rate market, governments
have additional policy tools available in an open economy. 
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There are a host of interventions that governments can use for macroeco-
nomic management in an open economy. So far in this book, we’ve dis-
cussed several heterodox measures as alternatives or enhancements to fiscal
and monetary policy. In this chapter, we’ll consider a broader group of poli-
cies. Some of these are similar to the microeconomic tools presented in
Chapter 5, and some, as we shall see, are considered quite controversial.

Public-Sector Liability Management in Developing Countries

If domestic debt markets are thin, governments might be tempted to
finance expansionary fiscal policies through borrowing abroad. But this
exposes them to greater future risk as a result of exchange rate changes,
and undermines the role of exchange rate changes as part of the adjust-
ment process. One of the reasons why the countries of East Asia did so well
for so long—and avoided some of the volatility that marked countries else-
where in the world—is that their high savings rate enabled them to invest at
a high rate without borrowing from abroad, and this meant that they were
relatively insulated from some of the volatility of global financial markets.
Indeed, the extent of the East Asian crisis was largely a result of capital market
liberalization, which was something, given their high savings rate, they need
not have done. For countries with high external borrowings, one medium-
term goal is to develop local capital markets and encourage domestic savings.

If foreign capital markets were well functioning, developing countries
would be able to borrow abroad in their own currency (or in a market basket
of currencies highly correlated with their own currency). Well-functioning
markets would enable the transfer of exchange rate risks to developing
country lenders who can bear the risk more easily.20 There have been a
few instances in which this happened, but by and large developing coun-
tries have to bear the brunt of the risk of exchange rate and interest rate
fluctuations. What matters is not so much the source of the funds but the
risk associated with the debt, and given that foreign borrowing entails
the imposition of these high risks, countries should limit their exposure.

Severe currency and maturity mismatches in public-sector debt structures
are an important problem in many developing countries. Most long-term
debt is denominated in foreign currencies, while domestic debt is
generally short term. Yet with the exception of a few public-sector firms,
the public sector produces services for the domestic economy (non-
tradables) and public-sector investments are long term.

The maturity structure of public-sector domestic liabilities is extremely
important, as has been revealed in several financial crises. The basic reason
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for this is the highly liquid nature of public-sector securities, which facili-
tates asset substitution and capital flight. When most debt is short term
the country will continually have to borrow to roll it over. When the gross
borrowing requirements remain high, the interest rate will have to
increase to make debt rollovers attractive. Higher interest rates will then
feed into the budget deficit, contributing to the rapid increase of debt
service and the accumulation of indebtedness. In addition, rollovers of
domestic liabilities may be viable only if the government takes on the risks
of devaluation or future interest rate hikes, generating additional sources
of destabilization. This was the case prior to the Mexican crisis of 1994
and the Brazilian crisis of 1999, when fixed-interest bonds were swiftly
replaced by variable-rate and dollar-denominated securities. Colombia,
which has slightly longer-term debt (it has a tradition of issuing public-
sector securities with a minimum one-year maturity), did not experience a
substitution of similar magnitude during its 1998–9 crisis.21

Another benefit of a fully developed local yield curve is that it facilitates
private borrowing. Many lenders like to price their lending off sovereign
debt interest rates. The existence of a government bond enables the market
to more easily separate out sovereign risk from firm risk, and some assert
that this facilitates corporate borrowing.

Although the fact that government revenues are largely related to
domestic prices suggests that governments should borrow exclusively in
their domestic currency, there are two reasons why this rule should not be
strictly followed. The first has to do with macroeconomic management.
The government should manage its external public-sector debt to compen-
sate for the highly pro-cyclical pattern of external private capital flows. For
example, during phases of reduced private capital inflows, the public sec-
tor can generally still borrow, thanks to its preferential access to external
credit, including credit from multilateral financial institutions.

The second reason relates to the depth of domestic bond markets, which
determines the ability to issue longer-term domestic debt securities. Well-
functioning markets require the existence of secondary markets and
market makers that provide liquidity for these securities. In the absence of
these pre-conditions, the government faces a trade-off between maturity and
currency mismatches. It may make sense to have a debt mix that includes
an important component of external liabilities, despite the associated cur-
rency mismatch. In the long run, the objective of the authorities should
be to deepen the domestic capital markets. Due to the lower risk levels and
the greater homogeneity of the securities it issues, the central government
has a vital function to perform in the development of longer-term primary
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and secondary markets for domestic securities, including the creation of
benchmarks for private-sector debt instruments.

To be sure, there is nothing that is risk free. The domestic currency debt
market may affect short-term capital inflows. The domestic government
debt market can give foreigners easy access to short-term investment
instruments, increasing capital surges during booms and adding to capital
outflows during crises. A liquid treasury bill market provides investors
with the ability to sell the currency short, making it easier for specula-
tors to bet against the exchange rate. But these concerns are probably not
of sufficient import that they should induce governments not to borrow
domestically (when they otherwise would have). More to the point, there
are different types of capital account regulations that can be used to
address these risks. For example, authorities can ban foreigners from
being allowed to buy short-term instruments and can mandate that for-
eigners hold long-term securities for over a year, as we’ll discuss in Part III
of this book.

Another problem is posed by the decentralized nature of most
governments: many (or even most) sub-national administrations and
public-sector firms expect to be bailed out in case of a crisis. This gives rise
to an important moral hazard problem.

Specific legal limits and regulations are required, including clear rules on
public-sector indebtedness, direct mechanisms of control of foreign
borrowing, and rules establishing minimum maturities and maximum
spreads at which public-sector entities can borrow. The Ministry of Finance
or the central bank can play a leading role in either of these two areas,
establishing rules that should apply not only to the central administration
but also to autonomous public-sector agencies and sub-national
governments.22

Microeconomic Interventions and Other Heterodox Measures

There are many heterodox interventions that developing countries can use
to stimulate their economy such as tax, banking, and other regulatory
policies. In an open economy, many of these policies affect the exchange
rate, and have additional indirect effects through this channel.

The most obvious of these measures are direct restrictions or taxes on
capital inflows and outflows. Temporary outflow taxes, for instance, may
be used to discourage a rush of capital out of the country, temporarily
strengthening the exchange rate. This will be discussed in greater detail in
Part III of this book, on capital market liberalization.
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Other microeconomic interventions can also change the composition of
demand towards non-tradables and away from imports. Tax policies that
encourage more spending on domestically produced goods and less on
goods produced abroad will help stimulate the economy, and at the same
time, strengthen the currency. In many developing countries, most luxury
consumption goods are imported. A high sales tax on such goods discour-
ages these imports. Government expenditures can also be weighted towards
domestically produced goods. For example, preferential treatment of hous-
ing may shift demand more towards that sector.23

In countries with good corporate and personal income tax systems, the
tax system can be used to regulate the economy. As we saw in Chapter 5,
changes in tax rules can provide a ‘low cost stimulus’—sometimes also
increasing the efficiency of the economy at the same time. Similarly,
increases in taxes on capital gains can be used to dampen a speculative
boom. This can be especially useful in developing countries that want to
maintain economic growth, but worry that there is excessive investment
in, say, the real estate sector.

Sometimes (e.g. during crises) the government can go a step further and
use forced lending. For example, it can force high income recipients and
large private firms to buy government bonds issued at relatively low inter-
est rates or, more controversially, it can make some government payments
in the form of bonds instead of cash, which forces the receiver of
government funds (a contractor or pensioner) to become a creditor to the
government. These bonds are typically resold at a discount, so this practice
is quite controversial and is often considered a ruse. But in time of crisis or
severe adjustment problems, forced lending can be effective.

One of the main ways of stimulating the economy is to enhance the flow
of credit, and one of the main ways of dampening inflationary pressures is
to restrict the flow of credit. Many developing countries are in a position
where administrative controls still work well—far more effectively than
traditional channels of monetary policy. This is especially the case when
the government tries to control excessive investment in say, the real estate
sector, where speculators may be relatively insensitive to the interest rate.
The administrative measures China employed in 2004 and 2005, for example,
seem to have been relatively effective in curtailing the real estate boom—
had the government relied on interest rate increases, it would have
squelched investments in factories and other job creation at the same
time, or even before, it had tamed the speculative boom.

A common problem in many developing countries is that domestic
banks (including those that are foreign owned) do not lend enough, or



lend enough in sectors or areas where funds are particularly needed. There
may be high spreads between lending and borrowing rates, dampening
investment activity. This is sometimes true even when the banks seem
flush with funds: they prefer to put their funds into government
securities, or abroad. The latter is especially common when currency
depreciation is expected. Government banking regulations and tax policy
can sometimes be used to address these problems. For instance, a high tax
on capital gains derived from currency depreciations will reduce the
incentive to hold assets abroad. Obviously, direct (banking and non-
banking) regulations limiting foreign asset holdings can be even more
effective. Capital requirements, requiring higher levels of net worth for
foreign asset holdings, act like a tax, but do not generate any income for
the government.

Regulations can also be used to encourage lending in job-creating
sectors, or even in areas of the country where funds are in short supply. In
the United States, for example, the Community Reinvestment Act requires
banks to lend a certain fraction of their portfolio to underserved commu-
nities. Governments can also establish financial intermediaries, such as
development banks, that are more responsive to the need for expanded
credit to some sectors, especially during downturns.24 There are other mea-
sures that the government can use to facilitate the flow of credit, such as
issuing partial government guarantees.

The high spreads between bank borrowing and lending rates, which
dampen investment, can be attacked in several ways. Most importantly,
governments can strive to increase competition in banking. In developing
countries, the government is a major user of banking services, and govern-
ment can use its market power, awarding contracts for banking services to
banks with the lowest spreads.

We have noted the impact that exchange rates and exchange rate
volatility have on economic activity. Bank regulations that restrict banks
from lending to firms with foreign exchange exposure may limit foreign-
denominated borrowing, and this too may help limit the adverse effects of
exchange rate adjustments. When the government wants to reduce the
supply of foreign exchange, it can loosen government regulations on
investment abroad or allow pension funds to invest more of their
portfolios abroad.25 This will lead to a weaker exchange rate, which, as we
have seen, can stimulate growth.

This list of micro-interventions is not meant to be exhaustive. Our point
is a simple one: there is no reason to limit attempts to stabilize the economy
to the standard macroeconomic interventions. The claim is sometimes
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made that such microeconomic interventions should be avoided because
they lead to distortions; however, there are several responses to this objec-
tion. First, in developing countries especially, there are limits to the effec-
tiveness of the standard instruments; the losses from ‘Harberger triangles’
(the losses in efficiency from, say, tax interventions), pale in comparison
with those arising from the underutilization of a country’s resources.
Moreover, developing countries are rife with market inefficiencies; even in
developed countries, capital markets are characterized by imperfections,
many associated with inherent limitations caused by imperfect informa-
tion. Those who argue against these microeconomic interventions assume
the economy is well described by a perfectly competitive model with perfect
information and no distortions—an assumption inappropriate even for
developed countries, but particularly irrelevant for the developing world.
Well-designed microeconomic interventions can increase the efficiency of
the economy at the same time that they contribute to economic stability.

Debt Restructuring

Many crises are the result of excessive debt burdens, either public or
private. Lenders, worried about borrowers’ ability to repay, refuse to roll
over loans. Countries in these situations face a critical question: should
they restructure (or default on) their debt?

Not surprisingly, the creditors, and those who represent their interests,
say no: the costs of default will be enormous; the country will not be
able to regain access to international capital markets for years; and the
country will be a pariah, shunned by all respectable investors. On the
other hand, the advantages of debt restructuring (especially when the
restructuring is accompanied by a significant write-down in the amount
owed) can be enormous. When much of the country’s scarce tax revenues
are spent on servicing foreign debt, there is little room for the stimulative
fiscal policies required to restore the economy to full employment. A suc-
cessful debt restructuring can free up budgetary resources.

For countries facing this dilemma, the critical question is: how great are
the costs of restructuring? In the corporate sector, the principle that
companies often are better off declaring bankruptcy and getting a fresh start
is well recognized. The economic benefits of a fresh start, not only to the
firm, but also to other stakeholders like workers and the community, have
led many countries to enact bankruptcy laws that facilitate rapid reorganiza-
tion of firms, without liquidation (chapter 11 in the US bankruptcy code.)
Arguably, modern capitalism would have never been possible without
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bankruptcy laws.26 East Asia (where the debt problems were largely in the
private sector) suffered from the absence of bankruptcy laws that would
have facilitated quick restructuring. Stiglitz has argued that countries should
have bankruptcy laws that provide for expedited debtor-friendly restructur-
ing when there is a macroeconomic disturbance (like the collapse of the
exchange rate) underlying massive defaults—a kind of super chapter 11.27

It appears that some of the alleged costs of government defaults have
been exaggerated. For instance, worries about lack of access to credit are
exaggerated on two counts. First, countries facing a debt crisis typically do
not have access to credit anyway and are unlikely to gain access for
perhaps years to come, particularly if their economies remain weak. The
question for them is not how much money they will be getting from
Washington, New York, and other financial centers, but how much money
they will be sending back to them in the form of interest payments and
debt repayment. The net flow for most countries facing bankruptcy is out,
not in. A restructuring would at least eliminate the net drain.

Second, the record suggests that countries quickly regain access to capital
markets. Russian municipalities did so within two years of Russia’s default
in 1998. And this should come as no surprise. Capital markets are forward
looking, so they look at future prospects, not past behavior. A discharge of
past debts means the country is less burdened, and in that sense it is a better
credit. Moreover, capital markets are competitive. If there were a single
lender, he or she might have an incentive to refuse to lend to a defaulter, to
teach a lesson to others. But in competitive markets, it’s not in the interests
of any single lender to be the one to provide the ‘discipline’.

This is not to say that managing a restructuring is easy, especially in
countries where pension funds and domestic banks hold large amounts of
government debt. But there are ways that the government (especially
through implicit or explicit insurance) can compensate domestic financial
institutions partially or entirely for losses associated with the default, and
still leave the country better off. This is especially true since the ‘compen-
sation’ often takes the form of long-term government bonds, so that the
government retains its ability to using existing resources to stimulate the
economy.

Concluding Remarks

This, as well as the previous chapter, shows how alternative perspectives
have markedly different policy recommendations for open developing
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economies. The differences between the three perspectives show up most
starkly in their responses to financial and currency crises. The conservative
approach focuses on confidence and concludes that reducing fiscal deficits
will be good for the economy. The Keynesian and heterodox approaches
suggest that reducing deficits can be bad for both the economy and confi-
dence. Conservatives consider defaulting on debt or imposing capital con-
trols or large devaluations the worst possible policies. From the heterodox
perspective, rescheduling debt can provide funds for a country to finance
expansionary fiscal policy, and capital controls might allow a country to
maintain lower interest rates. In this view, restoring strength to the
economy is far better for building confidence than the conservative
measures.

Argentina is a case in point: during the years when the government
adopted conservative policies, the economy continued to sink and confi-
dence steadily eroded. After the default and devaluation in 2001, growth
finally resumed. Conventional Keynesian analysis would have predicted
that if governments had not tightened monetary and fiscal policy dur-
ing crises, the large devaluations would have led to an increase in exports,
strengthening the economy. Unlike the Keynesian approach, heterodox
analysis also looks at the adverse effects of interest rate increases and large
devaluations on firm and household balance sheets. It considers the effect
of high default rates on the strength of the financial system. The heterodox
approach would have predicted deep downturns (recessions or depressions)
even if governments didn’t resort to contractionary monetary and fiscal
policies. From the heterodox perspective, IMF policies of high interest rates
and strict enforcement of capital adequacy standards deepened the crisis
not only for the reasons cited by conventional Keynesians, but also because
of the adverse consequences for the balance sheets and cash flow and
credit availability of firms and banks, which affected not just aggregate
demand but also aggregate supply.

Heterodox analysis is far more worried about the long-term growth
consequences of measures used to respond to crises. The high interest rates
maintained during the Asian crisis led to high rates of default, with large
losses of informational and organizational capital. Many of these countries
issued bonds to help finance firm and bank restructuring, the costs of
which were increased by the high interest rate policy. Countries that
followed the IMF prescription wound up with large debt, which could
potentially be a drag on future economic growth. For many countries in
East Asia, which have weak security markets, debt was also the major way
firms financed their rapid expansion prior to the crisis. The high interest
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rates induced firms to rely more on self-financing—the allocative efficiency
of capital markets was undermined.

We hope that these chapters have shed some light on how economists
come to such different views. In the following chapter, we’ll look at the
broader policy framework, and discuss issues that are relevant to all three
schools of thought. We’ll then turn to the differences in the formal
economic models, and discuss the recent advances in the underlying
economic theory that have helped shape the alternative policy perspectives.



8

Policy Frameworks

The preceding chapter focused on different economic perspectives. In this
chapter, we look at the broader policy framework, and discuss three
issues—accounting frameworks, risk and uncertainty, and the political
economy—that have been largely overlooked by the mainstream ‘conser-
vative’ and ‘Keynesian’ perspectives. These issues have an important
impact on policy-making and need to be included as part of the policy
framework, regardless of whether one takes a ‘conservative’, ‘Keynesian’,
or ‘heterodox’ stance.

We begin the chapter with an analysis of accounting frameworks.
Accounting frameworks are supposed to provide policy-makers with the
information necessary to determine the state of the economy. A good
accounting framework should be able to answer questions such as: are
budgets in balance, and is the capacity of the economy growing? But,
unfortunately, many of the commonly used frameworks do not provide
the right information, at least as they’re generally interpreted.

We devote the second section of this chapter to risk and uncertainty.
Risk, uncertainty, and information imperfections are at the center of
macroeconomic analysis. If there were no uncertainty, managing an eco-
nomy would be easy. Policy-makers would know the state of the economy
and its response to alternative policy instruments. The government would
simply take actions to ensure full employment, price stability, and high
growth. But risks do exist and can never be fully eliminated which is why
heterodox economists emphasize the importance of uncertainty and
expectations. In the first part of this chapter we’ll address questions such
as: what can government do to reduce the risks facing the economy, and
how should government respond to the risks that remain?

In the final section of this chapter, we’ll turn briefly to the questions of
political economy. The political economy is integrally linked with policy-
making. In early discussions of macroeconomic policy, the policy analyst
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determined what the government should do and hoped that the
government would implement what was recommended. Contemporary
economists have begun to analyze and model the behavior of both govern-
ments and the international financial institutions as ‘actors’ in the eco-
nomic drama, and, increasingly, to also model the design of institutions.
They look at the incentives that motivate bureaucrats to ‘do the right
thing’ in implementing government policy.

Accounting Frameworks

Macroeconomic policy is often guided by a focus on both intermediate
variables and measures of ultimate objectives (such as GDP). These
measures are typically far from perfect. For example, increases in GDP may
not be a good indicator of a rising standard of living. The link between
these economic ‘signals’ and the real variables of concern, such as long-
term sustainable growth, is both tenuous and controversial. Making
matters worse, the accounting frameworks we use to assess both the
ultimate goals and the intermediate variables can be misleading. At best,
our macro-indicators are like using a thermometer to measure someone’s
health: when the temperature is high, it signals that something is wrong.
But what’s wrong might not be reflected in body temperature. The thermo-
meter never provides a ‘full diagnosis’.

Furthermore, accounting frameworks not only provide a description of
the economy, they also influence policy. This section will explore the
accounting frameworks currently used throughout the developing world,
and discuss alternative approaches that might be more effective tools of
economic policy.

Deficiencies of Existing Accounting Frameworks

Bad accounting frameworks pose a danger: they can lead to excessive fiscal
stringency and restrict a government’s ability to carry out badly needed
investment and social programs.

Most countries maintain accounts of their budget or fiscal positions
(similar to cash-flow statements for firms), but do not generally keep
balance sheet accounts. The budget numbers are therefore used to serve
several purposes. They provide an indicator of inflationary pressure, a
measure of government borrowing requirements, and a signal concerning
the government’s balance sheet position. Ideally, there should be
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separate accounting frameworks for each of these uses. In reality, most
governments use accounting frameworks that are a mélange; they provide
only incomplete indicators for any of the questions of interest.

For example, bad accounting frameworks can suggest there’s excess
aggregate demand (inflation) when there isn’t. Borrowing for investment
has a different impact on economic well-being than borrowing for con-
sumption, and should be recognized as such in the accounts. A balance sheet
would measure assets and liabilities and net worth (the value of assets minus
liabilities), and make this distinction clear. In the first case, assets would
increase in tandem with liabilities; in the second case, they wouldn’t.

One of the problems with this approach is that differentiating between
true investments and consumption expenditures isn’t always clear cut. For
example, we typically treat expenditures on education as current expend-
itures (consumption), but they are really investments in human capital.
Health care expenditures on children should also be considered an invest-
ment, while health expenditures on the aged should probably not. But
such issues could at least be addressed with an appropriate framework.

Some of the most striking examples of accounting failures include:
excluding foreign aid from government budgets; consolidating borrowing
by government-owned enterprise with the rest of the budget; accounting
for privatization; and responding inappropriately to budget deficits that
increase after the privatization of social security. Even the standard measure
of economic success, current gross domestic product (GDP), often suggests
that the economy is doing better (sometimes much better) than it really is.

GDP Measurement Problems

GDP is the value of all goods and services produced in a country (measured
as government spending, consumption, investment, and exports minus
imports). The problem is that GDP can rise even as citizens become poorer
because the government might be selling national assets to foreigners,
borrowing abroad, or using up its scarce natural resources.

A better measure of overall welfare is gross national product (GNP). GNP
includes income earned by domestic residents on investments abroad and
subtracts income earned by foreigners on investments made within the
country. Even better is net national product (NNP), which subtracts depre-
ciation of the country’s capital goods. Measures of national output that
take into account the depletion of natural resources, the degradation of
the environment, and the assumption of risks are even better measures of
well-being.
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Accounting for Foreign Aid

The most egregious example of inappropriate accounting frameworks—
the treatment of foreign aid in developing countries—has produced a
long-standing debate between the World Bank and the IMF. Consider the
dispute over Ethiopia in 1997. Ethiopia had exhibited robust growth with-
out inflation for more than five years. According to the World Bank,
Ethiopia’s budget was in balance, but according to the IMF, it had a large
budget deficit.1 The dispute revolved around the treatment of foreign aid,
which the Fund insisted should not be included in the budget because the
revenues weren’t guaranteed over time. World Bank analyses, though,
showed that foreign aid was actually less volatile than tax revenues.2 The
Ethiopian government offered the appropriate response: if revenues are
highly variable, expenditures have to be highly flexible. Their expenditure
programs had a high degree of built-in flexibility, and, for example, they
constructed village schools and health clinics only when they received the
revenues.3

Accounting for Social Security Privatization

Some policy reforms have worsened the government’s official budgetary
position while maintaining, or even improving, its true budgetary posi-
tion. Again the standard accounting frameworks provide very misleading
information about the state of the economy and the government’s fiscal
position. Consider the privatization of social security in many Latin
American countries. Privatization redirected the inflow of social security
contributions from the government to private accounts. As a result, the
governments’ budgets look worse: revenues decline, but countries con-
tinue to pay for current retirees (although these benefits have sometimes
been cut back as well). For example, if Argentina hadn’t privatized its social
security system, some economists estimate that the country would have
had no budget deficit—even at the time of the crisis.4

In reality, the government’s future liabilities have been reduced, and the
value of the reduction (the expected present discounted value) may even
exceed the reduced cash flow. But since these contingent liabilities do not
appear on the books, the gain from reduced future liabilities shows up
nowhere. The increased apparent deficit leads some to conclude mis-
takenly that the budget is registering inflationary pressure so that other
spending needs to be reduced.

In real terms, nothing much has happened. Individuals’ disposable
income remains the same; they’re simply sending payments to private
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social security accounts instead of to public ones. Government ‘saving’ is
down, but private saving is up by exactly the same amount. Indeed, if the
government borrows from the private social security accounts, it is doing
what it was implicitly doing before, that is, borrowing from the public
social security accounts.

Accounting for Privatizations

Economists generally treat the proceeds of the sale of national assets
(privatizations) as income that improves the fiscal position of the country.
Privatization increases the government’s revenue and reduces its borrow-
ing requirements (at least in the short term). This accounting of privatiza-
tion gives incentives for governments to privatize companies, even when
there might be little real economic reason to do so.

If the focus of concern is the government’s financing requirement, the
budget would be a useful indicator of the impact of privatization. But if the
focus is whether the country is better off from the sale, the budget is inap-
propriate, as it ignores the fact that the government’s assets have declined.
There are, of course, links between the two. If the government’s net worth
deteriorates, it may be more difficult to obtain finance in the future as the
government’s borrowing cost may increase.5 If the proceeds of the sale are
spent on consumption, the country will be poorer after privatization
because its assets have been reduced.

Accounting for Contingent Liabilities and Government Guarantees

Poor accounting frameworks influence incentives in other areas as well.
Most accounting frameworks don’t take into account contingent liabilities
(liabilities that will materialize only if a specified event occurs, such as pen-
sion liabilities, liabilities associated with deposit insurance,6 or loans made
to agents in difficulties). But not including these in the accounting frame-
work can create strong incentives for budget chicanery. For instance, to
avoid accounting for government expenditures, the government might
lend money knowing the funds will never be repaid. These loans wouldn’t
be treated as expenditures, so the ‘true’ budget deficit would be under-
reported. In the United States, the Federal Credit Reform Act, enacted in
1990, requires that a fair estimate of the losses from any loan be added to
expenditures in the year the loan is made.

A similar problem is faced in the case of private infrastructure projects
with government guarantees (generally known today as ‘public–private

Macroeconomics

134



partnerships’) for cost overruns, minimum traffic or exchange rate
variations, among others. These have become increasingly important in
the developing world. The contingency costs of such projects for the state
are not usually accounted for, and they do not show up in current expend-
itures. Such guarantees imply that the government acts as an insurer of
risks that the private investor might incur. The ‘insurance premium equi-
valent’ of such guarantees should be regularly estimated and budgeted,
with the corresponding resources transferred to special funds created to
serve as a backup in the event that the corresponding contingencies
become effective. The estimated contingent liabilities should also be
added to the public-sector debt. A 1996 Colombian law forces the govern-
ment agency incurring the risk to make provision in an ‘insurance’ fund
whose resources can be used if guarantees become effective.

The absence of any regular accounting of government guarantees for
private-sector infrastructure projects generates an incentive to prefer such
infrastructure projects even if they are not less costly to the government
in the long run. Such public-sector-guaranteed private infrastructure
investments might become a useful way to circumvent stringent fiscal
deficit targets.

The way public-sector guarantees are accounted (or, really, not
accounted for in most countries) illustrates another point: as political
discourse has come to focus on certain measures of economic success (such
as low public-sector deficits, or smaller public sectors), politicians may
have an incentive to use some accounting standards, or to manipulate
these measures to serve their ends. It’s very much the way Enron and their
accountants manipulated measures of profits to pump up reported profits
in the United States’ ‘roaring nineties’. Many countries have implemented
important institutional reforms to restrict the scope for this kind of 
manipulation. For example, they’ve made their statistical agencies inde-
pendent. In the United States, the bi-partisan Congressional Budget Office
(CBO) is supposed to provide an independent check on budget projections
provided by the executive branch,7 and accounting regulations can be
written to stipulate how future costs are to be accounted for. But even
when the numbers aren’t deliberately manipulated, the figures produced
by conventional accounting frameworks must be used with caution.

Accounting for State-Owned Enterprises

Another example, which also shows inappropriate accounting practices
but with the opposite effect, is the way developing countries are
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sometimes forced to account for expenditures of state-owned companies.
As the IMF has now acknowledged, it has long treated borrowing by gov-
ernment-owned corporations in Latin America differently from the way
this borrowing is accounted for in Europe. In Latin America, there is a con-
solidated public sector deficit which categorizes this borrowing as an
increase in the government deficit. In Europe, borrowing by public-sector
firms is not consolidated with that of the public-sector administration.8

This means that the budget numbers for Europe and Latin America are not
really comparable—a Latin American country in a similar situation to that
of a European country will appear to have a larger deficit. Investment by
public-sector firms also implies that the public sector is accumulating
assets, but such assets are not included in the accounts, which, as we’ve
noted, generally refer to flows rather than balance sheets.

These accounting practices distort the incentives authorities face.
Accounting for state-owned companies as part of the consolidated budget
constrains expenditures on investments and, again, gives developing
countries the incentive to privatize these companies to reduce the fiscal
deficit, even when there’s no real economic reason to do so. Even if there
were reason to do so, it would be preferable to use receipts from such asset
sales to repay public debt. But conventional accounting frameworks do
not provide any credit for such sensible macroeconomics.

Other Examples of Accounting Distortion: Stabilization Funds, Land
Reform, and Bank Recapitalization

There are still other examples of accounting distortions. As we discussed in
Chapter 5, some countries, such as Chile, have created rainy day, or stabil-
ization, funds which are designed to save surplus funds so they can be
spent during an economic downturn. But if the budget treats these
expenditures like any other form of deficit spending, it could look as
though a country has exceeded the fiscal spending targets negotiated with
the IMF. Not wanting to appear profligate could discourage countries from
using the self-financed deficit spending that they need for recovery.

Brazil is a country with enormous inequalities in income, wealth, and the
distribution of land. Land reform holds the promise of increasing efficiency,
growth, and equality. But inappropriate accounting frameworks are imped-
ing land reform. In one of the better designed land reform programs, the gov-
ernment borrows money to buy land from rich landowners, using its powers
of eminent domain (the government’s ability to buy privately owned land to
turn it into public land) to force sales at fair market value. It then lends
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money to small peasants so they can buy the land. If the government charges
an appropriate interest rate on the loans, there is no real fiscal burden on the
government. Of course, there’s some probability the peasants will default on
the loans, but in that case, the government repossesses the land and then
resells it.9 Traditional fiscal accounting, however, treats the government bor-
rowing to buy land as a liability; it doesn’t acknowledge the mortgage that
the government receives as an asset, no matter what the interest paid.
Because the liabilities but not the assets are recognized, land reform shows up
as deficit spending. Given the IMF’s strict deficit targets, land reform becomes
essentially impossible. Land reform must compete with all other expendi-
tures even though it would be entirely, or almost entirely, self-financing with
an appropriate accounting framework.

Here’s another example: government expenditures to recapitalize the
banking system don’t directly increase aggregate demand and shouldn’t
lead to inflationary pressures. The expenditures affect aggregate demand
only to the extent that banks expand their credit supply, as with any other
monetary expansion. Yet bank recapitalization is often treated like ordinary
expenditure. The key issue, again, is what information the budget deficit is
supposed to convey. If it’s supposed to convey information about govern-
ment borrowing requirements, then the critical question is how the gov-
ernment plans to raise the funds to finance the recapitalization. In some
cases, governments can recapitalize the banking system by issuing long-
term bonds that are held by the banks; in effect, the funds are borrowed
from the banks themselves. Because these bonds are not usually traded and
are held by the banks for, say, 10 to 30 years, the recapitalization has
minimal impact on the debt market.10

Some economists argue that, while the principal repayment shouldn’t
be included in the deficit, the interest rate should be included because the
interest is paid annually while the principle is not due until the maturity of
the bond. Again, we need to ask what information the budget deficit is
supposed to convey. If it’s supposed to convey information about aggreg-
ate demand, then the marginal propensity to consume of the recipients of
the interest payments is the key factor. If the interest is paid to domestic
lenders other than banks, then it would presumably add to aggregate
demand just as any other source of income would. But if the interest is paid
to the banks, then the effect on aggregate demand may be minimal; only if
the owners of the bank see an increased value of the bank and accordingly
increase their consumption will there be an increase in aggregate demand.
And if the interest is paid to foreigners, then the impact on domestic
aggregate demand would be negligible.
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In short, the government can structure the bank recapitalization so that
it doesn’t adversely affect the government’s (or anyone else’s) ability to get
financing for other purposes. In this scenario, there’s no justification
for including recapitalization expenditures in the budget as an indicator
of ‘financing requirements’. The link between the recapitalization
expenditures—or even the interest paid on recapitalization expenditures—
and aggregate demand is, at best, weak.

Accounting frameworks affect government policy and have enormous
political consequences. Avoiding the wrong incentives that accounting
practices generate may require an entirely different set of rules than
those used in current fiscal programs. In particular, it may be better to tar-
get the current fiscal balance of the public-sector administration
(through a structural ‘golden rule’, by which investment should be
financed by government savings, or a structural primary surplus),
together with the consolidated debt of the public sector, including all
contingent liabilities.

Structural Deficits

Fiscal deficits naturally widen during an economic slowdown as tax rev-
enues fall and the need for government expenditures rises. We’ve argued
that governments shouldn’t be forced to counteract the deficit increase by
tightening fiscal policy during a recession. From this perspective, as we
mentioned in Chapter 5, a focus on the current deficit (the nominal deficit
measured during the recession) is clearly inappropriate.

Many economists now emphasize alternative accounting measures,
such as ‘the structural deficit’.11 The objective is to estimate what public
expenditure and revenues would be in a ‘normal’ (full employment) situa-
tion. This is a normal practice in the analysis of industrial economies’ fiscal
position by the OECD.12 Structural deficits allow the economy’s automatic
stabilizers to work. When the economy slows down, the deficit increases
and when the economy accelerates, the public sector should reduce its
deficit or generate a surplus.

Estimating structural fiscal positions in economies subject to external
shocks is not an easy task, however, as it may involve long-term GDP
trends as well as trends of other crucial economic variables, such as com-
modity prices. Chile, for example, has adopted such structural accounting
in recent years, relying on the evaluation of a panel of economists with
mixed persuasions to advise on the trend of the crucial variables involved
in the estimation.
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It also makes sense for developing countries to focus on the primary
deficit, the fiscal deficit minus interest payments. Interest rates can be
extremely volatile and are often outside the control of developing coun-
tries. What is more, public debt that has accumulated over a long period of
time means that a large fiscal deficit will persist for quite some time after
correctives have been introduced. In highly indebted countries, much of
the variability of the overall fiscal position depends on events outside the
country (on emerging market interest rates around the globe). Developing
countries would have to bear enormous internal adjustment costs if they
had to reduce expenditure or raise taxes every time the market changes
interest rates. Furthermore, countries need to focus on what they can con-
trol. The primary deficit shows more clearly whether an observed change
makes the situation better or worse.

The IMF agreed to focus on the primary deficit for the first time in its
loan to Brazil in 2002. But even there, to get the full picture, the focus
should have been on the structural or full employment primary surplus.

Summary

Although accounting frameworks provide valuable information necessary
for decision-making, conventional accounting frameworks are often
misleading. They’re designed to provide information relevant to several
objectives, but this kind of all-purpose framework serves none of the
objectives very well. Rather accounting frameworks should be designed to
provide information for specific purposes. Moreover, current accounting
frameworks provide ample opportunities for budget chicanery. Policy-
makers who want to present an overly positive image can manipulate
accounting frameworks. Finally, the accounting frameworks and the mis-
leading information they provide often distort decisions. They often, for
instance, impose excessive fiscal stringency which impedes social pro-
grams. Supporters of the current framework often argue that although cur-
rent accounting practices aren’t perfect, they still provide adequate
information. But, while no system is perfect, there are alternatives that are
far preferable to those commonly used.

Risk

Stabilization policy, broadly defined, attempts to do four things: limit the
number of shocks to the economy, minimize their effects and enhance the

Policy Frameworks

139



economy’s capacity to cope with them, identify circumstances in which
discretionary interventions might help stabilize the economy, and design
‘optimal’ interventions. Traditional macroeconomic analysis, such as that
presented in the previous chapter, focuses on the third and fourth of this
list; this chapter focuses on the first and second.

Modern risk analysis of a complex system (and the economy is a com-
plex system) is based on an analysis of the volatility of economic variables,
and the interrelations among these variables (and their interdependence).
It recognizes that policy-makers can reduce risk by relying on a wide vari-
ety of interventions.13

Reforms often Increased Instability

As we mentioned at the start of this book, some of the central economic
reforms of the 1990s (whatever their merits might have been) increased
developing countries’ exposure to shocks. The most notable of these
reforms was capital market liberalization, which subjected developing
countries to the whims of international capital markets and speculators in
those markets, as we’ll discuss in Part III. But other reforms had similar
effects. For example, the move from import quotas to tariffs exposed coun-
tries more to external commodity price shocks, as the volume of imports
tends to be much more volatile under a system of tariffs than quotas.14

These ‘shocks’ are often the result of asset market bubbles that inevitably
burst,15 and have been closely associated with liberalization—especially
financial market liberalization.16 Liberalizations have often resulted in a
race to become the dominant player in a market, and have frequently led
to excess capacity. An example is the telecom boom and bust in the late
1990s in the United States.17 By the same token, deregulation of financial
markets has meant that banks undertake greater risks and face a greater
probability of financial collapse—evidenced in the savings and loan (S & L)
debacle in the United States in the 1980s. This, of course, increases
economic instability.

Some of the reforms instituted throughout the developing world during
the 1990s also weakened the economies’ automatic stabilizers (items that
automatically adjust counter-cyclically to changes in the economy). For
example, income taxes fall when an economy goes into a recession, stimu-
lating the economy. But a greater reliance on value added tax (VAT) in
many countries made income taxes less progressive and weakened this
automatic tax stabilizer. At the same time, weaker social protection sys-
tems (such as reduced unemployment insurance) weakened automatic
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expenditure stabilizers. Still other reforms introduced built-in destabilizers.
For example, strong capital adequacy requirements for banks18 without
forbearance, whatever their benefits, make a contraction of credit more
likely when the economy goes into a downturn. The quality of the banks’
loan portfolio erodes as the economy slows. Banks have to increase
reserves, decreasing available credit, just when it’s most necessary.

Other reforms sometimes had strong destabilizing effects, depending on
the circumstances. For example, individual (defined contribution) pension
accounts transfer risk from corporations to households, that is, from those
more able to bear risk to those less able bear it. This reduces the insurance
aspect of pensions and will almost surely be destabilizing. In the event of a
downturn in stock market prices, households will respond more strongly,
cutting back consumption more than corporations would have cut invest-
ment.19 Labor market reforms that make it easier to fire workers can also
produce greater volatility. Workers, especially the poor who don’t have
access to borrowing, will face greater income volatility and will likely cut
their consumption in a downturn.

Not surprisingly, economic stability would improve if we were able to
transfer risk from those less able to bear it to those more able to bear it. For
example, stability would improve if new developments in financial mar-
kets allowed the wealthy to provide wage insurance for the poor (who are
more likely to be credit constrained). Disappointingly, improvements in
capital markets, including the creation of derivatives, do not seem to have
resulted in substantial changes in the allocation of risk in ways that stabil-
ize the economy. Instead, they’ve provided new opportunities for poten-
tially destabilizing speculation. (The most dramatic instance of which was
the threat to global capital markets posed by the bankruptcy of Long-Term
Capital Management in 1998.)

Risk and Policy

As we mentioned above, there is always risk, and the effects of economic
policies are not completely predictable. In addition, there are often long
lags between initially implementing a policy and seeing its effects. It often
takes six months to a year before the effects of monetary policy are fully felt.
So policy-makers have to estimate what the state of the economy will look
like in the future. If they think that there will be inflation then, they must
act now. But the economist’s crystal ball is always cloudy. There’s always a
risk that, while today it seems that the economy will face inflation in six
months, when the time comes, the economy will actually be very weak
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with no inflationary pressures. Tightening monetary policy today will then
only deepen the economy’s problems six months from now.

Economists and policy-makers must subject stabilization policy to a risk
assessment. They need to know the risks associated with alternative pol-
icies, and should also be responsive to new information as it comes in.20

No policy decision is set in stone. Policy-makers need, accordingly, to
know how a particular action affects the ability to take future actions as
more information becomes available; and how costly it would be to reverse
course. Below, we lay out several risks that are important to policy-making.

The Risks of Inflation versus the Risks of Unemployment

Critics of conservative economics argue that conservative economists have
focused excessively on fears of inflation, and haven’t balanced the risks
appropriately. This is especially true for countries that have had recessions
with large excess capacity and few inflationary pressures. Russia provides a
striking example. By 1998, output had declined 30 to 40 percent from the
end of communism. The changing structure of demand and the lack of
investment in the intervening years had clearly contributed to a decrease
in the country’s productive capacities. The question was whether Russia’s
productive capacity had contracted as dramatically as its output. If it had,
it would indicate a level of economic devastation beyond that associated
with the worst wars.

The IMF worried that any stimulation of the economy would lead to
inflation. Critics argued that productive capacity had not fallen as dramat-
ically as output, and while an increase in aggregate demand might lead to
some inflation, it would also elicit an increase in aggregate output. The
increase in output could restart the economy and enhance future growth.
When the ruble devalued in August 1998, the critics of this strategy were
proved correct. Imports became more expensive, residents substituted
imports with domestically produced goods, leading to higher output.

Risks in Debt Management

Another area where risk assessment is obviously desirable but often does
not occur is in the procedure governments use to manage their debt.
Governments often focus on interest cost and cash-flow management
rather than on risk. For example, immediately before the Russian ruble cri-
sis in August 1998, the government was paying a far higher interest rate on
bonds denominated in rubles than on bonds denominated in dollars. The
latter, too, paid a high interest rate which reflected default risk, but the
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interest rate on ruble-denominated bonds reflected the additional
exchange rate risk. If one believed that markets were fully informed and
risk neutral, the difference between the two interest rates would have rep-
resented the expectation of a devaluation.

A prudent Russian government borrowing in dollars would have set
aside a reserve fund to cover the extra costs of the (expected) devaluation.
But the IMF focused on the lower interest rates of borrowing in dollars and
encouraged Russia to borrow in dollars. It ignored the currency risks. This
might have lowered the probability of an immediate crisis slightly due to
the appearance of the slight improvement in the budget, but the effect was
short term. The likelihood of sustaining the exchange rate was, in any case,
nil, as Russia’s exchange rate was significantly overvalued.

This increase in Russia’s dollar debt intensified the negative con-
sequences of a potential currency devaluation. The gains made by the
export and import substitution industries from the weaker exchange rate
would be largely offset by the adverse effect on the country’s balance sheet,
as the value of its debts, in rubles, would increase substantially. Russia had
sunk into a deep depression and would have even more trouble getting out
of it. The increased dollar-denominated debt meant that there was an
increased likelihood that Russia would default on its loans after devalu-
ation. It should have been clear that encouraging Russia to move into hard
currency bonds created significant risks, but the IMF paid scant attention
to the risks and did not include them in any formal budgetary analysis.

Risk and Discretion

If the structure of the economy did not change,21 then stabilization would
amount to a standard control problem, albeit a complicated one.
Economists could design rules that would specify what ‘actions’ (expend-
itures, taxes, and so on) to take in response to different observations of eco-
nomic variables. All actions (such as increases in expenditures, cutting
taxes, increasing the money supply, or lowering interest rates) could be
automatic; the only stabilizers would be automatic stabilizers—although
they would be more extensive and far more complicated than the stabili-
zers in standard models. For example, they might depend on levels of the
economic variables, rates of change, and changes in the rate of change.

But the structure of the economy does change,22 and economists have to
assess the impact of these changes: has the NAIRU (the natural rate of
unemployment) fallen, and if so, by how much? Is the ‘new economy’ real,
and if so, how has the economy’s potential growth rate changed?
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Economists and policy-makers have to make judgments informed by past
experience, but simple rules can’t summarize all the appropriate responses.
Discretionary policy (and not just automatic actions) has an important
role to play.

The Design of Rules and Interventions

How the government designs its interventions is important. There are
often long lags between government actions and their effects, and the
impacts of government policies are often uncertain. Should the monetary
authorities, for instance, ‘target’ an inflation rate, a growth rate, an unem-
ployment rate, or a rate of increase in the money supply?

In a world without lags and uncertainty, the government would obvi-
ously target the variables of direct concern. If there’s a trade-off between
inflation and unemployment, it would simply pick a point on the trade-off
curve. But if the relationship between inflation and unemployment is
shifting, the level of unemployment may be higher or lower than expected
for a given inflation target. In this simple setting, the choice of target
depends on the costs associated with inflation variability versus unem-
ployment variability: if the cost of inflation variability is low while the cost
of unemployment variability is high, then there should be unemployment
targeting, not inflation targeting.

As we argued in Chapter 2, it is the real variables that are of direct
concern (unemployment, growth, incomes), and not the financial vari-
ables (such as interest rates, inflation rates, or exchange rates). These latter
variables are of concern only to the extent that they affect the real
variables. But the government may be able to observe, monitor, and con-
trol these intermediate variables more easily than the real variables. Still,
if the relationship between the final and intermediate variables is volatile,
it may not be desirable for authorities to target these variables.

Political Economy: Institutions and Institutional Constraints

If government has the capability to stabilize the level of economic activity,
it must also have the capability to destabilize it. The government is an
independent actor in the economy, with its own incentives. Whether it
stabilizes or destabilizes the economy depends on the incentives it faces.
In democracies, the voting choices of citizens determine the government’s
incentives.
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Domestic Institutions

For those who see politics as the source of macroeconomic instability, the
economy can achieve stability only if a body somewhat removed from the
political process has responsibility for macroeconomic management,
especially for monetary policy. The institutional arrangement of an inde-
pendent central bank focused on inflation can keep in place commitments
that might not otherwise be enforceable (the problem of ‘dynamic con-
sistency’).23 Economists with this view support the establishment of an
independent central bank.

Critics of this institutional arrangement believe that it undermines
democratic governance. Citizens consider few issues more important
than the quality of macroeconomic management. Election econometric
regression tests show this as the major determining factor in electoral
success. Yet, by delegating authority over the economy to an indepen-
dent central bank, the government is being held accountable for some-
thing over which it doesn’t have authority. Moreover, we’ve seen that
macroeconomic management entails trade-offs, with different decisions
affecting the well-being of different groups. Such decisions are necessar-
ily political, and should not be delegated to technocrats who are ‘inde-
pendent’ from the government. Doing so undermines democratic
accountability.

While economists and politicians have long discussed the desirability of
independent central banks, they’ve spent much less time considering the
importance of representativeness (or lack thereof) of these banks. The two
concepts are distinct. The problem in many countries is that the governing
body of the central bank is typically not representative of society and its
broader interests. Financial markets, which are more concerned about infla-
tion than about unemployment and growth, are disproportionately repre-
sented. It’s not surprising that central banks put more emphasis on
inflation than many economists do, and certainly more than many rep-
resentatives of workers and small and medium-sized enterprises believe
they should.

Governments that are more sensitive to the democratic process argue
that they, and not the central bank, should set targets, such as an inflation
target, because the decision involves trade-offs, such as the trade-off
between unemployment and inflation. But even a government-specified
inflation target does not depoliticize the conduct of monetary policy.
The central bank is responsible for reaching the target, and missing it still
can have costs that not everyone in society bears equally.
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Some countries have narrowed the mandate of the central bank to
fighting inflation. There is some evidence24 that independent central
banks with an inflation target do achieve lower levels of inflation—it
would be striking if they didn’t. But inflation is only an intermediate
variable. The significant question is whether economies with this institu-
tional structure achieve better performance in real terms, that is growth,
unemployment, poverty, equality, or even the short-term trade-off
between unemployment and the change in the rate of inflation—the
‘sacrifice ratio’. This evidence does not show better performance.25

There is even the possibility that a central bank focusing on price stabil-
ity might lead to greater instability in financial variables. Simple theoret-
ical models suggest the following: with shifting demand and supply curves
(common during crises like those in many developing countries in the
1990s), an attempt to stabilize prices can easily lead to destabilized output;
price adjustments are meant to buffer quantity adjustments, and reducing
the scope for price adjustments (in the process of fighting inflation26)
places more of the burden on quantity adjustments.27

In the national context, an independent central bank is just one
example of the intersection between economics and politics in the
sphere of institutions and policies. There are other, equally significant,
illustrations. The design and implementation of fiscal policy is often
shaped by the constraints embedded in political economy. Many gov-
ernments in developing countries find it difficult to increase their
income through tax revenues, because important political constituen-
cies with a voice have the capacity not only to evade or avoid taxes
but also to resist taxes. In contrast, these governments may find it
somewhat less difficult to decrease their expenditure, although there
are asymmetries: it’s often easier to cut investment expenditure than
to cut consumption expenditure.

The Dual Constituency Syndrome

Increasing economic globalization and the integration of capital markets
in the world economy affect governance and the constituencies to which
national governments respond.

It’s worrisome for democracy that governments in developing countries
increasingly face dual constituencies when they make policy decisions.
On the one hand, citizens vote for political authorities that promise to
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implement a platform that’s designed before their election. On the other
hand, once elected, the political authorities also seek the support of those
with large financial interests. In effect, open capital markets give a greater
say to foreigners and the wealthiest sectors of society, who can pull out
their funds and destabilize the economy if they do not approve of govern-
ment policies. Even governments who remain committed to serving the
interests of workers may feel that they have no choice but to listen to the
dictates of the financial market.

The Political Economy of International Financial Institutions

International financial institutions have played a large and controversial
role in economic policy-making in developing countries. These institu-
tions are, of course, public institutions, and issues of governance affect
them, just as they affect any political institution. One can, and should,
apply a political economy analysis to understand their behavior, just as
one can, and should, for national governments. To do so, we need to look
at the incentive structure that the institutions and those that work within
them confront.

The G-7 (Group of Seven) nations have the largest voting block in these
institutions, and the United States alone has what amounts to veto power
on some crucial decisions within the IMF. Developing countries are under-
represented at some institutions (the Bank for International Settlements)
and not represented at all at others (the Basle Committee on Banking
Supervision). The United Nations Conference on Financing for
Development, held in Monterrey, Mexico, in 2002, thus called for a greater
voice and participation of developing countries in decision-making in the
international financial institutions.

Countries are usually represented by their finance ministers, so that the
interests of financial markets tend to be overrepresented in the decision-
making process. Furthermore, bureaucrats’ incentives are affected by open
revolving door policies, with staff and officials coming from and, even more
common, going to private financial institutions. Many democratic govern-
ments have put severe constraints on the revolving door in their own coun-
tries, to reduce the likelihood of conflicts of interest. Yet other governments,
even if democratic, have not. And revolving doors continue to prosper.28

The international institutions have weak accountability to those most
affected by their programs—those in the developing countries.
Democratic accountability, transparency, and an openness to the views of
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civil society, as is usual in all democratic societies, are crucial for their
ability to function in the interests of those that they serve.

Current representation imbalances might explain why so little has been
done to improve the structure of the international financial system in
ways that would promote stability and growth in developing countries.
Standard economics argues that well-functioning efficient markets should
transfer risk—including the risk of exchange rate and interest rate
fluctuations—from poor developing countries to rich developed countries,
which are more equipped to manage it. But, in fact, this hasn’t happened.
For example, Latin America was forced to bear the brunt of increasing
interest rates in the United States in the early 1980s. This is a market
failure, but, remarkably, one which has not been addressed within existing
arrangements.

Similarly, the problems associated with the global reserve system are
also increasingly being recognized. Developing countries hold a large
share of their international reserves in US treasury bills, effectively lend-
ing hundreds of billions of dollars to the United States at low interest
rates. Meanwhile, the international creditors lend money to developing
countries at much higher interest rates. The result is an enormous trans-
fer from poor and middle-income countries to the richest—a tragic irony,
paralleled by the huge attendant trade and budget deficits in the United
States. The growing indebtedness of the United States raises several ques-
tions. Will foreigners be willing to hold ever increasing amounts of US
debt? What will happen, not just to the United States, but to the stability
of the global financial system if foreigners lose confidence in the strength
of the dollar, if they worry that it will depreciate in value in coming
years?

Yet, while limited action has been adopted to correct these problems of
global stability, capital market liberalization was encouraged or even
forced on developing countries—a policy now widely recognized as con-
tributing to global financial instability, as we’ll discuss in Part III of this
book. Similarly, developing countries have been encouraged into rapid
trade liberalization, despite the fact that developed countries restrict
imports of high interest to developing countries and massively subsidize
agricultural production. Those responsible for macroeconomic policy in
developing countries should be aware of the potential adverse effects that
capital market and unfair trade liberalization can have on employment
and macro-stability in their countries. They should make sure that
countervailing measures for maximizing job creation—such as credit
availability at affordable terms—are in place.
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The object of this book is not to lay out an agenda for reforming interna-
tional economic institutions.29 Our focus here is macroeconomic policy.
Yet we must recognize that the global economic system is biased against
the interests of developing countries. Making international economic
institutions more responsive to the concerns of these countries, especially
the very poor within those countries, will require greater incentives for
these institutions to respond to the concerns.
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Formal Approaches

The preceding chapters took as their point of departure recent policy
debates that have been informed by advances in economic theory. In this
chapter, we’ll examine the parallel discussion on the advances in the the-
ory itself. Our discussion on theory will focus on the ways real world
economies differ from the ‘competitive equilibrium’ model that has
become the benchmark model.

Economists once based their thinking about stabilization on models of
the business cycle1 that depicted the economy as alternating predictably
between periods of economic growth and recession. The evidence, how-
ever, doesn’t support this behavior of the economy.2 In fact, if growth and
economic cycles were so predictable, governments could act to eliminate
them. For example, if policy-makers knew that the economy went into
recession every six years, the monetary authorities would engage in strong
monetary expansion, say five years after the last trough. While there are
not regular cycles,3 the economy is subject to enormous fluctuations.
There are a myriad of shocks; and although many of these are offsetting—
the demand for products in one industry goes up, while the demand in
another goes down—a few are of such a nature as to have macroeconomic
consequences that affect the overall economy.

The current benchmark competitive equilibrium framework includes new
classical, representative agent, and real business cycle models as discussed
below. These models assume that all markets (including the labor market)
clear. They also assume perfect information, complete markets (including
perfect capital and insurance markets), perfect wage and price flexibility,
perfect competition, perfect rationality, and no externalities. If these models
accurately portrayed reality, the economy would be efficient and there would
be no need for government intervention. There might be fluctuations in the
economy. For example, the real business cycle literature4 has attempted to



show that simple ‘calibrated’ models can replicate observed patterns of
movements in aggregate variables (including observed correlations), such
as business cycles. There might be shocks to the economy, such as episodic
increases or decreases in productivity, or shifts in preferences that lead to
economic volatility. But perfect markets would then ‘smooth’ the econ-
omy (balancing costs and benefits).

Much of the macroeconomic modeling over the past few decades has
centered on models that deviate very little from the perfectly competitive
model. For example, wages and prices are still fully flexible. And while they
may not assume that there’s a complete set of markets, individuals behave
as if there were. Individuals have rational expectations about wages and
prices that extend infinitely far into the future. More broadly, even when
information imperfections or asymmetries exist, they do not represent a
fundamental problem. If markets are imperfect, so this thinking goes,
intelligent market participants will find tools, such as complicated con-
tracting provisions, to limit the consequences.

These models have serious inadequacies. The assumptions are unrealis-
tic and it’s difficult to reconcile the required macro-formulations with
what is known about microeconomic behavior (without resorting to
ad hoc assumptions about the nature of the stochastic shocks to pre-
ferences and technology). For example, in reality, shocks such as the
productivity shocks referred to above have not been large enough to
explain, on their own, the crises and prolonged recessions that many
countries have experienced. Such models also typically leave key eco-
nomic phenomena unexplained, such as why (involuntary) unemploy-
ment exists or why a reduction in the demand for labor takes the form
of lay-offs rather than a reduction in hours worked.

As another example, real consumption wages (the purchasing power of
wages, or nominal wages divided by the consumer price index) have exhib-
ited relative stability over the business cycle even though unemployment
has fluctuated. The models assume that markets are always in equilibrium
and workers are always on their labor supply schedules. The fact that
employment levels change while real wages remain stable5 suggests either a
close to horizontal labor supply schedule—a hypothesis rejected by micro-
economic evidence—or implausibly large shifts in the labor supply sche-
dule.6 Similarly, changes in the level of employment combined with the
relative stability of real product wages (compensation paid by firms divided
by the prices received by firms) suggests implausible shifts in technology
(or implausibly large variations in the stock of capital), as discussed above.7
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The inadequacies of these models are, of course, even greater for develop-
ing countries—where information imperfections are more pervasive and
more markets are missing or incomplete (e.g. insurance markets). One
should, accordingly, be suspicious of policy prescriptions derived from
such models. They provide few insights into the key stabilization problems
faced by developing countries. Yet some of the policy stances we have iden-
tified as the ‘conservative’ approach are derived from such perfect market
models, with only slight perturbations, or even worse, are based solely on
incoherent modeling. For instance, during the East Asia crisis some conser-
vatives argued that raising interest rates would attract more capital on the
basis of models that assumed that debtor firms would not default, even
though it was the fear of default that had motivated banks and other cred-
itors to refuse to roll over their loans in the first place. More generally, it
should be obvious that any economy that is going into a deep recession
(e.g. because of excessively tight monetary and fiscal policy) is not going to
attract capital from abroad. Instead, investors will be planning to take their
money out of the country to find higher returns and less risky investments
elsewhere.

The IMF itself calls attention to the excess leverage (or borrowing) of
firms in developing countries and the weaknesses of the financial institu-
tions, explicitly recognizing their vulnerability to financial distress.
Nonetheless, the Fund still pushed for higher interest rates in East Asia.
This put firms at greater risk, and saddled surviving firms with even higher
debt equity ratios. Economic policy-makers emphasized the role of bad
lending practices, but they relied on models that paid little or no attention
to key details of the financial sector. In the simplified models, the entire
financial sector was represented by an equation for money demand. The
analyses ignored credit rationing, even though credit rationing frequently
arises when there are information problems concerning borrowers.
Information shortcomings accounted for at least part of the financial
sector problems in the Asian crisis. This was reflected in the widely
expressed concern over transparency.

We’ve noted that conservative models are often based on representat-
ive agent models, which are designed as if the economy had a single
individual/household and a single firm.8 Such approaches to modeling
implicitly disregard many of the crucial aspects of macroeconomics. For
example, these models have nothing to say about what form a reduction in
the demand for labor will take (whether it will result in lay-offs or in a
reduction in hours worked). In these models there’s one individual, and
that individual will work fewer hours. There can be no information
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asymmetries (different individualshavingdifferent information)andhence
no credit rationing. With a single individual, the issue of risk sharing—and
the problems in equity markets—do not arise.

In the real world, the social costs of economic fluctuations result largely
from the fact that a few workers bear the brunt of the reduction in hours
worked: they are laid off and cannot borrow to smooth consumption over
time. Economists who use the representative agent model ignore credit
rationing and vastly underestimate the welfare costs of economic volatil-
ity.9 Similarly, representative agent models can’t address the consequences
of changes to the distribution of income—and so they can’t represent the
real consequences of price changes which bring about large redistribu-
tions. They can’t address the impact of economic policy on inequality, or
the impact of inequality on economic performance.

As we’ve noted, perfect markets models, including the variants that use
representative agents, provide a poor description of advanced industrial coun-
tries, and are particularly irrelevant for developing countries. Accordingly,
economic research since the 1990s has focused on identifying the most
important limitations of the standard competitive model, particularly
those that help to explain the nature of economic volatility.

Wage and Price Rigidities

Traditional Keynesian discussions focused on the role of wage and price
rigidities (growing out of Hick’s IS-LM framework). If wages don’t fall
when there is an excess supply of labor, there will be involuntary unem-
ployment. Newer Keynesian models have sought to explain these wage
rigidities.

Economists who believe in well-functioning markets argue that policy-
makers just need to restore full wage and price flexibility to return the
economy to full efficiency and resolve the problem of unemployment.
Economists in this tradition, accordingly, emphasize increased labor
market flexibility.10

A focus on wage rigidities has been particularly convenient for the
conservative policy agenda: it argues that government intervention and
unions are the source of the problem. Limiting both would restore the
economy to efficiency. These economists argue that the reason the
economy might not be fully stable, even with labor market flexibility, is
simply because it is buffeted by shocks, such as those associated with
technological change.
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While excessive labor market rigidities can lead to unemployment, two
observations are in order. First, under the hypothesis that wage rigidities
are the only problem in an otherwise perfectly functioning economy,
restoring full wage flexibility would restore the economy to efficiency. It
doesn’t follow, however, that more flexibility will result in more stability in
a real-world economy, where there are a host of other imperfections.11

These are delicate matters of second-best economics. The ‘theory of the
second best’ says that when there are multiple distortions in an economy,
eliminating just one may not enhance overall welfare: when the first best
solution is not attainable (due to market imperfections) a ‘second best’
solution is called for. As we noted earlier, greater wage flexibility in the
absence of good insurance markets may be associated with greater
economic volatility. Moreover, unemployment still exists even when
there are no artificial sources of rigidities—no unions, or unions only in a
few sectors, and no (enforced) minimum wage as in many developing
countries.

Efficiency wage theories12 provide an important set of explanations for
why wages may not fall, even in the presence of high unemployment. In
contrast to the more simplistic rigid wage models which simply assume
rigidities, these theories emphasize how firms set wages, focusing on how
employers might use high wages to attract a better workforce, motivate
workers, and reduce labor turnover. They have important implications for
stabilization policy. For example, in labor-turnover efficiency wage
models, firms try to reduce the turnover rate by paying higher wages
because it’s costly to hire new workers; in some versions of this model,
additional government employment might end up leaving the total
unemployment rate unchanged as more workers are attracted into the
urban sector.13 In standard Keynesian models, increased unemployment
benefits help stabilize the economy. In the Shapiro–Stiglitz incentive-
based efficiency wage model14 they lead to more unemployment because
firms must raise wages to ensure that employees work hard and don’t shirk.
(We should note that while these effects may be present, in a downturn,
they are likely overwhelmed by more standard Keynesian effects: as the
economy goes into a recession, the costs to workers of being laid off
increase significantly. They’ll have more trouble finding work. Even with
modestly increased unemployment benefits shirking is actually reduced.)

Traditional Keynesian analyses have focused on nominal rigidities
(where money wages and prices are sticky),15 while efficiency wage
theories have focused mostly on real rigidities (where wages adjusted for
inflation are sticky).16 The problem, however, is that nominal wages and
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prices are not completely rigid. Today, most developing countries have
fairly open markets with flexible exchange rates, so that the prices of their
tradable goods have considerable flexibility. Even advanced industrial
countries have exhibited considerable nominal wage and price flexibility:
in the Great Depression, nominal wages and prices fell at a rate of 10
percent a year.17 Again, in 2003, there were worries about deflation.

While older theories of fixed wages and prices are today seen as unper-
suasive, it remains clear that wages and prices do not adjust instanta-
neously to market clearing levels. In particular, some prices and wages are
set by firms, which typically adjust prices and wages slowly in response to
changing circumstances. Other prices are set in ‘auction’ markets, where
prices adjust relatively rapidly. This divergence means that large ‘disequi-
librium’ fluctuations in relative prices can exist, and these can be a major
source of disturbance to the economy.18

Incomplete Futures Markets and the Role of Expectations

In our discussion in Chapter 3, we stressed that different models of how
expectations are formed (including the elusive ‘confidence’) help explain
differences in policy prescriptions. In the competitive equilibrium
economic model, individuals do not have to form expectations about
future prices and wages: there is a complete set of futures markets (that
specify wages and prices in the future for all possible states of the
world). Most macroeconomic models have recognized that this is a 
fiction—futures markets are incomplete and simply do not exist for the
medium and long term—and correctly emphasize the importance of
expectations.19

Much recent research has focused on a special class of expectational
models. In these ‘rational expectation’ models, expectations are rational:
they are based on all available information, and are incorporated into beliefs
about the future using the most sophisticated statistical models. Rational
households’ and firms’ behavior, of course, is consistent (in these models)
with those expectations. Many of the rational expectations models conclude
that markets are efficient, that government intervention is ineffective,
and that unemployment does not present a serious problem. It is impor-
tant to recognize, however, that many of the conclusions of these models
do not follow from the assumption of rational expectations. Instead, they
are a consequence of other assumptions made in the model, such as com-
plete wage and price flexibility, so that labor and product markets always
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clear. Neary and Stiglitz20 have shown that even with rational expectations,
if markets don’t clear, increases in government spending can be effective at
reducing unemployment—indeed, the multiplier (the extent to which
output is increased as a result of an increase in government spending by a
fixed amount) is actually greater with rational expectations.21

In addition, market behavior is often hard to reconcile with rational
expectations. For example, there is irrational exuberance and irrational
pessimism about stock prices.22 Consider the 30 percent drop in stock
prices in just a few days in October 1987: no event explains why the
expected (present discounted) value of future earnings or dividends should
have declined by that magnitude so quickly.

Moreover, bubbles can easily develop if futures markets project ahead
only a limited number of periods—or if expectations have short-term
rationality, but are not necessarily rational in the longer run.23 When
individuals see the price of an asset rise, they are willing to pay more for it
because of the perceived capital gain. Expectations can be self-confirming—
for a while. But all such bubbles eventually burst. Even if market partici-
pants know this, many cannot resist the temptation to participate in the
market during the boom, (over)confident that they can leave before the
bubble bursts. The higher prices induce more investment, and eventually
the excess capacity that develops makes the prices unsustainable. As
we’ve seen, many of the most serious fluctuations in the economy are
associated with such boom and bust patterns, especially in the real estate
sector.24

Incomplete Capital and Financial Markets

As we discussed earlier, many of the bubbles, and the crises that follow,
have been systematically associated with liberalization, especially capital
and financial market liberalization. We can see the links between instabil-
ity and liberalization at both the micro- and macroeconomic levels. When
a government eliminates or reduces restrictions in a market (as happened
in telecommunications in the United States in the 1990s), a race begins.
Market actors often believe in a first-mover advantage: they believe mar-
kets are not truly competitive, and the firm that establishes itself first will
be able to earn monopoly profits. There is competition for the market,
rather than competition in the market. And with competition for the mar-
ket, the race to be the early dominant firm leads to excess investment and
financial bubbles.25
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Financial market liberalization often encourages bad lending practices:
either banks engage in excessive risk taking, or the owners/managers loot
the banks.26 Although it can be difficult to differentiate between the two,
the net effect is the same: a period of readily available funds is followed by
a crash, as debtors don’t repay their loans. Lending then contracts, the
economy declines, there are more bad loans, and a vicious cycle is set in
motion.

These microeconomic phenomena have large direct macroeconomic
consequences, but there is perhaps an even more important macroeco-
nomic reason that capital market liberalization in particular is often
associated with instability. It leads to capital flowing into countries in good
times and flowing out in bad times. Countries are forced to pursue pro-
cyclical fiscal policies. Chapter 10 describes in detail how short-term
capital flows both induce fluctuations and impair the ability of govern-
ments to respond.

Incomplete Contracts

Closely related to incomplete futures markets is the fact that contracts,
too, are incomplete. They generally have some missing provisions
and don’t account for all possible states of the world. Of particular
concern is the imperfect indexing of credit contracts: most credit con-
tracts have fixed interest rates and aren’t indexed to inflation. A decrease
in prices (or an increase in prices at a rate that’s slower than expected) pro-
duces a redistribution of wealth from debtors to creditors because real
interest rates increase as prices fall. Such redistributions can have large
real effects and impose huge risk on both debtors and creditors. Just the
recognition that it might occur affects behavior in important and costly
ways. One reason why greater wage and price flexibility may lead to more
economic instability is that, with falling prices and fixed interest rate debt
contracts, more firms and households will be forced into financial
distress.27

It’s perhaps not surprising that when inflation has been highly volatile,
markets have responded by indexing prices to the inflation rate to reduce
the costs associated with the volatile inflation. In recent decades, some
developing countries (such as Brazil and Chile) established indexation
mechanisms for wages, real estate rents, loans and savings, and other
contracts. However, aswepointedout in theanalysisof thecostsof inflation
in Chapter 2, indexation mechanisms tend to generate inflation inertia.



This is the reason why efforts at disinflation in several developing
countries have included the elimination of indexation clauses. Indexation
of financial contracts may also help to lengthen the time horizon of finan-
cial contracts, but may not entirely eliminate the adverse effects that
inflation has in shortening those horizons.

Constraints

The discussion in the previous sections has highlighted only a few of the
more important examples of imperfections in capital and other markets.
While imperfections of capital markets have long been discussed, the
modern theory of asymmetric information has put such discussions on a
firm footing.28 It explains credit and equity rationing,29 and accordingly,
why firms act in a risk-averse manner; why balance sheet variables, cash
flow, and the availability of credit matter; and why banks are important,
for ascertaining creditworthiness, and monitoring and enforcing debt
contracts. The theory of asymmetric information makes sense of observa-
tions and distinctions that have played a role in policy discussions for a
long time. Firms, and policy-makers, often talk about the availability of
credit, but in the standard competitive model, credit is always available;
the only issue is ‘price’ (the interest rate which is charged) and it is always
set to equate demand and supply.

Another example is the distinction that’s often made between firms
that are insolvent, and those that are liquidity constrained. With perfect
information, a complete set of contracts, a well-functioning judicial
system, and effective enforcement, there should be no distinction
between the two: any firm with a positive net worth should be able to
obtain funds at some price—the price appropriate to its risk. With asym-
metric information and problems in contract enforcement, the owners of
a firm may believe that the firm is solvent and that if the market correctly
valued its prospects, its net worth would be positive; but of course,
lenders may not share that view, and accordingly may not be willing to
lend to the firm. Lenders may believe the firm is insolvent, even if the
firms’ owners do not. The reason the firm is illiquid is that critical market
players believe the firm is insolvent. In these instances, policy-makers
(central bankers) may come in with a bail-out. In effect, they believe that
the firm is correct in its diagnosis, and are willing to override the markets’
judgment.30
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Behavioral Macroeconomics

Keynesian economists have long postulated that individuals exhibit
‘money illusion’ and are resistant to nominal wage cuts even if their real
wages increase. In fact, there is some evidence of downward nominal price
rigidities, even though rational actors should be willing to adjust prices
downward when there is deflation. Imperfect and asymmetric information
explains why product or goods, labor, and capital markets behave markedly
different from the way envisaged in perfectly competitive models—even
when all market participants act rationally. 

Behavioral economics, which looks at actual behavior, at how decisions
are made, argues that there are many instances—such as the example of
money illusion just cited—where individuals systematically do not behave
rationally. There can be significant consequences for the macroeconomic
performance of the economy. This research has cast further doubt on the
plausibility of the macroeconomic models underlying many of the conser-
vative policy stances, for these models require both rationality and perfect
information (or at least no asymmetries in information.)31

Dynamics

To a large extent, macroeconomics is about adjustments, including
adjustments to shocks. The older literature on rigid wages and prices essen-
tially assumed that wages and prices did not adjust, forcing the burden
of adjustment on quantities. In fact, there are both quantity and price
adjustments.32 As we noted, wages and prices do adjust, but different
wages and prices adjust at different rates. Asset prices adjust most rapidly;
prices of ‘commodities’ (such as wheat) adjust more rapidly than do prices
that are set in monopolistic and oligopolistic markets. The different speeds
of adjustment mean that shocks to the economy can give rise to large
changes in the short run to relative prices. At the same time, adjustments in
product and labor markets typically occur in nominal prices, in the prices
of the local currency.33 This can give rise to excessively slow adjustments in
real wages and other relative prices. For instance, in recessions, both wages
and prices (in local currency) fall; but most firm decisions (e.g. hiring and
production) as well as real aggregate demand depend on real wages, and so
the falling wages and prices have little effect on the economy’s output
and employment.34 (Increases in real money balances provide a little 
stimulation to the economy, either because individuals feel wealthier or
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because interest rates are reduced; but these effects are typically of second
order.)

Many peculiarities in the short-run behavior of the economy relate to
particular features of dynamic processes. For instance, as we noted in
Chapter 6, exchange rate depreciations sometimes have a negative effect
in the short run, contrary to the presumption that they should lead to an
increase in effective demand. Much short-run policy-making focuses on
the details of these dynamics. For example, we know that firms typically
delay hiring new workers until late in the recovery from a recession when
they become convinced that the recovery is real. In the earlier stages of
recovery, firms rely more heavily on increasing workers’ hours, even
though this can be expensive, because of overtime pay. This is why many
recoveries are, at one stage or another, described as ‘jobless recoveries’. But
the details of the dynamics can change from one cycle to another. In
earlier downturns in the United States, firms tended not to lay off workers
(a phenomenon called labor hoarding35) because of the high costs of
hiring and firing workers. But in the US downturn in the early 2000s, firms
seem to have responded to a fall in demand by laying off workers. There is
a widespread view that this may be related to the more short-term focus of
management: firing workers can increase current profits and stock prices,
and hence management compensation.

Earlier, we discussed the importance of expectations in macroecono-
mics. How expectations actually adjust to changes in the economy is com-
plex and controversial. One of the advantages of the rational expectations
model is that it sometimes provides a clear answer; but unfortunately, that
answer is often wrong, and in many of the most interesting situations,
rational expectations provides little guidance. Those in East Asia during
the crisis had no set of similar experiences to draw upon on the basis of
which they could make a ‘rational’ inference. Different market participants
and government policy-makers clearly had very different expectations
about the unfolding situation and the effects of different government
policies.

It is easy to see how expectations can sometimes give rise to instability,
sometimes to slow adjustment out of a situation where the economy is
underperforming. For instance, in a world with a complete set of markets,
equilibrium might be restored by adjustments in wages and prices in future
markets, but in the absence of those markets, behavior is determined by
expectations of those wages and prices, and those expectations may not
adjust, or may not adjust much. It is, in effect, rigidities in expectations as
much as it is rigidities in current wages and prices that contribute to
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unemployment and lack of aggregate demand. If, for instance, pessimistic
expectations about the future lead to a reduction in investment, and
market participants simply do not change their expectations, it may take
a very large adjustment in current wages and prices to restore the econ-
omy to full employment. If a weakening of the economy leads to less
‘confidence’, so that capital flows are decreased, and if a decrease in capi-
tal flows leads to a weakening of the economy (which, as we have argued,
may well not be the case), then a negative shock can set off a downward
spiral.

In short, market economies may not adjust either quickly or smoothly to
disturbances. The dynamics of adjustment may be unstable. While there
may be no consensus among economists about how best to model
dynamics, including the dynamics of expectations, it is clear that empir-
ical observations of high levels of economic volatility are consistent with
simple and plausible models. We argued earlier that there is little basis for
the confidence that many conservatives place in the efficiency of market
equilibrium; by the same token, there is little basis for confidence in the
efficiency of market adjustment processes.

Concluding Comments

Ideas matter. Economists’ understanding of the structure of the economy
is typically based on simple models that are intended to encapsulate the
key features of the economy. These models are checked against reality, by
comparing their predictions to what actually happens, and by testing
directly the various hypotheses that go into them through econometric
analyses. Models are constructed for particular purposes. One model might
do a good job of forecasting average growth, but fail when it comes to pre-
dicting the turning points of cyclical fluctuations. Of course, the test of
any model used for policies related to stabilization is its success in explain-
ing and predicting the economy’s fluctuations.

Today, there is no disagreement that good macro-models must be based
on microeconomic principles. But there is disagreement over what this
entails. Perfect competition models with perfect information are of dubi-
ous relevance for understanding developed economies; we should be even
more skeptical about their policy prescriptions for developing countries.
They fail to provide a good understanding of how labor, product, and
capital markets operate, and not surprisingly, macroeconomic analyses
based on flawed micro-foundations are themselves flawed.
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Alternative models have been formulated that take into explicit account
market imperfections—imperfect competition, incomplete markets and
contracts, imperfect and asymmetric information. Although these models
are still at an early stage of development, enough progress has been made
to suggest that the new models provide far more insights than do perfect
competition–perfect information–completemarketsmodels intoeconomic
fluctuations and policies that reduce their frequency, duration, and magni-
tude. Alternative models indicate that government intervention is often
desirable and effective. In these models, unemployment can occur as the
result of market imperfections, and can have large social costs. In perfectly
competitive–perfect information–perfect markets models, unemployment
is always voluntary, and markets are always efficient.

The alternative models indicate that government policies should
focus on real variables, such as unemployment and growth. The perfect
competition–perfect information–perfect markets models focus almost
exclusively on price stability. In the latter models, government is more
often the cause of instability—government-sanctioned labor market rigidi-
ties, excessive profligacy, and loose monetary policy—while in the former
models, the root causes are market failures and government intervention
can improve the economy’s performance.

A key difference in perspectives concerns the relationship between
stabilization and growth. This is of crucial importance to developing
countries. Conservatives often base their policies on the belief that
stabilization—particularly price stabilization—is a prerequisite for growth.
They argue that stabilization, accompanied by the associated policies of
the Washington consensus (privatization and liberalization), almost auto-
matically leads to growth. And the faster stabilization, privatization, and
liberalization take place (the more ‘pain’ taken), the stronger long-term
economic growth will be.

Critics of conservative stabilization policies contend that these policies
(and the way they are implemented) rarely lead to growth. In fact, they
often stifle long-term growth and development. There is considerable
evidence in support of this position. At the very least, it is clear that the
Washington consensus policies, including price stabilization, have not suf-
ficed in many countries. Others have achieved growth without pursuing
stabilization, or without pursuing it to the extent pushed by conservative
economists. The tight monetary policies that are often associated with
stabilization have often stifled investment and growth, even in countries
that have liberalized and privatized. So too, responding to crises by raising
interest rates to very high levels discourages debt financing; since equity
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markets are particularly weak in developing countries, this implies that
firms rely more on self-financing, lowering growth and reducing economic
efficiency.

In the next part of the book, we shall see how one part of the liberaliza-
tion agenda, capital market liberalization, may not only have exposed
countries to more shocks, but impaired the ability of the economy to
respond. Liberalization has led to more instability, and this instability, and
the way governments have had to respond to it under capital market liber-
alization, have actually led to slower growth.
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Capital Market Liberalization:
The Arguments For and Against

For almost half a decade, capital market liberalization (CML) raged as a key
battle in the debate on globalization—and for good reason. By the 
mid-1990s, the notion that free trade, or at least freer trade, brought
benefits to both developed and less developed countries had gained accep-
tance in intellectual as well as policy circles.1 When the Uruguay Round of
trade negotiations (which created the World Trade Organization) ended in
1994, the Asia-Pacific Economic Cooperation (APEC)2 and the Summit of
the Americas agreed to create free trade areas. Meanwhile, the broader
liberalization/free-market agenda was winning victory after victory on
other fronts: the Uruguay Round had extended the scope of traditional
trade liberalization to include services and the protection of intellectual
property rights. Even social-democratic governments embraced privatization
and deregulation.

During this wave of liberalization, capital market liberalization—
eliminating restrictions on the free flow of volatile (particularly short-term)
financial capital3—remained a major point of contention. The IMF sought
to settle this issue too. At its annual meetings in Hong Kong in September
1997 it asked for a change in its charter to include a mandate to promote
capital market liberalization, just as it had had a mandate (since its
founding) to eliminate capital controls that interfered with trade.

The timing could not have been worse: the East Asia crisis4 was heating
up. Thailand had already succumbed. No sooner had the IMF delegates
returned home than the crisis struck in Indonesia. Within little more than
a year, it had grown into a global economic crisis requiring rescue packages
of unprecedented amounts (more than $200 billion)5 not only in Thailand
and Indonesia, but also in Korea, Brazil, and Russia. And it was clear that
hot speculative money—short-term capital flows—was at the heart of the



crisis: even if these flows hadn’t caused the crisis, they played a central role
in its propagation.6 Two of the large emerging markets—China and
India—avoided the ravages of the global financial crisis and continued to
grow at rapid rates. And both these countries maintained capital controls.
As discussed earlier in this book, Malaysia imposed capital controls during
the crisis, and as a result, its downturn was shorter and it emerged with less
debt than other countries in the region.7

Today, the central intellectual battle over CML has for the most part
ended. In March 2003, an IMF paper publicly acknowledged the risks
inherent in CML.8 There is now broad recognition that CML has not, in
general, enhanced economic growth in developing countries, while it
has exposed them to greater risk. But critical policy debates continue:
under what circumstances is a country sufficiently developed to risk capi-
tal market liberalization? Should countries follow a straight and fast path
to liberalization, or should they intervene in capital markets pragmatically
throughout the process of development? Should countries that have par-
tially liberalized reconsider intervening, at least under certain circum-
stances? Should liberalization necessarily be the long-term goal for all
countries?

Although capital market liberalization might not produce the promised
benefits, many economists and policy-makers still worry about the costs of
intervention. Do these costs exceed the benefits? Under what circum-
stances? What are the best kinds of intervention? To answer these ques-
tions, we have to understand why capital market liberalization has failed
to enhance growth, why it has resulted in greater instability, why the poor
appear to have borne the greatest burden, and why the advocates of capital
market liberalization were so wrong.

There is another reason for this chapter’s detailed analysis of capital
market liberalization: while a new understanding of the consequences of
CML is reshaping many policy discussions among academics and interna-
tional institutions, ideological and vested interests remain. The US
Treasury has continued to push for capital market liberalization (e.g. it
was included in the 2003 bilateral trade agreements with Chile and
Singapore). Developing countries should be aware of all the consequences
when they consider signing such agreements; at the very least, they will
need to act to mitigate the worst effects. In 2004, there were even some
renewed calls to give the IMF a mandate for capital account convertibility
(or liberalization).

This chapter is divided into six sections. We start with the ‘debate in
brief’, which presents the central arguments for and against capital market
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liberalization. In the next three sections, we look at the impact of capital
market liberalization on stability, growth, and poverty. We then discuss the
impact of the common international policy response to instability, known
as ‘bail-outs’. In the sixth section, we present a brief discussion on the inter-
action of capital market liberalization, political processes, and democracy.

The Debate in Brief

Arguments in Favor of Capital Market Liberalization

The most naïve—but at the same time most fundamental argument—put
forward for CML was that free markets are inherently better than
‘restricted’ markets. Just as governments should eliminate barriers to trade,
they should also eliminate barriers to the free flow of capital because doing
so leads to better economic performance measured in growth, efficiency,
and stability. That free markets are always better is almost an article of
faith—although liberalization advocates occasionally appeal to economic
doctrines such as Adam Smith’s ‘invisible hand’, which asserts that free
markets lead, as if by an invisible hand, to economic efficiency.

Other arguments for capital market liberalization were more specific: for
example, developing countries are capital starved. Just as water naturally
flows downhill, capital should flow from developed countries (where its
relative abundance implies low marginal returns) to low-wage developing
countries (where its relative scarcity implies high marginal returns).

A second argument was that capital market liberalization enhances
stability as countries tap into a diversified source of funds. When a country
faces an economic downturn and domestically funded investment drops,
declining wages and asset prices will attract international funds, thereby
helping to stimulate the economy.

A third argument put forth was that CML increases the welfare of domes-
tic investors by allowing them to invest abroad and diversify risk. Still
another argument was that open capital markets act as a disciplining force:
countries that fail to pursue good policies will not attract funds, and so
liberalization helps to keep countries on a solid reform path.

Arguments against Capital Market Liberalization: The Counter-Arguments

The case against capital market liberalization begins with the argument
that advocates of CML are out of touch with both modern economic the-
ory and the economic reality of developing countries.

The Arguments For and Against

169



Economic science places important caveats on free market doctrines.9

Research over the past quarter-century has shown that markets often fail
to produce efficient outcomes, and that capital markets, in particular, are
plagued by market failures.10 Countries are exposed to great risk when they
liberalize. But the people of the countries—especially workers, small
businesses, and the poor—have no way of protecting themselves against
these risks. Even in developed countries, risk (or insurance) markets are
imperfect, which is why governments play such a central role in providing
a social safety net. But, insurance markets and publicly provided safety
nets are weak or absent in most developing countries. Government inter-
ventions, not only in providing safety nets but also in reducing exposure
to risks, can accordingly lead to welfare improvements. The advocates of
free capital markets typically did not engage in the kind of detailed analy-
sis necessary to assess whether government intervention (in particular,
interventions in capital markets) could be welfare enhancing, given the
market failures.

Consider their argument by analogy: since free trade in goods and
services is beneficial, the free flow of capital must be good as well. But free
trade in goods and free trade in financial assets are not equivalent.11 In the
discussion below, we shall highlight some of the ways that capital markets
differ from ordinary markets. The trade analogy as a reason that CML
should lead to growth or enhanced welfare is unpersuasive.

For opponents of CML, the notion that liberalization inevitably leads to
faster growth because it leads to an inflow of capital is like assuming that
an open birdcage will inevitably attract a bird. Instead, CML can make it
possible for capital to flow out, as it did (massively) in Russia in the years
after the fall of communism. The water analogy—capital will flow into
‘capital starved’ developing countries just as water inevitably flows down-
hill—was equally misleading. The market failures in many developing
countries have meant that the marginal returns (adjusted for risk) to
capital were often less in these countries than in developed countries.12

Moreover, even if CML does encourage short-term capital inflows, the
short-term capital inflows may not lead to sustained increases in economic
growth, as we explain below.

The argument that capital market liberalization would be a stabilizing
factor because capital flows would be counter-cyclical (and act as a coun-
terweight to economic fluctuations by rising during economic slowdowns
and falling during economic expansions) is also out of touch with reality.
A wealth of evidence shows that capital flows are pro-cyclical: they exacer-
bate both economic booms and recessions. A standard banking dictum has
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it that bankers only lend to those not in need, money flows into countries
in good times and out during crises. CML exposes a country to the irra-
tionality of market sentiment based on the changing whims of short-term
investors.13 Worse still, CML exposes a country attempting to stabilize its
currency to speculative attacks by hedge funds and other investors.

While short-term speculative flows are particularly unstable, the volatil-
ity of other capital flows also has severe consequences, as we’ll see below.
More broadly, capital flows to developing countries are subject not only to
short-term volatility but also to medium-term fluctuations associated with
successive waves of irrational exuberance and unwarranted pessimism that
characterize financial markets. Not surprisingly, most of the recent
macroeconomic crises in East Asia and Latin America have shown a close
relationship with large swings in the flow of private financial capital.14

The third argument, that CML allows residents to diversify risk by
investing abroad, focuses on the benefits for a small group of residents
(generally the richer strata of the population) while it ignores the larger
effects on society as a whole. There’s no well-documented analysis of the
relationships between portfolio risk diversification, domestic productivity,
and economic growth. In fact, opening the capital account to residents can
at times be very destabilizing. In the late 1990s, Chile (encouraged by a
policy of liberalizing outflows during an earlier period of ample inflows)
relaxed restrictions on domestic pension funds investing abroad. The pen-
sion funds then speculated against the national currency and deepened
the balance-of-payments problems in the aftermath of the Asian crisis.
Domestic pension funds and domestic investors were the main agents
behind the massive capital outflows.

The fourth point put forward by the proponents of liberalization was
that open capital markets act as a disciplinary force. However, this notion
ignores the short-term focus of capital flows. Many financial market par-
ticipants look to the near term because their returns are monitored
continuously and bonuses are tied to short-term performance. But, a short-
term focus is the very antithesis of what is needed for long-term successful
growth. Capital market investors sometimes invest even when long-term
fundamentals appear to be worsening, because the short term looks prof-
itable. What matters from their point of view is that the crucial indicators
(exchange rates and the prices of real estate, bonds, and stocks) continue to
provide them with profits in the near term, and that liquid markets allow
them to reverse decisions rapidly.

Market analysts often interpret economic policies from this short-term
perspective. For example, they don’t differentiate clearly between

The Arguments For and Against

171



increases in indebtedness that result from expenditures on productive
investments and those due to increased consumption. Similarly, market
sentiment generally approves of reductions in indebtedness, even if the
country becomes poorer as a result—as, for example, happens when public
assets are sold, or privatized, cheaply (often to foreigners), as we discussed
in Chapter 9. The markets focus on the reduced budget deficit and ignore
the decline in government assets. Their short-term focus also leads them to
overlook or underestimate the consequences of factors such as deteriora-
tion in a country’s infrastructure, inadequate investment in education and
technology, and growing inequality.

Finally, if you’re going to have an outside disciplinarian, you want one
who punishes you only when you’ve truly misbehaved. Under CML many
countries learned with great pain that they could be punished even if they
did precisely what the disciplinarians—capital markets, international
financial institutions, and risk-rating agencies—considered correct. With
open capital markets, even countries that have not yet fallen from favor
can face crises due to contagion when international market sentiment
changes.

CML does restrict what governments can do—but in ways that are often
adverse to stability and growth. It limits, for instance, the ability of govern-
ments to use standard macroeconomic tools to reduce cyclical fluctua-
tions, as we discuss below.

The Core Argument against CML: Instability

What is perhaps the most important argument against capital market
liberalization can be stated in three words: it increases instability.

Capital market liberalization allows speculative capital to flood into a
country. While the money flows in, the currency appreciates. The capital
inflows may support short-term growth, but they can also lead to an
unsustainable expansion of consumption, and to changes in the structure
of production. The short-term capital tends to go into real estate and
equity markets (not into long-term capital investment). This spurs price
increases in these markets, and generates wealth effects that increase
spending on consumption. The mix of a demand boom and strong cur-
rency induces growth in domestic non-tradable sectors (such as construc-
tion and services),15 but weakens exports because domestic producers find
it increasingly difficult to compete with foreign-produced goods.

Unfortunately, the capital inflows repeatedly turn into outflows. In the
mid-1990s in Thailand, speculative inflows of capital led to a real estate
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bubble.16 When the bubble burst in 1997, so did expectations of high and
sure returns. The inflows stopped, and capital started rushing out of the
country. In the late 1990s, Latin America was characterized by significant
vulnerabilities due to high debt, high current account deficits, and cur-
rency overvaluation that had accumulated during the period of booming
capital inflows. In 1998, a change in global sentiment towards emerging
markets led to capital outflows.

Just as capital inflows may temporarily buoy an economy, capital
outflows can depress it. They rob banks of their resources, forcing a credit
contraction that monetary authorities often fail to offset. Sudden changes
in capital flows can be particularly disruptive; exchange rates suddenly fall,
resulting in huge dislocations that include large increases in the domestic
value of dollar-denominated debt. Aggregate demand drops, forcing a con-
traction of output and employment. Central banks—which worry about
the effects of currency depreciation on inflation—often raise interest rates
to protect the currency. This leads to further declines in the economy.
With tax revenue falling and foreign credits drying up, governments are
then forced to cut back expenditures, aggravating the downturn even
more.

This real-world scenario leads CML foes to their basic conclusion that
capital market liberalization produces instability: capital flows, rather
than being stabilizing, are destabilizing. During the crises of the 1980s
and the 1990s capital generally flowed from developing countries to the
developed world in search of better-known, low-risk assets, not the other
way around.

Effects of CML on Monetary and Fiscal Policy

Standard recipes for dealing with a crisis call for central banks to reduce
interest rates and for governments to stimulate the economy by increasing
expenditures and/or cutting taxes. But countries that have opened
their capital market often find it difficult to do either. Rather than lowering
interest rates in a downturn—especially a downturn associated with a 
crisis—countries with open capital markets are typically forced to raise
interest rates to stop capital outflows. The higher interest rates then have
adverse effects on fiscal policy, particularly in countries where the govern-
ment has high levels of short-term debt. Unless a government can increase
its borrowing to fully offset the higher interest payments, other forms of
expenditure have to be cut back. This reinforces the negative effects of
monetary policy.
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Even worse, foreign creditors may demand repayment of their loans:
even at a higher interest rate, creditors may refuse to make credit avail-
able.17 There is credit rationing. Then governments are often forced to
reduce the level of the deficit and maintain primary surpluses to repay
debt.18 The actual level of spending on goods and services contracts even
more, making the economic downturn even worse.

Restrictions on capital flows would, of course, give central banks some
independence in monetary policy. During booms, they can raise interest
rates without attracting a deluge of foreign capital. And, during
downturns, they can lower rates without precipitating a massive outflow
of capital.

Metaphors: Why Capital Market Liberalization is Dangerous and What
Should be Done

In the early days of the liberalization debate, both sides often used
metaphors to lay out their reasoning. While metaphors, of course, are
hardly a substitute for economic analysis, they help make the concerns on
both sides more accessible. Three transportation metaphors in particular
capture the spirit of the debate.

One popular metaphor involved the automobile. Critics of CML main-
tained that if there is an isolated accident on a highway, you might infer
that the problem is with the driver. But when there are repeated pile-ups at
the same bend, the problem is more likely to be the design of the road.
Supporters of CML countered that the appropriate response is to widen the
highway, not to do away with cars and bring back the horse and buggy.
They argued further that the problem is not so much with the design of the
road as with the training of drivers, and this is where attention should be
focused.

The critics responded that roads and cars have to be designed for
ordinary drivers. If you need to be a racetrack driver with years of experi-
ence to survive the road, something is fundamentally wrong. Moreover,
they continued, the only repair work on the road system proposed by
international institutions was better road signs (improved information)—
and even that initiative was half-hearted and incomplete since the United
States refused to allow the posting of signs at the most dangerous turns (i.e.
it refused to disclose information concerning the activities of hedge funds
and offshore banking centers).

Another metaphor likened small developing countries to small boats on
treacherous seas. According to opponents of CML, even well-designed and
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well-captained small boats are likely to be hit broadside by a big wave at
some point and capsize. The IMF program of capital market liberalization
made matters worse by sending leaky boats into the most tempestuous
waters without a trained crew or life vests (safety nets).

A third metaphor had to do with aviation. The undersecretary of the US
Treasury (who in the past had argued that failing to regulate capital
markets was like failing to regulate nuclear power plants—you were invit-
ing disaster) switched sides (and metaphors) and claimed that just because
planes occasionally crash is no reason to give up flying. Critics of CML
responded that governments take strong measures to ensure that pilots are
well trained, that the planes are in good shape, and that the planes are
suitable for the particular flight path—not every plane is allowed to cross
the Atlantic.

The metaphors brought out many of the issues of the debate; they
emphasized the instability associated with CML, the inadequacies of the
existing policy responses, and the necessity of alternative solutions. These
issues are discussed in more detail below.

Stability

As we’ve seen, advocates of capital market liberalization contend that it
increases economic growth and efficiency and reduces risk. According to
this thinking, CML stabilizes consumption and investment.19 There may
be some indirect evidence for this scenario in more developed countries,20

but what made this argument remarkable is that CML proponents made it
at the time when there was overwhelming empirical evidence against it for
developing countries. As we’ve seen, short-term flows of funds are pro-
cyclical, exacerbating, not dampening, economic fluctuations.21 There are
several distinct but related reasons why capital market liberalization leads
to increased instability.

Speculation, Bank Loans, Portfolio Flows, and Derivative Products

Liberalization exposes countries to the waves of irrational exuberance and
unwarranted pessimism that characterize financial markets.22 In theory,
rational speculation, lending, and investment should be stabilizing:
investors buy currency when the exchange rate is weak and sell when it’s
strong, thereby reducing the size of exchange rate fluctuations; otherwise
they lose money. Markets, however, rarely exhibit such rationality.
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Bubbles appear even in developed countries with well-functioning
markets. In developing countries with thin or small markets, bubbles are
easier to create, and their effects are more devastating.

One of the ironies of destabilizing capital flows is that they often afflict
countries with seemingly good economic policies more than those with
bad policies. Countries with good policies can obtain financing on favor-
able terms23 and are encouraged to borrow. Then, of course, their higher
level of debt makes them more vulnerable to excessive optimism and
pessimism and changes in investor sentiment. Moreover, market senti-
ment about which countries have ‘good’ policies can change significantly
over time. Argentina is a clear example. At its 1998 annual meeting, the
IMF touted Argentina as a model developing nation under the guidance of
its president, Carlos Saúl Menem. Shortly thereafter, when the problems in
Argentina became impossible to ignore, the IMF berated Argentina for
indulging corrupt politicians and choosing inept policies.

Furthermore, the most significant crises have been characterized by the
shrinking availability of capital—foreign lenders refuse to roll over loans
and cut new lending sharply. Banks’ unwillingness to roll over trade and
other short-term credit lines played a central role in the Asian crisis and
has also figured in many other episodes.

Another source of instability is portfolio investments. Even though most
bond issues themselves are medium to long term, bond financing
is strongly pro-cyclical. This may reflect the short-term focus of many
institutional investors who are active in the emerging bond market. The
same is true of investments (also by institutional investors) in developing
country stocks. When stock markets are doing well, additional funds flow
in, reinforcing the boom, but when a stock market crashes, the opposite
occurs.

The increasing use of derivative products is an additional source of
instability associated with CML.24 Although the accelerated growth of
derivative markets has helped to reduce ‘micro-instability’ by creating new
hedging techniques that allow individual agents to cover their microeco-
nomic risks, it might have increased ‘macro-instability’. Derivatives have
reduced transparency, allowed large off-balance-sheet positions that are
difficult to regulate, and have speeded up market responses to sudden
changes in opinion and expectations.25

The role of speculation in recent crises has been widely debated. An IMF
study in 199826 argued that speculative hedge funds did not play an
important role in the 1997 Asian crisis, in part because they were simply
too small to do so. Yet less than six months after the IMF published its
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study, the US government engineered a bail-out of the world’s largest
hedge fund, Long-Term Capital Management, on the grounds that this one
firm was so large that its failure would greatly worsen the global financial
crisis. This further undermined the credibility of those who claimed that
capital market liberalization had little to do with instability.

Today, even the IMF recognizes that capital market liberalization has not
enhanced stability as they had hoped—and predicted. Their 200327 study
repeatedly emphasizes that theory predicts that CML should enhance
stability, even though it hasn’t, providing some insights into why the IMF
was so misguided for so long. The basic problem with that ‘theory’ is that it
is predicated on perfect capital markets (e.g. no credit rationing, no informa-
tion imperfections) and perfect intertemporal smoothing (individuals living
infinitely long or fully integrate their children’s welfare with their own).
The authors of the paper seem surprised to discover that CML does not sta-
bilize consumption. Yet it has long been recognized that volatile capital
flows are pro-cyclical, so that there would have been a real mystery if CML
were associated with greater stability.

Market Manipulation

Some critics of capital market liberalization go further: they argue that
the thinness of markets in developing countries exposes them to market
manipulation. The Central Bank of Malaysia has contended that interna-
tional hedge funds manipulated the Malaysian financial markets in the
1990s. And then there’s the example of the infamous Hong Kong ‘double
play’. In August 1998, international banks and hedge funds attacked
Hong Kong’s exchange rate and stock market by selling both stocks and
currency short.28 They reasoned that they were almost sure to win: if the
Hong Kong government responded as the IMF encourages governments
to respond, by raising interest rates to defend the exchange rate, share
prices in Hong Kong would fall.29 The speculators would not make
money off the currency, but they would make a killing on the stock mar-
ket. If Hong Kong didn’t respond according to script, the currency peg
would break, the exchange rate would fall, and the speculators would
make money in the currency market. At the same time, the stock market
would likely fall in response to the currency crisis. Then they would win
doubly.

The Hong Kong government foiled the plot by intervening in the market
and buying up shares to keep share prices from falling. As a result, the spec-
ulators first lost money on their short positions in the stock market; then
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they lost more money as the currency market rebounded. At the time, the
government’s move was highly controversial, especially for those who lost
money as a result; they used ‘free market’ arguments to bolster their posi-
tion. For those who believe in the efficiency of free markets, prices should
reflect the information of those in the private sector, and governments
should never intervene in the stock market. Despite the fact that there
were widespread reports of market manipulation and that it was clear that
the markets weren’t functioning the way they should, the Hong Kong gov-
ernment was accused of being dangerously interventionist. Standard &
Poor’s downgraded Hong Kong’s credit rating from A� to A.30 Yet the Hong
Kong government not only stabilized its economy, it made large amounts
of money doing so. Hong Kong was in the position to intervene in the
market because it had large reserves it could use for purchasing shares.
Most developing countries though, are not so lucky.

Contagion

As we noted earlier, with open capital markets, countries are more exposed
to the irrational exuberance, and pessimism, of foreign investments, even
when manipulation is not a factor. Empirical studies31 have shown that
most of the shocks (both positive and negative) experienced by developing
countries have been generated externally by factors such as sudden changes
in investor ‘appetite’ for risk, or shifts in the prevailing mood (often
affected by experiences outside the country affected). This exemplifies
contagion: problems, or crises, in one country lead to problems elsewhere.
Open capital markets expose countries to greater danger of a crisis from
other countries.32 During the boom of optimism in international capital
markets in the 1990s, capital even flooded countries that had major
macroeconomic problems; after the 1997 East Asian crisis, external financ-
ing dropped even in countries that seemed to have good ‘macroeconomic
fundamentals’, such as Hong Kong.

Foreign Direct Investment (FDI)

Not all forms of capital flows contribute, or least contribute equally, to
instability. It’s important to distinguish between short-term capital flows
and foreign direct investment (FDI). Foreign direct investors are usually
interested in stability and the long-term performance of the domestic
economy, while capital market liberalization refers to opening up
markets to short-term and other volatile capital flows. As the policy of
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China illustrates so well, a country can invite foreign direct investment
and still restrict flows of short-term capital.33 Foreign direct investment is
often accompanied by access to foreign markets, new technology, and
training. The new investments in plant and equipment associated with
FDI generate jobs and real growth; by contrast, a country cannot build fac-
tories using short-term capital that can leave at a moment’s notice.

However, it’s worth noting that FDI also moves pro-cyclically (although
not to the same extent as more volatile capital flows)34 and can also
increase instability. There are three primary reasons for this. First, much of
what is classified as FDI is sometimes really ‘finance’. For instance, privati-
zations and mergers and acquisitions are categorized as FDI, even though
they often represent an ownership transfer rather than new investment.
It’s therefore important to distinguish between new ‘greenfield’ invest-
ments and mergers and acquisitions. Second, to the extent that FDI is
geared toward the domestic market, it responds to an economic downturn
in much the same way that domestic investment does. Finally, during a 
crisis, it’s difficult for foreign direct investors to sell their assets. They there-
fore often use derivative products, such as currency forwards and options,
to sell the local currency short as a hedge of their investment, adding to
the run on the currency.

Capital account regulations, however, can be used to encourage the
types of FDI that are most beneficial to the country while restricting riskier
and more volatile flows, as we’ll discuss in Chapter 12.

Balance Sheet Effects and Short-Term Booms

There are two additional sources of instability through which capital flow
volatility translates into broad macroeconomic instability. First, capital
inflows and outflows affect major macroeconomic prices—interest rates,
exchange rates, and stock market values—and these have an impact on
balance sheets and on investment, savings, and consumption decisions.35

The balance sheet effects have received increasing attention in recent
years. As we’ve seen, some of the most important involve the mismatch of
the currencies in which liabilities and assets are denominated.36 Balance
sheet changes not only generate important wealth effects (impacting con-
sumption and investment); they can even result in bankruptcy and finan-
cial disruption. For example, borrowing in foreign currencies, and using
the funds to invest in domestic assets (like real estate), can lead to bank-
ruptcies when the local currency devalues and the foreign liabilities
increase relative to the value of domestic assets. When these adverse effects
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are large enough, the short-run dynamics are often brutal and not quickly
self-correcting.

Second, capital inflows can have a positive effect in the short run, but a
negative effect in the long run. On the positive side, when capital flows
into an economy that has unutilized productive factors, the added capital
can stimulate a recovery. It’s important, however, not to confuse rising
output and productivity based on the utilization of previously idle labor
and capital with a structural increase in the speed of productivity improve-
ments, or with enhancing the long-run strength of the economy. Much
of the incoming capital may go to finance consumption rather than
investment. (For instance, consumers might assume the improvement in
the rate of income growth is permanent and increase consumption more
than they otherwise would.) The country as a whole then becomes more
indebted without a corresponding increase in its ability to service the debt.
The end result is destabilization.

Productivity Shocks

Two other sources of instability are associated with medium-term fluctua-
tions in the economy and arise even with rational expectations. They
relate to how markets normally spread risks across generations, and how
capital market liberalization amplifies the effects of shocks and under-
mines market risk-spreading mechanisms.37 Consider an economy experi-
encing a period of unusually high productivity (a productivity shock) that
increases the ability and desire to borrow (as in the United States in
the 1990s). Capital flows into the country, and workers’ incomes rise
during the boom, both because of the productivity shock and because of
the capital inflow. But when the bubble bursts and productivity returns to
more normal levels, incomes will shrink as capital flows out of the country
in search of higher returns and safer havens. The open capital market
amplifies the effects of productivity fluctuations at home.

Capital market liberalization short-circuits some of the mechanisms
that would naturally (and over time) smooth out the impact of distur-
bances.38 With capital market regulations in place, higher incomes dur-
ing a productivity shock lead to more savings as earnings are reinvested
in the local economy. This drives down interest rates and boosts wages in
subsequent periods. Some of the benefits of the productivity shock are
passed on to the future. With full capital market liberalization, this does
not occur because the (temporarily) higher earnings are often invested
abroad.
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Growth

The most compelling case against capital market liberalization, as we’ve
noted, is that it leads to greater instability. Nonetheless, capital market
liberalization still could be desirable if it led to faster economic growth.

Proponents of capital market liberalization maintain that open capital
markets stimulate growth because of improvements in economic effi-
ciency as well as increased investment, including investment in technol-
ogy.39 The expansion of aggregate income would then further increase
domestic savings and investment, thereby creating a virtuous circle of sus-
tained economic expansion. This ‘virtuous debt cycle’40 would contribute
to converging levels of economic development among countries.

In order for CML to promote growth, though, capital inflows need to go
into investment, and not be diverted into consumption.41 In the 1970s
and in the period 1990–7, capital did move to developing countries, but
the basic conditions linking additional funds to growth were not met.42

The capital inflows led mostly to increased consumption rather than
investment. Moreover, much of the additional investment that did take
place occurred in domestic non-tradable sectors that did not generate
foreign exchange. With greater foreign debts unmatched by a greater
ability to meet debt obligations, it’s not surprising that balance of payment
crises eventually developed.

An examination of the data, both over time and across countries, shows
that CML is not associated with faster economic growth or higher levels of
investment.43 After World War II, global GDP growth per capita was high
although, apart from the United States, capital markets were not generally
liberalized.44 More recently, as capital market liberalization has become
more widespread, the pace of world growth has been falling: GDP per
capita rose 1.8 percent in the 1970s, 1.4 percent in the 1980s, and only
1.1 percent between 1990 and 2003. These global trends are reflected in
growth trends in Europe where liberalization occurred some three decades
ago and in Latin America where it occurred more recently.

Additional direct evidence doesn’t support the claim that CML increases
investment. The fact that China has retained capital controls and has
attracted more FDI than any other developing country undermines the
claim that capital market liberalization is necessary for countries to attract
foreign investment. Other countries that imposed capital controls, such as
Malaysia and Chile, also continue to attract FDI.45 Similarly, in the early to
mid-1990s, Hungary attracted the greatest amount of FDI in Eastern
Europe, even though it retained restrictions on short-term capital.
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The case for why capital market liberalization may be bad for growth is
even broader. As we’ve seen, CML increases instability, and instability is
associated with a large average gap between potential GDP (full capacity)
and actual GDP, reducing productivity, profits, and incentives for
investors.

Furthermore, higher risk increases the return investors require, limiting
long-term investment—such as investments in technology. Periodically,
there is also enormous destruction of organizational and informational
capital, as firms and financial institutions are forced into bankruptcy. That
is why crises are often followed by an extended period of slow economic
growth.

The instability and periodic crises associated with capital market liberal-
ization have other costs: they force governments intermittently to cut
back on investments in infrastructure and human capital. This stop-and-go
investment pattern has high long-run costs. At the same time, countries are
forced to maintain larger prudential international reserves in order to defend
their currencies in case there’s a crisis. Holding so much wealth in reserves
has high opportunity costs.

An important theme of this book is that stabilization and economic
growth cannot be separated: policies that lead to more instability or lower
income today are likely to inhibit growth and output in the future.
Economic volatility in general and crises in particular have huge costs. This
is true even in the exceptional cases of fast recovery, the so-called
V-shaped recoveries. A severe crisis can put a country onto a lower GDP
growth path even after recovery. In brief: an economy that had a 7 percent
growth trend and then suffers a 7 percent drop, experiences a net 14 per-
cent gap from its trend. Figure 10.1 depicts the cases of Korea and Malaysia,
two of the countries with the ‘best-behaved’ recoveries. Even these two
economies have remained well below their earlier trends.

Poverty

The instability associated with CML often has significant distributional
consequences. Even in developed countries such as the United States, the
poor bear a disproportionate burden of increased unemployment.46 This is
even more the case in most developing countries where safety nets are inad-
equate or non-existent. The crises of the 1990s have amply demonstrated
this burden: unemployment increased rapidly and real wages fell as eco-
nomic activity declined. Not only low-wage earners but also small and
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medium-sized enterprises (SMEs) suffer during downswings, as do middle-
income wage earners and the self-employed.47 The poor lose in other ways
as well. There are losses from periodic cutbacks in public services and an
enhanced sense of insecurity.48
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Capital market liberalization hurts the poor in yet another way, espe-
cially in conjunction with restrictions on the flow of labor. With CML, the
mobility of capital increases, but unskilled labor remains relatively immo-
bile. This strengthens the bargaining position of capital relative to labor.49

In doing so, it affects the ability of society to redistribute: any threat to
increase taxes on capital can result in quick retaliation in the form of with-
drawal of funds. This reflects a general principle of taxation: governments
can impose only limited taxes on factors whose supply is highly elastic.
Small changes in interest rates (the price of capital) can lead to large swings
in the quantity of capital inflows, reducing the tax base.50 Since govern-
ments are mindful of the sensitivity of capital to tax rates, they shift more
of the tax burden to labor, especially unskilled labor, which is least able to
migrate. We can see this bias in the reductions in taxes on capital gains and
other returns on capital and their replacement with sales taxes (such as the
value added tax, VAT).

International Rescue Packages Known as ‘Bail-Outs’

In theory, lending by the IMF and other international institutions should
be counter-cyclical, providing additional funds when private markets cut
their lending. At least at times, this has not been the case; for instance, dur-
ing the Argentinian crisis, the IMF asked Argentina to repay funds. But
even when the loans themselves are counter-cyclical, they are tied to other
policies (‘conditionality’) that have pro-cyclical effects. As these condi-
tions impose severe restrictions on a country’s spending, the loans have
often done little more than increase the size of a country’s international
reserves. The funds are meant to give ‘confidence’ to international
investors, but those benefits are often far outweighed by a loss of confi-
dence as the country’s economic performance declines.

Loans made by the IMF during a crisis are typically called ‘bail-outs’.
However, it’s not so much the country that is bailed out of its difficulties
(after all, the country is lent the money and will have to repay it), but the
creditors (often of private debtors) who otherwise might not be repaid. The
counterpart to the gains made by these creditors has been the losses encoun-
tered by the government, reflected in the additional debt that governments
are left holding. The problems associated with this have been particularly
severe when the loan money has been wasted on defending unsustainable
currency regimes. The case of Argentina in the late 1990s is a prime example
of wasting funds to defend an obviously overvalued currency.
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Rescue packages raise ‘moral hazard’ problems. First, investors and
creditors, expecting a bail-out, invest and lend without sufficient diligence
in assessing a country’s underlying risks. Second, domestic firms in many
countries borrow in dollars even though their assets and revenues are in
the local currency. By leading borrowers to believe the exchange rate will
be defended, the bail-outs can undermine incentives for firms to buy insur-
ance, hedge their currency exposure, or, even better, borrow in the domes-
tic currency. The ‘uncovered’ exposure undermines the economy’s natural
adjustment mechanism (to e.g. trade imbalances) and impairs a govern-
ment’s ability to respond to a crisis. Normally (all else being equal), a
decline in the exchange rate helps stimulate the economy, but when firms
have large foreign exchange exposures, the stimulative effect on exports is
offset, at least in part, by adverse balance sheet effects (which depress
the economy), as we discussed in Chapter 6. Those with large foreign-
denominated debts may even be forced into bankruptcy.

Even mega-bail-outs haven’t worked as hoped. Some economists fault
the accompanying conditionalities, which exacerbated the downturns.
Others argue that the huge bail-outs weren’t large enough. But it’s doubtful
that more money alone would have done the trick. Instead, it should have
been clear that something had to be done about the underlying problem.
Because speculative capital flows help to create crises, governments should
have tried to contain these flows; they should have imposed some restric-
tions on capital markets.

The IMF used the existence of an externality—contagion—to justify bail-
outs and other policies it pushed, like high interest rates. Relying on a health
metaphor, the Fund argued that it had to worry about contagious economic
crises just as public health authorities must worry about contagious diseases.
But critics respond that the IMF was treating the symptoms rather than
identifying the underlying source of the disease or the mechanisms through
which the disease was transmitted. The international institutions’ response
to crises—ever-larger bail-outs—was like building bigger hospitals, but then
not allowing doctors to use all the available treatments.51 The irony is that
the IMF, by advocating capital market liberalization, was actually bolstering
short-term capital flows—one of the main mechanisms through which the
‘disease’ was transmitted.

Continuing the health metaphor, the IMF didn’t adequately diagnose
the mechanism by which the problem in one country spread to others.
To the extent that trade relationships were a source of contagion, then
policies that heightened fluctuations in incomes and volatility in
trade (such as contractionary monetary and fiscal policies) increased the
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contagion. And while the IMF focused its attention on externalities among
countries, it paid little attention to the more fundamental externality—
between those engaged in short-term capital market transactions and the
rest of society.

If the IMF had used rescue packages in conjunction with appropriate
capital account regulations, some of the adverse effects might have been
avoided. If lenders knew, for instance, that they might not be able to pull
their money out quickly, they might have exercised greater due diligence
and avoided some of the excesses that have marked investments in emerg-
ing markets.

Political Processes and Democracy

Another debate about capital market liberalization concerns its impact on
democracy and democratic political processes. Some proponents of CML
argue that open markets are more democratic because they give citizens
the freedom to invest wherever they choose. Recent experiences in Brazil,
however, show that matters are more complex. Opponents of CML argue
that capital market liberalization undermined the democratic process by
giving a large ‘vote’ (influence) to capital market participants abroad and
to the wealthiest strata at home.

During the Brazilian presidential campaign of 2002, every time presi-
dential candidate Luiz Inácio Lula da Silva made a remark that the markets
‘didn’t like’, market participants sold off Brazil’s currency, causing
the exchange rate to fall, interest rates to rise, and voters to become
increasingly nervous. One investment bank even created a ‘Lulameter’,52

to measure the impact of a Lula presidency on the currency markets. Some
observers claimed this was a concerted effort to influence the political
process; others maintained that it was simply investors acting individually
in their own self-interest.

Either way, capital market liberalization can put pressure on politicians
so that they’re afraid to propose policies that might be interpreted as not
‘market friendly’. In politics, what matters is perception. Rationally, what
could be more ‘market unfriendly’ than a long recession? And yet the
policies short-term investors often ‘demand’ frequently involve contrac-
tionary monetary and fiscal policies that lead to extended downturns.

Consider the argument that we discussed earlier that capital market lib-
eralization is desirable because it provides discipline. Who acts as
economic ‘disciplinarian’ determines which policies get rewarded or
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punished, and this affects what a country does or does not do. In short, the
choice of disciplinarian can shape the very evolution of society and poli-
tics. The underlying premise of ‘market discipline’ is that democratic
processes can’t provide an adequate check on economic policy-makers (or
perhaps democracy even encourages bad policy) and thus countries
should delegate economic policy-making to financial interests. Again and
again, markets evaluate a country’s performance against a benchmark
reform agenda that, at the minimum, reflects the perspectives of particular
interest groups and political players and is often even more myopic than
politicians.

Open capital markets, at least sometimes, seem to exert veto power over
economic choices. While it’s true that governments need to take into
account how their actions affect the attractiveness of investment, they
should balance this with a concern about how the structure of their
economic system affects the autonomy of a democratic political process
and true national sovereignty.

These political objections to the discipline argument for CML augment
the economic arguments presented earlier—that capital markets are
myopic, and hence countries that are forced to listen to capital markets are
forced to act more myopically. Capital markets are an erratic disciplinar-
ian, and often punish countries when they shouldn’t and don’t punish
countries when they should, thereby contributing to economic volatility
and inhibiting long-term growth.

Conclusion

The advocates of capital market liberalization tried to force developing
countries to liberalize without any analysis showing that it would enhance
growth. They ignored both theory and evidence that CML imposed enor-
mous risks; they had no guidelines indicating when countries might be
able to bear those risks; and they had no prescriptions for how they might
prepare to deal with the risks. The arguments for CML were based on a
model that assumed an economy was perfectly competitive, fully efficient,
and had a complete set of risk markets and the capacity for full intertem-
poral smoothing.53 But in practice, capital markets are incomplete and
imperfect, especially in developing countries. The next chapter will
explore some of the central market failures associated with capital market
liberalization.
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11

A Formal Approach: Capital 
Market Failures

There is now a general recognition that capital market liberalization failed
to help developing countries achieve economic growth and stability. The
previous chapter looked at the arguments for and against liberalization.
But, an important question remains: why did the supporters of liberaliza-
tion get it so wrong?

The basic answer is simple: the advocates of capital market liberalization
had an overly simple model of the economy in mind. Their model
assumed efficient and complete markets. With perfect markets, capital
market liberalization would be welfare enhancing. After all, allowing two
parties to voluntarily engage in trade (in this case, a foreigner is lending
money to a domestic investor) has to be welfare enhancing; either both
sides must benefit from the trade or they wouldn’t engage in it. And with
complete insurance markets, the costs of any volatility associated with
CML may not be that high, since the cost of the risk can always be trans-
ferred to those who are able to bear it most, and can be subdivided and
shared throughout the global economy.

But markets are almost never perfectly efficient, and capital market liber-
alization may make matters worse.1 There are problems with externalities:
the trade may be beneficial for the two parties involved, but it can have con-
sequences for the rest of society. In addition, insurance markets against the
risks created by CML are weak or absent, especially in developing countries,
and so there may be real costs associated with the increased instability.

This chapter will focus on major categories of ‘market failures’. We’ll
examine the direct externalities associated with capital flows, and then
look at how capital market liberalization can exacerbate the problems
posed by coordination failures and broader macroeconomic failures. We’ll
also look at the effect of imperfect information on investor behavior, and
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examine the market failures associated with capital markets and the
underlying reasons CML has failed to live up to the expectations of its sup-
porters. We’ll conclude with a discussion of the major objectives of govern-
ment intervention, which serves as a background to our discussion of
alternative modes of intervention in Chapter 12.

Externalities

A common thread runs through these types of market failures. In each
case, there are discrepancies between the returns to market players and
returns to society as a whole. Investors may gain even as society loses.
These discrepancies make a case for government intervention. The case is
especially strong in developing countries where banking and other finan-
cial institutions, governments ability to regulate them, and safety nets are
all weak, and the ability of individuals and firms to obtain insurance
against risks (and cope with their consequences) is limited. The volatility
associated with capital market liberalization is likely to have an especially
large cost in these countries.

Recognition of the large externalities associated with capital market
liberalization is one of the primary reasons for the shift in thinking in
the early 2000s. In the 1990s, for instance, workers saw their incomes
plummet and small and medium-sized businesses went bankrupt as a
result of abrupt capital outflows, soaring interest rates, and collapse of
aggregate demand. Investors at home and abroad benefited (at least while
the capital was flowing in), but over the longer run open capital markets
imposed a huge negative externality on the rest of society in developing
countries.2

Externalities take on a variety of forms. There are ‘price’ and ‘quantity’
externalities. Price externalities arise during periods of both capital inflows
and outflows. During inflows the exchange rate often appreciates, harming
exporters and those attempting to compete with imports. During outflows,
governments often raise interest rates to limit the extent of currency depre-
ciation. People holding foreign-denominated debt see the value of
these debts, in terms of domestic currency, soar. Both the exchange rate
depreciation and interest rate increases can force firms into bankruptcy,
destroying jobs.

Quantity externalities are particularly acute when capital outflows lead to
credit rationing: when capital leaves the country, banks may be forced
to contract credit availability. Another quantity externality arises when a
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country’s creditors look at the total short-term debt of the country and the
ratio of outstandingshort-termdebttoreserves,and,believingthatthehigher
ratio indicates a higher probability of a crisis, cut commercial credit lines.

Another externality arises because of the common prudential policy of
holding reserves to match liquid liabilities. Evidence shows that the like-
lihood of a crisis increases significantly if foreign-denominated short-term
liabilities exceed reserves. If market participants know or simply believe this,
then a country that does not increase reserves as domestic firms increase
their short-term foreign currency borrowing faces greater risk of a crisis.3

This is one reason why several countries with a ‘fully flexible exchange rate’
keep significant reserves. The externality imposed on society is the cost of
maintaining prudential reserves. A $100 million capital inflow that has to be
offset by a $100 million increase in reserves imposes large financial costs on
society. Those reserve funds are usually held in US treasury bills or other ‘hard
currencies’, which have a much lower return than would be yielded by
investing the funds elsewhere. When private domestic firms borrow short-
term funds abroad, they don’t take into account these costs borne by society. 

There is an additional set of externalities associated with the impacts on
aggregate demand. There are adverse shocks generated by, for instance, cap-
ital outflows, which we’ll discuss in a later subsection.

In each of these instances, individual borrowers ignore how their addi-
tional borrowing affects others. Societies should insist that private firms
pay the full social cost of their activity. Whenever there are discrepancies
between public and private costs there is an argument for some form of
government intervention. If appropriately designed, the intervention may
not fully correct the problem, but it can at least improve overall well-being.
The economist’s natural ‘intervention of choice’ entails imposing a ‘tax’
to correct the externality and eliminate, or at least reduce, the discrepancy
between social and private costs and benefits. In the mid-1990s, Chile
and Colombia instituted taxes on capital inflows to moderate their
volatility. These types of capital market restrictions reduce the level of
activities thatgeneratenegativeexternalities. In thenextchapter,however,
we’ll see that there are a variety of other interventions that also may
be desirable.

Coordination Failures

A second market failure involves creditor or investor coordination prob-
lems. This is especially relevant during periods of capital flight. If you’ve
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invested in a country, it pays for you to stay invested as long as other
investors are doing just that. But if you believe that everyone else is taking
money out, and you believe that, as they do so, the country will face a
crisis, it’s in your interest to do the same. When all other investors pull
funds out of a country, the currency will fall, the economy will weaken, the
tax base will be smaller, the government will find it more difficult to repay
its loans, and taxes will be raised. A Pareto-dominant equilibrium—an
equilibrium that makes everyone better off—would probably be for all
investors to leave their funds in the country, but given risk aversion, the
equilibrium that naturally emerges entails capital flight.

The behavior of short-term capital during the Asian crisis provides an
example. If all lenders had agreed to roll over their loans to Korea, Korea
would have been able to meet its debt obligations relatively quickly (as the
country clearly demonstrated over the next few years). But none of the
lenders wanted to take the risk. When each refused to roll over outstand-
ing loans, the country faced a crisis.4 Another example was capital flight in
Russia during the 1990s. Arguably, it was in everyone’s interest to reinvest
in the country and build a stronger legal and regulatory environment.
Many investors, however, used open capital markets as an opportunity to
get substantial amounts of their money out of the country. Open capital
markets also increased the incentive of Russian entrepreneurs to ‘asset
strip’, that is, to engage in transactions that allowed them to convert their
assets into dollars that could be deposited in foreign banks.5 As they did
this, Russia’s plight worsened. Because of the capital flight, those who
stripped assets did in fact do better than those who attempted to create
wealth inside the country by investing more. But the country as a whole
was worse off.

Restrictions on capital outflows can eliminate the ‘bad’ equilibrium and
ensure that an economy coordinates on the ‘good equilibrium’ where every-
one reinvests. The interesting aspect of this intervention is that there are no
additional costs of bringing about the ‘good equilibrium’. When all players
invest in the country, it pays each individual investor to do just that.6

General Macroeconomic Failures

We start with the premise that market economies are not self-regulating
and do not necessarily quickly return to full employment after adverse
shocks. Capital market liberalization exposes countries to additional
shocks, increasing the likelihood of a recession. But, as we’ve seen, capital
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market liberalization also makes it more difficult for governments to
respond to a recession in an effective way.

In the extreme case, a country can lose discretion over monetary policy
completely: any deviation from international levels of interest rates results
in a huge inflow or outflow of capital. In that situation, a government
must rely exclusively on fiscal policy. But fiscal policy is often not as flexi-
ble as monetary policy, and as we’ve noted, in some cases, it has been
ineffective. Moreover, fiscal policy often works best in tandem with mone-
tary policy.7 The double bind is that CML limits the use of fiscal policy as
well as monetary policy. As we’ve seen, with the heavy level of short-term
indebtedness which CML allows, just when a country needs additional
funds to finance its deficit in a recession, foreign lenders refuse to lend, and
indeed demand, the country repay outstanding loans.

The Effect of Imperfect Information on Investor Behavior

Since the late 1990s, economists have emphasized ‘irrational exuberance’8

and investor ‘herding’ as reasons for boom and bust periods of capital
flows. If there were perfect information and market efficiency, these kinds
of irrational market behavior wouldn’t exist. While recent research shows
that herd behavior is consistent with rational expectations when informa-
tion is imperfect, the extent of herd behavior may well be greater than can
be explained by these models.9

Since investors can’t know future events, they make decisions based on
expectations. These expectations are based on information about current
conditions—information that’s inherently incomplete and costly to
process given the large amounts of data needed. Since some market partic-
ipants have better access to relevant information and are better able to
process it than others, it’s rational for everyone to glean information about
the desirability of investing from the actions and opinions of others.10 The
result is herd behavior. In addition, the major market players—investment
banks, rating agencies, international financial institutions—use the same
sources of information and tend to reinforce each other’s interpretations.

This ‘contagion’ of opinions can lead to euphoria or panic, generating
boom and bust cycles. When views converge, there is a risk of ‘correlated
mistakes’: unexpected news that contradicts the general opinion is
reported, and then all market players realize simultaneously that they were
wrong and pull their funds out of a country. This type of correlated mistake
has triggered numerous panics and crises. For example, the realization that
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Thailand’s reserves were close to zero was one of the culminating factors
that triggered the Asian crisis in 1997.11 A growing literature demonstrates
how such investor behavior easily leads to bubbles.12

The Effect of Incomplete Domestic Financial Markets in
Developing Countries

All countries—both developed and less developed—confront the problems
of capital market instability. The United States maintained capital account
regulations during the 1960’s in order to limit capital outflows. It suffered
an ‘attack’ on the dollar in 1971 and was forced to go off the fixed
exchange rate system. In the mid-1990s, the United States worried about
the fall of the dollar relative to the yen despite no apparent changes in the
real economic positions of the two countries; and in 2003–4, Europe wor-
ried about the rise of the euro relative to the dollar. Capital movements
were largely responsible for the exchange rate fluctuations that caused
these concerns. All countries worry about capital market instability, but in
developing countries the consequences are greater; it often leads to exces-
sive lending, overheating, and high volatility. Moreover, as discussed ear-
lier, there is greater potential for market manipulation.

One of the reasons that CML has such a large negative effect on devel-
oping countries is because the financial sector in developing countries
often has currency mismatches between assets and liabilities. With only a
few exceptions, the external debt of developing countries is issued in for-
eign currencies (and even domestic liabilities are sometimes denomi-
nated in such currencies). International creditors are often unwilling to
take local market risks (or they demand such high compensation to bear
that risk that local borrowers would prefer to bear it themselves), so they
lend to developing countries in hard currencies, and the domestic borrow-
ers assume the risk. The resulting ‘currency mismatches’ in the balance
sheets of domestic economic agents (such as banks) can have enormous
consequences.

Moreover, even creditors willing to lend in the domestic currency of the
developing country are generally willing to lend short term, but not long
term.13 This leads to ‘maturity mismatches’—the risk that creditors might
not roll over short-term liabilities during a crisis, generating a liquidity
crunch as borrowers are unable to repay their loans. But even if short-term
debts are rolled over, domestic borrowers bear the cost of interest rate
fluctuations (which they would have been able to avoid were they able to
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borrow long term). Finally, financial institutions in developing countries
are often weak, and less able to withstand shocks. The induced volatility
arising from capital market liberalization can easily lead to systemic prob-
lems in the banking sector.

Mismatches would cause less concern if the corporations or banks
involved purchased insurance (‘cover’). But in developing countries,
currency risk often can’t be insured, and if insurance is available the insur-
ance terms aren’t considered reasonable, or insurance is available only for
short-term coverage.14 The result is that developing countries bear the risk,
although lenders in developed countries are better placed to take on cur-
rency risk since they can diversify their currency portfolios.15

This brings us to another fundamental market failure: in international
capital markets, developing countries bear the brunt of exchange rate and
interest rate risk even when the source of the fluctuations lies outside the
country. This bears no resemblance to an optimal international arrange-
ment, as the developed countries are better able to bear these risks.

The Effect of Institutional Weaknesses

The 1997 supporters of the effort to change the IMF charter to institute an
agenda of capital account liberalization did, appropriately, add several
caveats. They recognized that liberalization requires sufficiently strong
and stable financial institutions, and this in turn means that a strong regu-
latory framework would have to be in place before liberalization. Still, it
was clear that they thought most developing countries should liberalize
their capital markets.

Today, recognition of the importance of those caveats has grown. Even
economically advanced countries have found it difficult to establish suffi-
ciently strong financial institutions and effective regulatory structures to
avoid crises, as the financial crises in Scandinavia in the early 1990s and
the savings and loan scandals in the United States in the 1970s demon-
strate. These examples show that crises can easily occur in countries with a
relatively high degree of transparency, and limited crony capitalism.

The growing use of derivatives has made the formulation of appropriate
regulations more complex. The government-engineered, privatelyfinanced
bail-out of Long-Term Capital Management (LTCM) in October 1998
demonstrates this. Many policy-makers believed that the bankruptcy of
this one hedge fund, with an estimated exposure in excess of a trillion
dollars, threatened global financial stability.16 Much of the money put at
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risk by LTCM came from supposedly well-regulated banks. We’ll discuss
the sequencing of capital market liberalization in the context of institu-
tional reforms in more detail in Chapter 13.

The Effects of Incomplete Equity Markets

When firms make decisions about how much to borrow, they need to take
into account the size of fluctuations in both output and interest rates. The
greater volatility of both these variables under CML means that firms make
less use of debt financing. But the alternative—raising new capital by issu-
ing equity—is difficult in developing countries. (This is also true in devel-
oped countries because information asymmetries make raising funds by
issuing new equities very costly.17) In effect, CML has forced firms to rely
more on self-financing, which then impedes the flow of capital from areas
where it is less productive to areas where it is more productive. The result:
capital is allocated less efficiently. This failure is particularly ironic because
the major argument in favor of capital market liberalization has been that
it increases efficiency in the allocation of capital.18

Capital market liberalization can lead to less efficient resource allocation
in yet another way.19 Governments usually raise interest rates in times of
crisis if they have open capital markets—especially if they are following
IMF strictures. (In the case of East Asia the increases were enormous.) Then
even firms with moderate levels of debt equity ratios flounder and are
sometimes forced into bankruptcy. There is an enormous economic cost to
bankruptcy in these cases. It is not just inefficient firms that are forced out
of business; even well-managed firms that made the one mistake of bor-
rowing too much are forced into bankruptcy. The destruction of organiza-
tional and informational capital can set back growth for years.20

Conclusion

The previous discussion provides the rationale for intervening in capital
markets. In simple terms, short-term and other volatile capital flows affect
society beyond the market players engaged in the transactions (i.e. there
are externalities associated with open capital markets). Thus, there is a role
for government to reduce the instability and social costs; and governments
need to address not only the consequences of short-term capital flows (the
repeated crises), but also the underlying problem.
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There are multiple purposes of capital market interventions, as we’ve
noted throughout this chapter. First, capital account regulations can be
used to stabilize short-term volatile capital flows. Interventions also give
policy-makers more effective and less costly macroeconomic stabilization
measures. As we’ve seen, the free flow of capital lessens, and can even elim-
inate, the scope for monetary policy. If, however, the government has set
up effective restrictions on short-term capital movement, then the scope
for monetary policy increases. Interest rates within the country can be
lowered below the international level without precipitating an outflow of
funds. Similarly, capital account restrictions provide greater scope for
redistributive taxation of capital. In addition, effective capital account
regulations can promote growth by discouraging long-term capital out-
flows. For example, when Russia’s oligarchs shipped their money out of the
country, it became more compelling for other investors (large or small)
to do so as well, as we discussed under coordination failures. Of all the
objectives of intervention listed, discouraging long-term capital outflows
is perhaps the most difficult to achieve. Yet interventions can be effective
even if controls are sometimes circumvented, as we’ll discuss in the next
chapter.

Given the past experiences of developing countries, the most critical
issue today is not whether market interventions are desirable in theory, but
whether, in practice, policy-makers can design interventions whose bene-
fit to an economy outweighs any ancillary costs. The fact that some coun-
tries have intervened successfully does not tell us enough. We still need to
know if there are interventions that can be designed and implemented by
governments without highly sophisticated bureaucracies, and whether it
will be possible to do so as capital markets become more complex. These
issues will be taken up in the following chapter.
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12

Interventions in Capital Markets

The previous chapter made a compelling case for the desirability of
government intervention in capital markets, a case now accepted by most
policy-makers and academics. There are still a number of unresolved
controversies that the IPD Capital Market Liberalization task force debated
vigorously at its meetings, including the fundamental issue of what kinds
of capital market interventions governments should undertake, and more
centrally, whether there exist any interventions for which the benefits
exceed the costs. Given the importance that capital account interventions
can play in macroeconomic policy-making, we devote this chapter to ana-
lyzing alternative modes of regulations.

Economists have a strong proclivity for price-based interventions (taxes
and subsidies) as opposed to quantity-based interventions (administrative
restrictions and controls). Price-based interventions are flexible, provide
less opportunity for bureaucratic manipulation, and are in line with mar-
ket incentives. The World Bank and, more recently, the IMF have accepted
them as useful macroeconomic instruments. For example, after Malaysia
implemented quantity-based capital controls in September 1998, the
World Bank worked with Malaysia to convert those controls into an exit
tax. Those who wanted to take their money out of the country could do
so—at a cost. The government could (and did) reduce the exit tax over
time, which meant that the intervention could be phased out gradually,
with no major disturbances when it was completely eliminated.

But the case for price-based interventions is far from clear. Theoretical
work in economics has shown that sometimes quantity-based restrictions
can reduce risk more effectively than price interventions.1 The reasoning is
similar to the thinking of many environmentalists who support controls
rather than fines on levels of pollution: they believe that there are large
costs when pollution increases above a critical threshold and controls are
the most effective way to ensure that this threshold is not exceeded. In the
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case of trade policy, the shift from (quantity-based) quotas to (price-based)
tariffs exposed developing countries to an increased risk of balance of
payments crises because import levels became more volatile. It also exposed
producers to greater risk. Risk is, of course, key here: opposition to capital
market liberalization derives from the risks to which it exposes developing
countries. In the discussion below, we highlight that quantity interven-
tions may be more effective in managing large capital account shocks.
Ultimately, the choice of price controls or quantity controls depends on the
particular situation faced by a specific country as well as its administrative
capability. Under many circumstances, they can complement each other.

In addition to direct forms of interventions, such as taxes and restric-
tions on inflows and outflows, interventions in capital markets can also
take on a variety of indirect forms. These indirect measures affect both the
ability to borrow abroad and the associated returns. For instance, financial
regulators can limit banks’ short-term foreign borrowing or force them to
match their foreign currency liabilities and assets. Regulators can go a step
further and restrict bank loans in foreign currencies for firms that do not
have equivalent revenues in those currencies, effectively imposing limits
on total borrowing from abroad.2 They can impose higher capital ade-
quacy requirements to reflect the increase in risk. The government can
also apply adverse tax or bankruptcy treatment to foreign-denominated
borrowing.

There are arguments for and against each of the measures mentioned
above. Some of the arguments put forward against restrictions, however,
work equally well as arguments for restrictions. For example, anti-
interventionists worry that certain measures might discourage borrowing
by raising the costs. But that is, indeed, the purpose: to raise costs during
an external financing boom in order to avoid the subsequent bust. This
resembles the argument that taxing pollution will hurt businesses by
forcing them to use more costly technologies to reduce pollution. Yes, it
will, but reducing pollution is the reason the tax is imposed to begin with.

One of the arguments against capital market regulations is that they are
ineffective because of circumvention. However, interventions don’t have
to be perfect to be effective. Opponents often argue that there are well-
known ways of evading many types of capital market controls. But
controls still work just the way an effective dam does. Some water makes
its way around the dam; there’s also some spillage, but the dam stops most
floods and stabilizes the flow of water. Without the dam, the on-rush of
water can cause death and destruction; with the dam, the regulated flow
can be used to benefit the entire region.
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Most of the well-known schemes used to avoid many forms of capital
market controls do not undermine the ability of interventions to stabilize
flows because most of the evasion tactics (e.g. under and over-invoicing)
work slowly. They are like the flows of water going around the dam. In the
long run, the aggregate amounts may be significant, but in the short run,
the flows are still moderated. It’s the huge flows (or surges) that cause the
problem, and the dam still proves its worth.

Given that a measure doesn’t have to be 100 percent successful in order
to be effective, the question is whether the benefits of the intervention
exceed the costs. And the crucial question is whether or not there are
excessive ancillary costs. In the discussion below, we look at different types
of interventions designed to stabilize capital flows and the relative benefits
and costs associated with each.

Price-Based and Quantity-Based Regulations

As we’ve seen, despite the IMF’s push for open capital markets, there were
still countries that maintained capital market regulations during much of
the 1990s. Malaysia placed restrictions on capital inflows in 1994 when
short-term foreign borrowing surged; and on outflows in 1998 to protect its
markets from contagion during the Asian crisis. India, China, Vietnam, and
Taiwan all maintained more traditional restrictions on capital inflows that
again helped insulate these countries from contagion during the crisis. In
Eastern Europe, Hungary and Poland both instituted limitations on short-
term capital inflows as part of the initial transition from communism.

The regulations varied across countries, but generally the controls served
to segment (or separate) the domestic and foreign exchange markets, as we
discuss below. Several different types of regulations have been used, includ-
ing prohibiting domestic firms and/or residents from borrowing in foreign
currency (except for some specific transactions such as trade financing and
long-term investment); prohibiting foreign residents from holding domes-
tic assets or, in some cases, debts denominated in the domestic currency
(except for the domestic operations of foreign investors); and prohibiting
domestic banks from holding deposits in foreign currencies or lending in
foreign currency except when intermediating permissible external credit
lines. Many of the interventions were traditional quantity-based restric-
tions that prohibited firms from borrowing abroad except under certain cir-
cumstances.3 Chile and Colombia, however, implemented price-based
interventions that discouraged inflows by raising associated costs.
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In order to analyze the differences between price-based and quantity-
based regulations, we’ll begin by comparing the cases of Chile and
Colombia to the case of Malaysia. In the process, we’ll distinguish between
restrictions on capital inflows and outflows, and examine how well
(and under what circumstances) these techniques can be applied to other
countries.

Price-Based Regulations in Chile and Colombia

The price-based intervention used by Chile and Colombia comprised an
unremunerated reserve requirement (URR) on foreign inflows: for every
dollar borrowed or invested from abroad, a certain percentage was placed
in the central bank in non-interest bearing deposits.4 Reserves could be
converted into an explicit payment to the central bank, so that the URR
was similar to a straight tax on foreign inflows.

The goal of this type of tax on inflows is to reduce the amount of short-
term capital flowing into a country during an economic boom, not to
stop funds from flowing out of a country during a crisis. Nonetheless, the
expectation is that with less short-term capital in the country, bubbles
are less likely to develop, and crises are less likely to occur. In the event of
a downturn, there is less capital flight because less short-term money
entered the country before the crisis.

The use of the URR in Chile and Colombia provide two experiments
with price-based regulations. There’s little agreement on whether or not
the experiments were successful. However, there is some agreement on
two points. First, it’s generally agreed (even by the more critical
authors) that the URR succeeded in changing the composition of 
external financing by reducing short-term flows and lengthening 
maturities. This improved the countries’ overall liability profile while
still maintaining longer-term direct investment. The URR changed
the maturity structure of the flows, even if it did not affect the overall
level.

There’s also agreement that the URR allowed the authorities to maintain
higher interest rates, and therefore made monetary policy more effective.
With open markets, higher interest rates induce more short-term capital
inflows, fueling the boom (at least for a while) and often leading to finan-
cial bubbles.5 Because the URR acts as a tax, it reduces the returns to those
who invest or lend. As long as capital flows are responsive to this cost, the
URR should limit the amount of inflows at a given interest rate. Similarly,
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it allows the authorities to maintain higher interest rates at a given level of
capital inflow.

There’s less agreement about the impact of the URR on the total volume
of flows and on other macroeconomic policy variables, particularly on the
exchange rate. Some studies show that flows were reduced after the URR
was implemented; others show that there was little impact on the total
volume of capital inflows. Some studies show that, by reducing capital
inflows, the URR reduced pressure on the exchange rate; others showed it
had little effect.6 However, much of the econometric evidence against
URRs should be viewed with considerable skepticism. For example, much
of the evidence that total capital flows were insensitive to the regulations
comes from analysis that has an inadequate econometric specification.7 In
addition, part of the difficulty in evaluating the impact of interventions
like the URR is that the impact must be evaluated against the ‘counterfac-
tual’: what would have happened had the URR not been in place. Some
casual observers have commented, for example, that the East Asia crisis
and the global financial crisis seem to have affected Chile adversely in spite
of the URR. This is true for several reasons, including the impact of the
global shocks on the price of copper. But the key question is this: would the
adverse impact on Chile have been much worse if there had been a simul-
taneous massive outflow of short-term capital? The answer is almost surely
yes. The URR spared Chile from this disaster.

In Colombia, where the government actively modified regulations in
response to changes in the economic environment throughout the 1990s,
there’s strong evidence that increases in the URR reduced overall inflows8

and increased domestic interest rates.9

Chile and Colombia both structured the URR to penalize short-term
inflows more than foreign direct investment (FDI) and other long-
term investment. In the simple system adopted by Chile when it first
instituted capital account regulations in 1991 (and by Colombia at a
later stage), the same URR applied to any capital inflow, no matter the
maturity of the loan or investment. The effective cost was higher for
short-term flows than for long-term flows, since, for the latter, the fixed
costs of the reserve requirement were spread out over a longer period. To
strengthen the measures, Chile also required FDI and portfolio capital
to stay in the country for a minimum of one year; Colombia directly reg-
ulated the amount of foreign funds that could be invested in the local
debt and equity markets as well as the type of domestic securities that for-
eigners could buy.

Interventions in Capital Markets

201



In both countries, the URR was based on well-designed policies within a
regulatory structure that local institutions were able to enforce. Policy-
makers reacted promptly to changes in the economic environment and to
new loopholes in existing regulations by modifying the details of the URR
framework.

Overall, in terms of some (and probably most) of the principal objectives,
the Chilean and Colombian experiments with price-based controls appear
to have been successful. They were undoubtedly valuable in lengthening
the maturities of flows and giving central banks more maneuverability to
increase interest rates without risking additional capital inflows, thus
effectively contributing to macroeconomic equilibria.

Malaysia’s Quantity-Based Controls

In the early 1990s, Malaysia experienced a surge of capital inflows. In 1994,
in response to these flows, it introduced outright restrictions on short-term
inflows and prohibited non-residents from buying domestic short-term
securities. The regulations proved highly effective in reversing the boom-
ing capital flows of the previous years.10 Similar to the URR, the Malaysian
restrictions lengthened maturities and improved the country’s debt pro-
file.11 Because the measures were so effective, theMalaysianauthoritiespar-
tially lifted the restrictions later that year, and dismantled them completely
one year after they were first implemented.

In September 1998, in the midst of the Asian crisis, Malaysia again estab-
lished quantity-based restrictions, this time on capital outflows rather
than inflows.12 A complementary set of restrictions was aimed at eliminating
offshore trading of the local currency. The main objective of the intervention
was to protect local capital markets from contagion during the crisis.

The 1998 Malaysian capital controls generated a significant amount of
controversy when they were first introduced, as we’ll discuss below. The
Malaysian authorities, however, believed the measures were effective, so
much so that, as in 1994, they began the process of loosening the restric-
tions shortly after they were implemented. In February 1999, five months
after the measures were introduced, the World Bank worked with Malaysia
to replace the quantity-based restrictions with an exit levy (a tax on
outflows). The regulations were structured to encourage longer-term
investment, through a lower levy for liabilities with longer maturity.13 In
September 1999, the exit tax was changed to a flat rate, and by January
2001, Malaysia applied the tax only to portfolio flows held for less than a
year. In May 2001, it was eliminated altogether.14
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Kaplan and Rodrik (2002) provide the strongest argument for the
effectiveness of the Malaysian regulations.15 Drawing on previous
studies, they showed that the regulations produced a speedier recovery,
lower inflation, and better employment and real wage performance
than most countries in the region that continued to follow IMF-styled
programs. Malaysia’s measures successfully closed the offshore ringgit
market and reversed financial market pressure. By limiting capital
flight, the restrictions gave the government space to enact expansionary
monetary and fiscal policies, and these rapidly reversed the 1998
recession. In particular, lower interest rates (relative to what they would
have been without the controls) had six main effects: (1) fewer highly
leveraged firms were forced into bankruptcy (and more generally, the
lower interest rates had a positive effect on both aggregate demand and
supply); (2) because fewer firms faced bankruptcy, less stress was placed
on the country’s banks which were thus able to continue lending more
than they would have otherwise; (3) fewer domestic firms had to be
sold to international companies at bargain prices; (4) with fewer firms
and banks in distress, theproblemofcorporate restructuringwas reduced,
enabling the economy to restart more quickly; (5) because more firms
and banks had healthier balance sheets, Malaysia was in a better posi-
tion to resume robust growth; (6) the government needed to spend
less money on corporate and financial restructuring and could focus
resources on increasing public investment. Again, this put the country
in a better position to resume growth.

Opponents of the 1998 intervention argued that the main factor
underlying Malaysia’s recovery was a rebound in the external environ-
ment at the time Malaysia imposed restrictions.16 In their view, Malaysia
started from a stronger liability structure17 than other countries in the
region, which accounted for its better performance. Kaplan and Rodrik,
however, showed that the Malaysian rebound was more robust than the
rebound in other countries in the region, even controlling for the external
environment—despite the fact that Malaysia didn’t receive much multi-
lateral support during the period. Interestingly, Malaysia’s strong liability
structure was most likely due to its 1994 capital controls and, more
broadly, to central bank regulations restricting the foreign exchange
exposure of banks and the corporations to which they lent.

Even critics who claim that Malaysia’s quick rebound depended on
the changed economic environment and not on capital controls
admit that at the time when the controls were put in place, it was not clear
that the external environment would improve relatively quickly. Given
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that uncertainty, the relevant questions at the time were whether the 
controls were a reasonable prudential action and whether they would have
significant adverse side-effects. The critics predicted serious negative con-
sequences—a slower recovery in the short run and less investment in the
long run. But by the end of 1999, even harsh critics at the IMF18 had to
admit that the adverse effects they had predicted hadn’t materialized.

Malaysia was in a strong position to implement capital controls in 1998
because of its previous experience, its strong administrative capacity and
institutional infrastructure, and the government’s political will to protect
the local market. As with the URR, the ability to administer the regulations
was crucial for their success.

A Comparison of Chilean, Colombian, and Malaysian Regulations

We noted earlier that although economists have a proclivity for price-
based controls, economic theory has described circumstances under which
quantity-based controls perform better. Within policy circles, however, a
preference remains for price-based interventions, largely because price-
based controls are believed to be less intrusive. The empirical evidence
shows that both types of instruments can have positive effects, depending
on the circumstances under which each mechanism is applied.

Figure 12.1 provides a simple way to view the effectiveness of the quantity-
based controls in Malaysia and price-based capital-account regulations in
Colombia and Chile.19 A simple inspection of the graph indicates that the
Malaysian quantity controls were extremely effective, both in reversing
the strong expansionary effect of capital surges in 1994 and in halting the
contractionary effects generated by capital outflows in 1998. The point
that quantity-based controls can work more effectively is made equally
clear by looking at countries that have long maintained more traditional
types of capital controls. Some of the dynamic Asian economies—India,
China, Vietnam, and Taiwan—have kept up traditional restrictions on cap-
ital inflows and outflows (with selective, flexible liberalization policies that
vary from country to country). Most economists now agree that these con-
trols were critical in insulating these economies from contagion during the
Asian crisis.

The price-based controls in Chile and Colombia also show a marked
effect. In Chile, the July 1995 regulations had a stronger effect than the
smaller 1991–2 URR.20 Colombia used price-based interventions more
aggressively, and the effects were somewhat stronger than in Chile. (We
should note, however, that overall the macroeconomic framework was
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Fig. 12.1 Index of expansionary monetary pressures (IEMP)
Notes:
↓↑ Imposition or relaxation of restrictions on capital outflows, respectively (the direction of

the arrows indicates expected effect on the index)

IEMP � a*(R) � b*(e) � c*(i)
R � international reserves corrected by log trend
e � 12-month variation of the real exchange rate
i � real deposit interest rate
a, b, c � standard deviation of R, e, and i respectively

Ocampo (2003), ‘Capital account and counter-cyclical prudential regulations in developing
countries’, in Ricardo Ffrench-Davis and Stephany Griffith-Jones (eds.), From Capital Surges to
Drought: Seeking Stability for Emerging Markets, London, Palgrave/WIDER.

Source: Ocampo (2003a).



superior in Chile than in Colombia throughout the period of booming
capital inflows of the 1990s.)

Both Chile and Colombia experienced capital outflows at the end of
1997, so that the tax on inflows was no longer necessary. Both countries
reduced the URR until it was eventually phased out. As expected, this policy
change didn’t affect the outflows very much, since the main purpose of the
URR is to reduce inflows during boom periods. (Even lowering the tax to
zero can do little to stop outflows during periods of sustained financial
panic.) An alternative solution would be to target outflows directly. But
a tax on outflows might still be ineffective during a crisis, since the tax
would need to be extremely large to outweigh the potential and quite
significant financial losses that investors fear during a crisis. Regulating
outflows directly might be a more efficient solution. Just as quantity-based
restrictions work better than price-based regulations to lower pollution,
quantity-based restrictions are more effective in preventing capital flight
under these circumstances.

Regulating Inflows and Outflows

As we have noted, the regulation or taxation of inflows helps to limit
outflow surges: if there is less short-term money in the country, there is less
that can leave when expectations change and inflows turn into outflows.
However, direct regulations or taxes on capital outflows are among the
most controversial forms of capital market interventions, which explains
in large part why there was so much criticism of the Malaysian restrictions
when they were initiated.21 One Singapore market participant complained
that Malaysia had locked up his money, as if in a prison.

There are reasons why most economists prefer regulating inflows to
outflows. First, regulating inflows helps prevent crises, and as argued exten-
sively in Part II of this book, this should be the ultimate goal of policy-
making. Second, regulating inflows involves less uncertainty and more
transparency: creditors know the cost of their decisions before they invest.

Other arguments against controls on outflows are more debatable. In its
May 2003 survey of capital controls, in an article that acknowledged the
risks associated with capital market liberalization for the first time, The
Economist magazine wrote: ‘Experience suggests some rules. Refrain from
blocking capital outflows (tempting as this might be at times of crisis).
Such measures are usually oppressive, and deter future inflows of all
kinds.’22 Yet, despite The Economist’s assertion, evidence that controls on
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outflows deter future inflows is limited. This was most pronounced in the
case of Malaysia. When the government initially instituted its restrictions,
most analysts claimed it would reduce Malaysia’s ability to attract capital
in the future. They made dire predictions of a huge outflow of funds when
the restrictions were finally removed and investors were free to take their
money out of the country. But just the opposite occurred. When the
government lifted the tax in 2001, the expected returns on investments
increased. Investors are forward looking, and Malaysia’s positive funda-
mentals (its current account surplus, high savings ratio, moderate external
liabilities with a low share of short-term debts, and large international
reserves—all of which the capital controls had helped create or sustain)
and strengthening stock market drew additional funds into the country.23

The restrictions on outflows solved one of the market failures discussed in
the previous chapter: the collective action, or coordination, problem. During
crises, creditors and investors exhibit herd behavior and tend to pull their
funds out of a country at the same time. The currency, interest rate, and stock
market weaken and tend to overshoot substantially.24 Investors and creditors
get caught in the rush to pull out their funds, causing the markets to collapse.
Since the markets usually rebound afterwards, investors would have been
better off collectively if they had left their funds in the country. This is true
even though it was in each individual investor’s interest to exit at the time. By
imposing controls on outflows, the Malaysian government solved the collect-
ive action problem. The overshooting stopped, and the markets rebounded.

The other criticism of regulations on outflows alluded to earlier is that it’s
unfair for governments to impose new regulations after an investment has
been made, thereby changing the parameters of the original investment.
The possibility that a government might impose exit controls increases
investors’ risks and thereby reduces overall investment. This is one of the
arguments, however, that can be used in favor of the restrictions as well as
against them. If the goal is to reduce short-term inflows during a boom,
then the threat of potential controls on outflows in the future might have
the desired effect. If this is the policy objective, though, regulations on
inflows are a more appropriate policy tool, as we discussed above. But, as
the Malaysian case shows, in the event of a crisis when other options are
limited, targeting outflows might be an appropriate policy response.

Market Segmentation: Regulations as Second Best

The previous analysis (and the history of interventions) suggests that
capital market regulations work mostly by segmenting the domestic
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capital market from international markets and capital flows. This is most
evident with traditional quantity-based controls, but it played a role in
Chile and Colombia’s regulations (including the explicit objective of
forbidding or discouraging the use of dollars for domestic transactions).
Segmentation aims to protect the domestic economy from the volatility
produced by capital market liberalization. In the best-case scenario this
would be done without affecting current account or trade flows.

In the last chapter, we saw that a market failure prevalent in many devel-
oping countries is the lack of well-developed capital markets. A first best
solution might include creating long-term foreign demand for assets
denominated in the domestic currency, and developing good insurance
markets as protection against exchange rate and interest-rate fluctuations.
But these optimal solutions aren’t likely in the near term. A second best
response is to segment the domestic market from international flows.
Since most developing countries don’t have a stable source of foreign
demand for local currency securities, their domestic capital markets are
already somewhat segmented. But markets can be segmented even more
through regulations (which are generally designed as if the segmentation
doesn’t exist). Segmentation can have positive macroeconomic effects for
at least four reasons: it leads to stable demand for locally denominated
assets; it reduces risks associated with foreign borrowing; it helps
insulate the economy from pro-cyclical foreign borrowing; and it
enhances the ability of government to control the macro-economy. All of
these are related to the previous discussions of the effects of capital market
liberalization.

Segmentation Results in More Stable Demand for Locally Denominated
Assets, Contributing to Macroeconomic Stability

Domestic local currency securities are mainly, and sometimes only, used
by domestic residents. It might make sense in the long run to develop an
authentic long-term international demand for these securities (e.g.
among institutional investors). But until the demand exists, most
domestic holdings by foreigners will be short term and speculative. The
primary risk for these holdings is the local currency, so foreign demand
for domestic assets is largely determined by currency expectations. Any
shift in international sentiment can end up destabilizing the foreign
exchange market. It may make sense not to allow non-residents to hold
domestic local-currency-denominated securities and to prevent the
development of a premature offshore market for the domestic currency.
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One might develop anyway, but additional regulations could reduce its
attractiveness.25

We should note that domestic residents also shift their investments
between domestic and foreign assets based on currency expectations (and
interest rate differentials). But unlike foreigners, domestic agents have a
clear long-term demand for the domestic currency and its associated
assets. Capital market interventions can be used to segment the market
and reduce the capacity of domestic residents to substitute foreign assets
for domestic assets. This will stabilize domestic demand for assets denom-
inated in the local currency. The growth or ‘thickening’ of the market
itself will contribute to stability.

Segmentation Helps Insulate the Economy from Pro-cyclical Foreign
Borrowing and its Destabilizing Dynamics

The second reason that market segmentation can have a positive macro-
economic effect is based on the pro-cyclical nature of the supply and
demand for foreign currency loans. The transactions, revenues, and
assets of many domestic residents are denominated entirely in the
domestic currency. But there is a temptation for domestic entities to bor-
row in foreign currency when external loans are available because these
loans often carry a lower interest rate. This currency mismatch between
assets and liabilities creates considerable risk: any devaluation of the
local currency will cause the value of foreign debt to rise. If the devalua-
tion is large enough, local borrowers may be unable to repay their
loans.26

External lending is most likely to be available during a boom, and
lenders are likely to demand their money back in a downturn. Thus, the
supply of funds intensifies economic fluctuations.

When borrowers expect the local currency to appreciate, they will have
incentive to borrow in foreign currency because if the currency does appre-
ciate as expected, their liabilities will fall in value. But when domestic
agents borrow abroad, they often use those funds to buy local currency for
their domestic transactions. This increases the demand for the domestic
currency and fuels the currency appreciation.

Of course, there is an equally strong propensity for domestic residents to
substitute foreign liabilities with debt in the local currency when a cur-
rency devaluation is expected. In this case, domestic agents need to buy
foreign currency to pay back their foreign debts. This means they will sell
the local currency, causing an even larger devaluation. So when domestic

Interventions in Capital Markets

209



residents borrow in foreign currency, they increase currency fluctuations,
multiplying the destabilizing effects of cycles in the availability of external
financing.

Forbidding domestic agents who don’t have foreign currency revenues
to borrow in those currencies would also have a major positive macroeco-
nomic effect: it would reduce fluctuations in the availability of external
financing. Since foreign lenders often demand repayment when borrowers
are least able to comply, restrictions would likely limit the overall adverse
effects on individual borrowers over the course of an entire cycle.

Segmentation Enhances the Ability of Government to Control 
the Macro-economy

Segmentation gives a government greater influence over the exchange rate.
The ability of policy-makers to use restrictive monetary policies 
during times of euphoria and to avoid excessively contractionary policies
during crises (in other words, the level of a government’s monetary 
autonomy) depends on limited capital mobility which, in turn, depends on
the extent of market segmentation. Similar arguments apply to the exchange
rate. The ability to manage the exchange rate provides a government with
another essential tool for macroeconomic management. Moreover, segmen-
tation also increases the effectiveness of exchange rate changes.

This is clearly the case when a country has large dollar-denominated
debts. As discussed in Chapter 6, devaluation of the local currency has
balance sheet effects that lead to a reduction in aggregate demand, and this
offsets the devaluation’s positive effect of increasing exports. So even
when a government can affect the exchange rate, the effects on the macro-
economy will be limited without segmentation.

The problems of exchange rate adjustment become even clearer in
economies with widespread use of a foreign currency in the domestic
financial market. Given the significant effect that devaluation has on the
ability to repay dollar-denominated debts and on the stability of the
domestic financial system, there’s a strong incentive for governments to
avoid currency fluctuations. The experience of Argentina in 2002 serves as
an example: debtors with dollar-denominated debts were unable to repay
their debts after devaluation; agents with net dollar assets were unwilling
to give up their capital gains to subsidize the debtors; and the domestic
financial system became temporarily paralyzed while legal and legislative
controversies undermined the economy.
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The Risks of Dollarization: A Digression

The problems we’ve discussed have led some analysts to argue for full
dollarization, that is, replacing the local currency with the dollar. The
major argument goes this way: replacing foreign-currency-denominated
assets and liabilities with those denominated in domestic currency is
pro-cyclical, so abandoning the domestic currency may be the best
way to eliminate speculative movements altogether.27 But this implies
surrendering both monetary policy and the use of the exchange rate
as policy instruments. We argue instead that it would be better to
use improved macroeconomic policy and capital account regulations
to stabilize demand for the domestic currency. Even if these instruments
are imperfect and carry some costs, the costs are likely to be much
lower than the costs associated with abandoning the domestic currency
altogether.

We should note, however, that dollarization and, more commonly,
domestic financial dollarization28 are often the result of runaway inflation.
Hyperinflation destroys the ability of the domestic currency to serve as a
repository of value and generates a strong incentive for domestic residents
to instead use a foreign currency for this purpose (although indexing
domestic assets29 and liabilities can restore the ability of domestic cur-
rency to act as such a respository).The magnitude of domestic financial
dollarization after an episode of high inflation or hyperinflation depends
in part ondomesticpolicy.Weknow this because thevariouscountries that
experienced high inflation are not equally dollarized (in particular, com-
pare neighbors Brazil and Argentina). Moreover, it’s not true that dollar-
ization can’t be reversed. Chile, for example, is much less dollarized today
than it was before the crisis of the early 1980s.

Soft Controls: Encouraging Market Segmentation

The direct interventions discussed above all serve the purpose of segment-
ing domestic markets from international markets. There is another cate-
gory of direct restrictions called ‘soft controls’ that also aim to segment
the market. Soft controls are restrictions on sectors of the economy that
have effects on the foreign exchange market. For example, soft controls
can require domestic funds, such as social security or pension funds, to
invest their assets in domestic markets and can prohibit them from
investing abroad.These restrictions limit the funds’ potential to generate
pro-cyclical disturbances.
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This soft control has an additional positive effect on the economy. It
creates a local demand for domestic securities, helps to develop the local
capital markets, and builds a domestic capital base. In this way, soft con-
trols can help remedy the market failure of underdeveloped and
undeveloped capital markets discussed in the previous chapter.

This kind of control might become particularly relevant in the near
future because of the growth of privately managed pension funds in many
developing countries, especially in Latin America. In Chile (the pioneer in
this area), such funds are equivalent to 70 percent of annual GDP. Most
countries place limits on the extent to which domestic funds can invest
abroad, and some have experienced new sustained growth in domestic
markets in large part because of the resulting increase in demand for
local securities. Once again, the Chilean experience demonstrates the
stimulating role of pension funds on the development of domestic capital
markets. But it also demonstrates how pension funds can generate macro-
instability when the markets are not segmented and funds are allowed to
invest abroad.30

Some economists oppose these soft controls because they limit the
ability of domestic funds to diversify their assets. This is true, but all
economic policies involve trade-offs. Building a local capital market and
domestic capital base can, in the long run, increase the value of returns for
all citizens. To the extent that domestic funds add to the pro-cyclical
nature of open capital markets, they impose an externality on the entire
population (as we saw in the previous chapter). Soft controls can help
turn this negative process into a positive one for long-term growth.31

Costs Associated with Direct Capital Market Interventions

Although some economists have criticized the different forms of govern-
ment intervention in capital accounts, empirical work on the costs of each
type is limited. The most important question, however, is whether the costs
of each instrument outweigh the benefits associated with managing the
capital account. 

Corruption

One of the main criticisms of the regulations, particularly quantity-based
restrictions, is that they encourage corruption and cronyism.32 The extent
of corruption and the associated costs are difficult to quantify. But given
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the effectiveness of regulations in several of the countries that imposed
capital controls, we can probably assume that the benefits to the economy
outweighed the associated costs in those countries.33

As we noted earlier, administrative capacity is essential to making a capi-
tal account regime fully effective, and different kinds of restrictions may
require different degrees of administrative know-how. The success of regu-
lations in Chile, Colombia, and Malaysia depended on strong regulatory
frameworks, efficiency and effectiveness in implementation, and the
speed with which policy-makers adapted the regulatory framework
to changing circumstances (e.g. as market players found new ways of
circumventing regulations).

Administrative capacity is especially relevant during a crisis when
policy-makers want to impose temporary controls. Without a regulatory
framework, quantitative controls can generate serious credibility issues
and may be ineffective. Given the cost of building administrative capabil-
ity, a permanent regulatory regime, which governments can tighten or
loosen through economic cycles, may work better than switching
from one set of capital account regulations to another, or alternating
controls with liberalization. The broader issue is that a government must
maintain the autonomy required to impose capital account regulations
or reimpose them when necessary.34

Impeding the Development of Domestic Capital Markets and the
Restructuring of Domestic Financial Institutions

Critics of capital account restrictions worry that they can become
obstacles to financial development.35 A typical criticism of India’s and
China’s quantity-based controls has been that they have inhibited the
growth of the financial sector. Some critics have argued that open capital
markets in these countries would have led to a faster restructuring of
the local financial system. We could respond that this argument works
equally well as an argument in favor of restrictions. China managed its
transition with high growth whereas most of the countries that went
through ‘shock therapy’ restructuring of the banking system (often
accompanied by a collapse of the local financial system and forced
restructuring) have had prolonged recessions. It has often taken them
years to re-establish a strong financial system. China chose instead to
restructure its banking system gradually, and capital restrictions helped
make this possible.36
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Higher Interest Rates from Capital Market Restrictions Hurt Small and
Medium-Sized Enterprises

Another set of criticisms, aimed particularly at price-based restrictions,
has focused on the higher interest rates associated with interventions. In
fact, one main goal of restrictions is to do just this: to give governments
the room to raise interest rates during an economic expansion without
attracting short-term capital inflows (and to lower interest rates dur-
ing an economic slowdown). As we’ve seen, the immediate purpose of
the restrictions is to prevent inflows from fueling consumption and cre-
ating financial bubbles (often in real estate). Yet, to the extent that the
measures are associated with increases in interest rates, they can
dampen lending throughout the economy. During a financial bubble,
the government wants to raise rates to burst the bubble, but it also
wants to encourage long-term investment, the development of small
and medium-sized enterprises (SME), and productive foreign direct
investment.

Two studies suggest that higher interest rates in Chile, associated with
the URR, reduced lending to SMEs.37 Of course, any increase in interest
rates, or the use of monetary policy in general, during an economic
expansion will undermine lending to SMEs.38 But policy-makers must
consider three important points when evaluating this criticism.

First, without capital account restrictions, what would the government
have done about an overheating economy? If a government worries about
inflationary pressures and believes that it cannot cut back much on
government expenditures or raise taxes (as was the case in Thailand), it
must raise interest rates. But under capital market liberalization, raising
interest rates will probably have only a small effect since many borrowers
(e.g. in the real estate sector) can attract funds from abroad. Then the gov-
ernment is forced to raise interest rates even higher, and anyone who lacks
access to foreign capital (including small and medium-sized enterprises)
bears the brunt of the adjustment.

Second, it’s well documented that crises punish SMEs more than large
local firms and multinational corporations.39 From 1990 to 1997, the
Chilean economy operated at full employment, together with an invest-
ment ratio 10 points above the average ratio recorded during the 16 years
of the Pinochet dictatorship (1973–90).40 In fact, Chile reached the highest
investment ratio and growth rates in its history during the URR period,
and SMEs enjoyed an exceptional environment in which to grow. It’s hard
to argue that SMEs are better off in a cyclical economy characterized by
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crises than in an economy that can avoid overheating and recession
thanks to an active macro-policy.

Third, governments can turn to policies that mitigate the adverse effects
of capital market restrictions. In addition to the URR, the Chilean govern-
ment enacted measures to encourage long-term FDI. It could also have set
up incentives to stimulate domestic lending to SMEs.41 In conclusion, the
evidence of reduced lending to SMEs in Chile is actually limited while the
risks associated with open capital markets are significant.

Capital Account Restrictions are Not Fully Effective

We’ve already noted another set of arguments against capital account
regulations: that the measures are not fully effective.42 But, as discussed
earlier, interventions with some leakage can still be valuable. Furthermore
Chile, Colombia, and Malaysia showed how dynamic adjustments to
capital account regulations can increase their effectiveness.

There is now increasing concern that financial market development,
especially the expanded market for derivatives, has made it easier to
circumvent restrictions. In fact, it might now be easiest to circumvent regu-
lations in countries that have the most well-developed capital markets.

A simple example of this is the use of non-deliverable currency forwards
(NDFs). Offshore NDFs are contracts that give investors the ability to sell or
buy domestic currency at some time in the future and to invest in, or bor-
row at, short-term domestic interest rates. Like many derivative contracts,
non-deliverable forwards can be difficult to regulate domestically because
the contracts settle outside the country and often are not reported to
authorities.43

The non-deliverable forward market is a particularly interesting example
because Malaysia succeeded in restricting trading of NDFs through well-
designed controls. When the government implemented its capital control
program in 1998, there was a large offshore market for Malaysian ringgit
in Singapore. To restrict these contracts, Malaysia prohibited borrowing
between domestic and foreign firms. Foreign firms were unable to hedge
their positions, the market became illiquid, and trading all but stopped.
The restrictions shut down this market completely. The point is that
restrictions can be used to limit the ability of investors to hedge their posi-
tions, which makes it difficult for a liquid derivatives market to develop.
Despite this positive example, some economists still argue that in countries
with well-developed domestic derivative markets (such as Brazil), only
indirect forms of capital regulations are feasible or enforceable.
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Indirect Forms of Interventions

In addition to direct quantity-based and priced-based regulations, govern-
ments can use a variety of indirect measures to control (or at least
influence) capital account inflows and outflows. Prudential regulations on
the banking system are one such tool. Numerous countries have limited
the impact of exchange rate volatility on the financial sector by restricting
banks’ short-term borrowing from abroad. For example, bank regulators
can prohibit domestic banks from lending in foreign currencies to firms
that do not have matching revenues in those currencies (this was done in
Malaysia). Additionally, regulators can require domestic financial institu-
tions to maintain high liquidity (or reserve) requirements against their net
foreign-currency liabilities. As with the URR, this reserve requirement acts
as a tax on foreign-currency liabilities.44 Regulators can set higher require-
ments for short-term borrowing to encourage longer-term liabilities. They
can forbid currency mismatches in the portfolios of domestic financial
institutions (regulators in several countries have already done this). To
avoid domestic financial dollarization, they can also forbid financial
institutions from holding deposits in foreign currencies.

For a more subtle approach, they can impose risk-adjusted capital
adequacy requirements or additional prudential reserve requirements
on foreign currency loans made to domestic agents who lack matching
revenues. In countries with deposit insurance, the government can impose
higher insurance premiums on banks that have riskier practices (they, or
the firms they lend to, might have greater foreign exchange exposure).
These regulations can discourage (although not eliminate) the indirect for-
eign exchange exposure of banks.

As with the URR, one of the costs frequently associated with stronger
prudential regulations is a higher domestic interest rate due to the higher
cost of financial intermediation. But the costs of prudential regulations,
higher reserve requirements, and higher deposit insurance premiums
simply reflect the higher risks of certain kinds of borrowing. Since society
otherwise will bear most of the costs of this borrowing, the regulations
reduce the disparity between social costs and private benefits. By discour-
aging excessively risky borrowing, overall economic efficiency is
enhanced.

Some policy-makers worry that higher interest rates may result in less
financing available for small and medium-sized enterprises. Again, all
economic choices have trade-offs.45 Moreover, it’s actually large firms that
are most likely to borrow abroad and have uncovered foreign exchange
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exposure. Competitive banks should pass the costs of prudential regula-
tions relating to foreign exposure on to these large firms. This might dis-
courage lending to these firms. By leaving additional room for expanding
domestic credit, it might also increase the supply of funds available to
small and medium-sized enterprises.

There’s obviously good reason for prudential regulations to also take
into account the foreign exchange exposure of firms that borrow from
domestic banks. Otherwise, the risks assumed by corporations, particu-
larly those operating in non-tradable sectors, can eventually translate
into non-performing loans in domestic financial institutions. But a more
systemic perspective also requires this same focus. Since banks tradition-
ally mediate much of the capital flow in an economy, regulation of the
financial sector has a significant economic impact. Unless the regulations
focus adequate attention on the exposure of non-financial firms, the
impact of the financial sector can be vitiated. For example, regulations
that simply forbid banks from holding dollar-denominated liabilities
might encourage firms to borrow directly from abroad. So banks must
examine the entire asset and liability structure of the firms to which they
lend (which they should do in any case). Since domestic firms borrow
from domestic banks for the most part, if the banks put restrictions on
the foreign exposure of the firms, this would act as an effective limit on
foreign borrowing.

Regulation of non-financial firms might include rules on the types of
firms that can borrow abroad (e.g. only firms with revenues in foreign
currencies) and establishes prudential ratios for such firms.46 Regulations
might also include restrictions on the terms of corporate debt that can be
contracted abroad (e.g. minimum maturities and maximum spreads) and
public disclosure of the short-term external liabilities of firms.

In addition, the government can require full disclosure of all derivative
positions.47 Foreign-denominated debt can also be subordinated to domes-
tic currency debt in bankruptcy proceedings. This would, of course,
discourage foreign borrowing and raise its cost. But, as we’ve noted, there
are strong reasons to discourage this borrowing: there are costs borne by
society that go well beyond those engaging in the transactions.

An alternative (or complementary) approach is for governments to create
adverse tax treatment for foreign-denominated borrowing, especially when
it’s short term. For example, countries that have a corporate income tax
with tax-deductible interest payments might exclude foreign-denominated
debt from the tax deduction or make interest payments only partially
tax deductible.48
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Limitations of Indirect Interventions

These alternative measures rely on a combination of banking regulations
and complementary policies aimed at non-financial firms. The direct
capital-account regulations we discussed earlier might be simpler to
administer than such a system. Moreover, we should keep in mind that
even well-regulated banking systems are subject to periodic episodes of
euphoria (as the experience of many industrialized countries has shown).
The 2001 crisis in Argentina is an example of a crisis in a country where
multinational banks had a significant presence and where the system of
prudential bank regulations was considered one of the best in the
developing world.49 This still failed to avert the effects of major macro-
economic shocks to the domestic financial system.

Furthermore, risk assessment and traditional regulatory tools, including
Basle standards50 have a pro-cyclical bias in the way they operate. Because
they require higher reserves to offset riskier positions, they tend to restrict
lending during an economic slowdown (when the risk associated with all
liabilities increases). The sharp increase in loan delinquencies during crises
reduces the capital of financial institutions as well as their lending capac-
ity. This, in conjunction with a greater perceived level of risk, triggers the
‘credit squeeze’ that characterizes such periods and reinforces the down-
swing in economic activity and the diminished quality of the portfolios
of financial intermediaries.51 On the other hand, risk-adjusted capital
requirements might be ineffective when there are fewer loan delinquen-
cies during an economic expansion. Precautionary regulatory signals
then become ineffective and do not impede credit growth.

Direct capital account regulations may work better because they are
aimed at the actual source of the disturbance—pro-cyclical capital flows.
For more developed countries with strong administrative capabilities, a
combination of direct and indirect measures can succeed in restricting
flows and helping to limit circumvention through derivative products.

Concluding Remarks

Overall, the experiences with capital account regulations in the 1990s were
useful for improving debt profiles, giving governments more latitude in
pursuing stabilizing macroeconomic policies, and insulating countries
from some of the vagaries of capital markets. The previous chapter demon-
strated that, given externalities and market failures, there is a strong case
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for capital market interventions if we can show that the proposed inter-
ventions don’t have adverse side-effects that offset the potential gains. The
cases we’ve considered in this chapter make evident that the benefits far
outweigh the costs.

A key question for countries considering capital market interventions is
what form the interventions should take. So far we’ve seen that many
interventions are not mutually exclusive, and that governments can use a
mix of instruments. The basic advantages of the price-based instruments
used by Chile and Colombia were their simplicity, their non-discretionary
character (i.e. their application didn’t depend on the discretion of bureau-
crats), and their focus on avoiding building up macroeconomic imbal-
ances that eventually lead to crises. The more quantitative Malaysian
regulations had a stronger short-term effect on reducing capital flows.

Traditional foreign exchange market interventions and quantity-based
capital account regulations might be preferable when the policy objective
is to significantly reduce domestic macroeconomic sensitivity to interna-
tional capital flows. Quantity-based restrictions are also preferable
in response to crises. In addition, based on the experience of the Asian
countries in the 1990s, quantity-based restrictions might also be particu-
larly effective in preventing crises. But as we’ve noted before, a regulatory
framework and administrative capability must be in place in order for
these regulations to work.

According to some recent thinking, all countries should liberalize their
capital markets at some point. The open questions are when and what
sequence of institutional reforms will work best. According to this view,
the more developed countries should maintain open capital markets and
use prudential regulations to control risk; meanwhile, the least developed
countries should implement restrictions (even though they are least able
to administer them). This chapter and the previous one have thrown into
question the validity of this perspective. The following chapter will
explore the relevance of ‘sequencing’ to address the risks inherent in
international capital flows.
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13

Capital Market Liberalization: Summary
and Remaining Debates

Let’s return to the spring of 2003, nearly six years after the Asian crisis
began, when the IMF published a paper acknowledging the risks associated
with capital market liberalization. At the same time, The Economist maga-
zine, which had been a staunch supporter of liberalization, reversed
its position and published an editorial and survey that came to the same
conclusion as the IMF paper.1 The Economist offered two reasons why
liberalization had failed to live up to the expectations of its supporters:
‘First, international markets in capital are prone to error . . . Second, the
punishment for big financial mistakes can be draconian, and tends to hurt
innocent bystanders as much as borrowers and lenders.’2

Many economists and practitioners had long argued that capital
market liberalization should be approached with caution because of
market failures and externalities, including those cited by The Economist.
But it was only the force of circumstances—the international financial
crises of the 1990s—combined with sustained critical analysis (much
of it by members of the IPD network) that led to a rethinking of
liberalization.

Although the 2003 IMF paper was a big step forward from the Fund’s
position in 1997, it still failed to address several key issues and outstanding
controversies. Chapter 12 explored the debate about alternative forms of
interventions.3 In this final chapter of Part III, we’ll draw on many of the
discussions in earlier chapters to address several other unresolved disagree-
ments. In particular, we’ll focus on when a country is sufficiently devel-
oped to risk capital market liberalization, whether all countries should
make liberalization their long-term goal, and whether capital market liber-
alization is reversible—even if it was a mistake in the first place, should
countries that have already liberalized now stick with it.
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We should note that these outstanding questions are not debates on
whether, in the long run, countries should or should not integrate into the
global economy. The relevant question here is how countries should inte-
grate. As we’ve discussed, a country can regulate short-term capital flows
while still remaining open to trade, foreign direct investment, and other
long-term flows. (We’ll discuss some of these other debates, such as trade
openness, in other IPD volumes.) Capital account regulations are tools that
can be used to manage one of the risks associated with globalization, the risk
of globalized capital flows, without necessarily restricting its other facets.

Sequencing

There’s a growing consensus that most developing countries do not have
the prerequisites for successful capital market liberalization, and should
first undertake other reforms. But no consensus exists on a related issue:
whether developing countries should see capital market liberalization as an even-
tual goal and as a mark of their developmental success.

Proponents of liberalization often argue that it’s not a question of
whether countries should liberalize but when and how quickly they
should do so.4 The authors of the 2003 IMF paper argued elsewhere5 that
capital market liberalization should still produce the desired benefits if a
government implements it within the ‘proper’ sequence of reforms. Much
of this discussion6 has argued that ‘good governance’ and appropriate
institutions, especially strong financial institutions, are the critical factors
for the success of liberalization.

Critics argue that CML should not necessarily be the long run goal of all
countries and that there are better ways for developing countries to inte-
grate into the global economy. Developing countries need a wide range of
reforms before they can risk capital market liberalization. And small coun-
tries in particular may never be able to adequately protect themselves from
the volatility associated with international capital flows—without using
some form of capital account management. Even if most economists now
agree that an adequate institutional framework must be in place before
capital markets can be liberalized,7 this doesn’t mean that strong institu-
tions and good governance alone suffice.8 They may be necessary, but are
they sufficient? Is there a wider set of reforms that are necessary before
countries are ready to risk capital market liberalization? And how far can
these reforms insulate small open economies from the volatility of inter-
national capital markets?
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Given the economic structure of most developing countries, the caveat
that they should have adequate institutions in place before liberalizing
means that, at the very best, liberalization is a long way off. Furthermore,
even advanced industrialized countries have found it difficult to establish
fully effective regulatory structures and strong financial institutions. The
Scandinavian countries are generally seen as having good governance, but
that didn’t prevent Norway, Sweden, and Finland from having a major
crisis in the late 1980s. The United States is certainly viewed as having
strong institutions, but it too experienced a financial bubble that burst in
2001.9 The US economy is, of course, much stronger than most economies
in the world, and the United States was better able to withstand the crisis.
Still, subsequent reinterpretations of the data suggest that, despite the
seemingly low unemployment rate, the post-bubble downturn in the
United States had a huge cost.10

As we’ve discussed elsewhere in this book, developing countries have
even less ability to withstand crises. (Their insurance markets are less
developed and social safety nets are often non-existent. Their economies
are less diversified and their capital markets are often underdeveloped.)
Developing countries are also less able to respond to crises and have fewer
macroeconomic tools to combat boom and bust cycles. For example,
developed countries can use anti-cyclical deficit financing whereas most
developing countries have only a limited ability to do so.

Even sound economic policies don’t insulate countries from the surges
of short-term capital flows. Reforms need to be able to increase a country’s
ability to withstand the shocks posed by capital flows and—since capital
market liberalization will restrict the government’s ability to use counter-
cyclical monetary policy—give policy-makers the tools to respond. Sound
financial systems, improved regulatory structures, and diversified
economies11 might help countries withstand some of the volatility asso-
ciated with capital flows. But strong institutions alone cannot shield
these countries from the pressure of speculative flows, even in the long
run. Good governance will not reduce the volume of short-term capital
inflows (it could even increase these inflows), eliminate the information
imperfections inherent in capital markets, change the pro-cyclical nature
of capital flows, or solve the other problems we’ve discussed in this
book. Policy-makers need additional tools, which is what capital manage-
ment provides.

This is especially the case for small countries that have tiny markets
compared to the size of international capital flows. Large inflows can easily
overwhelm macroeconomic policy in these countries. Paul Volcker, former
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governor of the US Federal Reserve Bank, compared small developing
countries to boats on the tempestuous sea of global finance. A big ocean
liner like the ‘USS United States’ can safely navigate through a storm, but
even the sturdiest small vessel is likely to capsize. Volcker pointed out that
‘the entire banking systems of Indonesia or Thailand or Malaysia are com-
parable to one good-sized regional bank in the United States. Their entire
Gross National Products are smaller than the funds controlled by our
largest financial institutions, including large mutual fund families and
other investors.’12

We should note that the push for open capital markets is a relatively
recent phenomenon. Most developed countries used some form of capital
market account restrictions through the post-World War II period until the
1970s. Capital controls then became increasingly unpopular in the more
general push towards freer markets (deregulation and liberalization), and
many developed countries dismantled their controls.13 The Netherlands,
however, didn’t remove all controls until 1986, and Belgium abolished its
dual exchange market as late as 1990. Spain maintained some controls
until 1991, and then, after a brief hiatus, reintroduced them temporarily in
1992 and 1993 when the peseta came under pressure during the European
Monetary System crises.14

Is Liberalization Reversible?

While recognizing the validity of the arguments against capital market
liberalization, many economists think that the issue is now largely moot.
Most countries have liberalized, they say, and capital market liberalization
is impossible to reverse. Even if it were possible, they continue, it makes
little sense to do so because liberalized countries have already paid the
large costs of adjustment. It might have been a mistake for them to liberal-
ize in the first place, but—as the old economists’ adage has it—bygones are
bygone. In short, they believe, liberalization is a fact of life.

There is a grain of truth in this, but only a grain. Liberalization may
induce firms and households to adapt, which would enhance their ability
to withstand the problems associated with capital market liberalization. So
once countries have made this ‘fixed cost investment’, liberalization
becomes more desirable than it would be had they not made this invest-
ment. But after liberalization, most developing countries still have to
withstand large shocks with high social and economic costs, while the
government’s ability to implement effective macro-stabilization policies
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has been impaired. For these countries, the benefits of many kinds of inter-
ventions in capital markets will still exceed the costs by a considerable
margin. This includes indirect forms of regulation through the banking
system or direct forms of regulation on pension funds. History matters, but
liberalization is not irreversible, and it may even be desirable to reverse it.15

Capital Management at Different Stages of Development

As we mentioned earlier, a growing number of economists now believe
that capital market restrictions might be appropriate for the least devel-
oped countries, but that more advanced countries have the institutional
framework to withstand liberalization and would benefit from it. Others
believe that the choice of when and how to manage the capital account
depends on the specific circumstances in the country. In this section, we
examine the appropriateness of different techniques for countries in dif-
ferent stages of development.

The Least Developed Countries

The question of capital market liberalization for the least developed
countries is markedly different from that of middle-income countries. For
example, the least developed countries rarely experience excessive capital
inflows. Their markets tend to be small, often illiquid, and less of a haven
for hot money. This illiquidity serves as a natural capital account restric-
tion, somewhat insulating the countries from international volatility. The
least developed countries in Sub-Saharan Africa were unaffected, or minim-
ally affected, by currency volatility during both the Asian and Russian
crises.16

That being said, in many of these countries, domestic capital flight has
been extreme. Studies have estimated that capital flight from Sub-Saharan
Africa has totaled more than 145 percent of the region’s outstanding
debt.17 Although controls on inflows might not be necessary for these
economies, well-designed restrictions on outflows could be important for
development. While some policy-makers have argued that controls on
outflows lose effectiveness over time as agents find ways to circumvent
them, there is some evidence18 that capital controls were effective in
reducing capital flight in a number of developing countries in the 1980s.

In our discussion of ‘market failures’ in Chapter 11, we discussed capital
flight as an example of a ‘failure of coordination’.19 Open capital markets
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give domestic agents the opportunity to take their funds out of the country
instead of reinvesting to build the economy. As long as capital flight
continues at the rates often seen in the past, it will be difficult for local
economies to grow. Although everyone might be better off if all residents
reinvested, no single investor has an incentive to do so. Effective regula-
tions on outflows can encourage residents to reinvest.

The problem of capital flight in Russia in the mid-1990s serves to
demonstrate the relevance of these assertions (even though Russia is a
‘transition’ and ‘emerging’ economy and not a least developed country).
Those who obtained their wealth in privatizations that were widely
viewed as illegitimate had an incentive to take their money out of the
country as quickly as possible, ‘stripping assets’. They worried that a suc-
cessor government might try to reverse the privatization, or at least recap-
ture some of the enormous gains. Open capital markets gave them the
opportunity to take their money out. Meanwhile, some of the World Bank
and IMF loans to Russia were reported as ‘lost’. For example, immediately
after the IMF lent Russia funds in 1998, an equivalent amount was tracked
leaving the country through the open capital account.20 Strong capital
account restrictions would have made it more difficult for these funds to
‘disappear’.

Although these policy tools might still be subject to some corruption
and evasion, we should emphasize once again that regulations do not
need to be 100 percent efficient to be effective. In fact, restrictions on
capital outflows can help reduce certain kinds of corruption in other areas,
especially the misuse of public funds and tax evasion.

International financial institutions could take on a new and useful role
by helping countries devise and implement efficient regulations. (And
international measures to restrict bank secrecy might also discourage
capital flight associated with illegal activities.)

In more general terms, we can say that the least developed countries,
which often do not have the institutions to withstand the volatility associ-
ated with open capital markets, also lack the administrative capacity for
efficient interventions. These countries may find it easier to administer tra-
ditional quantitative restrictions that rule out specific forms of indebted-
ness (such as short-term borrowing abroad except for trade credit lines and
borrowing in foreign currency by residents operating in non-tradable sec-
tors) than price-based controls.21 Restrictions generally work best when
domestic financial development is limited (as is the case in these coun-
tries) because there is less room for circumvention through derivatives and
other financial market transactions.
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Emerging Market Countries

The currency crises in the 1990s hit emerging market countries
particularly hard. Most of the debate on capital market liberalization has
focused on the circumstances in these countries, which often have more
developed capital markets and greater administrative capacity than the
least developed countries. As we’ve seen, Chile, Colombia, Malaysia,
Vietnam, China, Hungary, Poland, and India are among the countries that
used various forms of capital account regulations with some success in the
1990s.

It’s important for these countries to be able to adjust their interven-
tions as economic conditions change or loopholes develop. For this
reason, having a permanent but flexible regulatory regime in place (one
that can be tightened or loosened through economic cycles) may well be
the best choice for emerging market countries. The cost of building
administrative capacity is not negligible, but as countries learn to adapt
regulations and other interventions to changing circumstances, they also
develop their administrative capabilities. This means that governments
must maintain their autonomy to impose capital-account regulations
and to reimpose them if necessary rather than dismantle them during
periods of calm.22

Some economists argue that the real question is not whether more
developed countries should or should not intervene in capital markets but
whether interventions are still effective, given the growth of derivative
markets and the globalization of financial markets. From this perspective,
capital market liberalization is inevitable, as market players will find new
ways to circumvent restrictions. As we discussed in the last chapter, other
economists worry that derivatives and greater financial integration have
increased the risks associated with liberalized capital markets so that the
need for more capital management tools—tools not allowed under
complete capital market liberalization—is greater than ever.

The growing use of derivative products has no doubt made the manage-
ment of capital flows and the formulation of appropriate regulations
more complex. The failure of Long-Term Capital Management (LTCM)
exemplified the difficulty of monitoring these markets.23 As we noted
in Chapter 10, much of LTCM’s funding for derivatives positions came
from well-regulated commercial banks in one of the most highly regu-
lated banking systems in the world.

Despite the increased complexities and the enhanced ability to circum-
vent capital market regulations, derivative products are unlikely to make
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regulations completely ineffective. The case of Malaysia has shown how an
emerging market can use prudential regulations combined with direct
controls to manage its capital account and even limit the growth of an
offshore derivatives market. Countries with well-developed domestic finan-
cial markets can also manage the capital account indirectly, through
banking regulations. A greater willingness to monitor hedge funds in the
United States might have prevented the failure of LTCM from threatening
to grow into an international financial crisis. And despite the difficulties in
monitoring derivatives, few policy-makers or economists would argue that
we should give up prudential regulation in the banking system.24

Some economists have long believed that traditional capital manage-
ment techniques become less effective over time. They leveled this
criticism at many of the controls used in the 1960s and 1970s in developed
countries as well as some of the later regulations used in developing coun-
tries. But experiments in the 1990s showed how improved techniques
could strengthen the effectiveness of regulations. And, as we’ve stressed,
regulations don’t have to be 100 percent effective to be successful, espe-
cially when one of the objectives is to prevent crises associated with
massive quick movements of capital. Even if some policies lose potency
over time, experience has shown that they can still help moderate capital
flows, and their volatility.

Concluding Remarks

We conclude by reiterating that the conventional wisdom that the least
developed countries should use capital account restrictions but then
dismantle them as they build an institutional framework, is overly
simplistic. Instead, each country needs to ask what is the best mix of
interventions for its stage of development and administrative capacities.
‘Monotonicity’ in capital market regulations—a steady decrease in their
magnitude—may not be desirable. The cycle of development might
instead require initially increasing controls as a country builds its adminis-
trative capacity and develops its markets. Later, the forms of regulations
might shift from traditional controls to measures that include indirect
regulations. But whatever the progression, regulations need to be
structured to fit the economic and institutional capacity of each country.

It is clear that there are externalities associated with capital flows for all
countries, and these externalities make some form of intervention desir-
able, as long as it’s possible to administer the intervention effectively, at
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reasonable costs, with limited adverse side-effects. As countries develop,
not only do the costs and benefits of intervention change, but so too do
the administrative capacities to implement effectively interventions. Even
developed countries might choose to use some forms of capital account
regulations.

Previous chapters have described an array of tools available to economic
policy-makers for intervening in capital markets. Some affect the risk prop-
erties of the economy, for example, the extent to which it is exposed to
changes in capital market sentiment or the extent to which such changes
can be amplified or dampened. Others affect the scope of macroeconomic
management by giving policy-makers greater latitude in sound macroeco-
nomic management. And still others are the actual tools of prudent macro-
economic management themselves.

Economists now generally agree not only that capital market liberaliza-
tion increases risk but also that there is little evidence that it brings the
promised rewards. Yet, just as it seemed the IMF had acknowledged that
liberalization should not be pushed on countries, the US government
introduced open capital markets as a condition in its bilateral trade talks
(e.g. the 2003 trade agreement with Chile and Singapore).

This reveals how international political processes often pay more
attention to ideology and special interests than to economic science—to
theory and evidence. Economists are partly to blame because they haven’t
done their part to present their analyses and results of their research to
policy-makers and citizens in an accessible and persuasive manner. We
intend this book (and the series of which it is a part) to be a first step in fill-
ing the gap.

The fact that international economic institutions pushed capital
market liberalization so hard for so long also raises important questions
about whose interests they are serving: are they serving the interests of
their different member states in a balanced way? Are they excessively
influenced by some schools of economic thought? It’s often difficult to
determine the appropriateness of a particular policy—just as it’s difficult
to second-guess a firm’s management to ascertain whether it’s pursuing
policies that maximize shareholder value. We can put a firm’s manage-
ment to the test only under certain circumstances: for example, when we
see clear conflicts of interest and abuse of management prerogatives (as
was the case in the accounting, banking, and corporate scandals in the
United States that became evident at the beginning of this century).
Should we look at the advocacy of capital market liberalization in a simi-
lar light? If so, what inferences should we draw? What weight should be
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given to their assertions and recommendations in the future? What
reforms does this suggest for the governance and operation of interna-
tional economic institutions?

We can’t pursue these questions in this volume, but they underscore the
importance of the IPD project and this series of books: the public needs
access to alternative perspectives on the key economic issues facing devel-
oping countries, perspectives that we hope will be less tainted by ideology
and special interests. We firmly believe that few issues matter more to the
lives, livelihoods, and future prosperity of hundreds of millions of people
in the developing world.
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14

Stabilization, Liberalization, and
Growth

This book is about stabilization and liberalization policies in developing
countries. In this final chapter, we bring together the various strands
explored in the book, and highlight the links between stabilization,
liberalization, and growth.

We emphasized early on that developed and developing countries have
markedly different macroeconomic objectives and structures. We began from
the premise that the ultimate objective of economic policy is to improve the
long-run well-being of all of the people in the country, with particular
emphasis on the poor. We argue here that real instability has high costs to the
economy, and that real stability, rather than price stability, should be the
focus of stabilization policies. We rejected the pursuit of price stability as an
end in its own, since its relevance is based on the extent that it affects our ulti-
mate objectives of growth, full employment, real stability or security, and the
distribution of income.

We’ve also emphasized that markets, especially in developing countries,
are imperfect. There’s an important role for government, and we believe
there needs to be a balance between government and markets.
Macroeconomic policy has traditionally employed fiscal and monetary
tools to achieve its goals. But, as we’ve emphasized in this book, there
are additional microeconomic tools and structural policies, including
capital account regulations, prudential regulations, tax policies, industrial
policies, and improved accounting, that policy makers can also use to
better manage the economy.

Economics is marked with divisions. As we’ve noted, there are divisions
between macroeconomic policies and structural policies, and between
stabilization policies and growth policies. Traditionally, stabilization pol-
icy focused on aggregate demand, and growth policy concentrated on



aggregate supply. In particular, growth policies focused on increasing
savings and investment, including investments in new technology. One
strand of modern growth theory (associated with Solow in 1956) assumes a
rate of technological change and population growth and argues that the
long-term growth rate is entirely dependent on these assumed rates. This
theory argues that (in a closed economy) the level of per capita income in
the long run depends only on the savings rate.1 Thus, issues of short-run
stabilization don’t affect long-term growth or (steady state) per capita
income, and structural policies affect efficiency and may thus allow for
one-time bursts in growth.2

There are reasons, however, why this analysis may be misleading. How
the government pursues stabilization also matters. We’ve already suggested
that there’s evidence that lower income today is associated with lower
income in the future,3 so policy-makers should try to avoid policies that
slow today’s economy in the expectation of future growth. For example, in
facing, say, a crisis, the government should not raise interest rates exces-
sively because the high rates can impede current as well as future growth. 

Similarly, structural reforms like capital market liberalization, may lead
to increased risk, and given the imperfections of capital markets, they may
lead to less efficient resource allocation. They increase exposure to shocks
and may make the conduct of real stabilization policy more difficult.
Overall volatility may increase, investment may be discouraged, and
growth slowed. The social effects of the different phases of the business
cycle may be asymmetric: employment and poverty may increase rapidly
in recessions and recover more slowly and incompletely during upswings.
As we have argued, there are also distributional consequences associated
with alternative policy choices.

This chapter is divided into four major sections. In the first, we review
why instability is bad for the growth of the economy. In the second, we
review the argument that an excessive focus on price stability, as opposed
to stability of output or employment, can be bad for growth. In the third,
we argue that excess reliance on monetary policy as a tool for stabilization
may be bad for long-run economic growth and examine the long-run con-
sequences of failing to maintain the economy at as close to full employ-
ment as possible. In the fourth and final section, we bring together the
various strands of argument put forward in this book: we first look at the
issues of liberalization and macroeconomic policy through the lens of
risk management, and then discuss the links between stabilization and
liberalization, and between growth and poverty.
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Links between Real Instability and Growth

Real instability exercises adverse effects on growth through several chan-
nels. Crises lead to the destruction of the net worth4 of firms and banks,
and reduce the willigness to undertake risks including banks’ ability and
willingness to lend, and firms’ willingness and ability to invest. The
important investments that would likely be foregone include risky
investments that are also productivity enhancing, such as investment
that develops and/or adapts new technologies. High levels of defaults
and increased uncertainty about the economic environment also mean
that banks and other financial institutions are less able and willing to
extend loans. These effects can only be reversed, as balance sheets gradu-
ally get ‘restored’ to pre-crisis levels. When there’s significant loss of orga-
nizational and informational capital, the effects may be even longer
lasting. For example, in more extreme cases, as in East Asia, crises lead to
corporate bankruptcies, which can undermine the financial sector, with a
loss of organizational and informational capital that can’t easily be
reversed.

Throughout this book, we have also discussed several channels through
which changes in financial sector variables (interest rates and exchange
rates) affect real variables: (a) the reduction in demand for goods and ser-
vices produced by domestic firms obviously hurts firm profitability; (b)
large devaluations during currency crises hurt the balance sheet of firms
with foreign-denominated debts; (c) increases in interest rates that often
accompany crises reduce the values of domestic assets, hurting the bal-
ance sheets and profitability of virtually all domestic firms; and (d ) uncer-
tainties concerning the state of balance sheets and future profitability
affect the ability and willingness of firms to borrow and invest and banks
to lend.

Real instability also imposes large costs in labor markets. Just as uncer-
tainty may discourage firms from investing in plants and equipment,
volatility may discourage individuals from investing in human capital.
Furthermore, as we noted earlier, when human capital deteriorates, work-
ers remain unemployed or underemployed for more extended periods
of time.

The effects of a crisis are often longer lasting. Capital constraints imply
that, in developing countries, families may have to interrupt the education
of their children in a crisis. Often, once interrupted, education doesn’t
resume, even when the economy emerges from the crisis. In some more
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extreme cases, the increased poverty of a crisis leads to increased
childhood malnutrition.

There may also be important balance sheet effects on the government—
again with long-run consequences. For instance, Malaysia, by imposing
capital controls, was able to stabilize its economy and its exchange rate
better, without raising interest rates. Because of the lower interest rates,
there was less necessity for it to rely on fiscal policy than there was in other
East Asian crisis countries. The lower interest rates meant that fewer firms
went into bankruptcy, and banks’ balance sheets were in better shape;
there was less of a need for government bail-outs to the financial sector. As
a result, Malaysia emerged from the crisis with less of a legacy of debt than
did the other East Asian crisis countries.

Lastly, with increased volatility, governments are forced to set aside
more funds in reserves (especially if they want to stabilize exchange rate
movements). As we’ve discussed in earlier chapters, maintaining reserves
has a high opportunity cost.

Some have argued that the cost of real instability is often exaggerated:
during the boom, the economy grows faster than it would in a steady
policy, largely offsetting the losses that occur because the economy moves
more slowly in the subsequent downturn. But there are important asym-
metries and hysteresis effects: the booms do not make up for the losses
from recessions, nor do the gains by some make up for the losses of others.

The net effect has been weak or negative growth in economies that have
experienced real and financial instability, through one or more of the chan-
nels described above.

Balancing Objectives: The Risks of an Excessive Focus on 
Price Stability

A central policy question is how governments should balance their multi-
ple objectives. It would be nice if the same measures that improved stabil-
ity necessarily improved growth as well. In the previous section, we argued
that there are a variety of reasons why real stability is good for the econ-
omy. But, unfortunately, much of the debate about stabilization policy is
not on how best to achieve real stability of the economy, but on how much
weight to put on price or exchange rate stability. Some argue that price sta-
bility is necessary and almost sufficient for strong economic growth. Our
analysis suggests that it’s real stability that is linked with growth, and that
price stability is not closely linked to real stability.

Conclusion

236



Inflation versus Output Stability 

There is some evidence that countries that have focused on price stability5

have not achieved greater output stability. During the period in which
monetarism dominated central banking, it was clear that the focus on
price stability often led to high volatility in (real and nominal) interest
rates, with the adverse effects discussed more extensively below.

Assume, for instance, that a focus on price stability results in less volatil-
ity in inflation, but more volatility in output. Is investment more sensitive
to volatility in inflation, or volatility in output? Most standard theories
would suggest the latter (so long as inflation is kept within bounds). With
floating or variable rate loans, the real interest rate (which standard theory
says should be the focus of firms’ concern) varies little.

Inflation, as has been repeatedly noted, is important mainly as it affects
real variables of concern, like growth and inequality. Inflation is like a tax,
and like any tax, there are inefficiencies associated with it. It remains an
open question whether a moderate inflation tax may be, for some coun-
tries, a relatively efficient way of raising revenues to finance investment
expenditures.6 In general, the real costs associated with low to moderate
inflation are limited.

But even if inflation has real costs, so do the measures governments take
to reduce it. If stabilizing inflation leads to more unstable output or more
volatile interest rates and substantially higher levels of unemployment,
then the costs of stabilizing inflation may outweigh the costs.

Exchange Rate versus Output Stability

The East Asia crisis brought home the potential trade-off between
exchange rate, price and output stability, and economic growth. One of
the reasons for the concern about exchange rate stability is the fear that
currency depreciation will lead to inflation. As we discussed earlier, recent
episodes, for example in East Asia and Latin America, of large depreciations
have not been followed by excessively high inflation, greatly allaying wor-
ries that depreciation will set in motion a process of persistent inflation.
Evidently, market participants have been able to see these depreciations as
one-off events.

In the case of a crisis, the concern is that the exchange rate should not
fall too much. During the East Asian crisis, a further set of links between
(short and medium-term) growth and exchange rates was identified. As we
discussed earlier, the large currency depreciation adversely affected the
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balance sheets of firms with foreign-denominated debt, increased the risk
of default, and led to the destruction of information and organizational
capital. But the means by which this concern was addressed led to even
worse adverse consequences. Interest rates were raised, with potentially
more adverse effects on balance sheets and firm viability. On a priori
grounds, it may not have been possible to ascertain which was worse: what
was required was a close look at the structure of the economy. As it turned
out, the posited trade-off really did not exist. The adverse effect on the
economy of raising interest rates drove capital out of the country,
weakening rather than strengthening the exchange rate.

The nature of the trade-offs depends critically on the circumstances
of the country. When firms are highly leveraged with short-term debt, the
adverse effects of raising interest rates are likely to be particularly marked.
In Brazil, the firms were not highly leveraged, but the government was.
Raising interest rates forced the government to increase its borrowings.
The anxieties set off by the worsening fiscal straits of the government
led to capital flight and a weaker exchange rate. In these circumstances,
higher interest rates represents a lose-lose policy.7

Budget Balance versus Output Stability

Typically, when economies go into a downturn, tax revenues decline, and,
if there are significant social protection programs, overall expenditures
increase. As a result deficits may rise, even in countries that normally man-
age to balance their budgets, and may increase markedly in countries that
generally run budget deficits. Standard macro-prescriptions hold that gov-
ernment should respond to a downturn by counter-cyclical fiscal policies—
increasing expenditures or cutting taxes. This is precisely what China did in
the East Asia crisis, as it saw a decline in its potential exports. China used
counter-cyclical policy to strengthen the economy in the short run by mak-
ing investments that enhanced long-term growth. This makes enormous
economic sense: the social cost of investment at such times is very low. As
we discussed in Part III of this book, capital account regulations gave China
the scope to engage in countercyclical fiscal and monetary policy.

The Risks of Deficit Fetishism

The conservative ‘deficit fetishism’ assumes that policy-makers should
respond to a crisis by cutting back on government expenditures to reduce
the deficit. The argument is that reducing the deficit enhances confidence
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in the economy and the country’s government and results in more invest-
ment, quickly restoring strength in the economy, and leading to stronger
long-term economic growth.

We know of no instance in which this confidence ‘trick’ has worked in a
developing economy. On the contrary, as standard economics has pre-
dicted, the contractionary fiscal and monetary policies typically worsen
the downturn (evidenced by the experience not only in East Asia, but also
in Argentina). Inevitably, in most developing countries, such cutbacks
affect public investment in one form or another, and adversely affect long-
term growth through this channel as well. But there are high costs not just
to cutbacks in infrastructure. Cutbacks in food programs may lead to mal-
nutrition, and a single episode of childhood malnutrition may have life-
long consequences. Cutbacks in health may lead to increased prevalence
of diseases, again with long-term consequences. Cutbacks in education
may similarly hurt the prospects of an entire generation.

The Risks of Excessive Debt

Still, especially large debts can affect future economic growth, especially
when the deficit is financed abroad. If the debt is short term, countries
become hostage to the vagaries of the international financial market and
lose the ability to engage in counter-cyclical monetary and fiscal policy, as
we discussed earlier. 

The Risks of Excessive Austerity

The United States’ experience in the early years of the twenty-first century
shows the risk of badly managed macro-policy. Badly designed fiscal poli-
cies—huge tax cuts—provided little stimulation, but led to large debt. In
many developing countries, policy debates have focused on the other side
of the coin, the long-run costs of excessive austerity and how policy affects
the mix of outputs. Obviously, countries have to live within their con-
straints, but there are two criticisms previously noted that have some sub-
stance: (a) accounting frameworks have sometimes imposed unnecessary
stringency; and (b) the international economic institutions have been
excessively preoccupied with fears of inflation, and have not appropriately
balanced the risks. Excessive austerity has forced countries to cut back
unnecessarily on high return public investments, led to higher levels of
unemployment, and led to larger gaps between the economy’s actual out-
put and its potential output. All of this has harmed growth.
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The Importance for Growth of Maintaining the Economy 
at Full Employment

As we have underscored in this book, there are high costs associated with
failing to maintain the economy at full employment. There are high costs
to governments responding to an economic downturn by undertaking
macroeconomic policies that exacerbate rather than dampen real fluctua-
tions. We have argued that the economy loses in both the short and the
long run.

Maintaining the economy at as near full employment as possible leads
to higher tax revenues, lower safety net expenditures, and a more positive
fiscal position. It may lead to more capital inflows (less capital flight) and
less depreciation of the exchange rate (and potentially even less inflation)
than a policy that is focused on budget or trade balance, or on inflation or
exchange rate stability.

The long-run benefits of maintaining the short-run strength of the econ-
omy are reflected not just in lower deficits and higher investment. In the
labor market, ‘learning by producing’ may lead to increased productivity
of firms and individuals. Growth begets growth.

Liberalization, Growth, and Short-Run Stabilization

There is another direction of causality that is often emphasized.
Conservatives often argue that certain reforms in the economy, such as
trade and financial market liberalization and labor market reforms, will
result in a more flexible and dynamic economy. The economy will adjust
better to shocks in the short run, simultaneously reducing inflationary
pressures and lowering the ‘natural’ rate of unemployment, and growth
will be enhanced in the medium and long run. To put it another 
way—supply-side reforms lead to better demand-side performance.

There is, in fact, little support for this view. On the contrary, financial
market liberalization that leads to foreign ownership of banks with limited
information about domestic producers may, at least in the short run, con-
strain the supply of funds going to such firms, impeding stabilization in
the short run and growth in the long run. In this book, we’ve emphasized
the opposite set of linkages: improved demand-side management has posi-
tive supply-side effects. Poor demand-side management can lead to more
bankruptcies and less availability of capital (both through banks and other
financial intermediaries), as it did during the East Asia crisis. The normal
positive demand-side response through exports and the expansion of the
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import competing sector from the large devaluation was overwhelmed by
the large negative supply shock.

How Stabilization is Pursued

There are important consequences of the way stabilization is pursued, to
which we have already alluded. This is, of course, standard fare: reducing
aggregate demand when the economy faces inflation by reducing govern-
ment expenditures is often alleged to be better for growth than doing so by
increasing interest rates, since the latter leads to reduced investment. But
whether this is the case depends on which government expenditures are
cut back: if it’s high return investments in infrastructure, growth would
have been enhanced by using monetary policy rather than a contraction
in government investment. (Still better, of course, might have been
increases in taxes.)

In this section, we summarize why excessive reliance on the use of mon-
etary policy (high interest rates) may, in particular, have adverse effects on
long-term economic growth. There are adverse effects on growth and out-
put in both the short and long run. Using monetary policy or the exchange
rate to stabilize the economy leads to large volatility in interest rates. Of
particular concern are those situations where the consequences of a policy
choice are long run, and not easily reversible. For example, the high inter-
est rates imposed on East Asia led to massive bankruptcies (and predictably
so, given the high level of indebtedness). Raising interest rates, as we
noted, may force firms into bankruptcy; subsequently lowering them does
not un-bankrupt them. There are long-term consequences for growth from
these short-term policies.

Interest rate volatility8 also limits the use of debt finance. The rapid
growth in Korea and other East Asian countries depended on debt finance.
In the absence of debt finance, firms would have had to rely on self-
finance, and this would have limited their rate of growth. There is a further
loss of overall economic efficiency, as the reliance on self-finance means
that capital is less efficiently allocated.

Huge increases in interest rates such as those that occurred during the
East Asian crisis will almost surely lead to less debt finance. There is more
than a little irony that while conservative economists argue for the use of
interest rate policies because they enhance the efficiency of the econ-
omy—the government does not interfere with the allocative decisions of
the market in ways that it might were it, for instance, to use administrative
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methods like limiting investment in speculative real estate or requiring
higher collateral requirements9—in fact reliance on interest rates may
lower the overall efficiency of the economy.

Today, there is widespread recognition that the conduct of monetary
policy may have effects on output in both the short and long run. We
noted earlier how the emphasis by central banks on monetarism had
resulted in huge volatility in interest rates, with adverse effects not only on
output in the short run, but on growth in the medium and long term.

Some have argued that switching to inflation targeting may improve
growth and output performance. In particular, if markets believe that
inflation is more likely to be within a narrow band, there can be much
larger changes in unemployment before inflationary expectations (with
resulting wage adjustments) are set off. Inflation targeting would then
improve the trade-off facing policy-makers. The evidence on this, how-
ever, remains limited. Critics of inflation targeting, on the other hand,
emphasize the risks: monetary authorities may be forced to increase inter-
est rates when inflation increases, even though there is a widespread per-
ception that the price increases are one-off, and not likely to give rise to
an inflationary episode. More importantly, the appropriate adjustment to
many kinds of disturbances to the macro-economy that would be associ-
ated with higher aggregate demand is not an increase in the interest rate.
The full adjustment process associated with inflation targeting may be
highly inefficient.

Stabilization, Liberalization, Growth, and Poverty

Risk

This book has looked at macroeconomic and structural policies through
the lens of risk analysis. It should be clear by now why we have joined
together the discussions of macroeconomic policy and capital market lib-
eralization. Capital market liberalization has led to some of the most
important macroeconomic shocks facing countries in the developing
world. It is a source of instability. At the same time, even when the source of
the shock to the economy was elsewhere, it resulted in the shocks being
amplified—in marked contrast to what those who advocated capital mar-
ket liberalization predicted, that it would lead to enhanced stability. And
finally, it has circumscribed countries’ ability to respond to shocks. The net
result is increased real and financial volatility.
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Of course, firms, households, and governments respond to increased
volatility by taking defensive measures, such as building reserves or larger
precautionary savings. These responses typically result in lower volatility,
with a lower cost than otherwise would have been the case, but the volatil-
ity is still greater than it would have been without capital market
liberalization.

Furthermore, these measures have their own costs, so that the adverse
effects cannot be simply assessed by looking at the net increase in volatil-
ity. Real and financial volatility is bad for growth, but so too are the defen-
sive measures taken—the high reserves and the limited resort to debt
finance.

Stabilization, Distribution, and Poverty Reduction

We have repeatedly emphasized the distributional consequences of alter-
native policies. Different parties bear the risks associated with different
policies. Policies that result in greater real instability (like capital market
liberalization) have particularly adverse consequences on the poor. The
deterioration of the labor market in a downturn is generally very rapid
(through open unemployment, a worsening in the quality of jobs or in real
wages, and a rise in informality), whereas the recovery is slow and incom-
plete. This is reflected in the long-lasting worsening of real wages in
Mexico after the Tequila crisis. Still other effects work through long-lasting
impacts on social conditions. Boom-bust cycles have ratchet effects on
social variables. The fact that governments are often forced to cut back on
social expenditures in an economic downturn (as part of their pro-cyclical
pattern of expenditures) exacerbates, of course, the adverse effects on
social conditions.

Interest rate policies have, of course, allocative effects; but they also have
large distributional effects. Sometimes, the distributional effects are of an
order of magnitude greater than the allocative effects. Raising interest rates,
say from 5 to 15 percent, may not curtail speculative real estate invest-
ments, but it can have a devastating effect on manufacturing firms that rely
on debt finance for working capital. In such cases, it is natural for govern-
ments to look for instruments that control the economy with smaller distri-
butional impacts. Administrative interventions, for example, limiting real
estate lending or capital controls, may on these grounds be preferable to
reduce ‘overheating’ than simply raising interest rates. (For example, as we
noted above, by resorting to capital controls, the Malaysian government
was able to limit the extent to which it had to raise interest rates.)
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There are also important distributional consequences for how govern-
ment manages macroeconomic policy in the short run, and how it bal-
ances risks of inflation and unemployment. While it is often asserted that
inflation is the cruelest tax on the poor, as we have noted, a more detailed
look at the costs of inflation versus unemployment suggests that unem-
ployment is much more costly for the poor, at least in many countries.10

A similar analysis applies to the consequences of an unanticipated cur-
rency depreciation, which in some instances results in an increase in the
prices of imported basic necessities before the corresponding increases in
wages, leading to increased poverty. On the other hand, a weak exchange
rate, and perhaps even more so, an exchange rate that is expected to depre-
ciate, stimulates investments in, and output of, exports and import substi-
tutes. Accordingly, a weak exchange rate may be associated with
employment creation and poverty reduction. This is especially the case for
a country like China, in which there’s an inadequately developed safety
net. Job creation associated with exchange rate policy is the anti-poverty
policy.

By contrast, the incidence of cyclical unemployment falls dispropor-
tionately on the unskilled and low-wage workers; typically (though not
always) higher skilled workers can displace lower skilled workers, if the
higher skilled worker is willing to accept a wage cut. By the same token, the
incidence of budget cuts associated with excessive budgetary stringency
may fall disproportionately on the poor if social spending falls within the
area of budget cuts.

On average, of course, growth is associated with poverty reduction, and
to the extent that stabilization policies promote or hurt growth, they may
correspondingly reduce or increase poverty (relative to what it might
otherwise have been). But some growth strategies are more pro-poor than
others, and by the same token, some stabilization strategies are more pro-
poor than others. Those that succeed most in stabilizing the real economy
and reducing risk, are likely to be more pro-poor, precisely because the
poor, who are least able to bear the risk, disproportionately bear the
brunt of it.

Concluding Remarks

Market economies have always been subject to high levels of volatility. In
spite of progress in economic science, we not only have failed to eliminate
this volatility; there is some evidence that it may have become worse.
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Some hundred countries within the developing world have experienced
some form of crisis from the 1980s to the end of the century.11 Nor has
progress in economic science eliminated some of the central controversies
concerning the appropriate conduct of stabilization policies—those poli-
cies designed to stabilize the economy, respond to downturns, and prevent
inflation. In spite of the development of sophisticated econometric mod-
els to forecast the future of the economy, we remain uncertain not only
about what will happen in each economy over the next few months, let
alone the next few years; and we remain uncertain about the consequences
of alternative policies.

In this book, we have emphasized that government policy should work
to reduce the real and financial volatility of the economy, and maintain
the economy at as close to full employment as possible. This reinforces the
emphasis placed on the importance of real stabilization; but it also
reinforces the emphasis placed on developing policies that reduce the
exposure of the economy to risk and increase its ability to respond,
especially automatically, to the risks it faces. That is why liberalization
policy cannot be separated from macroeconomic policy.

But our analysis has also stressed that how the economy is stabilized
makes a difference. And the effects are more profound and longer lasting
than those identified in the usual discussions, which focus on how the mix
of monetary and fiscal policies affects the division of the economic pie
between consumption, investment, and government. Cutbacks in public-
sector expenditures and large increases in interest rates—standard staple in
the ‘conservative’ policy responses to the threat of increasing inflation—
not only are often ineffective in the short run, but also have negative effects
on long-term growth. Even though sold as increasing economic effi-
ciency, they often do exactly the opposite, reducing the overall efficiency
of capital markets.

From this perspective, it is easy to understand the strong criticisms lev-
eled against capital market liberalization: it exposes countries to greater
economic volatility and often forces them to respond in ways that further
impede long-term economic growth and allocative efficiency of markets.
It’s also easy to understand the strong criticisms leveled against an exces-
sive focus on price stability: not only does price stability not guarantee
growth; an excessive focus on price stability may impede growth.
Stabilization policy cannot be separated from growth policy. Failure to sta-
bilize may hurt growth, but stabilization, in the traditional sense of the
term (price stability and fiscal adjustment), does not necessarily lead to
economic growth. Stabilization focusing on the wrong objectives and
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using the wrong instruments can actually hurt growth and increase
poverty. This is one of the reasons that a stabilization policy focused on
growth and employment is of such importance.

Finally, the links between growth, stability, and poverty are complex,
and are not adequately summarized in the mantra that stability and
growth are good for poverty reduction, and the associated mantra that
structural reforms are good for growth, which is in turn pro-poor. Some
reforms, such as capital market liberalization, have not been good for
growth; but even had CML been good for growth, it would not have been
good for stability. Instability—real instability—leads to more poverty.
While growth, in general, may be good, it matters how growth is achieved;
if it is achieved through policies that lead to more instability, poverty may
be increased.

While the issues raised in this book are likely to continue to be debated
among economists and the public at large, what we do know is that the
brunt of the risks is felt by different groups within society. There is not
a single policy which Pareto-dominates all other policies. Accordingly,
we cannot simply delegate to technocrats the task of finding that Pareto-
dominant policy.

Economic policies inherently must be part of the political process. This
book—and the work of the Initiative for Policy Dialogue macroeconomic
and capital market liberalization task forces—are not intended to resolve
these uncertainties, but to help lay out alternative views, to facilitate a
democratic discussion of the alternatives, and more broadly, of the institu-
tional frameworks within which the key macroeconomic decisions
are made.
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Notes

Chapter 1

1. Easterly et al., 2001; Ocampo, 2002; Ocampo, 2005b.
2. By some accounts, the IMF was founded to ensure the stability of the exchange

rate system. Interventions were directed at helping a country ward off an attack
on its fixed exchange rate, by providing it with the dollars necessary to sustain
its exchange rate. Instability of exchange rates opened up the threat of competi-
tive devaluations, a form of ‘beggar thy neighbor’ policy in which each country
would restore its economy through increased exports and reduced imports. We
take the more expansive view that Keynes wanted to ensure global full employ-
ment. This meant that countries that ran surpluses (in some sense, produced
more than they consumed) were the source of the problem of global insuffi-
ciency of aggregate demand. He proposed taxes and other sanctions be imposed
on such countries (Galbraith, 2003). By the same token, a country that was fac-
ing a downturn and was unable to finance a deficit threatened others’ welfare
through a reduction in imports, regardless of the size of its current surplus or
deficit. There was a global interest in ensuring that each country maintained the
strength of its economy.

3. See Lane et al., 1999 and Wall Street Journal, 20 Jan. 1999.
4. See IMF, 2003.
5. Capital Market Liberalization is discussed more extensively in Chapters 10–12 of

this book.
6. See Chang, forthcoming 2006.
7. A Pareto-dominant policy makes everyone at least as well off, and some better

off, than under any alternative policy.
8. One of the main charges leveled by critics of the IMF is that they do not have suf-

ficiently nuanced policies; that even if charges of imposing one-size-fits-all pre-
scriptions are exaggerated, the IMF has not been sufficiently attuned to the
differences in economic circumstances. This was, for instance, one of the main
concerns raised in the initial responses to the East Asia crisis, which, unlike the
Latin American crises of the early 1980s, was not caused by large government
budget deficits or loose monetary policy. The fact that corporations were highly
leveraged meant that imposing high interest rate policies on East Asia would
have drastically higher costs than such policies had had in Latin America. See
e.g. Furman and Stiglitz, 1998. See also Taylor, 1988.



9. See Mayer, 2002 and 1990.
10. See e.g. Greenwald and Stiglitz, 2003.
11. See Kaplan and Rodrik, 2002; See also Jomo, 2001.
12. See Nayyar, 2002b.
13. Though there is a curious correlation: those who put less weight on the

welfare of workers are more likely to argue that the likely adverse effects
are smaller.

Chapter 2

1. See Stiglitz, 1999; Chang, 2001, ch. 1; Nordhaus and Tobin, 1973; Eisner, 1988;
Sen, 1999; Nayyar, 2002c.

2. More accurately, if natural resources are being depleted, sustainable develop-
ment requires that there be offsetting investments, so that the total capital
stock of the country (natural, physical, and human) is not decreased. There are
also a host of subtleties associated with weighing the well-being of different
generations which we do not address here. Another important dimension of
sustainable development about which we shall have little to say is social
sustainability; economic policies may, for instance, contribute to the erosion
of social capital. See e.g. Stiglitz, 2000b, and other papers in the volume.

3. SeeStiglitz,2000a;Chang,2001,chs.9and7;Stiglitz,2001b;BhaduriandNayyar,
1996;Nayyar,2003a; andCh.10 inthis volume.

4. There is some controversy about what is meant by stability, which we will
come to shortly. Needless to say, given our focus on real macroeconomics, our
attention centers around volatility in the real variables—output, employment,
and real wages; but much of the attention in policy circles focuses on stability
in the level of prices or the rate of inflation.

5. There are other approaches that focus more on societal interactions. Even
within an individualistic framework, individuals could face a loss of welfare
as a result of envy. Their utility depends on the income of others, on their
relative well-being, and their sense that society is being fair to them. More
strongly, some may contend that societal well-being is not adequately captured
by an individualistic social welfare function, even when it incorporates these
envy effects.

6. It is easy to see why this matters for the social costs of unemployment: Assume
an individual has two bouts of unemployment, each lasting a year. The two
years’ loss of income is still only 5% of the average individual’s lifetime work, a
loss equivalent to but two or three years’ wage growth, and an amount that
would be ‘manageable’ with limited stress. This understates the individual’s
loss of welfare from losing a job, since future wage prospects are also adver-
sely affected (Farber, 1993 and 2003). In that sense, even countries with
good unemployment insurance do not really provide adequate insurance
against the risk of being unemployed; they only replace (and typically for a
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limited time) income during the period of unemployment; they do not
compensate individuals for their lower future expected wages.

7. Though there are marked differences among developed countries both in
coverage and the replacement rate (the fraction of the individual’s normal
income that unemployment insurance replaces). For instance, in 2003, the
unemployment insurance replacement rate as a percentage of average produc-
tion worker (APW) was 41% for the United States; 78% for Sweden, 85%
for Finland, and 71% for Japan. The duration of unemployment benefits also dif-
fers (maximum 6 months in the United States, at most 15 months in Sweden).
Data are from OECD and the European Commission (2004). In 2003 about
40% of unemployed workers in the United States received unemployment
insurance benefits. The average weekly benefit check was $262, which replaced,
on average, 47% of a worker’s previous salary. Workers received that benefit
for an average of 16.4 weeks in 2003 (http://www.epinet.org/content.cfm/
issueguides_unemployment_index). Among the OECD countries, the United
States has the lowest replacement rate, barring Greece and Spain.

8. Because of the relatively short bouts of unemployment, if there were good insur-
ance markets, or if individuals had large amounts of savings, or if they could bor-
row against future income, then they could smooth the loss of income over their
lifetime, and accordingly the social costs of unemployment would be limited.
But even in developed countries, none of these hypotheses is correct. (a)
Although there is some implicit insurance provided by employers (they retain
workers that they do not need on the job with pay for a least a short while),
changes in mores, in which firms are encouraged to fire workers who are no
longer needed, have lessened the extent of such insurance. Perverse incentives
may play a role as well. When corporate executive pay depends on share value
and share value reflects short-run profits, it pays managers to fire unneeded
workers, even if in doing so long-term profits of the firm are reduced. (The shift
in mores and incentive structures is likely to result in less labor hoarding, and to
imply a smaller reduction in productivity in recessions—but larger impacts on
unemployment.) (b) Even in developed countries, more than half of the popula-
tion has no financial assets. Good public pension programs have reduced the
need for savings for retirement, and thus made it even more difficult for individ-
uals to buffer themselves against cyclical shocks. See Stiglitz and Yun (2002),
who argue for the need for integration of the unemployment and pension pro-
grams. (c) There is now compelling evidence of the pervasiveness of credit
rationing, especially for lower income individuals and small and medium-sized
corporations. See Deaton, 1991; Ludvigson, 1999; Carneiro and Heckman, 2002;
Mankiw and Zeldes, 1991; Zeldes, 1989; Cox and Jappelli, 1990; Holtz-Eakin
et al., 1994; Bond and Meghir, 1994; Fazzari et al., 1988; Hubbard, 1998;
Bacchetta and Gerlach, 1997; Attanasio et al., 2000.

9. Some economists (see e.g. Lucas, 2003) have argued that the costs of economic
volatility are relatively low. But this is because they use highly simplified models
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that ignore the central problems. In a representative agent model in which
all individuals are identical, there is automatically full work sharing—so there
is no unemployment; in a model with perfect information, there is no credit
rationing, and individuals can smooth income over their lifetime. Such models
can provide little guidance either on the costs of volatility, or on the policies
that might reduce those costs. Other special models can be constructed (e.g. in
which individuals are risk neutral) in which the costs of volatility are limited.
The societal costs of reduced demand for labor are especially high because of
the inequitable manner in which such reductions are typically borne: a few
workers are laid off or fired, while most workers face a relatively modest reduc-
tion in hours worked. If there was complete work sharing, then the societal
costs would be smaller; the costs of all individuals facing a 10% reduction in
hours worked (with pay reduced commensurately) is far less than if 10% of
the workers face a 100% reduction in hours worked, with the remaining 90%
unaffected. There is a large literature explaining the lack of complete job
sharing, which one might have thought would emerge naturally from an opti-
mally designed contract. Most of these relate to some fixed costs, e.g. of keep-
ing an individual on the payroll, or to efficiency wage concerns.

10. Though the literature on credit rationing in developing countries is somewhat
less developed than that for developed countries. See Rosenzweig and Wolpin,
1993.

11. In Latin America, for instance, in the 1990s, the fraction of those in the infor-
mal sector increased significantly. From 1990 to 1997, employment in the
urban informal sector grew by nearly 10% in Brazil and Mexico as a percentage
of total employment. Informal employment grew from 35% to 45% of total
employment in Venezuela and from 40% to over 45% in Argentina (ILO, 1999
and 2002).

12. See Nayyar, 2003b.
13. Even without return migration, surplus labor implicit in widespread under-

employment subjects real wages in the rural sector to a downward pressure
and does not allow them to rise; see Lewis, 1954.

14. For discussion on hysteresis in the European context, please see Blanchard and
Summers, 1986.

15. The Clinton administration used this as one of its arguments for pursuing high
employment policies. US Council of Economic Advisors, 1997, and Stiglitz, 1997.

16. See Aarts et al., 1992.
17. Bureau of Labor Statistics, 2003.
18. Taking into account the uncertainty about how low unemployment can be

pushed without inflation rising.
19. All of these terms are deliberately somewhat vague: we have not yet specified

the trade-offs. Clearly, if there were no costs associated with maintaining the
economy at full employment or in providing effective safety nets, all countries
would do so. Much of the discussion in later chapters is directed at trying to
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understand better the trade-offs. The purpose of this chapter is to help think
through the various objectives.

20. Furman and Stiglitz, 1998.
21. Inflation thus acts as a tax on currency (non-interest bearing debt), which is

distortive. But in assessing the costs of the ‘inflation’ tax, one must compare
that distortion with the distortions associated with other ways of raising rev-
enue. So long as inflation remains not too high and the additional costs
arising from inducing individuals to put their money in interest bearing
forms are not too high, this cost of inflation is not likely to be significant.
(Data compiled from IMF, 2004.)

22. The concept of ‘inertial’ inflation owes a lot to the traditional Latin American
structural school, which emphasizes the fact that inflation dynamics involve
more than merely monetary mechanisms.

23. Kalecki’s (1970, 1971) macroeconomic analysis of underdeveloped economies
suggested the opposite: that moderate rates of inflation might enable an econ-
omy to attain a higher rate of growth than would otherwise be possible.

24. Country studies on inflation crises and stabilization programs can be found in
Bruno et al. (1988 and 1991). For a more general discussion see Bruno (1995).

25. Levine and Renelt, 1992; Levine and Zervos, 1993; Bruno and Easterly, 1996
and 1998; Stanley Fischer, 1996.

26. The studies do not fully address many of the issues discussed in this section.
27. Many of the studies show no statistically significant relationship when infla-

tion is below a certain threshold. This implies that one can’t reject the hypoth-
esis that there is no relationship below a certain level of inflation. Thus, Barro
(1997) shows that there is no (or only a weak) statistically significant relation
between economic growth and inflation when inflation is below 20%. Ocampo
(2004b) finds that threshold to be 40% for Latin America since the mid-1970s.
Others show a small but significant relationship, i.e. an increase of inflation
from 3 to 5% might have a statistical relationship—statistically different form
zero—but so small that so long as inflation does not change much, the impact
on growth is barely perceptible.

28. There are many reasons that self-financing might develop. For example, diffi-
culties in the enforcement of credit and equity contracts often lead to
self-financing. Of course, if the inflation rate is not just high, but also variable,
lending becomes riskier and the inflation variability itself can become a cause
of self-financing.

29. The magnitude of the costs depends on institutional arrangements. For
instance, some of the problems confronting borrowers in East Asia who
suddenly saw nominal interest rates rise would have been far less if debt con-
tracts had indexed interest rates (specifying a real interest rate), or if the matu-
rity of the loan contract had been longer. In practice, few debt contracts are
indexed. Even if they were, it would not fully resolve the problem since in crises
there may be large movements in real interest rates. There are good reasons
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having to do with moral hazard why many loan contracts are short term. Still,
institutional arrangements—that differ markedly across countries—can have
large effects, and it is not always obvious why one institutional arrangement
has arisen in one country, but not in another. While there is little evidence that
such institutional arrangements are optimal, it is clearly possible that the insti-
tutional arrangements may change with large changes in policy. (Asanexample
we already noted briefly, the US conventional mortgage means that disinflation
accompanied by correspondingly lower mortgage rates is associated with a
large transfer from creditors to debtors.)

30. Further problems in interpretation are caused by the fact that many events
often happen at the same time. There was a marked productivity slowdown in
the United States beginning around 1973. While the timing suggested it might
have had something to do with the price of oil, productivity did not increase
when oil prices later fell, and it is hard to tell a story for why a shock in the price
of a single commodity would have such pervasive effects on productivity.
There were also demographic changes occurring at the time (more entrants
into the labor force). The slowdown of growth most plausibly had to do with
the decrease in productivity, which may have had something to do with the oil
price shock, but less likely had anything to do with inflation.

31. In a sample of Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica,
Dominican Republic, Ecuador, El Salvador, Guatemala, Honduras, Mexico,
Nicaragua, Panama, Paraguay, Peru, Uruguay, and Venezuela for the years
1970–9, the (un-weighted) average of GDP growth rates is 5.2%, and of per
capita GDP growth rates 2.6%.

32. There is an extensive debate about the cause of the lost decade. See Ocampo,
forthcoming; Stiglitz (2003b) argues that it was not that the import-competing
strategy eventually came to a dead end. Rather, the problem lay with the totally
unexpected and unprecedented high levels of international interest rates that
followed from the Fed’s policies of the early 1980s.

33. See e.g. Greenwald and Stiglitz 1988, 1993a and 1993b.
34. Fisher, 1933.
35. Or more accurately, unexpected disinflation.
36. These results depend only on the actual level of inflation being significantly

less than the anticipated level of inflation. But it is clear that ‘deflationary psy-
chology’ is bad for the economy.

37. Akerlof et al., 2000.
38. See e.g. Cecchetti, 1998.
39. The claim is that one cannot charge an interest rate on ordinary money.

Proposals have been put forward, however, for doing so, e.g. by requiring legal
tender to have a stamp affixed, once a year or so, which would cost say 2% of
the value of the currency.

40. In the United States, they also benefit from unexpected deflation because of the
particular design of US mortgage markets. The prevalent mortgage is a fixed
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rate mortgage with an option to exchange that mortgage for a lower-rate fixed
mortgage, should the long-term rates fall. It is a one-sided bet. The borrower
wins the bet when the nominal interest rate falls. There is then a transfer of
wealth from the lender to the borrower, and this may have real consequences.
Mortgage refinancing reduces monthly payments, allowing individuals to
spend more on other items. But the magnitude of the response is almost surely
affected by the fact that it is a one-sided change—it would not have been as large
if individuals had only variable rate mortgages.Thereisanimplicitwealthtrans-
fer as a result of the exercise of the option. Any large balance sheet realignments,
suchas this, canhaverealeffectsnotonly inthe short run, but also in the long.

41. In fact, because of problems in constructing the price index, there is a general
consensus that retirees are over-compensated for inflation; i.e. when their true
cost of living increases by 1%, their social security checks increase by as much
as 2%. Changes in the way that the price index is calculated have reduced this
over-indexing somewhat since the early 1990s, when the Boskin Commission
report (1999) suggested it could be as much as 2%.

42. That is, if they do not, they will lose workers to firms who have adjusted wages
in response to inflation. In addition, many firms pay higher wages than is
absolutely necessary to attract and retain workers because they realize that
workers who are paid better work harder, are less likely to quit, and are more
efficient. In addition, wages have to be high to ensure that workers have
enough nutrition to be productive. The efficiency wage is the wage that mini-
mizes the overall costs of labor, taking into account the workers’ responses to
the higher wages. The wage firms pay—the efficiency wage—will also tend to
rise with inflation. Shapiro and Stiglitz, 1984.

43. As noted earlier, a traditional focus (before money was largely interest bearing)
has been on the costs to those who hold money. Poorer individuals are more
likely to hold a larger fraction of their assets in non-interest bearing forms (cur-
rency), but the amounts are still, in general, small.

44. Some argue that in the long run, there is no trade-off. (The Phillips curve is
asserted to be vertical.) While there is little convincing empirical support for
this hypothesis, even if it were true, it does not preclude there being a trade-off
in the short run.

45. Furthermore, if price stability is associated with greater output variability, it
can undermine growth because of the increase in real uncertainty. The evid-
ence on the link and the interpretation remain contentious. Most simple
models suggest that if one stabilizes a price variable, the other variable will
inevitably bear more of the brunt of the adjustment. Those who argue for
inflation targeting seem to suggest that the commitment to stabilizing
inflation has a salutary effect on the overall economic performance; if that is
the case, mightn’t a commitment to output stabilization—if effectively and
consistently implemented—have an even more salutary effect? One needs to
distinguish the benefit of rules from the question of, given that rules are to be

Notes

253



followed, what the optimal rules should be. Goldfeld (1982) examines
compactly the point. The classic rational expectations models are Kydland
and Prescott (1977) and Barro and Gordon (1983). See also Barro, 1985, and
Clarida et al., 1999.

It is clear that monetarism, a policy regime intended to lead to price stability,
led to enormous volatility in real interest rates and output (partly because it
failed even to take into account the consequences of shifts in the demand curve
for money). A classic reference on the effects of targeting money supply aggre-
gates on interest rates is Poole (1970). The empirical stability of money
demand, established initially by Cagan (1956), was subsequently questioned
by Goldfeld (1976). The debate is summarized in Judd and Scadding, 1982.

46. Or more accurately, raising interest rates significantly, to a level that was not
anticipated: if firms anticipate the interest rates, they may be able to adjust
their indebtedness accordingly (though, as we have noted, this too has its
costs.) Note that there are often large costs to raising nominal interest rates,
even when the increase in interest rates only offsets the increase in inflation,
because of capital market imperfections and rigidities: there are cash-flow
effects, which at least some firms cannot ‘undo’ by increased borrowing.

47. Of course, unemployment, like inflation, may be a symptom of deeper
problems in the economy or in government macro-management. At the very
least, the persistence of high levels of unemployment is indicative of a market
failure; and modern analyses of unemployment try to relate this market failure
to more fundamental market failures, like wage and price rigidities, and to link
these with still more fundamental failures, like imperfections of information.

48. Speculators, recognizing this, often engineered a run against the currency.
49. Especially, as noted earlier, in the absence of insurance and other mechanisms

to smooth consumption over time.
50. The statistical analyses model the economy as having a large random compo-

nent. An economy is said to have ‘mean reversion’ if a higher than normal
growth rate this year is followed by a lower than normal growth rate next
year. An economy is said to have ‘unit roots’ if expected growth next year and
in following years is unaffected by what happens this year. Hence, if this year
is bad, the future simply builds on this weak basis. It never really recovers. The
evidence seems to support a slight recovery. Such studies have mainly focused
on advanced industrial countries. See e.g. Jorgenson and Yip, 2001; Romer,
1987; and Shigehara, 1992.

51. Formally, the question is: do the stochastic processes describing growth have
(close to) a unit root? If they do, then lower income or growth today implies
lower income in the future. This contrasts with the alternative hypothesis of
trend stationarity (or mean reversion around a deterministic trend), in which a
bad year today is ‘made up for’ by a good year in the future. An alternative
hypothesis is that only shocks of sufficient magnitude have permanent effects
but the economy is otherwise trend stationary. This hypothesis includes the
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case in which a country exhibits a permanently lower output level after a
negative shock that does not affect its trend. This hypothesis is consistent with
our analysis. Empirical evidence is mainly available for developed countries.
Two studies that include developing countries are: Ben-David and Papell, 1998
and Lutz, 1999. Both studies use samples from 1950 to 1990 and tend to reject
the unit root hypothesis in favor of the existence of structural breaks with
unchanged or lower trends after the shock.

52. That is, if there is close to a unit root to the stochastic processes describing the
evolution of the economy.

53. Some of the growth issues referred to above also entail issues of efficiency.
Without long-term contracts, there may be underinvestment in human capital,
a problem that is exacerbated by extended periods of high unemployment.

54. This is consistent with the (near) unit root literature referred to earlier.
55. Surveys of the empirical literature on the relationship between crime and 

the unemployment rate in the United States are Freeman (1983 and 1994),
Chiricos (1987). For more recent studies see Freeman, 1996, 1999 and Freeman
and Rodgers, 1999; Raphael and Winter-Ebmer, 2001; Levitt, 1996. The link
between crime and unemployment is not as thoroughly documented for
developing countries. On the relationship between economic conditions and
civil wars, see Collier and Hoeffler (1998).

56. The right to work is included in the International Covenant on Economic
Social and Cultural Rights, the International Covenant on Civil and Political
Rights, the International Labor Organization conventions, and in the
Universal Declaration of Human Rights, whose article 23 is reported below:

(1) Everyone has the right to work, to free choice of employment, to just and favorable
conditions of work and to protection against unemployment. (2) Everyone, without any
discrimination, has the right to equal pay for equal work. (3) Everyone who works has
the right to just and favorable remuneration ensuring for himself and his family an exis-
tence worthy of human dignity, and supplemented, if necessary, by other means of social
protection. (4) Everyone has the right to form and to join trade unions for the protection
of his interests.

For links and references on the rights perspective on economic issues, see the 
UN Committee on Economic, Social and Cultural Rights (www.unhchr.ch), the
UN Department of Economic and Social Affairs (www.un.org/esa/desa/htm),
and the Center for Economic and Social Rights (www.cesr.org).

57. This is, of course, not the only deficiency with much of popular discourse.
Often political discourse focuses on intermediate variables, like inflation or
exchange rates; individuals often suffer from ‘money illusion’, see rising prices
as eroding their purchasing power, without recognizing the effect of inflation
on wages. Ordinary citizens are also unlikely to disentangle inflation as a
cause and as a consequence (e.g. of the increase in oil prices). In that sense, the
emphasis by outside advisers on inflation seems to validate the money illusion
and the lack of attention to causality.
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58. For instance, the Atkinson measure (building on the work of Rothschild and
Stiglitz, 1970) analyzes how much societal income could be reduced to still
generate the same level of societal welfare, if income were perfectly equally
distributed.

59. The utilitarian or Benthamite social welfare function simply adds up the
expected utility (a measure of their well-being) of different individuals.

60. For research quantifying the loss in welfare from insecurity, see Pratt (1964). He
provides a money metric for assessing the risk premium associated with con-
sumption variability; Rothschild and Stiglitz (1970) provides a more general
framework for thinking about the losses of welfare associated with uncertainty.
See also Atkinson, 1970; Atkinson and Stiglitz, 1980; and Rothschild and
Stiglitz (1973) shows how those techniques could be applied to variability in
income.

61. There is, for instance, evidence that deep and extended downturns are associ-
ated with higher suicide rates, higher divorce rates, and high rates of crime and
violence. If individuals have utility functions that are not linear in leisure,
presumably individuals should be averse to variability in hours worked, just as
they are to variability in consumption; there is no consensus among eco-
nomists on the significance of this.

Chapter 3

1. Disposable income is simply the income individuals have to spend, after
paying taxes.

2. More recent work has shown that, even though individuals sometimes do not
act in perfectly rational ways, their behavior is predictable. See e.g. Akerlof,
2002.

3. Stiglitz (1999d), explores alternative approaches to dealing with crises.
4. In some developing countries, there also may be some safety net expenditures

that increase as the economy weakens.
5. Of course, if the government had been running a surplus, then the downturn

would only have reduced the size of the surplus, or turned the surplus into a
slight deficit. As we shall comment below, developing countries are increas-
ingly recognizing the risks associated with depending heavily on borrowing,
especially short-term foreign borrowing. As difficult and painful as it may be to
run a surplus that can be used to create a rainy-day fund, such a policy increas-
ingly looks more attractive than the alternative. See below.

6. In fact, the easing of monetary policy in the United States from 2001 on did
help stimulate the economy, but not because investment was stimulated, but
because households refinanced their mortgages. This effect would not be
present in most developing countries, where mortgage markets are absent or
underdeveloped. This is another instance of an important difference between
macroeconomics for developed and less developed countries. Indeed, it would
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presumably be weaker in countries where variable rate mortgages predominate,
and/or in countries where there were significant pre-payment penalties. Thus,
the effect of lowering interest rates in such a situation would also be weaker in
many European countries.

7. That is, the increase in output is a multiple of the increase in expenditure.
According to a recent review of the literature, expenditure multiplier estimates
range from 0.4 to 1.6. The magnitude of the multiplier depends on savings rates
and the openness of the economy. For small, open economies, the multiplier
seems to be smaller than for large economies in which imports are a relatively
small fraction of GDP, like the United States or Japan. See Hemming et al., 2002.

8. US Council of Economic Advisers, 1995; Hall, 1996; Wallsten, 2000.
9. And even if policies are initially effective, they often have second-round con-

sequences that undermine their long-term effectiveness.
10. In the United States, the obligation of the government to do so is reflected in

the Full Employment Act of 1946.
11. There is one strand of thought that seems to suggest that correctly measured

GDP increases if government cuts expenditures and taxes in tandem, as a result
of the switch from unproductive government expenditures to private con-
sumption. This contrasts with the standard Keynesian approach, which sug-
gests that there is a ‘balanced budget multiplier’.

12. This was the position of the Bush administration in pushing the tax cuts in the
United States in 2001 and 2003.

13. Because higher after-tax wages mean that individuals are better off, they wish
to take some of this increased ‘well-being’ in the form of leisure. (This is called
the income effect.) See Goode, 1949. There is a more refined analysis that
argues that lowering the tax rate reduces the distortions in the economy.

14. For a discussion of the classical dichotomy, see Teigen (1972). This notion was a
mainstay of monetarism. See Friedman, 1956. For more recent discussions of
this perspective, see e.g. Lucas and Sargent, 1978. See also Patinkin, 1952;
Negishi, 1964; and Lloyd, 1970. In these views, the main real effect of an
increase in money is negative—the adverse real effects of inflation. The
Barro–Ricardo theorem can be extended, to show that under highly restrictive
conditions (analogous to those for which the original theorem is true) all government
financial policies are irrelevant. See Stiglitz, 1988 and 1983.

15. Some strains of monetarism—which holds that government should focus on the
supply of money, for instance increasing it at a steady rate reflecting the
increase in the productive capacity of the economy—reflect the same perspec-
tive. Monetarism was popular among the conservatives in the early 1980s. Like
so many fads in economics, it has now gone out of fashion, with later genera-
tions wondering how policy-makers of an earlier generation could have been so
attracted to such a simplistic policy framework.

16. See the discussion in Chapter 2.
17. See e.g. Friedman, 1968; Phelps, 1967.
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18. For two opposing views, see Lucas, 1996 and Mankiw, 2000.
19. The language itself suggests ‘hidden’ trade-offs. When Keynesians say ‘getting

as close to full employment as possible’, what they mean, of course, is without
setting off significant increases in inflation; and when conservatives say getting as
close to price stability as possible, what they mean is without leading to signifi-
cant increases in unemployment. It might be possible to bring inflation down to
zero, by pushing unemployment up to 20%, but in the minds of most, this is
simply not acceptable.

20. See Card and Krueger, 1995. Though their results have been challenged, what is
remarkable is how little evidence there is of the strong negative effects on
employment predicted by the standard theory. Several explanations for this
have been put forward: efficiency wage theory predicts that productivity will
increase with wages, so that the net effect on labor costs may be markedly less
than predicted by the standard theory. Alternative explanations focus on
imperfections of competition in labor markets.

21. Similarly, social security taxes should not lead to unemployment, only to an
adjustment in wages. See e.g. Stiglitz, 1999e.

22. There are a variety of heterodox approaches, with diverse interrelationships
among them. Among them, we should emphasize the tradition that goes back
to the work of Michal Kalecki; see, in particular, Kalecki, 1971. The most import-
ant implications of this tradition, combined with contributions from other
schools of economic thought, have been developed by Lance Taylor; see, in
particular, Taylor, 1991 and 2004. The Latin American structuralist tradition
has also played an important role. See, in this regard, ECLAC, 1998; Sunkel,
1993; and Ffrench-Davis, 2000; Ffrench–Davis 2005.

23. The analysis of these links goes back to the work of Nicholas Kaldor; see, in
particular, 1978. For a recent restatement of this link, see Ocampo and Taylor,
1998, and Ocampo, 2005a.

24. This is, of course, an essential insight of the Latin American structuralist school.
The literature on balance vs. imbalanced growth in developing countries made
an important contribution to this debate. The most lasting contribution is
probably that of Albert O. Hirschman; see in particular Hirschman, 1958. See
also Streeten, 1959.

25. See e.g. Bruno et al., 1991.
26. This is an essential insight of the Latin American structuralist tradition in rela-

tion to inflation, and of the work of Lance Taylor. See previous references in
both regards.

27. In standard economic theory with well-functioning capital markets, risk would
be fully divested; the only risk that would matter would be correlation with the
business cycle (a project would be evaluated only in terms of its expected return
and its ‘�’). In fact, firms do worry about ‘own risk’—they act in a risk-averse
manner. See Greenwald and Stiglitz, 1990a.
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28. The imperfections can be explained through models of asymmetric informa-
tion. See e.g. Stiglitz and Weiss, 1981; Greenwald et al., 1984; or Myers and
Majluf, 1984.

29. See, in particular, Greenwald and Stiglitz, 2003.
30. See Nayyar, 1995. See also Taylor, 1988 and Bhaduri, 1992.
31. See, in particular, the references to Michal Kalecki, Nicholas Kaldor, and Lance

Taylor, and Amit Bhaduri above.
32. Conservatives emphasize statistical studies which show high savings and labor

supply elasticities. Those who call for more redistribution cite studies that show
low elasticities.

Chapter 4

1. Identities are equations that are always true, the result of basic definitions.
2. This is sometimes referred to as ‘internal balance’ as opposed to ‘external

balance’, which is defined as equilibrium in the balance of payments, primarily
with reference to the current account. The distinction between internal
balance and external balance was first made by James Meade (1951). We discuss
external balance as an intermediate objective in Chapter 7.

3. Some argue for the central bank focus on price stability on other grounds: it is
more efficient to have each institution focus on a single target. Thus, fiscal
authorities, in this view, should focus on unemployment. This approach
reduces the difficulties of policy coordination.

4. For an analysis of this issue, see Nayyar, 1998.
5. See Jung, 1985; Katsimbris, 1990; Bagchi, 1994.
6. Such an overvaluation, with similar consequences, may be attributable to mon-

etary contraction or fiscal expansion, as it was in the United States during the first
half of the 1980s. And there was a literature that examined the hysteresis effects
of the persistent overvaluation of the US dollar. The upshot of this literature
was that overvaluation leads to an accumulation of adverse trade effects that
ultimately need to be remedied through an over-depreciation. The reason is that,
in the presence of hysteresis, a period of sustained undervaluation is needed to
bring forth the required investment. For a discussion, see Dornbusch (1987).

7. There is an extensive literature on gap models. See e.g. McKinnon, 1964; Bacha,
1990; Taylor, 1994. In analyzing macroeconomic constraints on growth in
underdeveloped countries, by contrast, Kalecki sought to focus on the wage
goods constraint. See Kalecki, 1970.

8. In the United States, most states have balanced budget provisions in their con-
stitutions, so they, too, have pro-cyclical fiscal policies.

9. Of course, in equilibrium, these constraints are always satisfied. Indeed, the
constraints only exist ex ante but cannot be there ex post because there can be
no gaps in accounting identities.
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10. Correspondingly, the degree of ‘monetization’, the extent to which transac-
tions are mediated by money, or the ratio of money to GDP, may differ.

11. Even the form of financial instruments can make a difference. In the United
States, where most mortgages are fixed rate and do not have significant pre-
payment penalties, the lowering of long-term interest rates leads to refinanc-
ing; this played a large role in sustaining the US economy during the slowdown
of 2000–03. But in the UK, a more common form of mortgage is the variable
rate mortgage with fixed payments. Lowering interest rates would presumably
have a much weaker effect.

12. Though, even here, there is some controversy about the extent to which and
the mechanisms through which interest rates affect the economy. See
Greenwald and Stiglitz, 2003.

13. The IMF’s failure to do so in the East Asia crisis is one of the major criticisms of
the IMF management of that crisis.

14. Modern theories based on the economics of information (information asym-
metries) have provided an explanation both for the limitations in equity mar-
kets in general, and for why they play a much smaller role in developing
countries than in developed countries.

15. See Stiglitz, 1999f.
16. For a discussion, see Nayyar, 1995.
17. For instance, in most developed countries, corporations rely on financial infor-

mation to control their own operations; they are required by financial regula-
tors to disclose information to shareholders; and a large fraction of transactions
are mediated through financial institutions. This provides a rich information
basis. See e.g. Stiglitz and Wolfson, 1988, paper presented for delivery to the
American Accounting Association, Aug. 1987, and Sah and Stiglitz, 1992.

18. There may also be more distortions, especially when monetary policy is tight-
ened, as the total reduction is concentrated on the small part of the economy
that relies on bank lending.

19. Some who advocate reliance on market-based mechanisms have an overly
simplistic view of the functioning of capital markets. They believe that capital
should be allocated by auction, to those who are willing to pay the most for it,
just like any other good. This ignores the fundamental distinctions between
capital and other markets.

20. See Nayyar, 2002c.

Chapter 5

1. See Diebold and Rudebusch, 1992.
2. Diebold et al., 1993.
3. For an argument suggesting that data selection bias accounts for the first

observation, see Watson (1994).
4. Kose et al., 2004.
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5. Barro, 1974.
6. Some suggested that there was another reason that the tax cuts failed to

stimulate much. Households may have interpreted the tax cut as a ‘signal’ that
the economy was in worse shape than they had believed, and these changes in
expectations led to a lowering of consumption (in effect, because of a lowering
of expectations concerning future lifetime income).

7. For a compact presentation of both theoretical and empirical results, see Seater,
1993. Stiglitz (1988) shows that it holds only in the absence of information
problems, credit or equity rationing. Most importantly, those who might end up
repaying the debt must be the same as those who incur it; otherwise, there can be
an important intergenerational redistribution, which can have real effects. Barro
assumed dynastic utility functions; so that parents adjust the bequests they leave
to their descendants to reflect the increased debt burden. This assumption is
particularly questionable. At the very least, uncertainty about future repay-
ments (e.g. whether the individual will have children or grandchildren) means
that there will be real consequences to debt financing.

8. In the most simple macroeconomic model, where savings are the only ‘leakage’
of aggregate demand (i.e. the additional income of an individual or household
that is not spent), the multiplier is 1/s, where s is the savings rate. More generally,
all leakages have to be included: not only private savings but also taxes and
imports. We will return to this issue in Chapter 6.

9. If individuals have rational expectations, the effective leakage will be smaller;
some of the savings will be spent, say, next period, and this will increase income
in that period. Households today, recognizing this, will recognize the reduced
need for precautionary savings, and so will consume more today. See Neary and
Stiglitz, 1983. This simply emphasizes that the asserted results of the rational
expectations school that policy is ineffective follow not from the assumption
of rational expectations, but from assumptions about perfect markets/market
clearing etc.

10. Akerlof and Romer, 1993.
11. Note that in the Barro–Ricardo world, there is no effect on interest rates, since

the increased borrowing is matched by increasing savings by government. To
the extent that there is some interest elasticity of savings, the increase in the
interest rate resulting from an increased investment will be limited.

12. There is another reason that some crowding out might occur under certain con-
ditions. The traditional reason given for crowding out is that the higher interest
rate that results from government spending leads to lower investment. But in
reality, there’s limited evidence that investment is very sensitive to interest
rates. See Chirinko, 1993; Hubbard, 1998. On the other hand, in some coun-
tries there may be some crowding out for ‘institutional reasons’, especially if
there is credit rationing.

13. There are some models in which inflation can set in even when the economy
has not reached full employment. Typically, this is because of structural rigidities;
to the extent that these are important, full employment needs to be redefined
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to include them, and government policy needs to be directed at removing the
structural rigidities.

14. In a liquidity trap, the public holds onto money supplied to the economy
rather than investing or spending. A liquidity trap could occur when the
economy is in recession and interest rates are low, so that the expected return
on investments are also low. If the recession is accompanied by deflation, there
is an added incentive for consumers to hold spending on consumption.

15. An inflow of capital would raise the money supply—assuming the inflows are
not sterilized (i.e. the central bank doesn’t intervene in the market to keep the
money supply from rising) as we discuss in the following chapter.

16. Similar results hold if we assume that it is the price of equity that drives invest-
ment rather than the interest rate. The portfolio approach (Tobin and William,
1977) suggests that an increase in the supply of bonds, with the resulting
increase in the interest rate, normally leads to a fall in the price of equities, and
it is the price of equities which drives down the level of investment. Evidence in
favor of this approach is at best ambiguous (for a concise discussion of the mea-
surement and identification problems, see Buiter, 2003). Again, if monetary
authorities offset the interest rate increase, or if there is an inflow of capital
from abroad, this effect will not materialize. Most investment is in fact not
financed by the issuance of equity, and most firms pay some, but only limited,
attention to its price. This is extremely relevant for policy design. The believers
in the leading role of the stock price have been pressing for eliminating 
taxes on capital gains, reducing taxes on distributed profits and forcing higher
shares of distribution versus reinvested profits. Opponents fear that these poli-
cies would lead to a poor outcome for financing of business investment, lower
public income, and a worsening income distribution.

17. See Nayyar, 2000.
18. See Cooper, 1992 and Taylor, 1993. The effects in developing countries are

complicated by limitations on the availability of finance, an issue which we
turn to shortly.

19. Eaton and Gersovitz, 1981, proved that that is in fact the case. Easterly et al.,
2001; Gavin et al., 1996; and Stein et al., 1998, have shown that government fis-
cal policy seems consistent with such a hypothesis.

20. See Stiglitz and Weiss, 1981; and Eaton and Gersovitz, 1981.
21. Kaminsky et al., 2004.
22. Martner and Tromben, 2003.
23. Easterly and Servén (eds.), 2003.
24. For countries that were neutral, the structural fiscal deficit remained

unchanged through the improvement or deterioration of fiscal accounts. See
ECLAC, 1998b; Ocampo, 2002, and 2005b, on which the analysis that follows
relies.

25. See an evaluation of some of these experiences in Davis et al., 2003.
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26. ECLAC, 1998b.
27. Marfán, 2005. It should be emphasized that the tax collection could be done by

the central bank (e.g. the equivalent tax for the unremunerated reserve require-
ments on capital inflows), and the revenues could be sterilized in the form of a
quasi-fiscal surplus that is not transferred to the government.

28. Budnevich and Le Fort, 1997.
29. Except for those few firms which, even with the incremental investment tax

credit, choose to invest less than, say, 80% of what they had invested in prior
years. Obviously, by lowering the threshold, incentives are increased (fewer
firms are excluded), but so too are the costs.

30. More generally, any tax change that affects relative prices (including intertem-
poral prices) can have real effects.

31. This suggests that an optimally designed tax system might have different provi-
sions for large and small firms; large firms would be confronted with a net
investment tax credit, small firms with a tax credit of the conventional form.

32. Auerbach, 1991; and Auerbach and Bradford, 2002, argue that limitations on
loss carry-forward and carry-back are among the major distortions in the tax
system.

33. There is a kind of liquidity trap, resulting not from the high elasticity of
demand for money, but from a low elasticity of the supply of bank credit.

34. There are others: standard inflation targeting does not distinguish between
increases in the inflation rate that are likely to lead to future inflation and those
that are not.

35. This is another example of where the representative agent model provides
inadequate guidance for macroeconomic behavior.

36. In relation to Basle II, see Griffith-Jones and Persaud (2005). Since credit ratings
are also pro-cyclical, basing risk on such ratings, as proposed by Basle II, is also a
pro-cyclical practice.

37. For this reason, the sudden introduction of strong regulatory standards during
crises may worsen a credit squeeze. Although authorities must adopt clearly
defined rules to restore confidence, the application of stronger standards
should be gradual.

38. See Ocampo, 2003a, on which the analysis that follows relies.
39. Fernández de Lis et al., 2001.
40. Under this system, provisions are estimated using either the internal risk man-

agement model of the financial institution or the standard model proposed by
Banco de España. The latter establishes six categories, with annual provisioning
ratios that range from 0% to 1.5%.

41. The fund is combined with traditional provisions for non-performing assets or
for borrowers under stress, and with recoveries of non-performing assets.

42. See Liliana Rojas-Suarez in upcoming IPD Capital Market Liberalization
Companion Volume.

Notes

263



Chapter 6

1. The relative price of the currencies of two countries is the nominal exchange
rate.

2. Though there may be alternative explanations: maintaining an undervalued
exchange rate leads to the accumulation of large reserves; countries with large
reserves are less likely to have crises; and crises have very adverse effects on
growth.

3. See Díaz-Alejandro and Velasco, 1988, ch. 1, and Krugman and Taylor, 1978,
pp. 445–56.

4. As we note elsewhere in this chapter, large devaluations, especially when accom-
panied by large increases in interest rates, may have adverse effects even on
exports, both because of adverse effects on supply and because importers,
worried about supply reliability of firms near bankruptcy, reduce their demand.

5. Even if some firms in the economy are better off, their gains are more than
offset by the losses of others.

6. For a discussion on such strategic forms of state intervention in countries that
are latecomers to industrialization, see Nayyar, 1997.

7. See a recent defense of this view (with a particular emphasis on employment) in
Frenkel (2004).

8. See, in particular, Krugman, 1990, ch. 7 and van Wijnbergen, 1984. See also a
novel analysis of this issue that emphasizes how countries can avoid the Dutch
disease through policies, in Palma (2005, ch. 3).

9. Elsewhere, Stiglitz has argued for a ‘super chapter 11’—an even more expedited
restructuring process which would come into play in the event of a macroeco-
nomic disturbance. Miller and Stiglitz, 1999.

10. This is especially so, of course, if the country has an IMF program which focuses
on the overall deficit, and not just the primary surplus.

11. We discuss the question of confidence at greater length below. Here, we simply
note that it is difficult to predict the impact on confidence: normally, higher
GDP strengthens confidence, and higher trade deficits lower confidence.

12. A weak (or depreciated) exchange rate means one rupee, baht, or peso can buy
fewer dollars, euros, or yens. A strong (or appreciated) exchange rate means the
opposite. We avoid using the terms ‘low’ or ‘high’ exchange rate, as they have
opposite meanings in different parts of the world. In the United States and UK,
a ‘low’ exchange rate usually means the same as what we just defined as a weak
exchange rate, but in many developing countries this is called a ‘high’
exchange rate, as more bahts, rupees, or pesos are needed to buy a dollar, euro,
or yen.

13. In developing countries capital markets are often underdeveloped, and longer-
term instruments tend to be so illiquid that intervention in longer-term rates is
extremely difficult. Of course, an increase in short rates affects longer-term
rates, but the direction is ambiguous. To the extent that longer-term rates do
rise, the higher rates often imply that the market perceives greater risk in the
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long run, making it unlikely that the higher rates will attract new long-term
funds.

14. This effect may take some time to materialize and may actually do so through
destabilizing dynamics. The sequence has been well known in the developing
world since the 1970s: higher inflows lead a temporary expansion accompanied
by currency appreciation and rising current account deficit. Eventually, foreign
investors stop financing the country due to rising risks, resulting in a crisis.

15. This is especially likely if domestic firms have high levels of short-term debt.
16. Again, the heterodox approach provides one of the few arguments for why

higher interest rates may, even in these seemingly adverse circumstances, be
effective: some businessmen (and speculators) with substantial funds outside
the country are forced to bring in money to repay domestic loans (and currency
shorts) that they can no longer afford at the high domestic interest rates.

17. See Keynes, 1936, ch. 12.
18. For a temporary action to lead to long-run shifts in the demand curves, the

actions have to convey information that was not otherwise available, e.g. they
have to provide a signal about the characteristics, say, of the decision-maker.
For a more detailed discussion of these issues, see Stiglitz (1998: 9–58).

19. Alternatively, the central bank can sell existing domestic treasury bonds for the
same purpose.

Chapter 7

1. In the long run, other variables adjust. For instance, some argued that, eventu-
ally, high unemployment would lead to lower domestic prices; the real
exchange rate (which is what matters for exports and imports) would fall,
bringing the economy back into external balance. But this required maintain-
ing a high level of unemployment for a long period—longer than was politi-
cally sustainable.

2. This is the way the policy agenda of the government is often phrased, though
as we emphasized in Chapter 2, the government should be focusing on real
objectives, such as growth, employment, and distribution. The list of interme-
diary objectives often is expanded to a fourth variable, inflation; this is really
subsumed in the first, which more accurately should be termed a level of aggre-
gate demand at which there are no significant inflationary pressures. Budget
balance and external balance are intermediary variables focusing on sustain-
ability of policy; but, as we have repeatedly emphasized, deficits can be sus-
tained if the funds are spent on investment. The analytic framework here can
be used to analyze the determination of policy variables with alternative objec-
tives and constraints.

3. Mathematically, one can think of there being three equilibrium conditions
(three equations) in three unknowns. There are mathematical issues relating to
the existence and uniqueness of the solution, which we pass over here.
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4. The import function defines how much the country imports, as a function of
national income (set here at the full employment level) and the exchange rate.
(In principle, the interest rate too could matter.) The export function gives
exports as a function of the exchange rate and other countries’ incomes, which
are viewed (from the perspective of a small developing country) as exogenous.

5. That is, the exchange rate is determined by the demand and supply for the
country’s currency. The demand for a country’s currency has two components:
that required to purchase goods from the country, related to the demand for
that country’s goods as exports; and that required for investment. A country’s
currency is an asset, the return to which depends on the interest rate and expec-
tations of capital gains or losses. All other things being equal, an increase in the
interest rate makes it more attractive to invest in the country.

6. Note the caveat: external balance is not really a policy goal but is taken here as a
surrogate for ‘sustainability’.

7. Stiglitz, 1999a: 1–38. See also Bhaduri and Nayyar, 1996.
8. The defense of the currently fashionable stance of independence and clean dis-

tinctions between the responsibilities, going so far as to preclude even com-
mentary by the fiscal authorities about the stance of the monetary authority, is
based on political economy.

9. There is an open question: can the monetary authority simultaneously inter-
vene in the foreign exchange market to prevent the exchange rate from
strengthening without at the same time increasing the availability of credit, thereby
undoing its initial attempt to reduce aggregate demand. The central bank buys
foreign exchange. If those selling the foreign exchange and buying domestic
currency, for instance, deposit the funds into the banking system, there will be
an increase in the monetary base which will lead to a further expansion of
aggregate demand. This can be undone, by raising interest rates further, but
that gives rise, in turn, to still more capital inflows. China seems to have man-
aged to sustain an undervalued exchange rate without inflationary pressures,
but it arguably has the ability to use direct controls, e.g. on credit expansion, far
more effectively than can most market economies.

10. Alternatively, the central bank can sell existing domestic treasury bonds for the
same purpose.

11. See Furman and Stiglitz, 1998, vol. 2: 1–114.
12. Even if, in the long run, the mark-up adjusts in response to market conditions,

in the short run, many firms use mark-up pricing.
13. However, the exchange rate risk coverage available in the market may be lim-

ited, particularly in terms of maturities. Also, the preferred instrument to hedge
that risk in developing countries is often central bank or government bonds
denominated in foreign currency. If so, in the face of expectations of devalua-
tion, the authorities may be forced to issue more of those bonds, effectively
‘socializing’ the exchange rate risks. (Indeed, this is equivalent to selling inter-
national reserves, but the effect may only come out with a lag.)
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14. Moreover, long-term debt, while exposing firms to less interest rate volatility,
also means that financial markets are less able to exercise discipline. See Rey
and Stiglitz, 1993.

15. Ocampo, 2002.
16. See Calvo, 2001.
17. Reinhart and Rogoff, 2004.
18. For recent defenses of intermediate regimes, see ECLAC, 2000, ch. 8;

Williamson, 2000; Ocampo, 2002; and Ffrench-Davis and Larraín, 2003. For
interesting reviews of recent controversies on exchange rate regimes, see
Frankel, 1999.

19. The phenomenon identified by Hausmann (2000), that the adoption of more
flexible exchange is accompanied by rising interest rates, is only a feature of
transition periods.

20. See United Nations Economic Commission for Latin America and the
Caribbean (ECLAC), 1998, ch. VIII.

21. Ocampo, 2003.
22. One way foreign lenders can reduce the risk of lending in local currency is

through diversification. Domestic creditors generally have a concentrated risk
in their own currency, but foreign creditors can take advantage of the low cor-
relations between emerging market local markets and reduce the risk of any
one local currency investment. See Dodd and Spiegel, 2005.

23. The full equilibrium is more complicated. With a downward-sloping income-
generation curve, while flows are decreased, aggregate demand is increased; to
restore the economy to the full-employment level of aggregate demand, gov-
ernment expenditure can be cut, and while this may have some effect on capi-
tal flows (because of the improved budgetary position of the government), this
effect is likely to be smaller than the effect on the income generation curve, so
that the cut in government expenditure too will lead to lower capital inflows
and an improved external balance.

24. The history of development banks is mixed. There are some successful develop-
ment banks—CAFÉ, the Andean development bank, is often cited as one. There
are others that have poor track records, sometimes with lending affected by
politics or corruption rather than by commercial and development objectives.

25. Expectations of future exchange rates as well as future regulations can alter the
effectiveness of some of these measures. For example, loosening regulations on
investment abroad by residents may actually cause it to strengthen due to
increased inflows, if residents expect the reform to strengthen the economy
and therefore the exchange rate in the future. Domestic residents will have less
of an incentive to take their funds out of the country today if they believe that
the regulation is permanent. However, if the door is left open, when expecta-
tions change, there can be large and destabilizing outflows by residents. It is
interesting that this happened in the otherwise well-behaved Chilean econ-
omy in 1998–9, during the contagion of the Asian crisis. (The main capital
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outflows from Chile in that biennum were not foreign funds, but funds from
the private social security firms.) See Ffrench-Davis and Heriberto Tapia, 2001;
Williamson, 2003b, ch. 8; Zahler, 2003.

26. See Greenwald and Stiglitz, 1992.
27. 1992.

Chapter 8

1. For a discussion of this case, see Stiglitz, 2002c.
2. Collier, 1999.
3. Following this critique, the IMF exhibited a bit more flexibility on this issue for

some time. However, later it published a study coming to opposite results than
those of Collier, though using questionable statistical methods. See Bulír and
Hamann, 2003.

4. See Baker and Weisbrot, 2002.
5. That is why some governments do not allow privatization revenues to be

included in the government’s current budget numbers; they are ‘off budget’
revenues.

6. Pension liabilities and liabilities associated with deposit insurance usually have
revenues that cover the contingency. The problems that the government faces
in these cases are when revenues are insufficient. An additional cost is the
potential cost of financial crises on deposit insurance.

7. Though in recent years there have been some accusations of politicization of
the CBO, when the Democrats controlled Congress, the CBO often provided a
check even on a Democratic president.

8. Such differential treatment is sometimes defended on the basis that a govern-
ment bail-out (assumption of the liability) is more likely in one case than in the
other. We know of no statistical basis for such claims; if there were, presumably
one should only include an actuarial estimate of the government’s future liabil-
ities, which in both Europe and Latin America would be substantially less than
the amount borrowed. Moreover, recent government bail-outs of private enter-
prises in Germany, of the S & Ls in the United States, and the banking system in
Japan show that even private indebtedness can represent a contingent liability
of government. Again, presumably the appropriate treatment would be to pro-
vide some actuarial estimate.

9. The only loss is the actuarial value of the loss in rental payments during the
interim—between the period when the loan goes into default and the time the
land is resold—presumably a small fraction of the value of the underlying
transaction itself.

10. There might be an impact on the government’s overall credit rating, but since
such bank recapitalization often entails little more than converting a contin-
gent liability (e.g. associated with explicit or implicit deposit insurance) into a
more explicit liability, even that is likely to be little affected.
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11. See ECLAC, 1998; Ocampo, 2002.
12. Of course, the government still faces a problem of financing the actual deficit,

not the deficit that would have occurred, had the economy been at full employ-
ment. So the government needs to monitor both budget measures.

13. See e.g. Greenwald and Stiglitz, 1989. In the area of financial market regulation,
see Honahan and Stiglitz, 2001. See also Stiglitz, 2001c.

14. See e.g. Dasgupta and Stiglitz, 1977. See also Ffrench-Davis, 1968; Newbery and
Stiglitz, 1984.

15. To some extent, asset market bubbles can be related to market failures such as
the absence of futures markets. While, so long as future markets do not extend
infinitely far into the future, asset market bubbles may occur, in fact, future
markets are very limited, and asset market bubbles can and do frequently occur.
In the absence of such futures markets, the differential equations describing
short-run market equilibrium (the equality of returns, inclusive of capital
gains) can be satisfied along a dynamic path in which such bubbles can appear.
See e.g. Hahn, 1966. See also Shell and Stiglitz, 1967.

16. See Demirguc-Kunt and Detragiache, 1999; Kaminsky and Schmukler, 2001;
Ocampo, 2002. Elgar and Rodrik, 1998.

17. Again, this problem can also be related to the market failure of the absence
of long-term futures markets, which results in an investment coordination
problem.

18. Capital adequacy regulations require banks to hold reserves against high risk.
19. In particular, households nearing retirement are likely to be induced to save

much more in response to a marked decrease in their individual retirement
account.

20. This is referred to as ‘sequential decision-making’. Standard statistical theory
suggests that it might, in some cases, even pay government to engage in some
experiments to ‘learn’ more about the structure of the economy, or at least to
consider explicitly the value of what might be learned from any policy.

21. So that the economy was well described by a stationary stochastic process. (A
stationary stochastic process is a process in which the distributions of shocks to
the economy stays constant over time.) The function would need to be well
understood for stabilization to be reduced to a standard control problem.

22. So stationary stochastic processes don’t describe the economy well.
23. More precisely, they affect transactions costs associated with certain changes in

courses of actions, making those choices less likely.
24. Alesina and Summers, 1993.
25. See Fischer, 1996. See also Posen, 1998.
26. With inflation targeting, the central bank targets a publicly announced level of

inflation. Central banks that do not use explicit inflation targeting might target
the money supply or the exchange rate to fight against inflation.

27. There is a line of research which suggests that that is not the case, and has
attempted to explain this seeming anomaly. Goodfriend and King (2001), for
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example, argue that maintaining price stability guarantees that the economy
always operates at its potential output. This result clearly arises from the
simplistic assumption that they incorporate only one type of shock in their
model. Gaspar and Smets (2002) argue that central banks should focus on price
stability because of the time-inconsistency problem associated with ouput sta-
bilization, because of the difficulty in assessing potential output, and because it
facilitates agents’ learning.

28. See Bhaduri and Nayyar, 1996.
29. For a discussion on the democratic deficit and the unfair rules in the world

economy, see Nayyar, 2002a.

Chapter 9

1. These set of models are characterized by difference and differential equations
that yield oscillations of regular periodicity.

2. See e.g. US Council of Economic Advisors, 1996.
3. See Furman and Stiglitz, 1999.
4. See Kydland and Prescott, 1982. Another example is provided by Hansen, 1985.
5. In the Great Depression, real consumption wages actually increased because of

a fall in agricultural prices. In contrast, there is some evidence that real product
wages (i.e. the costs of wages for producers) actually decreased during the Great
Depression. See Greenwald and Stiglitz, 1988.

6. Alternatively, this could indicate implausible levels of dependence of today’s
labor supply on expectations concerning interest rates and future wages and
prices and/or implausible expectations concerning such variables.

7. For a broader discussion of these issues, see Stiglitz, 1992.
8. In representative agent models, the agent, or consumer, is identical to everyone

else in the economy. If the agent prefers good a to b, everyone in the economy
would prefer good a to b.

9. See e.g. Lucas, 2003.
10. Both the conservative analytics and policy prescriptions were often confused

about transition and long-term effects. For instance, provisions enhancing security
oftenure(orbettersocialsecuritybenefits)shouldnotlead, in a competitive labor
market, to more unemployment, so long as there was wage flexibility at the
point of hiring. With such flexibility, the demand and supply of labor should
always be equated—there should be no unemployment. Provisions affecting
security of tenure might, of course, have costs, adversely affecting the efficiency
with which labor is employed, that have to be set against the benefits, the reduced
risk faced by workers. Government minimum wage legislation affects directly the
hiring market only of very unskilled workers. There are, of course, natural sources
of wage rigidity—such as the efficiency wage concerns discussed below—but no
legislation can make these rigidities disappear. For a discussion in the context of
the debate about the employment effects of social security, see Stiglitz, 1999e.
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11. See Neary and Stiglitz, 1982. As we noted above, cross-country empirical
studies suggest that greater wage flexibility may be associated with greater, not
less, macro-instability. See Easterly et al., 2000.

12. See e.g. Stiglitz, 1974 and 1982; Yellen, 1984; and Shapiro and Stiglitz, 1984.
13. Stiglitz, 1974.
14. Shapiro and Stiglitz, 1984.
15. The theory of nominal rigidities is in a most unsatisfactory state. Several

authors have emphasized the presence of costs of adjustment to prices as an
explanation for the failure of prices to adjust. But there are also costs of
adjustments to quantities, and they are often far larger. (Indeed, the very
terminology of this literature, referring to the price adjustment costs as menu
costs, serves to deride their importance.) See Mankiw, 1985; and Akerlof and
Yellen, 1985. Typically, the smaller the adjustment to prices, the larger the
adjustment to quantities; because the costs of adjustment of quantities typi-
cally are of an order of magnitude greater than the costs of adjustment of prices,
one should see more rigidities in quantities and less in prices. Hence, menu
costs simply do not provide a plausible explanation of nominal wage and price
rigidities. Greenwald and Stiglitz (1989) provide an explanation based on the
relative magnitude of uncertainties that arise from the consequences of price
changes (where rival responses are often unpredictable) being larger than those
that arise from quantity responses (where the risk is mainly of larger or smaller
than desired accumulations of inventory). More recent discussions of
behavioral macroeconomics have abandoned the attempt to provide a rational
explanation of price and wage rigidity, and returned to the older themes of
‘money illusion’, leading individuals to resist wage and price cuts in nominal
terms. See e.g. Akerlof, 2002.

16. Though because of problems of coordination, there can also be nominal
rigidities. See e.g. Stiglitz, 1985.

17. See Greenwald and Stiglitz, 1998.
18. See Stiglitz, 1999f. Moreover, with wages and prices both adjusting, real wages

may adjust relatively slowly, so that flexibility in nominal wages and prices
need not translate into flexibility in real wages. See Solow and Stiglitz, 1968.

19. This market failure can be related to the previous one: if expectations of future
wages and prices depend on current wages and prices in an insufficiently
flexible way, it means, in effect, that there is not full flexibility of wages and
prices (as perceived today), and hence markets cannot fully adjust.

20. Neary and Stiglitz, 1983.
21. The reason is simple: what limits the size of the economic multiplier are

‘leakages’, e.g. increases in income that are saved and lead to increases in
consumption in later periods. But if there is unemployment in the later period,
the increased consumption in that period leads to increased incomes in that
period, and individuals, rationally anticipating this, are accordingly more
willing to consume more today.
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22. See e.g. Shiller, 2000.
23. This was recognized long ago in the growth literature. See e.g. Hahn, 1966;

Shell and Stiglitz, 1967. Moreover, when there are multiple equilibria, the econ-
omy may exhibit considerable volatility even with rational expectations extending
infinitely far into the future. See e.g. Stiglitz, 1973. Also see the literature on
sunspot equilibria: Shell and Cass, 1989; in short, even rational expectations
ensure stability—smooth convergence to a well-defined long-run equilibrium
state—only under highly restrictive conditions.

24. See e.g. Kindleberger, 1978.
25. The pattern of entry into such markets may also be affected by herding behav-

ior, as each market participant, seeing others making the investment, infers
that he or she has positive information about the prospects of the market. On
the other hand, risk aversion in winner-take-all markets might be expected to
lead to underinvestment in such markets. The repeated pattern of excessive
investment is consistent with hypotheses concerning irrational exuberance,
especially of entrepreneurs.

26. Alba et al., 1998. On the theory of looting, see Akerlof and Romer, 1993. Even
when liberalization does not provide greater scope for looting, liberalization
reduces the franchise value of banks, and this leads to more risk taking. See
Helmann et al., 2001, 2002, and 1998.

27. Note that these redistributive effects simply cannot be analyzed within the
context of a representative agent model.

28. Indeed, before the development of the modern theory of asymmetric
information, some economists dismissed capital market imperfections as
unimportant—they arose from the existence of transactions costs, which,
in this view, were to be treated no differently from any other category of
costs. See Stigler, 1967.

29. With equity rationing, firms can raise only limited amounts of new capital
through the issue of new equity. As a result, risk is not as widely dispersed in the
economy, which results in the effects of shocks to one part of the economy not
being dissipated throughout the economy as much as would otherwise be the
case. See also Greenwald and Stiglitz, 1990b.

30. There is one other reason that a firm can be liquidity constrained—even if it has
positive net worth; lenders may believe that they cannot enforce a credit con-
tract, so that even if the firm has the resources to repay (on average) the loan,
the lender cannot extract the money.

31. See e.g. Akerlof, 2002.
32. It is important to recognize that quantities (capacity utilization) and prices (the

real wage) may adjust simultaneously in a more general dynamic model. See
Bhaduri and Marglin, 1990. The authors suggest that the Keynesian analytical
framework for macroeconomics has a much wider theoretical as well as politi-
cal range than is usually recognized. It can be extended beyond the conven-
tional Keynesian model of ‘cooperative capitalism’ to the Marxian model of
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‘profit-squeeze’, or even the conservative model of relying on ‘supply-side’
stimulus through high profitability and a low real wage.

33. Some developing countries have become highly dollarized, with prices in local
currency adjusting quickly to inflation in the domestic currency.

34. See Solow and Stiglitz, 1968.
35. See Burnside et al., 1993. Also, Solow, 1964.

Chapter 10

1. This was in spite of the fact that a close look at both theory and evidence pro-
vided a more skeptical view about the effects on growth, stability, distribution,
and welfare more generally, as discussed below. Since the beginning of the new
millennium, however, the broad consensus in support of these ‘reforms’ has
frayed, especially as Latin America has faced another ‘lost’ half-decade. The
region’s GDP per capita in 2003 was 1.5% lower than its 1997 level. See
Ocampo, 2004a; Stiglitz, 2003b. Even the case for trade liberalization has been
questioned. See Rodríguez and Rodrik, 2001. Problems in deregulation and pri-
vatization in the United States and Europe, as well as in developing countries,
have increased the skepticism towards these other items in the reform agenda.
See Stiglitz, 2002c and 2003a.

2. The Asia-Pacific Economic Cooperation embraces 21 countries on both sides of
the Pacific Ocean, including the United States.

3. It is important to recognize that the debate has focused primarily on restric-
tions affecting volatile short term capital flows—not foreign direct investment.
While advocates of capital market liberalization sometimes argue that without
capital market liberalization, countries will not be able to attract foreign direct
investment, there is strong evidence rejecting this contention, as attested by
India, China, and Chile, which all attracted greenfield FDI in parallel with cap-
ital controls. See the discussion below.

4. There have now been several accounts of the East Asia crisis. An account of
the role of the IMF and the US Treasury is provided by Blustein (2001). See
also ch. 4 of Stiglitz (2002c); Furman and Stiglitz, 1998; IMF, 1998; World
Bank, 1999.

5. In the capital account crises of the 1990s, official financing totaled $8.7 billion
in Argentina (Apr. 1995), $41.8 billion in Brazil (Dec. 1998), $36.1 billion in
Indonesia (Nov. 1997), $58.3 billion in Korea (Dec. 1997), $51.8 billion in Mexico
(Feb. 1995), $1.5 billion in the Philippines (July 1997), $17.1 billion in Thailand
(Aug. 1997) and $4.5 billion in Turkey (July 1994) (see Ghosh et al., 2002). On
20 July 1998 the IMF announced a total official financing of $22.6 billion for the
Russian Federation (IMF Press release 98/31, 20 July 1998 and Russia Reform
Monitor, No. 480, 21 July 1998). On 28 July 1999 an additional $4.5 billions of
credit was announced after the failure of the 1998 agreement (IMF Press Release
99/35, 28 July 1999).
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6. See Rodrik and Velasco, 2000.
7. See Kaplan and Rodrik, 2002; Wyplosz, 2002; Joshi, 2003.
8. Prasad et al., 2003.
9. The case for capital market liberalization was often based on a conventional

neoclassical model that ignores market failures and assumes markets allocate
resources efficiently. Any restrictions would accordingly interfere with alloca-
tive efficiency.

10. Most of these market failures are related to problems of information asymme-
tries. See e.g. Stiglitz, 2002d.

11. See Diaz-Alejandro, 1985; Devlin, 1989.
12. For an elaboration of this point, see Stiglitz, 1989a, and Lucas, 1990.
13. Keynes had referred to investor sentiments as ‘animal spirits’, emphasizing

their unpredictability. By contrast, many of the advocates of capital market lib-
eralization emphasized the rationality of markets, using models assuming ratio-
nal expectations. There is increasing research emphasizing the irrationality of
markets. See e.g. Shiller, 2000. But even if markets are ‘rational’ in the short run,
unless there is a full set of futures markets extending infinitely far into the
future, there may be ‘bubbles’ in the short run. Even herd behavior may be con-
sistent with rational expectations; see Chamley, 2004. Stiglitz (2004) shows
that in an overlapping generations model with rational expectations, CML may
lead to increased volalitity.

14. Such data depict, of course, only the actual patterns of capital flows. They show
convincingly that capital flows have not been counter-cyclical. Other studies
described below show that there have been large shifts in the willingness to
lend or invest, caused largely by changes external to the developing country in
question.

15. Non-tradables are goods and services for the domestic market and not for
export, and which do not directly compete with imports.

16. The Thai example illustrates that some of the adverse effects of short-term spec-
ulative capital inflows might have been mitigated by more extensive govern-
ment intervention elsewhere in the economy, e.g. through bank regulations on
real estate collateral or capital gains taxation. This will be discussed later in this
chapter.

17. The problem could, of course, occur even if governments borrow domestically,
but governments typically have far more control over domestic financial
markets.

18. The primary balance (which can be either in deficit or surplus) is defined as the
fiscal balance (total income minus expenditures), other than interest payments.

19. CML would help balance transitory differences between output and expendi-
ture, thereby attenuating the adjustment to permanent changes of relative
prices. See Prasad et al., 2003.

20. Kose et al., 2003. It is important to recognize, however, that the evidence that
they present is only very indirect. They ask: Is consumption volatility reduced
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as capital market integration is increased? Any observed correlation may be
spurious. They do not actually verify whether the capital flows themselves act
in a counter-cyclical way.

21. Prasad et al. (2003) find that consumption volatility has increased with CML in
‘financially integrated’ developing countries.

22. The market failures behind irrational exuberance, unwarranted pessimism, and
herding behavior will be discussed in the next chapter.

23. See also Ffrench-Davis and Ocampo, 2001; Reisen, 2003; Williamson, 2003b.
24. Some economists and practitioners argue that derivatives will decrease the

effectiveness of capital controls. This will be discussed in Chapter 13.
25. Dodd, 2003.
26. IMF, 1998, ch. 1. For empirical evidence contrary to the IMF study, see Dungey

et al., 2002.
27. Prasad et al., 2003.
28. Selling short means selling something you don’t own (by, in effect, borrowing

it from someone who owns it) with the hope of buying it back at a lower price.
29. High interest rates lower firm profitability. At the time of the Asian crisis, many

firms in Hong Kong were highly leveraged, so that the impact of high rates
could have had a devastating effect on stock prices.

30. Standard & Poor’s downgraded Hong Kong’s long- and short-term sovereign
ratings to A/A � 1, from A � /A � 1�, on 31 August (Economist Intelligence
Unit, 1998).

31. See Calvo et al., 1993 and 1994.
32. There are other reasons for contagion. One is trade: an economic downturn in

one country reduces the demand for imports, which hurts the country from
which the goods come. This played an important role in the spread of the East
Asia crisis from one East Asian country to another, given the high level of trade
interdependency. The extent and consequences of the trade linkages seem to
have been greatly underestimated by the IMF. It explains why the ‘beggar-
thy-self’ policies that they pushed had such a devastating effect on the region.
See Stiglitz, 1999a.

A second source of contagion arises from institutional imperfections—
there are a limited number of institutions investing in developing countries.
Risks are not fully diversified. And risks are often magnified through leverage.
Thus the 1998 ruble crisis had repercussions for Brazil not because the exis-
tence of problems in Russia changed expectations concerning Brazil nor
because of trade inter-linkages, but because a few institutions were heavily
invested in both Brazil and Russia; the losses in Russia forced a portfolio rebal-
ancing which resulted in sales of Brazilian assets. The various forms of conta-
gion may be intermixed. Knowing that there are institutional imperfections,
Brazilian investors may worry that a problem in Russia may lead to a problem
in Brazil; they accordingly try to sell their Brazilian assets. Their beliefs are
self-confirming.
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33. Of course, one has to make sure that the regulations in place allow the eventual
repatriation of profits and the original investment.

34. See World Bank, 1999.
35. Because these decisions involve trade-offs over time (e.g. individuals are decid-

ing whether to consume more today or more in the future), these are referred to
as intertemporal decisions. For a discussion of balance sheet effects, see Krugman,
2000; Aghion et al., 2001. The general theory is set forth in Greenwald and
Siglitz, 1990a, 1993a, 1993b, and 2003.

36. See IMF, 1998 and Rodrik and Velasco, 2000.
37. See Stiglitz, 2004.
38. One should contrast this analysis with that of the IMF study by Prasad et al.,

2003.
39. In the standard growth models, the long-term rate of growth in income per

capita is determined solely by the rate of technological progress; growth in the
short term is also affected by the rate of savings/investment.

40. Devlin et al., 1995.
41. Large inflows during boom periods often lead to an overvalued currency,

making imported goods cheaper, and encouraging consumption.
42. In this paragraph, we build on the research presented in Ffrench-Davis and

Reisen, 1998, particularly in the ‘Introduction’ by the two editors and in the
chapter by Andras Uthoff and Daniel Titelman, ‘The Relation between Foreign
and National Savings under Financial Liberalization’.

43. See e.g. Elgar and Rodrik, 1998. Two surveys of the contrasting results in the lit-
erature are Eichengreen, 2001; and Edison et al., 2002. For a discussion on iden-
tification problems focused on Latin American countries, see Ffrench-Davis
and Reisen (1998) and Frenkel (1998). Ocampo and Taylor (1998) give a theo-
retical perspective on the effects of liberalizing both trade and capital markets.

44. Maddison, 2001.
45. The issue of whether the imposition of capital controls discourages FDI remains

mired in econometric and statistical difficulties. The literature is accordingly
inconclusive. See e.g. Mody and Murshid, 2002; Montiel and Reinhart, 1999;
Hernandez et al., 2001; Carlson and Hernandez, 2002. The impact of capital
account restrictions on interest rates will be discussed in Chapter 12.

46. Furman and Stiglitz, 1998.
47. There are still other mechanisms by which poverty may be increased. Higher

volatility may increase unemployment, not only because of the slowness in
adjustments, but also because, even with rapid adjustments, it may lead to an
increase in the equilibrium unemployment rate. As we note below, in the
Shapiro–Stiglitz efficiency wage model, an increase in volatility which shortens
the expected lifetime of employer/employee relationships, unemployment
must increase to induce workers not to shirk.

48. Insecurity is highlighted as one of the three central elements of poverty in
developing countries in World Bank, 2001; see also Rodrik, 2001.
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49. See e.g. Rodrik, 1997, and Stiglitz, 2002a.
50. We’ll discuss the responsiveness of capital flows to interest rates in greater

detail in Chapter 12.
51. Orszag and Stiglitz, 2002.
52. Goldman Sachs, 2002.
53. It is important to recognize that, in using the term market failure, we do not

mean to suggest that there are some easy improvements in markets (eliminat-
ing these failures), after which capital market liberalization would be desirable.
The market failures are endemic: they are limitations in the way that markets
work relative to some idealized world, say with perfect information. Information
will always be imperfect, so that market failures, in this sense, cannot be
eliminated. Similarly, markets alone will never be able to undertake full
intertemporal smoothing (unless there are individuals living infinitely long),
since the generation alive at one date can never engage in a transaction with
a generation alive at a much later date.

Chapter 11

1. To put it into the jargon of economics, they are not constrained Pareto effi-
cient; there are government interventions that take into account the same lim-
itations of information and the costs of acquiring further information, which,
in principle at least, could make some people better off without making anyone
worse off. See e.g. Stiglitz, 1989b. The general theory of the second best argues
that whenever there are multiple distortions, eliminating one distortion may
make matters worse. See Lancaster and Lipsey, 1957.

2. As already noted, it is likely that the design of the policy response increased the
magnitude of the externality. For example, during the Asian crisis, the IMF
explicitly argued for increasing interest rates to defend the local currency. This
helped protect those with large foreign-denominated borrowings, but had
huge adverse effects on firms that had prudently borrowed in local currency.

3. The IMF implicitly recognized the importance of this externality during the
East Asia crisis, when it urged greater information about the total supply of out-
standing short-term debt. In a standard competitive equilibrium model, such
quantitative information would be of no relevance.

4. In the end, in 1998, some months after the massive bail-out that failed to stabi-
lize the exchange rate, the US Treasury helped coordinate a rollover of Korean
loans.

5. The problem was exacerbated by the political illegitimacy of the privatization,
which meant that there might be long-run pressures to renationalize. Only
by taking money out of the country could the oligarchs truly protect their
ill-gotten wealth.

6. There are many examples of this kind of multiple equilibria, and such models
have played an increasing role in explaining crisis. Among the early examples
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was that of Diamond and Dybvig (1983), explaining bank runs. Of course,
coordination failure is not the only source of instability or inefficiency, and
with these sources of instability, it may pay investors to take their money out of
the country or to engage in asset stripping, even in the absence of a coordina-
tion failure.

7. In addition, a switch to fiscal stimulation from monetary stimulation may
affect growth, depending on whether public expenditures are efficiently spent
on public investment.

8. See the classic Kindleberger, 2000 (first published 1978); and the more recent
Shiller, 2000.

9. See Banerjee, 1992, and Bikhchandani et al., 1992. For an application to port-
folio allocations on international stock markets, see Calvo and Mendoza,
2000; Chamley, 2004; Caplin and Lehay, 1994.

10. See Ocampo, 2003b.
11. While the discovery of the foreign exchange position of the Thai central bank

triggered the crisis, even if the Thai central bank had not been taking the
positions it had, it is likely that there would eventually have been a crisis.
The puzzle is why the market did not seem to recognize this. The stock and
real estate markets had boomed in the mid-1990s, the exchange rate had
appreciated, imports had surged, generating an increase in the external deficit,
and financing—as recognized only ex post by the IMF and financial markets—
was dangerously short term.

12. See e.g. Shiller, 2000. Much earlier, Hahn, 1966, and Shell and Stiglitz, 1967,
showed that there could be multiple paths consistent with rational behavior in
the short run; without capital markets extending infinitely far into the future, the
economy could exhibit high levels of dynamic instability. While herding
behavior is often attributed to investor myopia, these results suggest that bub-
bles may arise so long as investors do not look infinitely far into the future.
However, even when investors look infinitely far into the future, it may not be
possible for them to predict (on the basis of rational expectations alone) how
the economy will evolve, if, for instance, there are multiple paths consistent
with rational expectations. See Stiglitz, 1973.

13. Bank regulations in the advanced industrial countries encourage this.
Long-term lending to developing countries is viewed as riskier than short-
term lending, so banks have to hold more capital to satisfy capital adequacy
requirements.

14. The problem is related perhaps to the ‘irrationality’ of market participants.
They consider the implicit insurance premium excessive, given their view of
the low probability of a devaluation of the currency. But why borrowers
should believe that their estimate of the probability is more accurate than the
markets’ is not clear. There is a further difficulty: even when cover is obtained,
there is a risk that the insurer will not be able to honor his commitment. The
economics of information has provided explanations for the absence of
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insurance markets, associated particularly with the existence of information
asymmetries. The cost of ascertaining whether an insurance firm will honor its
commitment to provide insurance is another explanation of the absence of
insurance.

15. See Dodd and Spiegel (2005) for an analysis of risk diversification in developing
country currency markets.

16. Those who defended the role of the government in the bail-out (and who
resisted allegations that underlying the publicly orchestrated privately
financed bail-out was crony capitalism and corporate mis-governance,
American, rather than East Asian, style) did so because they believed LTCM
posed a global threat. For a discussion of the LTCM bail-out, see Stiglitz, 2002c
and 2003a.

17. See Greenwald and Stiglitz, 2003, and the references cited there; or Majluf and
Myers, 1984. In developing countries, there are additional reasons for the lack
of use of equity markets, such as the absence of a legal framework to ensure the
rights of shareholders, including minority shareholders.

18. When information and contracting are incomplete, long-term relationships
are at the heart of well-functioning markets. These long-term relationships
(and the reputational capital which underlies them) motivate each party to do
the ‘right’ thing: employees not to shirk on the job, employers to treat their
workers decently. But the greater risk under open capital markets implies that
the life expectancy of jobs and firms, and thus the labor relationship, will be far
shorter than it otherwise would have been. Efficiency wage concerns force
higher wages and higher equilibrium unemployment. See e.g. Shapiro and
Stiglitz, 1984.

19. Still other channels are discussed at greater length below.
20. Typically, it is argued, bankruptcy does not result in the destruction of physical

capital, but only its reorganization in more productive ways. But when there is
systemic bankruptcy associated with high interest rates and/or a major eco-
nomic slowdown, the prospects for efficient reorganization are diminished,
and the chances of a delayed reorganization are enhanced. Without adequate
oversight, there is a real risk of asset stripping during the extended period of
reorganization.

Chapter 12

1. See Weitzman (1974), for a general discussion. In the context of trade interven-
tions, see Dasgupta and Stiglitz (1977).

2. Only firms that relied on borrowing directly from foreign banks would be
unaffected.

3. Exclusions included borrowing for approved purposes if certain conditions
were met: e.g. a minimum maturity, and a maximum cost on the associated
debt.
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4. The URR averaged approximately 3% for one-year loans in Chile, and 13.6%
for one-year loans and 6.4% for three-year loans in Colombia from 1994–8,
significantly higher than the level often discussed for an international
Tobin tax.

5. The phenomena was seen in many countries, including South Korea,
Indonesia, and Thailand in 1997 prior to the Asian crisis; Mexico prior to the
Mexican crisis; and the Czech Republic in the mid-1990s.

6. For papers which support the effectiveness of these regulations in Chile, see
Agosin, 1998; Agosin and Ffrench-Davis, 2001; Larraín et al., 2000; Le Fort and
Lehmann, 2003; Palma, 2002; and Ffrench-Davis and Tapia, 2004. For a more
mixed view, see Ariyoshi et al., 2000; De Gregorio et al., 2000; Laurens, 2000;
Valdés-Prieto and Soto, 1998. Similarly, for strong views on their positive effects
in Colombia, see Ocampo and Tovar, 1998; Ocampo and Tovar, 2003; and Villar
and Rincón, 2003. For a more mixed view, see Cárdenas and Barrera, 1997; and
Cárdenas and Steiner, 2000.

7. In some of these studies, the URR is not included as a determinant of interest
rate spreads, but only as an additional factor affecting flows. There are two
other common flaws. One relates to the treatment of changes in the external
supply of funds; the other refers to the domestic macroeconomic absorption of
different types of inflows. These two effects are controlled for in Ffrench-Davis
and Tapia, 2004, where the URR is found to have had a significant effect on net
inflows during capital surges. The indeterminacy of the effects of the URR on
exchange rates may reflect the difficulties inherent in exchange rate modelling.
See Williamson, 2000.

8. Ocampo and Tovar, 1998 and 2003.
9. Villar and Rincón, 2003.

10. Palma, 2002.
11. See Rodrik and Velasco, 2000.
12. Ringgit use was restricted to domestic transactions by residents. It became ille-

gal to hold ringgit deposits abroad, and all such deposits held by nationals had
to be repatriated. Trade transactions had to be settled in foreign currency.
Ringgit deposits in the domestic financial system held by non-residents were
not convertible into foreign currency for one year.

13. The levy had a decreasing rate for investments held for longer periods, and
there was no tax on investments held for more than one year. For new capital
inflows, an exit tax on capital gains was established (at 10%), with a higher rate
(of 30%) for capital that stayed in the country for less than a year. The flat rate
introduced in September 1999 was also set at 10%.

14. For a more detailed analysis of the Malaysian controls, see Khor (2004).
15. See Kaplan and Rodrik (2002) for the NBER. See Ariyoshi et al. (2000); Ötker-

Robe (2000); Rajaraman (2003); and Joshi (2003) for additional evidence on the
effectiveness of these regulations.

16. See Dornbusch, 2001.
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17. The liability structure is defined as the make-up of outstanding debt—
the amount of debt outstanding, the maturities of the debt, the interest
coupons, etc.

18. IMF (2000).
19. Since a capital surge generates expansionary effects through three different

channels—the accumulation of international reserves, an appreciation of the
exchange rate, and a reduction in interest rates—the index weights the trends
of these three indicators by their standard deviation during the period
analyzed.

20. The level of the URR may account for this result. Valdés-Prieto and Soto (1998)
find evidence of a ‘threshold effect’, which would explain why these regula-
tions were only effective in reducing capital flows in 1995–6. (Of course, as we
pointed out previously, one of the difficulties in this area is the counterfactual:
what would the flows have been but for the URR? While the flows may have
increased, they might have increased even more in the absence of the URR.)

21. See Edwards, 1999a; Dornbusch and Edwards, 1991; Dornbusch, 1998;
Cuddington, 1986.

22. The Economist, 3 May 2003c.
23. After softening the controls in September 1999, Malaysia suffered immediate

outflows of 5.2 billion ringgit, with an additional 3.1 billion flowing out of the
country during the rest of the year. The net inflow of funds in the first quarter of
2000 was 8.5 billion ringgit, roughly equal to the total amount of funds lost
after the lifting of the controls (Bank Negara Malaysia, 2001b). Throughout
2000, private long-term capital inflows increased and foreign direct invest-
ments remained stable (Bank Negara Malaysia, 2001a). Changes in levels of
inflows may be more attributable to changes in the overall magnitude of capital
flows from developed to less developed countries than to changes in the rela-
tive attractiveness of investments among developing countries.

24. When a currency weakens excessively, by say 30%, and then strengthens so
that the total devaluation is only around 20%, the currency is said to over-
shoot. For example, according to a poll of the Citibank trading floor in 1989,
traders believed that interest rate and currency markets react to bad news by
overshooting by an average of 50%.

25. Malaysia, for example, was able to completely shut down the offshore market
in ringgits.

26. The problem is exacerbated when there are prospects of, say, a government
bail-out of a bank; the public bears some of the downside risk of the foreign
exchange exposure.

27. Calvo, 2002; and Hausmann, 1999. See also Eichengreen and Hausmann, 1999.
28. We use the term ‘domestic financial dollarization’ to refer to the use of dollar-

denominated assets and liabilities, not, as in Ecuador, the substitution of the
local currency with the use of dollars (which we call dollarization, without fur-
ther adjectives).
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29. Indexing entails linking the price of the domestic asset to inflation: as inflation
increases, the price of domestic assets increases proportionally.

30. Zahler, 2003.
31. Government regulations allowing for swaps—an exchange of assets, say,

between the pension funds of one country and that of another—could help
diversify risk, without putting any pressure on the exchange rate, and without
subjecting countries to pro-cyclical capital flows.

32. See Rogoff, 2002; Johnson and Mitton, 2001; Rajan and Zingales, 2001; Forbes,
2004.

33. It is not only hard to ascertain the magnitude of the corruption, but also its
costs. The allocative effects are associated with the distortions in production.
But there are broader systemic consequences, for instance, associated with the
legitimacy of government.

34. Ocampo, 2003b; Ocampo, 2002; Rajaraman, 2003; Reddy, 2001.
35. For cross-country evidence, see China and Ito, 2002.
36. The contrast with, say, Mexico, is marked. The government bail-outs were

extremely costly to the government (13% of GDP), and even after the ‘restruc-
turing’, there is an inadequate supply of credit, especially to small and
medium-sized enterprises.

37. Forbes, 2003; Edwards, 1999.
38. Two methodological issues are also important: how SMEs are defined, and what

is considered a financially constrained situation.
39. See e.g. Harvie and Lee (2002a).
40. Ffrench-Davis, 2002.
41. One such policy is the US Community Reinvestment Act which requires banks

in poorer areas to lend a small proportion of their portfolio to local firms. Based
on this idea, developing countries can require financial institutions to lend a
small proportion of their portfolio to SMEs, either through tax incentives or
direct regulations.

42. See Edwards, 1999a, 1999b; Dornbusch and Edwards, 1991; Dornbusch, 1998;
De Gregorio et al., 2000. See also Harrison et al., 2002; and Dooley, 1996.

43. However, one can make them reportable to authorities, and one can make such
reporting requirements enforceable by requiring reporting for these contracts
to be enforceable in court, including having standing in bankruptcy court.

44. Note that the URR is applied to all foreign capital inflows, while this reserve
requirement would be applied only to the liabilities held by domestic financial
institutions.

45. We have argued, however, that there are social costs associated with these for-
eign exchange exposures. The tax or risk-adjusted capital adequacy require-
ment, if appropriately designed, would simply compensate for these external
social costs. If the government wished to promote further lending to small or
medium-sized enterprises, this should be done through explicit programs.

46. It is, of course, possible that some firms borrow exclusively from abroad. If only
a few firms do so (with limited aggregate exposure), their default in the event,
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say, of a large change in the exchange rate would have much less of an
effect than if those firms borrowed domestically. There would be no collateral
damage to domestic financial institutions except through the impact of the
bankruptcy on the firms’ suppliers. But in the unlikely event that large num-
bers of firms borrow extensively from abroad (and not from domestic financial
institutions), there can still be systemic effects. Rajan and Zingales 2001;
Forbes, 2004.

47. To do so, the government would need to add all the longs (investments) and
shorts (borrowings) to get the net position and ascertain the actual extent of
foreign-denominated borrowing.

48. For an analysis of these issues, see World Bank, 1999a; and Bhattacharya and
Stiglitz, 2000.

49. Barth et al., 2001.
50. Basle capital adequacy requirements recommend that reserve requirements be

held against risky bank assets.
51. For recent analyses of these issues and policy options for managing them, see

BIS, 2001; Borio et al., 2001; Clerc et al., 2001; and Turner, 2002.

Chapter 13

1. The Economist, 2003b.
2. The Economist, 2003a.
3. One of the conclusions from that chapter is that different interventions have

different benefits and costs associated with them. The pertinent question is
which tools are most appropriate for each country, given its economic struc-
ture, administrative capacity, and institutional framework.

4. Edwards, 1999a.
5. Rogoff and Prasad, 2003.
6. Johnston, 1998; Prasad et al., 2003.
7. Some proponents of capital market liberalization suggest that open capital

markets encourage the development of good institutions. In fact, this was a
question posed in the recent article in the Financial Times by the authors of the
IMF study, referred to below. The argument is similar to the one used in Russia
in the early 1990s: that institutions would develop once other free market
reforms were in place. And the example of Russia shows how miserably this
argument can fail. There is very little evidence that deregulation and liberaliza-
tion on their own encourage the growth of good institutions. In fact, Hoff and
Stiglitz show that capital market liberalization may actually impede the devel-
opment of the rule of law (see Hoff and Stiglitz, 2004).

8. More generally, good public and corporate governance and well-developed
markets and institutions may contribute to economic efficiency; the issue at
hand, however, is the extent to which they contribute to economic stability.
For instance, the development of derivative markets may increase efficiency,
but may also have actually contributed to instability. See Dodd, 2003.
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9. Even before that, despite its strong financial and regulatory system, the United
States had a mini-financial crisis; the S & L débâcle that came to a head in 1989,
and cost American taxpayers between $100 and $200 billion.

10. There was not only massive misallocation of resources during the bubble, but
the loss of output after the bubble broke in 2001—the disparity between the
economy’s potential and actual growth—was enormous. There was also mas-
sive ‘disguised’ unemployment—evidenced by data on discouraged workers, an
increase in the number of individuals on disability, a decrease in labor force
participation, and an increase in the number of individuals working part time
because they could not get full-time jobs. See Stiglitz, 2003a.

11. Sometimes a strong rule of law is added to the trilogy of prerequisites for capital
market liberalization. What is meant by a strong rule of law and the connec-
tions between that and the consequences of capital market liberalization are
often not clearly delineated.

12. Volcker, 1998.
13. Growth in the post-liberalization period was lower than in the pre-liberaliza-

tion period, though there are many factors that may account for this.
14. Bakker and Chapple, 2002.
15. Chile, for instance, might be well advised with the next surge of capital to rein-

stitute the URR tax described in Chapter 12. Faced with capital inflows and a
large appreciation of the exchange rate, at the end of 2004 Colombia instituted
a tax on capital that stays less than a year in the country.

16. See e.g. Harris, 1999.
17. Ndikumana and Boyce, 2003.
18. See Pastor, 1990; Boyce and Zarsky, 1988.
19. See section on Coordination Failures in Chapter 11.
20. Wall Street Journal, 1998.
21. Ariyoshi et al., 2000.
22. See Ocampo, 2003b; and Reddy, 2001.
23. As stated earlier, those who supported the bail-out claimed that the failure of

this one hedge fund could destabilize the entire international financial system.
24. One way in which reporting requirements can be enforced is not to allow court

enforcement of unreported derivative contracts. There can be restrictions on
lending by domestic financial institutions to firms and individuals with large
(net) derivative positions.

Chapter 14

1. Of course, even in the short and medium term, growth will in general depend
on the savings rate.

2. As economies move from within their production possibilities schedule
towards the ‘frontier’.

3. Recall the discussion of Chapter 2, where we discussed two alternative views:
the economy as a robust spring, such that the further you push it down, the
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stronger the recovery; and the economy as a frail spring, such that when the
economy is pulled down too far, it becomes distorted and never returns to
where it otherwise would have been. The evidence is that the economy is more
like a frail than a robust spring. Econometrically, this means the economy
exhibits close to unit root: lowering GDP by 5% today is likely to result in GDP 20
years from now being close to 5% lower.

4. There is some evidence that other factors of productions are, as well, affected
negatively. For instance, the quality of labor may be lowered with unemploy-
ment. Moreover, public authorities are likely to reduce investments in technol-
ogy and infrastructure if overall expenditures are cut as tax revenues fall and if
more expenditures get directed towards buffering those affected by the crisis.
Authorities’ efforts to focus on long-term goals is undermined.

5. e.g. through establishing independent central banks focusing on inflation.
6. The fact, noted earlier, that the ‘optimal’ inflation rate may be greater than zero

suggests that this may in fact be the case. Note that taxes like the VAT which
induce relatively limited distortions in more advanced countries are likely to be
far more distortionary in developing countries, simply because so much of GDP
typically escapes taxation.

7. Ex ante, it may not always be possible to ascertain whether the economy is in a
situation where higher interest rates will lead to a strengthened or weakened
currency. The discussion of this section has emphasized, however, that there is
at least a risk that monetary tightening will adversely affect exchange rates.

8. Especially when governments fail to pursue aggressively output stabilization
policies.

9. Greenwald and Stiglitz (2003) explain why capital markets are not auction mar-
kets, with capital allocated to those willing to pay the most. Those willing to
pay the highest interest rates may be those most likely not to repay the loan. If
there were no problems with repayment and no imperfections or asymmetries
of information, then the auction model might be appropriate.

10. Empirical studies have often been highly misleading. Periods of high inflation
are often associated with real disturbances to the economy, such as the oil price
shocks of the 1970s; these real shocks have real consequences, and in some
cases, those consequences may be borne disproportionately by the poor. The
question is not whether in inflationary episodes the poor have fared poorly, but
whether, given whatever shocks, the poor fared better in those countries that
maintained robust employment relative to those who fought inflation hardest.

11. There are at least four possible explanations for these seemingly perverse out-
comes. The first is that policy-makers have not fully learned the lessons of how
to stabilize the economy. The second focused on political economy: it is not a
matter of knowledge, but of incentives. Conservative economists are more con-
cerned with guaranteeing that creditors in the advanced industrial countries
get repaid than in ensuring that the developing country remains at full
employment. Third, capital and financial market liberalization has increased
developing countries’ exposure to risk. Note that even if economic management
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had improved, the observed increase in stability would be limited. And finally,
as the economy becomes more stable, firms are willing to undertake more
risks—for instance, higher debt equity ratios—possibly largely undoing the
original effects. But note that, in this case, there are still benefits from the
improved ‘ability’ to manage the economy, not manifested in lower variability
in output so much as in increased allocative efficiency and growth resulting
from the higher debt equity ratios. In contrast to these experiences in develop-
ing countries, there is some evidence that economic volatility in the United
States has been reduced: since World War II, expansions have been longer and
downturns shorter.
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expenditures 17, 182
consumption 142, 156
increasing 13, 183
investment 156
limited to current cash flows 58
recapitalization 148
social 70
state-owned companies 146

exports 97, 103–4, 126
determinate demand for 118
drop in demand for 69
growth often occurs with a lag 100
higher demand for 98
low levels of 116
manufactured 123
positive effects on 102
positive impact of currency devaluation

on 101
prices of 100
stimulative effect on 195
strong currency can hurt 35
sudden upsurge in 121
threatened 17
traditional argument for taxing 86
volatile 65
weakened 182
weaker exchange rate increases 107

external balance 36–8, 120, 121
and full employment 117–9
maintained 121
simultaneously internal and 120

external debt 203
crisis 79, 100
public-sector 133

external economies 56
external imbalances:

large 119, 120
targeting 121

externalities 160, 160, 196, 205, 228, 237
CML should be approached with caution

because of 230
growth-related 98
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externalities (cont.)
imposed on entire population 222

negative 199, 200
price 199
problems with 199
quantity 199

fairness 21
family 24, 33
FDI (foreign direct investment) 109, 188–9,

191–2, 211
long-term, government measures to

encourage 215
productive 224

Federal Credit Reform Act (US 1990) 144
final variables 154
financial accelerator 68, 77, 78
financial crisis 132, 178, 204, 216

global/international 211, 230, 237
financial disintermediation 123
financial institutions 71

ability and willingness to lend 58
compensating 138
currency mismatches in portfolios of 226
developed 66
forced into bankruptcy 192
implicit or explicit insurance for 138
multilateral, credit from 133
non-performing loans in 227
private 157
recapitalizing 67
reduced capital and lending capacity 228
regulators require to maintain high 

liquidity 226
residual maturity of liabilities 95
restructuring of 223
strong 231
viable, failure to create 14
weak 152, 194, 198
see also international financial institutions

financial intermediaries 95, 136, 226
diminished quality of portfolios 228

financial market liberalization 14, 64, 150
bubbles and crises systematically 

associated with 166
encourages bad lending practices 167

financial markets 15, 151, 181, 235
concern about fighting inflation 34
deregulation of 150
disproportionately represented 155
globalization of 236
governments have no choice but to listen

to dictates of 157
incomplete 166, 203–4

interests tend to be overrepresented 157
international 71
irrational exuberance and unwarranted

pessimism that characterize 181
less developed 23
manipulated 187
myopic tendency 52–3, 197
one important function of 67
thinness of 71
volatility of 131

Finland 231–2
first best solutions 164, 218
first-mover advantage 166
fiscal authorities 120, 121
fiscal deficits 111, 138

current 84
cutting 116
financed 71
government saves money by cutting 80
investor confidence destroyed by 52
large 116, 149
tax cuts lead to 75
translated into trade deficits 105–6
widening during economic 

slowdown 148
fiscal policy 54, 69, 73

adverse effects on 183
borrowing constraints and 82–8
CML effects on 183–4, 202
constraints on 15
contractionary 13, 16, 196
controversies 75–82
counter-cyclical 13, 15, 85, 128, 248
design and implementation of 156
enhancing the use of 71
excessively austere 14
expansionary 48, 51, 78, 120, 131, 213
heterodox approach to 58, 89–90, 91
impact of 71, 79, 115
ineffective 202
interaction of monetary 71, 72, 75, 97–8,

104–5, 107
exchange rate 99, 104–51, 112–13, 116–17
Keynesian 55, 76–7, 79
Keynesian preference for using monetary

policy over 50
less scope for 74
limitations on the use of 92
monetary policy often works best in 

tandem with 202
pro-cyclical
restrictive 48
stimulative 78, 128
tight(ening) 70, 111, 121, 162
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fiscal stabilization funds 85–6, 88
Fisher, I. 31
fixed costs 127
fixed exchange rates 36, 37, 57, 74, 

117, 128
monetary and fiscal policies in open

economies with 105–7
transition away from 130
US forced to go off the system 203

flexibility versus stability 129, 130
flexible exchange rates 37, 64, 74, 105, 

117, 124
fairly open markets with 165
fully 200
limited 130
monetary and fiscal policies in open

economies with 107–8
room for autonomous monetary policies 128
exchange rates totally 129

floating exchange rates, see flexible exchange
rates

forbearance 78, 151
forced lending 135
foreign aid 143
foreign capital goods 124
foreign credits 183
foreign currency bank exposure to 103

borrowing in 78, 153, 182
demand for 106
domestic agents need to buy 220
indebtedness in 132, 134, 158
prudential reserve requirements on loans

226
strong incentive to use 221

foreign-currency liabilities 226
net 226
short-term 200
tax on 226

foreign exchange 126
appreciation pressures during periods of

abundance 127
availability of 66, 69
banks discouraged from engaging in 

speculation 93
booming inflows of 102–3
government wants to reduce the supply 

of 136
indirect exposure 226
large amounts generated 65
public sector can be one of the best net

suppliers of 133
shortage of 36, 64, 65
strong exposure 195
uncovered exposure 226

foreign exchange markets:
destabilizing 218
intervention in 122–31

free markets 179, 180
belief in the efficiency of 188
unfettered 128

free trade 177, 180
fringe benefits 23
full employment 26, 38, 62, 69, 73, 79, 88,

117, 137, 140
economy close to 47, 48, 78, 114
economy way below 85
external balance and 117–9
guarantee that policies can be pursued 51
little room for stimulative fiscal policies to

restore economy to 137
macroeconomic policy traditionally

focused on 63
maintained 67, 107, 117, 214, 257
market will automatically achieve 63
monetary and fiscal policy used to attain 62
no quick return after adverse 

shocks 201
standard definition of 209
structural deficit 84

future earnings 166
future growth 21, 38, 39, 50

enhanced 152
funds unlikely to lead to 86
impairing 59

future income 23, 43
borrowing against the prospect of 23
lifetime income depends on expectations

about 57
lower 63
uncertainty about 43

futures markets 170, 279

G-7 (Group of Seven) nations 157
gap models 65
GDP (gross domestic product) 21, 37, 

38, 39, 40, 63, 71, 81, 92, 106, 
123, 222

debt ratios to 84
decline in 127
exports a larger fraction of 65
falling 78
global growth per capita 191
government expenditures and 62, 81
high volatility 83
imports and exports represent a large 

fraction of 97
increases in 74, 135
long-term trends 148
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GDP (gross domestic product) (cont.)
measurement problems 142
potential and actual 192
tax ratio to 70

general macroeconomic failures 201
globalization 156, 177

financial market 236
tools that can manage risks associated 

with 231
GNP (gross national product) 142, 233
goals 118, 141

long-run 22
policy, combating inflation as 35–6, 104

gold standard 130
‘golden rule’ 148
good equilibrium 201
Government Accounting Office (US) 156
government borrowing requirements 141
government expenditures 39

adjusting 121
banking recapitalization 147
cutbacks in 104, 194, 249, 255
general tax cuts more stimulative than 81
increased 79
interest payments on debts a large 

proportion of 71
lead to an increase in GDP 76
marginal return on 50
need for 148
social benefits of 50
unique level of 118
unproductive 52
weighted towards domestically produced

goods 134
government guarantees 144–5
government intervention 48, 113, 124,

172, 180
argument for some form of 200
capital accounts 222
capital markets 197–219
conservatives skeptical of 73, 97
discrepancies make a case for 199
focused more on employment and

growth 50
how designed 154
indirect 226–28
ineffective 165
limiting 163
no need for 160
point of, in currency market 127
reasons for stabilize the exchange rate 128
unnecessary 48, 51
very limited 49

government revenues 49, 133

Great Depression 32, 52, 89, 165
Greenwald, B. 31, 89
growth, see future growth; long-term growth;

rapid growth; short-term growth; stabi-
lization and growth; sustainable growth

Harberger triangles 136
hard currencies 200
hard pegs 129
health care expenditures 142
health insurance 22, 23
hedge funds 181, 184, 187

bankruptcy of 204
speculative 177
willingness to monitor 237

herd behaviour 128, 202, 217
heterodox approach 48, 49, 55–8, 89, 125,

138–9
alternative fiscal policy tools 88
belief that government should actively

intervene 97
confidence building 80–1
conservatives versus 90
contrast between Keynesians and 50
fiscal policy 48, 69–70, 71
interest rate increases 125
monetary policy 50, 79–81, 83
objection to devaluation 99
prudential regulations as a tool for

macroeconomic policy 94
real exchange rate 122
reinforced general position 119
tax policies to reduce pro-cyclicality 86

Hick’s IS-LM framework 163
hiring and firing costs 170
Hong Kong 119–20, 167

‘double play’ 187
hot money 234
hours worked 161

increasing 170
reduction in 162, 163

household surveys 25
housing 33

households borrowing for 66, 70
preferential treatment of 134

human capital 40
deterioration of 41
investments in 142, 192

Hungary 123
capital account regulations 236
FDI 192
short-term capital inflows 209

hyperinflation 27–8, 29, 33, 221
hysteresis effect 24, 41, 64, 246
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ideological interests 178
illegitimacy 235
illiquidity 234
IMF (International Monetary Fund) 5, 37,

41, 63, 98, 112, 139, 196, 204, 205
annual meeting (1998) 186
attention to excess leverage 162
change in its charter 177
CML program 185
contagion used to justify bail-outs 195–6
effort to change the charter 204
governments following strictures 205
lending should be counter-cyclical 194
loans reported as ‘lost’ 235
one of the main reasons it was founded 82
paper (2003) 178, 230, 231
prescriptions in East Asia 47
public acknowledgement of risks inherent

in CML 178
push for open capital markets 209
reliance on confidence argument 80
restoring stability of exchange rate and

correcting trade deficit 118
scant attention to risks 153
strict deficit targets 147
US veto power on crucial decisions

within 157
World Bank and 143
worry that stimulation of economy would

lead to inflation 164
imperfect information 9, 136, 198, 202,

306–7, 318
credit constraints usually arise from 90
effect on investor behavior 195
importance of market limitations resulting

from 56
inherent limitations caused by 136

imperfect markets 48, 49, 82, 161, 164
first-best solution not attainable due to 164
short-termism and 63

import substitution 98, 101–2, 110, 153
gains made by 153

imports 97, 101
cut back 104
discouraged 209
expensive 152
high lvels of 116
income spent on 105
large 99
price of 35, 166
reduced to match exports 118
volume tends to be much more volatile

under system of tariffs 150
weaker exchange rate reduces 107

income 98
aggregate 191
disparity between rural and urban 124
disposable 48, 53, 143
impact of shocks on 58
inequality in 35
lifetime 57
loss in 22
lower 22, 54
national 102, 106, 109
real 28, 98
redistribution from creditors to debtors 90
rise during boom 190
spent on imports 105
see also future income

income distribution:
consequences of changes to 163
impact of policies on 21
long-term dynamics crucially affected by 60
unequal 43

incremental investment tax credits 87–8
indebtedness 132, 134, 158, 182, 235

accumulation of 132
growing 158
heavy 22, 39, 202
increased 35
increases in 182
public-sector 134
short-term 202

indexation 28, 33, 57, 100, 167–8
India 71, 178

capital account regulations 236
capital controls 67
external debt crisis 100
prudence with capital market 

liberalization 17
quantity-based controls 223
restrictions on capital inflows/outflows

201, 209
stabilization and adjustment 79

‘individualistic’ approach 41
Indonesia 99

balance sheet effect 99
banking system 233
crisis 14, 170
devaluation 100, 99
IMF food and fuel subsidies cut 41
wealth losses 101

inefficiency 35, 288, 304
inequality 26–27

addressing problems posed by 60
growing 182
impact of economic policy on 163
impact of inflation on 33–4
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inequality (cont.)
increases in 40
loss of welfare from 43

inequity 22
inflation 17–26, 71, 142

avoiding, at the expense of employment 13
balanced emphasis on 14
central bank emphasis on 155
combating 35, 102
conservative focus on 38, 40
inflation conservatives focus on threat of

121
controlling 18, 30
costs of 99, 163
different levels of concern about 74
due to supply shortages 93
effects of currency depreciation on 183
fear that currency depreciation will lead to

247
fear that devaluations will lead to 99
fears of 152
fighting 14, 27, 34–6, 122, 155, 156
future 57
indexing prices to 167
little concern about 89
little effect on growth 64
moderate 29, 32, 51, 54
one way to check 37
optimal rate 32
restraining 92
risks of unemployment versus risks of 152
runaway 221
stabilizing 246–7
sustained 100
targeting 75, 90, 119, 154
too much emphasis on 16
unemployment and 48, 60, 155, 156
variability cost 154
weakening of exchange rate impact on 99
zero 32, 37
see also NAIRU

inflation inertia 100, 122, 167
inflationary pressures 25, 135, 147, 152

dampening 135, 185
depreciated exchange rate expected to give

rise to 111
few 152
government worries about 224
indicator of 141

informal networks 33
informal sector 23

large 55
prevalence of low-paid jobs 23
urban, underemployment in 64

information:
available 16, 165
inherently incomplete 202
misleading 149
new, responsiveness to 152
problems concerning borrowers 162
problems of prudential supervision 95
sharing 120
see also asymmetric information; imperfect

information; perfect information
infrastructure 51

cut back on investment in 192
decaying 53
deterioration in 182
guarantees for 83, 145
improved 79
institutional 214
private investment 70, 87

insecurity 22
enhanced sense of 194
loss of individual well-being from 43

insolvency 300
instability 39, 40, 42, 150, 155, 170

additional sources of 132, 189
capital market 203
CML and 19
expectations sometimes give rise to 170
FDI can increase 189
financial variables 147
global financial 158
greater, CML leads to 191
increased, real costs associated 

with 198
international 122, 178
policies that lead to more 192
real, links between growth and 244–6

institutional investors 186, 218
institutions:

domestic 155
‘good’ 14
international 150, 178, 184, 187
link between policies and 14
market 23, 24
social 14, 23
strong 221, 223
see also financial institutions

insurance 56, 195
deposit 226
depreciation 126
implicit or explicit 138
limited ability to obtain 199
social 24
unemployment 16, 64, 150
wage 151
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insurance markets 160, 162, 180
complete 198
good 164, 218
less developed 232
perfect 167

insurance premiums 226
intellectual property rights 177
interest rates 16, 30–2, 110, 138–9, 149, 153

attempts to stimulate economy by 
lowering 16

capital mobility, exchange rates and 107
cost of fluctuations 203
deviation from international levels of 202
effects during crisis 100–1
fixed 106, 165
future hikes 132
government sometimes unable to lower 48
government spending pushes up 52
higher 208, 224, 226
level of investment determined by 118
market determines 75
nominal 50, 89
protection against fluctuations 218
response to changes in 71
short-term 110
soaring 199
variable 21, 26, 27
volatile 30, 143, 149, 150, 154
vulnerability to fluctuations 40
zero 32
see also raised interest rates; real interest

rates
intermediate variables 141, 154, 265
internal balance 117, 269
international financial institutions 16, 39,

71, 84, 86, 141, 157, 158
new and useful role 235
political economy of 157–9

international reserves 36, 105, 122, 158
build-up of 122
buying 105, 122
large 217
loans increase size of 194
prudential 192
selling 105

international specialization 130
international trade 102
intertemporal effects 58
‘intervention of choice’ 200
investment 191

borrowing for 70, 132
crucial determinant of 128
depends on expectations 57
direct 97

excess 162, 126
financed by government savings 148
fixed capital 127
foreign 188
‘greenfield’ 189
high spreads, which dampen 136
increased 7
increased demand for 111
indirect adverse effect on 110
lack of 152
physical capital 66
policy emphasis on 63
portfolio 186
priority on 51
productive 50, 73, 78, 182
risky 101
self-financed 30
slashing in difficult times 70
specific incentives to promote 56
stop-and-go pattern 192
true 142
see also FDI; long-term investment; private

investment; public investment
investment banks 202
investment decisions 39

uncertainty exchange rate 
affects 130

investor confidence 108, 111, 112
and animal spirits 110–2
fiscal deficits destroy 52

‘invisible hand’ 179
IPD (Initiative For Policy Dialogue) task force

207, 230
irrational exuberance 156, 171, 175, 178, 192
Israel 29

J-curve 100
Japan 31, 50, 58–9, 87, 89

household savings 76
tax cuts 70, 77

‘jaw boning’ 57
job creation 85, 123, 135, 159

countervailing measures for maximizing
159

‘job ladder’ 26
job protection 48, 55
‘jobless recoveries’ 170

Kaplan, E. 213
Keynes, John Maynard 8, 48, 107
Keynesian policies 17

belief that government should actively
intervene 97

concentration on unemployment 121
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Keynesian policies (cont.)
confidence building 80–1
conservative criticisms of

51, 56, 90–7
deficit expenditures 107
fiscal policy 48, 69, 70
focus on unemployment 54
monetary policy 50, 79
money illusion 169
real exchange rate 122

kinship relationships 24
knowledge gap 66
Korea 38, 103, 192

crisis 141, 170
debt obligations 201
government expenditures 39
rapid growth 251

labor demand 72, 151
reduction in 162

labor force 66
full utilization of 26
underutilization of 24, 25

labor market 160
adjustments in 169
agricultural 24
always clear 165–6
competition in 34
excessive rigidities 164
flexibility 55, 163
marginalized individuals returned to 24
reforms 151
true weaknesses in 25

labor mobility 194
labor supply 161, 269

excess 163
increased 68
markedly decreasing 52

labor turnover 164
labor unions 55
Latin America 7, 27, 158

bankruptcy 31
borrowing 31, 146
capital accounts 67
capital outflows 183
crisis 96, 103, 177
cyclical swings 83
growth trends 191
high unemployment 41
hyperinflation 27
large foreign liabilities 104
macroeconomic failure 69
social security privatization 143
strong exchange rate policies 35

see also Argentina; Brazil; Chile; Colombia;
Mexico

lay-offs 161, 162
leakage 105, 107

interventions with 225
least developed countries 234–5
leisure 52
leverage 35, 68, 213, 248

excess 162
short-term 31

liabilities 82, 132–3, 142
assets increase in tandem with 142
contingent 143, 144–5, 148
currency mismatches between assets and

203, 226
dollar-denominated 227
external 127, 208, 217
financial 41
future, reduced 143
liquid 200
longer-term 226
mismatch between average maturities of

assets and 95
moderate 217
net external 127
residual maturity of 95
short-term 192, 195, 217
tax 68
value of assets minus 142
see also foreign currency liabilities

liberalization, see CML; trade liberalization
liquidation 137
liquidity 93, 123

constrained 168
excess 89, 116
high 226

liquidity crunch 203
liquidity trap 79
loan delinquencies 94, 228
long-term growth 8, 13, 21, 39, 51, 110, 139,

243
deficits don’t affect 81
enhanced by getting things right today 54
hampering 224
inhibiting 197
painful macro-policies today leading to 63
positive process for 222
significantly lower, higher inflation leads

to 64
slowed 126
stimulated 79
stymied 110
successful, antithesis of what is needed

for 181
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sustainable 74, 141
wish to increase 51

long-term investment 111, 182, 192, 209, 211
government wants to encourage 224
regulations structured to encourage 212

lose-lose policy 127
losses 35

capital 128
economic consequences of 103
efficiency 136
expected 94
financial 216
loan 90, 92, 137
long-term 102
poor people 194
wealth 101

lost decade (1980s) 31
lost skills 14, 54, 112
‘lost’ loans 335
low-cost stimuli 86, 87
LTCM (Long-Term Capital Management)

204, 205, 236, 237, 289
Lula da Silva, Luiz Inácio 196
lump-sum transfers 59
luxury items 34

macroeconomic autonomy 130
macroeconomic management 17, 131

responsibility for 155
macroeconomic policy 34, 121, 122, 130,

140, 158, 159
active 225
adverse distributional consequence of 59
counter-cyclical 108
day-to-day management of 14
design of 130
disagreements about appropriate conduct

of 62
effective, ability to implement 234
expansionary 48, 100
improved 221
improved, scope for 74
interaction among different instruments 105
large inflows can easily overwhelm 232
not an effective way to manage 121
political processes play a key role in 15
prudential regulations as a tool for 94–6
short-term-oriented 63
sustained rapid economic growth 17
tightening 31, 34
traditional focus 63
variables 211
see also exchange rate policy; fiscal policy;

monetary policy

macroeconomics 3, 18, 45–172
behavioral 169
disregard for many crucial aspects of 162
‘real’ 22

macro-instability 186, 222
Malaysia 38, 47, 71, 104, 192, 226

banking system 233
capital account regulations 236
capital controls 178, 191, 207, 212, 213,

214, 216, 217, 223
government expenditures 39
reaction to crisis 17
robust growth 213
success of regulations 223, 225
trading of NDFs 225

malperformance indicators 27
manufacturing industries 56
marginalized individuals 24, 27
market clearing 165, 271
market discipline 197
market equilibrium 128, 171
market failure 55, 158, 198–205, 218, 234

capital markets plagued by 180
CML should be approached with caution

because of 230
restrictions on outflows solved 217
soft controls can help remedy 222

market irrationality 128
market makers 133
market manipulation 187–8, 203
market segmentation 217–22
market sentiment 186, 238

based on changing whims of short-term
investors 181

international 182
international 218
random fluctuations in 131

market volatility 15, 80
markets 54

agricultural 68
complete 160, 170
conservative optimism about 51
credibility in 130
debt 67, 77
derivative 186, 225, 236
efficient 158
fairly open 165
foreign 127, 189
fully informed and risk neutral 153
illiquid 127, 225, 234
incomplete 49, 162, 165–7
insurance 164
international 64
liquid 181
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markets (cont.)
missing 162
money 70
monopolistic 169
new 100
oligopolistic 169
risk 67, 128
secondary 133
thin 186, 187
tiny 232
treasury bill 133
vibrant 71
well-functioning 77, 132, 158, 163, 186
see also competitive markets; emerging

markets; free markets; futures markets;
imperfect markets; insurance markets;
perfect markets

maturity mismatches 95, 132, 203
Mendoza 85
Menem, Carlos Saúl 186
mergers and acquisitions 189
metaphors 184–5
Mexico 157, 253

crisis 132
massive support required to sustain

exchange rate 113
microeconomic instruments 17
microeconomic interventions 48, 54–5, 119,

134–6
microeconomic phenomena 167
micro-instability 186
middle-income individuals 33

wage earners 193
migration:

backward 24
flexible 68

minimum wages
monetarism 39, 75

heyday of 90
monetary authorities 102, 105, 106, 108,

112, 114, 116
impact of devaluation depends on how

they respond to inflation 102
market intervention 130
strong monetary expansion 160

monetary autonomy 108, 220
eliminating 129
fixed exchange rates limit or eliminate 128
scope limited 130

monetary policy 54, 69, 73
appropriately designed 126
banks unwilling to lend 92–3
CML effects on 183–4, 202
concern about efficacy of 15

constraints on 15
contractionary 13, 16, 28, 91, 108, 196
controlling inflation with 18
controversies 88–96
counter-cyclical 108, 128, 232
country can lose discretion over 202
debates on effectiveness of 91–2
distortionary 74
effective instrument of 71
excessively austere 14
expansionary 48, 213
fiscal policy often works best in tandem

with 202
government may not be able to set 

independently 74
government-specified inflation target does

not depoliticize conduct of 154
heterodox analysis of 56, 92, 139
impact of 66, 71, 107
ineffective 48, 88
interaction of fiscal, exchange rate and 71,

99, 104, 105, 112, 113, 116
Keynesian 48, 49, 79
less effective 32, 58, 74
limited scope 15
looser/loosening 51, 53
negative effects of 183
pronounced differences in 70
responsibility for 155
restrictive 220
set at the right level to achieve full

employment 120
surrendering 221
tight(er) 34, 36, 39, 48, 104, 111, 121, 152,

162
money illusion 169
money supply 75

excess printing 32, 78, 89
excessively tight 34
expanding at a constant rate 90
fixed 116
increased 122
leeway to manage 123
slow to adjust to higher prices 101

moneylenders 27
monopolistic markets 169
moral hazard problems 78, 195
mortgages:

households induced to refinance 91
non-indexed 33

multinational firms 102
multiplier effect 50
multipliers 76, 81

smaller 105
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NAIRU (non-accelerating inflation rate of
unemployment) 26, 153

National Coffee Fund of Colombia 85
NDFs (non-deliverable currency forwards)

225
Neary, P. 166
negative accelerator 78
neoclassical model 49

see also conservative approach
net worth 92, 142

deterioration of 144
positive 168

Netherlands 25, 233
New Conservatives 82
NNP (net national product) 142
nominal wages 100, 161, 164, 165

resistance to cuts 169
non-tradables 98, 134, 284

growth in 182
Norway 231–2

OECD (Organization for Economic
Cooperation and Development) 74, 148

off-balance-sheet positions 186
offsetting actions 75, 78
offshore markets 213

banking centers 184
currency trading 212
derivatives 237
large 225
NDF 225
premature 218

oil funds 85
oil prices 32, 262, 265
oligopolistic markets 169
‘once and for all’ effect 99
open capital markets, see CML
open economy macroeconomics 90–97
openness 158, 231
opportunity costs 192
optimal solutions 218
optimism 186
options 189
output 246–8

adverse effects on 103
aggregate 152
best thing government can do to improve

52
composition of 68
contraction of 183
declined 152
destabilized 156
expansion of 50
full employment 117, 118

future 38
increases in 74, 152
large rebounds in 101
monetary policy largely irrelevant in

determining 53
national, measures of 142
potentially huge drops in 200
reducing government expenditures usually

decreases 80
rising 190

overheating 123, 203, 224
economy that can avoid 225
potential 121

overinvestment 91
overshooting 104, 126, 130

concern about 126
scope for avoiding 130
substantial 217

overvaluation 64, 129, 183, 269
accumulated during boom period 183
adjustment to 129
difficult to maintain 124
large external imbalances associated with 120
significant 153

panics 202, 309
Pareto-dominant policy 43, 258
pariah countries 137
part-time jobs 25
partial cost recovery 23
pension funds 136, 138, 181, 221

direct forms of regulation on 234
perfect information 57, 136, 160, 168, 169,

202
utility-maximizing households 

with 57
perfect intertemporal smoothing 187
perfect markets 161, 163, 172, 198, 271
performance 13, 156, 169

adverse consequences for 63
decline in 195
impact of inequality on 163
long-term 178
short-term 181
significant consequences for 169
superior 17
well-designed discretionary government

policies can enhance 91
performance indicators 22, 27
pessimism 166

excessive 126, 186
irrational 128, 166, 188
unwarranted 181, 185

Phillips curve 51, 54
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Pinochet dictatorship 224
Poland:

capital account regulations 236
managing transition 32
moderate inflation and rapid growth 30
short-term capital inflows 209

policies 47–61, 140–59
good 186
misguided 14
tax 135
see also fiscal policy; macroeconomic policy;

monetary policy; stabilization policy
political economy 154–57
pollution 208, 216
poverty 42, 192, 245

addressing problems posed by 60
CML impact on growth of 179
impact of policies on 21
increased 31, 40
inflation contributes to 33
links between between growth and 244
persistent 23
reduction in 41
unemployment and 22, 26–7

preferences 54
shifts in 161

price flexibility 49, 68, 129, 161, 167
complete 165
perfect 160

price rigidity 49, 56, 68, 163–5, 171
downward 32, 169

price stability 14, 18, 32, 33, 38, 55, 156
demand for stability comes from 129
ensuring 54
focus on 22, 39, 63, 246–50
interventions focused on ensuring 49

price volatility 15, 95
prices:

adjusted 99, 169, 170
agricultural 24
asset 125, 166, 169
commodity 127, 148, 262
falling 89, 129, 167
fixed 165
food 34
future 57
impact of exchange rate changes on 99
indexing to inflation 167
key determinant of 35
nominal 164–5, 169
one-time increase in 102
rational expectations about 161
real estate 181
share 187, 188

sticky 164
stock 166, 170
temporary surges 86
unsustainable 166
see also relative prices

private investment:
complementarities between public and

79, 87
infrastructure 70
marginal social returns to 51
offset increase in 121
public-sector guarantees for 83
returns to 79, 87
strong incentive for governments to 

promote 84
private sector 75
privatization 109, 172, 189

embraced by social-democratic 
governments 177

social security 14, 142, 143–4
wealth obtained in 235

production:
changes in the structure of 182
cut back 110
expansion of 78
problems associated with 

diversification of 56
subsidized 158

production costs 99
productive capacity 53, 66

decrease in 152
deficiency of 66
growth of 22
significant underutilization of 22

productivity 181, 190
episodic increases or decreases in 161
gains 56
unusually high 190

profit-maximizing firms 48, 49, 57
profitability 58, 101, 124, 126
profits:

current, firing workers can increase 170
fall during economic slowdown 78
government spending increases 77
manipulated measures of 145
monopoly 166
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reported, pumping up 145
risk consequences to 130

protection 102
social 67, 150
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prudential regulations 75, 78, 103, 228, 237

macroeconomic dimensions of 94–6
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stronger, costs frequently associated
with 226

public expenditure 70
public investment 146

complementarities between private and
79, 87

expenditures 87
extended cuts in 84
marginal social returns to 51
resources focused in increasing 213

public-private partnerships 144–5
public sector:

clear rules on indebtedness 134
deficit consolidated 146
efficiency of spending significantly

reduced 84
expansion of 52
firms expect to be bailed out in case of 

crisis 134
guarantees for private-sector investments

in infrastructure 83
liability management 132–4

pump priming 50
purchasing power 101, 161

quantitative models 18
quotas 150, 208

raised interest rates 90, 108, 109, 115, 124–7
all sectors affected by 93
attraction of capital 162
countries pushed into 47
currency protection 183
defence of exchange rate 187
devaluation and 102, 104
extreme 31
giving governments room during 

economic expansion 224
limiting extent of depreciation 199
moderate 35
response to/times of crisis 17, 195

rapid growth 42, 118, 178
aggregate demand 56
domestic firms allowed to benefit from 102
international trade 102
moderate inflation and 29–30
sustained 17

rate of return 39
rational consumers 48, 49
rational expectations 161, 165, 166, 170, 190

fully 128
herd behavior consistent with 202

rationality 169, 186
perfect 160

short-term 166
real balance effects 125, 127
real estate 103, 109, 125, 190

bubbles 182, 224
excessive investment in 135
indexation mechanisms for rents 167
prices of 181
sector boom and bust patterns 166
short-term capital tends to go into 182

real exchange rate 103, 128
smoothing out fluctuations 130
targeting 122, 130
useful to avoid fluctuations 127
volatility of 127
weaker 99

real interest rates 32
high 89
increase as prices fall 167
largely determined by international rates 106
lowering 89
positive 50
scope for avoiding 130

real variables 154
real wages 23, 161

adverse effect of devaluation on 111
excessively slow adjustments in 169
fall in 183
insurance against variations in 57
long-lasting worsening of 253
reductions in 84
stable 161
variations in future 57

recession 13, 23, 50, 66, 79, 82, 85, 87, 93,
117, 152, 164

CML makes it difficult for governments to
respond effectively 202

countries forced to tighten during 70
deep(ening) 110, 162
economy alternating predictably between

growth and 160
economy that can avoid 225
exacerbating 83, 180
four-year 38
income taxes fall when economy goes

into 150
increases in output and employment in 74
likelihood of 201
marked by reductions in demand for

labor 81
nominal deficit measured during 148
prolonged 223
provisions for new loan losses during 94
rapidly reversed 213
stimulating an economy in 17, 122
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recession (cont.)
tax revenues fall during 84
very high inflation and hyperinflation

generally associated with 29
wages and prices fall 169
world 129

recovery 213
added capital can stimulate 190
fast 192
fragile 93
real 170
slower in the short run 214
speedier than most 213
strong 37–8

redistribution 90, 163, 167
affected 194
costs of 60
significant, devaluations entail 101

redistributive politics 43
re-entry 64
reforms:

instability and 150–1
institutional 145, 205
labor market 151
land 146, 147
policy 143
sequencing 231–3
see also structural reforms

regulations 52
accounting 145
banking 93, 94, 135, 136, 228, 234, 236
capital inflow 39
capital market 190, 208, 209
countries learn to adapt 236
effective, on outflows 235
efficient, helping countries to devise and

implement 235
financial 14
indirect forms of 234
investment abroad 136
non-financial firms 227
price-based and quantity-based 209–216
specific 134
used to encourage lending in job-creating

sectors 136
see also capital account regulations; 

prudential regulations
regulatory policies 126
relative prices 49, 64, 98, 52, 165

disequilibrium fluctuations in 165
large changes in 32, 68
large changes in response to shock 68
large changes in the short run to 169
opportunities created by changed set of 64

representative agent models 162, 163
rescue packages 194–6
reserves 85, 86, 95, 107

accumulating 123–4
banks have to increase 151
central bank doesn’t have to spend 107
close to zero 203
converted into explicit payment to central

bank 210
dwindling 113
excess 93, 123
foreign-denominated short-term liabilities

exceed 200
large 187–8
prudential 200
ratio of outstanding short-term debt to

199–200
significant 200
see also international reserves; URR

resource curse 102
restorative forces 48, 52
restructuring 213

banking system 90, 223
debt 137–8

retirement 259
early 25
individual accounts 14–5

revolving door policies 157
rich individuals 33
rights 41–2
riots 41, 43
ripple effect 125
risk-aversion 39, 58, 67, 110, 125, 168, 201
risk premiums 39
risk-rating agencies 182
risks 16, 23, 140–50, 203, 252–3

ability to insure against all 57
associated with intermediate regimes 130
CML-associated 178, 208, 216, 225, 236
currency 153, 204
debt 152–3, 248–9
default 106
discretion and 153–4
diversifying 179, 181
dollarization 221
excessive 167
excessive austerity 249–50
exchange rate 83, 132, 153, 158
foreign borrowing 208, 209–10
how markets normally spread, across 

generations 190
inflation 152
institutional arrangements for 

handling 67
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latent 94
lending 89
limited ability to obtain insurance 

against 199
macroeconomic 94
microeconomic 94, 186
most production involves taking 58
open capital markets 222
openness exposes countries to 97
policy and 5, 141–2
reducing exposure to 180
sharing 15, 88, 163
sudden changes in investor ‘appetite’ for

188
systematic 95
unemployment 152
volatility in interest rates 95

Rodrik, D. 213
rule of law 14
rules 95, 153

design of 154
discretion versus 90–1
incentive to circumvent 227
inflation targeting 102, 121
public-sector indebtedness 134
tax 134

Russia 138
access to capital markets 138
barter 34, 36
capital flight 185, 201, 235
crisis 142–3, 170, 224
deep depression 153
devaluation 101
excessively tight money 34
high interest rate policies 14, 34–5
productive capacity 152
World Bank and IMF loans reported as

‘lost’ 235

S & L (savings and loan) débâcle 93, 150,
294

safety nets 23, 24, 85, 180
inadequate 182
non-existent 26, 192
weak 199

savings 23, 26, 52, 65, 124, 144, 190, 191
domestic, shortage of 64
encouraged 53
government, negative level of 116
high level of 65, 76, 120, 251
lack of 65
low level of 76, 116
policy emphasis on 63

scandals 204

Scandinavia 204
see also Finland; Norway; Sweden

second best solutions 164, 218
securitization 66
self-employment 25, 193
self-finance 30, 35, 39, 66, 91

CML has forced firms to rely more on 205
firms become more reliant on 126

self-interest 196
service sector 56, 65
Shapiro-Stiglitz incentive-based efficiency

wage model 164
share prices 187
shirking 164
‘shock therapy’ 223
shocks 56, 169

ability to withstand 204, 232
absorbed 67, 74
adjustments to 169
adverse 59, 190, 192
amplified 61, 67, 68, 74
capital account 208
dampened 61, 67, 68
degrees of freedom to manage 129
economy buffeted by 163
external 14, 31, 36, 148, 150, 188
global 211
impact of 58, 69, 211
inflation due to 34
large 66, 224
major macroeconomic 228
myriad 160
negative 171, 188
policies geared to insulate against 68
price, major 104
productivity 161, 190
real (permanent) 131
response to 116, 121
stochastic 161
vulnerability to 35, 67

short-term capital flows 97, 124, 
167–8, 177, 180

bolstering 195
country can regulate while still remaining

open to long-term flows 231
FDI and 188–9
opening up markets to 189
restriction of 181, 184
sound economic policies don’t insulate

countries from surges of 232
short-term capital inflows 37, 40, 133, 

180, 211
goal to reduce during boom 217
restrictions on 209, 212
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short-term debt 40, 125
dollar-denominated 37
high levels of 30, 183
low share of 217
outstanding 125, 200–1
rolled over 203

short-term growth 40–1
capital inflows may support 182

short-termism 63
signals 141
Singapore 178, 216, 225, 238
slack 100
slowdowns 70, 73, 78, 83, 170

conservative contractionary policies 
reinforce 115

counter-cyclical macroeconomic policies
that stimulate the economy 108

countries forced to cut deficits during 83
expected in the future 85
fiscal deficits widen during 148
impending 49
loan delinquencies during 94
policies that stimulate the economy 

during 108
profits fall during 78
restricted lending during 228

SMEs (small- and medium-sized enterprises)
77, 126, 224

bankrupt as a result of abrupt capital
outflows 199

capital market restrictions hurt 224
downswings 193
financing/funds available for 226, 227

Smith, Adam 179
social costs 23, 24, 35, 43

discrepancy between private and 200
disparity between private benefits and 226
economic fluctuations 163
high 234

social security 67
benefits 23
indexed 33
privatization of 14, 142, 143–4

social skills 24
social welfare function 43
soft controls 221–2
Solow, R. M. 243
South East Asia 91
Spain 233
speculation 93, 123, 128, 129, 133, 181

destabilizing 107, 124, 151
international capital markets 150
lost money on short positions in stock

market 188

rational 185
relative insensitivity to interest rate 135
role in East Asian crisis 186–7

speculative attack 123, 181
incentive to mount 124

speculative pressures 130
spillovers:

positive 102
technological, permanent loss of 103

stability, see price stability
stabilization and growth 38–40, 54
stabilization policy 16, 192, 251–4

closer and more complex links between
growth and 59

effective, ability to implement 234
focus on aggregate demand 243
focus on price stability and balance of 

payments 63
important implications for 164
increased need for 97
linkages between growth and 69
must be subject to risk assessment 152
no need for 52
successful 13
see also fiscal stabilization funds

stabilizers 67
see also automatic stabilizers

stagnation 13, 48
Standard & Poor’s 188
state-owned enterprises 145–6
sterilization 122, 123, 131
Stiglitz, J. E. 31, 89, 118, 137, 166
stock market 91

attacked by hedge funds 187
collapse of 68
crashes 186
downturn in prices 151
fall in response to currency crisis 187
making a killing on 187
money lost on short positions 188
plunges 37
strengthening 217

stop-go cycles 84
strong spring analogy 38
structural adjustment policies 41
structural problems 55
structural reforms 16, 39–40, 243

and macro-stability 14
Sub-Saharan Africa 234
subsidies 41, 124, 158
Summit of the Americas 177
supply 168

aggregate 56, 69, 78, 125, 213
balanced 84
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credit 69, 89, 93
how economic policies affect 53
labor 151
links between demand and 69
loan 92
variability in 58
see also labor supply; money supply

supply curves 156
supply-side effects 56

adverse 110, 126
surplus 86, 148

current account 217
fiscal 85
primary 148, 184
trade 120

sustainable development 21
sustainable growth 14

long-term 80
short-term growth versus 40–1

Sweden 231–2

Taiwan 71, 209, 214
tariffs 118, 150, 208
tax avoidance 70, 156
tax compliance 70
tax credits 51

incremental investment 87, 88
temporary investment 87, 102

tax cuts 13, 17, 47, 50, 75, 79, 86–7, 120
benefits to the very rich 249
call for governments to stimulate economy

by 183
consumption stimulated by 77, 82
desirable 153
increased deficits associated with 53
more stimulative than government 

expenditures 81
promise to make permanent 76
scope for stimulating economy through 70

tax evasion 70, 156, 235
tax revenues 70, 80, 143

difficult to increase income through 156
fall in 84, 148, 183
scarce, spent on servicing foreign debt 137
temporary 83

taxes 149, 200
adjusting the structure of 118
capital gains 93, 135
capital inflows and outflows 199
carry-forward or carry-back 88
corporate income 227
counter-cyclical policies 86
exit 207
future increases in 52

good corporate and personal 
income 134

government cannot raise 224
indirect 70
pollution 208
progressivity of 87
raised 201
redistributive 60
reducing 52, 81
sales 134, 194
temporary outflow 134
threat to increase 194
see also VAT

technical innovations 66
technological change 163, 243
technological development 102
technological learning 56
technology:

implausible shifts in 161
inadequate investment in 182
investment in 191, 192

telecommunications 166
Tequila crisis (1995) 113, 253
terms of trade 68
Thailand 17, 47, 224

banking system 233
crisis 13, 24, 177
devaluation 103, 104
real estate bubble 182
reserves 203

‘theory of the second best’ 164
timing 53, 54
tradables 98, 99, 103, 124

entry has fixed costs 127
prices have considerable flexibility 165

trade barriers 102
trade deficits 51, 121

cause of 115, 116
financing 105, 106, 117, 137
fiscal deficit translated into 105–6
huge 158
improvements in 101
increased in the short run 101
large 116, 117
sustainable 108, 117, 118
widened 37

trade imbalance 120
trade liberalization:

badly managed 41
extended scope of 177
rapid, developing countries encouraged

into 158
unfair, potential adverse effects on

employment 158
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trade-offs 15, 16, 28, 40, 51, 247
all economic policies/choices involve 222,

226
choice of currency regime involves 131
essential, confronting 43
growth-stabilization 64
important 27
inflation-growth 64
inflation-unemployment 54, 64, 155, 156
key 42
macroeconomic management entails 155
maturity-currency mismatches 133
short-term macro-management-long-term

objectives 63
stability-flexibility 129

trade restrictions 118
transition economies 27, 235
transparency 158, 204

derivatives have reduced 186
widely expressed concern over 162

treasury bills 133, 158, 200
Turkey 30, 37
twin deficit problem 105–6

uncertainty 16, 22, 214
aggravated 125
changes in relative prices 28
exchange rate 130
extreme 103
future income 43
significant increases in 92

underemployment 23, 24, 25–6
caused by lack of capital 63
combating 35
increased 26
monitoring 25
urban informal sector 64

underperforming economy 170
undershooting 120
underutilization 22, 24, 25, 66, 98

losses from 136
significant 69

undervalued exchange rate 98, 123, 127
maintaining 122, 124

unemployment 98, 100, 171
addressing problems posed by 60
attempts to change the rate 54
buffer against 24
cause of much 48
caused by lack of capital 63
combating 35
concern about 48
conservatives and 53, 55
disguised 64, 69
economic security and 22

excessive labor market rigidities can lead
to 164

fighting 122
fluctuated 161
high(er) 40, 116, 120, 122, 164
involuntary 35, 161, 163
long-term 24
low 41, 85
monetary policy effective in periods of 89
poverty and 192
prolonged episodes of 73
reducing government expenditures usually

increases 60
riots create 43
risks of inflation versus risks of 152
seemingly low 232
social and economic costs of 121
targeting 154
too little emphasis on 16
trade-off between inflation and 54, 64,

155, 156
variability cost 154
worsening 34
see also NAIRU

unemployment benefits 77, 87
increased 164

unemployment inertia 122
unemployment insurance 74

non-existent or woefully inadequate 26
reduced 150

unhappiness 52
United Nations Conference on Financing for

Development (Monterrey 2002) 157
United States 59

ability and desire to borrow 190
‘attack’ on the dollar 203
bail-out of world’s largest hedge fund 187
bankruptcy code 103
Bush administration 13
classic example of how not to stabilize 249
Clinton administration 41
credit contraction 93
crisis 232
deficits 13, 116, 117, 158
disability roles 25
downturns 170, 232
extended deflation 31
financial bubble 232
health insurance 22
hedge funds 184, 237
interest rates 31, 91, 158
low unemployment 24, 41, 232
monetarism 39
NAIRU 26
offshore banking centers 184
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open capital markets introduced 238
Reagan administration 81
recession 50
‘roaring nineties’ 145
S & L débâcle 150, 278, 294
telecommunications 166
Treasury 76, 178, 185
veto power on crucial decisions within

IMF 157
unskilled labor 194
upswings 83
URR (unremunerated reserve requirement)

200–2, 204, 208, 214, 216, 217
Uruguay Round (1994) 177
utility-maximizing households 157

V-shaped recoveries 192
VAT (value-added tax) 194

hikes of 86
temporary 60

velocity 90
vested interests 178
Vietnam 209, 214, 236
violence 41
‘virtuous debt cycle’ 191
volatility 16, 67, 83, 151, 192, 189

avoided 131
capital account 122
capital flow 171, 177, 180, 190, 222, 223
CML-associated 187, 191, 205, 284, 285
consequences for societal welfare 24
currency 234
economic variables 150
excess 127, 128
exchange rate 117, 120, 126, 216
GDP 83
high 171, 203
import levels 118
income 151
induced 204
inflation 22, 25, 164
interest rate 26, 81, 82, 89, 139, 195
macroeconomic 67, 95
market 5, 70
output 68, 205
price 95
short-term 127, 181
variables 154
welfare costs of 163

Volcker, Paul 222–3
voting choices 154
vulnerability:

financial distress 162
interest rate and exchange rate 

fluctuations 40

long-term 35
significant 183

wage flexibility 164, 280, 281
complete 165
perfect 160
restoring full 164

wage rigidity 280, 281
downward 32

wages 190
adjustment of 169, 170
declining 179
fixed 165
future 57
indexation mechanisms for 167
lagging 101
minimum 55, 164
need to fall to regain competitiveness 129
rational expectations about 161
sticky 164
volatility of 15
see also nominal wages; real wages

weak exchange rates 122
conservatives and 99
exports increased and imports reduced by 107
investments leading to 136
Keynesians and 98
maintaining 122–4

wealth 49, 58, 90, 182
attempt to create 201
holding in reserves 192
obtained in privatizations 235
redistribution of 167
stock market 91

welfare 23, 24, 187
domestic investors 26
eliminating one distortion may not

enhance 164
enhancing 180
general 156
loss of 43
measure of 142

well-being 142, 155
improving 200
long-run/long-term 21, 42
loss of 43
variables that go into determining 43

‘window guidance’ 71
withstanding 234
work-sharing 24
World Bank 207, 212, 235

loans reported as ‘lost’ 235
long-standing debate between 

IMF and 143
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