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To my father (in memoriam)



Preface

This is a textbook about quantum walks and quantum search algorithms. The
readers will take advantage of the pedagogical aspects and learn the topics faster
and make less effort than reading the original research papers, often too convoluted.
The exercises and references allow the readers to deepen their knowledge on
specific issues. Guidelines to use or to develop computer programs for simulating
the evolution of quantum walks are also available.

Almost nothing can be extracted from this book if the reader is unfamiliar with the
postulates of quantum mechanics, described in the second chapter, and the material
on linear algebra described in Appendix A. Some extra bases are required: It is
desirable that the reader has (1) notions of quantum computing, including the circuit
model, references of which are provided at the end of Appendix A, (2) notions of
graph theory, references of which are provided at the end of Appendix B, and
(3) notions of classical algorithms and computational complexity. Any undergrad-
uate or graduate student with this background can read this book. Some topics
addressed in this second edition are currently active research areas with impact on
the development of new quantum algorithms. Because of that, researchers working
with quantum computing may find this book useful.

The second edition brings at least three main novelties: (1) a new chapter on the
staggered quantum walk model—Chap. 8, (2) a new chapter on the element dis-
tinctness problem—Chap. 10, and (3) a new appendix on graph theory—Appendix
B. Besides, the chapter on quantum-walk-based search algorithm—Chap. 9—was
rewritten, the presentation has been simplified, and new material has been included.

Corrections, suggestions, and comments are welcome, which can be sent through
Web page (qubit.lncc.br) or directly to the author by email (portugal@lncc.br).

Petrópolis, RJ, Brazil Renato Portugal
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Chapter 1
Introduction

Quantum mechanics has changed the way we understand the physical world and has
introduced new ideas that are difficult to accept, not because they are complex, but
because they are different fromwhat we are used to in our everyday lives. Those new
ideas can be collected in four postulates or laws. It is hard to believe that Natureworks
according to those laws, and the difficulty starts with the notion of the superposition
of contradictory possibilities. Do you accept the idea that a billiard ball could rotate
around its axis in both directions at the same time?

Quantum computation was born from this kind of idea. We know that digital
classical computers work with zeroes and ones and that the value of the bit cannot
be zero and one at the same time. The classical algorithms must obey Boolean logic.
So, if the coexistence of bit-0 and bit-1 is possible, which logic should the algorithms
obey?

Quantum computation was born from a paradigm change. Information stor-
age, processing, and transmission obeying quantum mechanical laws allowed the
development of new algorithms, faster than the classical analogues, which can be
implemented in physics laboratories. Nowadays, quantum computation is a well-
established area with important theoretical results within the context of the theory of
computing, as well as in terms of physics, and has raised huge engineering challenges
to the construction of the quantum hardware.

The majority of people, who are not familiar with the area and talk about quantum
computers, expect that the hardware development would obey the famous Moore’s
law, valid for classical computer development for fifty years. Many of those people
are disappointed to learn about the enormous theoretical and technological difficulties
to be overcome to harness and control quantum systems whose tendency is to behave
classically. On the one hand, the quantum CPU must be large enough and must
stay coherent long enough to allow at least thousands of steps in order to produce a
nontrivial output.

The processing of classical computers is very stable. Depending on the calcula-
tion, an inversion of a single bit could invalidate the entire process. But we know
that long computations, which require inversion of billions of bits, are performed
without problems. Classical computers are unerring because its basic components

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0_1
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2 1 Introduction

are stable. Consider, for example, a mechanical computer. It would be very unusual
for a mechanical device to change its position, especially if we put a spring to keep it
stable in the desired position. The same is true for electronic devices, which remain
in their states until an electrical pulse of sufficient power changes this. Electronic
devices are built to operate at a power level well above the noise, and this noise is
kept low by dissipating heat into the environment.

The laws of quantum mechanics require that the physical device must be isolated
from the environment; otherwise the superposition vanishes, at least partially. It is too
difficult a task to isolatemacroscopic physical systems from their environment. Ultra-
relativistic particles and gravitational waves pass through any blockade, penetrate
into the most guarded places, obtain information, and convey it out of the system.
This process is equivalent to a measurement of a quantum observable, which often
collapses the superposition and slows down the quantum computer, making it almost,
or entirely, equivalent to the classical one. Theoretical results show that there are no
fundamental issues against the possibility of building quantumhardware. It is amatter
of technological difficulty.

There is no point in building quantum computers if we are going to use them in
the same way we use classical computers. Algorithms must be rewritten, and new
techniques for simulating physical systems must be developed. The task is more
difficult than for classical computers. So far, we do not have a quantum program-
ming language. Also, quantum algorithms must be developed using concepts of
linear algebra. Quantum computers with a large enough number of qubits are not
available, as yet, slowing down the development of simulations. At the moment that
the second edition of this book is to be released, Google and IBM and Intel have
built universal quantum computers with 72 and 50 and 49qubits, respectively, using
superconducting electronic circuits which need temperatures as low as one-tenth of
one Kelvin or around one-thirtieth of the temperature in deep space. Despite those
impressive achievements, the coherence time announced by IBM is around 90ms,
not enough yet.

The quantumwalk (QW) is a powerful technique for building quantum algorithms
and for simulating complex quantum systems. Quantum walks were developed in
the beginning as the quantum version of the classical random walk, which requires
the tossing of a coin to determine the direction of the next step. The laws of quantum
mechanics state that the evolution of an isolated quantum system is deterministic.
Randomness shows up onlywhen the system ismeasured and classical information is
obtained. This explains why the name “quantum random walk” is seldom used. The
coined model evolves at discrete time steps on a discrete space, which is modeled by
a graph. The coined model is not the only discrete-time version of quantum walks.
In fact, there is a coinless version called staggered model, which uses an evolution
operator defined by partitioning the vertex set. Besides, there is a continuous-time
version, which has been extensively studied.

The richness of the area has attracted the attention of the scientific community,
and the interest has increased significantly in the last years. Good parameters to test
this statement are shown in Fig. 1.1, which depicts the number of paper with the
tag “quantum walk” either in the title or in the topics returned after querying the
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Fig. 1.1 Number of papers with the tag “quantum walk” in the title and in the topics returned by
Scopus and Web of Science from 2000 to 2017
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2 quantum mechanics
3 introduction to QW
4 Grover
5 QW on infinite lattices
6 QW on finite lattices
7 QW on graphs
8 staggered
9 search
10 element distinctness
11 Szegedy

A linear algebra
B graph theory
C classical hitting time

Fig. 1.2 Flowchart of the chapter dependencies

databases Scopus and Web of Science. It is easy to see that the number of papers is
increasing as a superlinear function.

This book starts by describing in Chap.2 the set of postulates of quantummechan-
ics, which is one of the pillars of quantum computation. Chapter2 is a gentle introduc-
tion to quantumwalks with the goal of describing how the coined and the continuous-
time models can be obtained by quantizing classical random walks and classical
continuous-time Markov chains, respectively. Chapter 4 describes the Grover algo-
rithm, its generalizationwhen there ismore than onemarked element, and its optimal-
ity. At the heart of the Grover algorithm lies the amplitude amplification technique,
which is addressed at the end of the chapter. Chapters5 and 6 are devoted to the coined
model on lattices and hypercubes. Quantumwalks on infinite lattices and latticeswith
cyclic boundary conditions with one and two dimensions are analyzed in detail using
the Fourier transform. Chapter7 defines coined quantum walks on arbitrary graphs
and analyzes the limiting probability distribution and mixing time. Chapter8 is new
to the second edition of this book and describes the staggered quantum walk model
and the analytic calculation of the position standard deviation of a staggered walk
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on the line. Chapter9 describes quantum-walk-based spatial search algorithms and
has been remodeled in this edition. Readers will benefit from the efficacious pre-
sentation. Chapter10 is also new to this edition and describes the optimal algorithm
that solves the element distinctness problem. Finally, Chap.11 describes Szegedy’s
quantum walk model and the definition of quantum hitting time. The flowchart of
Fig. 1.2 shows the chapter dependencies.

There are three appendices. Appendix A compiles the main definitions of linear
algebra used in this book. Appendix B compiles the main definitions of graph the-
ory used in the area of quantum walks. Appendix C addresses the classical hitting
time, which is useful to the definition of Szegedy’s model. The dependencies on the
appendices are also shown in Fig. 1.2



Chapter 2
The Postulates of Quantum Mechanics

It is impossible to present quantum mechanics in few pages. Since the goal of this
book is to describe quantum algorithms, we limit ourselves to the principles of
quantum mechanics and describe them as “game rules.” Suppose you have played
checkers for many years and know several strategies, but you really do not know
chess. Suppose now that someone describes the chess rules. Soon you will be playing
a new game. Certainly, you will not master many chess strategies, but you will be
able to play. This chapter has a similar goal. The postulates of a theory are its game
rules. If you break the rules, you will be out of the game.

At best, we can focus on four postulates. The first describes the arena where
the game goes on. The second describes the dynamics of the process. The third
describes howweadjoin various systems. The fourth describes the process of physical
measurement. All these postulates are described in terms of linear algebra. It is
essential to have a solid understanding of the basic results in this area. Moreover,
the postulate of composite systems uses the concept of tensor product, which is a
method of combining two vector spaces to build a larger one. This concept must be
mastered.

2.1 State Space

The state of a physical system describes its physical characteristics at a given time.
Usually, we describe some possible features that the system can have because, oth-
erwise, the physical problems would be too complex. For example, the spin state
of a billiard ball can be characterized by a vector in R

3. In this example, we disre-
gard the linear velocity of the billiard ball, its color or any other characteristics that
are not directly related to its rotation. The spin state is completely characterized by
the axis direction, the rotation direction, and rotation intensity. The spin state can
be described by three real numbers that are the entries of a vector, whose direction

© Springer Nature Switzerland AG 2018
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Z

A

B

O

Fig. 2.1 Scheme of an experimental device to measure the spin state of an electron. The electron
passes through a nonuniform magnetic field in the vertical direction. It hits A or B depending on
the rotation direction. The distance of the points A and B from point O depends on the rotation
speed. The results of this experiment are quite different from what we expect classically

characterizes the rotation axis, whose sign describes to which side of the billiard
ball is spinning, and whose length characterizes the speed of rotation. In classical
physics, the direction of the rotation axis can vary continuously, aswell as the rotation
intensity.

Does an electron, which is considered an elementary particle, i.e., not composed
of other smaller particles, rotates like a billiard ball? The best way to answer this
is by experimenting in real settings to check whether the electron in fact rotates
and whether it obeys the laws of classical physics. Since the electron has charge, its
rotation would produce magnetic fields that could be measured. Experiments of this
kind were performed at the beginning of quantum mechanics, with beams of silver
atoms, later on with beams of hydrogen atoms, and today they are performed with
individual particles (instead of beams), such as electrons or photons. The results are
different from what is expected by the laws of the classical physics.

We can send the electron through a magnetic field in the vertical direction (direc-
tion z), according to the scheme of Fig. 2.1. The possible results are shown. Either
the electron hits the screen at the point A or point B. One never finds the electron
at point O , which means no rotation. This experiment shows that the spin of the
electron only admits two values: spin up and spin down both with the same intensity
of “rotation.” This result is quite different from what is expected classically since the
direction of the rotation axis is quantized, admitting only two values. The rotation
intensity is also quantized.

Quantum mechanics describes the electron spin as a unit vector in the Hilbert
space C2. The spin up is described by the vector

|0〉 =
[
1
0

]



2.1 State Space 7

and the spin down by the vector

|1〉 =
[
0
1

]
.

This seems a paradox because vectors |0〉 and |1〉 are orthogonal.Why use orthogonal
vectors to describe spin up and spin down? In R

3, if we add spin up and spin down,
we obtain a rotationless particle because the sum of two opposite vectors of equal
length gives the zero vector, which describes the absence of rotation. In the classical
world, we cannot rotate a billiard ball to both sides at the same time. We have two
mutually excluded situations, and we apply the law of excluded middle. The notions
of spin up and spin down of billiard balls refer to R

3, whereas quantum mechanics
describes the behavior of the electron before the observation, that is, before entering
the magnetic field, which aims to determine its state of rotation.

If the electron has not entered the magnetic field and if it is somehow isolated
from themacroscopic environment, its spin state is described by a linear combination
of vectors |0〉 and |1〉

|ψ〉 = a0|0〉 + a1|1〉, (2.1)

where the coefficients a0 and a1 are complex numbers that satisfy the constraint

|a0|2 + |a1|2 = 1. (2.2)

Since vectors |0〉 and |1〉 are orthogonal, the sum does not result in the zero vector.
Excluded situations in classical physics can coexist in quantum mechanics. This
coexistence is destroyed when we try to observe it using the device shown in Fig. 2.1.
In the classical case, the spin state of an object is independent of the choice of the
measuring apparatus and, in principle, has not changed after the measurement. In
the quantum case, the spin state of the particle is a mathematical idealization which
depends on the choice of the measuring apparatus to have a physical interpretation
and, in principle, suffers irreversible changes after the measurement. The quantities
|a0|2 and |a1|2 are interpreted as the probability of detection of spin up or down,
respectively.

2.1.1 State Space Postulate

An isolated physical system has an associated Hilbert space, called the state space.
The state of the system is fully described by a unit vector, called the state vector in
that Hilbert space.

Notes

1. The postulate does not tell us the Hilbert space we should use for a given physical
system. In general, it is not easy to determine the dimension of the Hilbert space
of the system. In the case of electron spin, we use the Hilbert space of dimension 2
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because there are only two possible results when we perform an experiment to
determine the vertical electron spin. More complex physical systems admit more
possibilities, which can be an infinite number.

2. A system is isolated or closed if it does not influence and is not influenced by the
outside. In principle, the system need not be small, but it is easier to isolate small
systems with few atoms. In practice, we can only deal with approximate isolated
systems, so the state space postulate is an idealization.

The state space postulate is impressive, on the one hand, but deceiving, on the other
hand. The postulate admits that classically incompatible states coexist in superposi-
tion, such as rotating to both sides simultaneously, but this occurs only in isolated
systems, that is, we cannot see this phenomenon, as we are on the outside of the
insulation (let us assume that we are not Schrödinger’s cat). A second restriction
demanded by the postulate is that quantum states must have unit norm. The pos-
tulate constraints show that the quantum superposition is not absolute, i.e., is not
the way we understand the classical superposition. If quantum systems admit a kind
of superposition that could be followed classically, the quantum computer would
have available an exponential amount of parallel processors with enough computing
power to solve the problems in class NP-complete.1 It is believed that the quantum
computer is exponentially faster than the classical computer only in a restricted class
of problems.

2.2 Unitary Evolution

The goal of physics is not simply to describe the state of a physical system at a
present time; rather the main objective is to determine the state of this system at
future times. A theory makes predictions that can be verified or falsified by physical
experiments. This is equivalent to determining the dynamical laws the system obeys.
Usually, these laws are described by differential equations, which govern the time
evolution of the system.

2.2.1 Evolution Postulate

The time evolution of an isolated quantum system is described by a unitary trans-
formation. If the state of the quantum system at time t1 is described by vector |ψ1〉,
the system state |ψ2〉 at time t2 is obtained from |ψ1〉 by a unitary transformation U ,
which depends only on t1 and t2, as follows:

1The class NP-complete consists of the most difficult problems in the class NP (nondeterministic
polynomial). The class NP is defined as the class of computational problems that have solutions
whose correctness can be “quickly” verified.
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|ψ2〉 = U |ψ1〉. (2.3)

Notes

1. The action of a unitary operator on a vector preserves its norm. Thus, if |ψ〉 is a
unit vector, U |ψ〉 is also a unit vector.

2. A quantum algorithm is a prescription of a sequence of unitary operators applied
to an initial state takes the form

|ψn〉 = Un · · ·U1|ψ1〉.

The qubits in state |ψn〉 aremeasured, returning the result of the algorithm. Before
measurement, we can obtain the initial state from the final state because unitary
operators are invertible.

3. The evolution postulate is to be written in the form of a differential equation,
called Schrödinger equation. This equation provides a method to obtain operator
U once given the physical context. Since the goal of physics is to describe the
dynamics of physical systems, the Schrödinger equation plays a fundamental
role. The goal of computer science is to analyze and implement algorithms, so
the computer scientist wants to know if it is possible to implement some form
of a unitary operator previously chosen. Equation (2.3) is useful for the area of
quantum algorithms.

Let us analyze a second experimental device. It will help to clarify the role of
unitary operators in quantum systems. This device uses half-silvered mirrors with
45◦ incident light, which transmit 50% of incident light and reflect 50%. If a single
photon hits the mirror at 45◦, with probability 1/2, it keeps the direction unchanged,
and with probability 1/2, it is reflected. These half-silvered mirrors have a layer of
glass that can change the phase of the wave by 1/2 wavelength. The complete device
consists of a source that can emit one photon at a time, two half-silvered mirrors, two
fully reflective mirrors, and two photon detectors, as shown in Fig. 2.2. By tuning the
device, the result of the experiment shows that 100% of the light reaches detector 2.

There is no problem explaining the result using the interference of electromagnetic
waves in the context of the classical physics because there is a phase change in the

Fig. 2.2 Schematic drawing
of an experimental device,
which consists of a light
source, two half-silvered
mirrors, fully reflective
mirrors A and B, detectors 1
and 2. The interference
produced by the last
half-silvered mirror makes
all light to go to the
detector 2 A

B

2

1
100%

0%
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light beam that goes through one of the paths producing a destructive interference
with the beam going to the detector 1 and constructive interference with the beam
going to the detector 2. However, if the light intensity emitted by the source is
decreased such that one photon is emitted at a time, this explanation fails. If we
insist on using classical physics in this situation, we predict that 50% of the photons
would be detected by detector 1 and 50% by detector 2 because the photon either
goes through the mirror A or goes through B, and it is not possible to interfere since
it is a single photon.

In quantum mechanics, if the set of mirrors is isolated from the environment, the
two possible paths are represented by two orthonormal vectors |0〉 and |1〉, which
generate the state space that describes the possible paths to reach the photon detector.
Therefore, a photon can be in the superposition of “path A,” described by |0〉, and
“path B,” described by |1〉. This is the application of the first postulate. The next
step is to describe the dynamics of the process. How is this done and what are the
unitary operators in the process? In this experiment, the dynamics are produced by
the half-silveredmirrors, since they generate the paths. The action of the half-silvered
mirrors on the photon must be described by a unitary operatorU . This operator must
be chosen so that the two possible paths are created in a balanced way, i.e.,

U |0〉 = |0〉 + eiφ|1〉√
2

. (2.4)

This is the most general case where paths A and B have the same probability to be
followed because the coefficients have the same modulus. To complete the definition
of operator U , we need to know its action on state |1〉. There are many possibilities,
but the most natural choice that reflects the experimental device is φ = π/2 and

U = 1√
2

[
1 i
i 1

]
. (2.5)

The state of the photon after passing through the second half-silvered mirror is

U (U |0〉) =
(|0〉 + i |1〉) + i

(
i |0〉 + |1〉)

2
= i |1〉. (2.6)

The intermediate step of the calculationwas displayed on purpose.We can see that the
paths described by |0〉 algebraically cancel, which can be interpreted as a destructive
interference, while the |1〉-paths interfere constructively. The final result shows that
the photon that took path B remains, going directly to the detector 2. Therefore,
quantummechanics predicts that 100% of the photons will be detected by detector 2.
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2.3 Composite Systems

The postulate of composite systems states that the state space of a composite system
is the tensor product of the state space of the components. If |ψ1〉, . . ., |ψn〉 describe
the states of n isolated quantum systems, the state of the composite system is |ψ1〉 ⊗
· · · ⊗ |ψn〉.

An example of a composite system is the memory of a n-qubit quantum computer.
Usually, the memory is divided into sets of qubits, called registers. The state space of
the computer memory is the tensor product of the state space of the registers, which
is obtained by the repeated tensor product of the Hilbert space C2 of each qubit.

The state space of the memory of a 2-qubit quantum computer is C4 = C
2 ⊗ C

2.
Therefore, any unit vector in C

4 represents the quantum state of two qubits. For
example, the vector

|0, 0〉 =

⎡
⎢⎢⎣
1
0
0
0

⎤
⎥⎥⎦, (2.7)

which can be written as |0〉 ⊗ |0〉, represents the state of two electrons both with spin
up. Analogous interpretation applies to |0, 1〉, |1, 0〉, and |1, 1〉. Consider now the
unit vector in C

4 given by

|ψ〉 = |0, 0〉 + |1, 1〉√
2

. (2.8)

What is the spin state of each electron in this case? To answer this question, we have
to factor |ψ〉 as follows:

|0, 0〉 + |1, 1〉√
2

= (
a|0〉 + b|1〉) ⊗ (

c|0〉 + d|1〉). (2.9)

We can expand the right-hand side and match the coefficients setting up a system of
equations to find a, b, c, and d. The state of the first qubit would be a|0〉 + b|1〉 and
second would be c|0〉 + d|1〉. But there is a big problem: The system of equations
has no solution, that is, there are no coefficients a, b, c, and d satisfying (2.9). Every
state of a composite system that cannot be factored is called entangled. The quantum
state is well-defined when we look at the composite system as a whole, but we cannot
attribute the states to the parts.

A single qubit can be in a superposed state, but it cannot be entangled because its
state is not composed of subsystems. The qubit should not be taken as a synonym of
a particle because it is confusing. The state of a single particle can be entangled when
we are analyzing more than a physical quantity related to it. For example, we may
describe both the position and the rotation state. The position state may be entangled
with the rotation state.
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Exercise 2.1. Consider the states

|ψ1〉 = 1

2

(|0, 0〉 − |0, 1〉 + |1, 0〉 − |1, 1〉),

|ψ2〉 = 1

2

(|0, 0〉 + |0, 1〉 + |1, 0〉 − |1, 1〉).
Show that |ψ1〉 is not entangled and |ψ2〉 is entangled.
Exercise 2.2. Show that if |ψ〉 is an entangled state of twoqubits, then the application
of a unitary operator of the form U1 ⊗U2 necessarily generates an entangled state.

2.4 Measurement Process

In general,measuring a quantumsystem that is in the state |ψ〉 seeks to obtain classical
information about this state. In practice, measurements are performed in laborato-
ries using devices such as lasers, magnets, scales, and chronometers. In theory, we
describe the process mathematically in a way that is consistent with what occurs in
practice.Measuring a physical system that is in an unknown state, in general, disturbs
this state irreversibly. In those cases, there is no way to know or recover the state
before the measurement. If the state was not disturbed, no new information about it is
obtained. Mathematically, the disturbance is described by an orthogonal projector.
If the projector is over a one-dimensional space, it is said that the quantum state
collapsed and is now described by the unit vector belonging to the one-dimensional
space. In the general case, the projection is over a vector space of dimension greater
than 1, and it is said that the collapse is partial or, in extreme cases, there is no change
at all in the quantum state of the system.

The measurement requires the interaction between the quantum system with a
macroscopic device, which violates the state space postulate because the quantum
system is not isolated at this moment. We do not expect the evolution of the quantum
state during the measurement process to be described by a unitary operator.

2.4.1 Measurement Postulate

A projectivemeasurement is described by aHermitian operator O , called observable,
which acts on the state space of the system being measured. The observable O has
a diagonal representation

O =
∑

λ

λPλ, (2.10)
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where Pλ is the projector on the eigenspace of O associated with the eigenvalue λ.
The possible results of the measurement of the observable O are the eigenvalues λ.
If the system state at the time of measurement is |ψ〉, the probability of obtaining the
result λ will be ‖Pλ|ψ〉‖2 or, equivalently,

pλ = 〈ψ|Pλ|ψ〉. (2.11)

If the result of the measurement is λ, the state of the quantum system immediately
after the measurement is

1√
pλ

Pλ|ψ〉. (2.12)

Notes

1. There is a correspondence between the physical layout of the devices in a physics
lab and the observable O . When an experimental physicist measures a quantum
system, he or she gets real numbers as result. Those numbers correspond to the
eigenvalues λ of the Hermitian operator O .

2. The states |ψ〉 and eiφ|ψ〉 have the same probability distribution pλ when one
measures the same observable O . The states after the measurement differ by
the same factor eiφ. The term eiφ multiplying a quantum state is called global
phase factor , whereas a term eiφ multiplying a vector of a sum of vectors, such
as |0〉 + eiφ|1〉, is called relative phase factor. The real number φ is called phase.

Since the possible outcomes of ameasurement of observable O obey a probability
distribution, we can define the expected value of a measurement as

〈O〉 =
∑

λ

pλ λ, (2.13)

and the standard deviation as

ΔO =
√

〈O2〉 − 〈O〉2. (2.14)

It is important to remember that the mean and standard deviation of an observable
depend on the state that the physical system was in just before the measurement.

Exercise 2.3. Show that 〈O〉 = 〈ψ|O|ψ〉.
Exercise 2.4. Show that if the physical system is in a state |ψ〉 that is an eigenvector
ofO , thenΔO = 0, that is, there is no uncertainty about the result of themeasurement
of the observable O . What is the result of the measurement?

Exercise 2.5. Show that
∑

λ pλ = 1 for any observable O and any state |ψ〉.
Exercise 2.6. Suppose that the physical system is in an arbitrary state |ψ〉. Show
that

∑
λ p2λ = 1 to an observable O if and only if ΔO = 0.



14 2 The Postulates of Quantum Mechanics

2.4.2 Measurement in the Computational Basis

The computational basis of space C2 is the set
{|0〉, |1〉}. For one qubit, the observ-

able of the measurement in the computational basis is the Pauli matrix Z , whose
spectral decomposition is

Z = (+1)P+1 + (−1)P−1, (2.15)

where P+1 = |0〉〈0| and P−1 = |1〉〈1|. The possible results of the measurement are
±1. If the state of the qubit is given by (2.1), the probabilities associatedwith possible
outcomes are

p+1 = |a0|2, (2.16)

p−1 = |a1|2, (2.17)

whereas the states immediately after the measurement are |0〉 and |1〉, respectively.
In fact, each of these states has a global phase that can be discarded. Note that

p+1 + p−1 = 1,

because state |ψ〉 has unit norm.
Before generalizing to n qubits, it is interesting to reexamine the process of mea-

surement of a qubit with another observable given by

O =
1∑

k=0

k|k〉〈k|. (2.18)

Since the eigenvalues of O are 0 and 1, the above analysis holds if we replace +1
by 0 and −1 by 1. With this new observable, there is a one-to-one correspondence in
the nomenclature of the measurement result and the final state. If the result is 0, the
state after the measurement is |0〉. If the result is 1, the state after the measurement
is |1〉.

The computational basis of the Hilbert space of n qubits in decimal notation is the
set

{|0〉, . . . , |2n − 1〉}. The measurement in the computational basis is associated
with observable

O =
2n−1∑
k=0

k Pk, (2.19)

where Pk = |k〉〈k|. An arbitrary state of n qubits is given by

|ψ〉 =
2n−1∑
k=0

ak |k〉, (2.20)
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where amplitudes ak satisfying the constraint

∑
k

|ak |2 = 1. (2.21)

Themeasurement result is an integer k in the range 0 ≤ k ≤ 2n − 1with a probability
distribution given by

pk = 〈
ψ

∣∣Pk∣∣ψ〉
= ∣∣ 〈k∣∣ψ〉 ∣∣2
= |ak |2. (2.22)

Equation (2.21) ensures that the sum of the probabilities is 1. The n-qubit state
immediately after the measurement is

Pk |ψ〉√
pk

	 |k〉. (2.23)

For example, suppose that the state of two qubits is given by

|ψ〉 = 1√
3

(|0, 0〉 − i |0, 1〉 + |1, 1〉) . (2.24)

The probability that the result is 00, 01, or 11 in binary notation is 1/3. Result 10
is never obtained because the associated probability is 0. If the measurement result
is 00, the system state immediately after will be |0, 0〉, similarly for 01 and 11. For the
measurement in the computational basis, it makes sense to say that the result is state
|0, 0〉 because there is a one-to-one correspondence between eigenvalues and states
of the computational basis.

The result of the measurement specifies on which vector of the computational
basis state |ψ〉 is projected. The result does not provide the value of coefficient ak ,
that is, none of the 2n amplitudes ak describing state |ψ〉 are revealed. Suppose we
want to find number k as a result of an algorithm. This result should be encoded as
one of the vectors of the computational basis, which spans the vector space to which
state |ψ〉 belongs. It is undesirable, in principle, that the result itself is associated
with one of the amplitudes. If the desired result is a noninteger real number, then
the k most significant digits should be coded as a vector of the computational basis.
After a measurement, we have a chance to get closer to k. A technique used in
quantum algorithms is to amplify the value of ak making it as close as possible to
1.A measurement at this point will return k with high probability. Therefore, the
number that specifies a ket, for example, number k of |k〉 is a possible outcome
of the algorithm, while the amplitudes of the quantum state are associated with
the probability of obtaining a result.
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The description of the measurement process of observable (2.19) is equivalent to
simultaneous measurements or in a cascade of observables Z , that is, one observable
Z for each qubit. The possible results ofmeasuring Z are±1. Simultaneousmeasure-
ments, or in a cascade of n qubits, result in a sequence of values±1. The relationship
between a result of this kind and the one described before is obtained by replacing
+1 by 0 and −1 by 1. We will have a binary number that can be converted into a
decimal number which is one of the values k of (2.19).

For example, for three qubits the result may be (−1,+1,+1), which is equiv-
alent to (1, 0, 0). Converting to base-10, the result is number 4. The state after the
measurement is obtained using the projector

P−1,+1,+1 = |1〉〈1| ⊗ |0〉〈0| ⊗ |0〉〈0|
= |1, 0, 0〉〈1, 0, 0| (2.25)

over the state system of the three qubits followed by renormalization. The renormal-
ization in this case replaces the coefficient by 1. The state after the measurement is
|1, 0, 0〉. When using the computational basis, for both observables (2.19) and Z ’s,
it makes sense to say that the result is |1, 0, 0〉 because we automatically know that
the eigenvalues of Z in question are (−1,+1,+1) and the number k is 4.

A simultaneous measurement of n observables Z is not equivalent to measure
observable Z ⊗ · · · ⊗ Z . The latter observable returns a single value, which can be
+1 or −1, whereas measuring n observables Z , simultaneously or not, we obtain
n values ±1. Measurements on a cascade are performed with observable Z ⊗ I ⊗
· · · ⊗ I , I ⊗ Z ⊗ · · · ⊗ I , and so on. They can also be performed simultaneously.
Usually, we use a more compact notation, Z1, Z2, successively, where Z1 means that
observable Z was used for the first qubit and the identity operator for the remaining
ones. Since these observables commute, the order is irrelevant and the limitations
imposed by the uncertainty principle do not apply. Measurement of observables of
this kind is called partial measurement in the computational basis.

Exercise 2.7. Suppose that the state of a qubit is |1〉.
1. What are the mean value and standard deviation of the measurement of observ-

able X?
2. What are themean value and standard deviation of themeasurement of observable

Z? Compare with Exercise 2.4.

2.4.3 Partial Measurement in the Computational Basis

The termmeasurement in the computational basis of n qubits implies a measurement
of all n qubits. However, it is possible to perform a partial measurement—tomeasure
some qubits. The result in this case is not necessarily a state of the computational
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basis. For example, we can measure the first qubit of a system described by the state
|ψ〉 of (2.24). It is convenient to rewrite that state as follows:

|ψ〉 =
√
2

3
|0〉 ⊗ |0〉 − i|1〉√

2
+ 1√

3
|1〉 ⊗ |1〉. (2.26)

We can see that the measurement result is either 0 or 1. The probability of obtaining
1 is 1/3 because the only way to get 1 for a measurement of the first qubit is to obtain
1 as well, for the second qubit. Therefore, the probability of obtaining 0 is 2/3, and
the state immediately after the measurement in this case is

|0〉 ⊗ |0〉 − i|1〉√
2

.

Only the qubits involved in themeasurement are projected on the computational basis.
The state of the remaining qubits is in superposition in general. In this example, when
the result is 0, the state of the second qubit is a superposition, and when the result is
1, the state of the second qubit is |1〉.

If we have a system composed of subsystems A and B, a partial measurement of
subsystem A is ameasurement of the observable OA ⊗ IB , where OA is an observable
of system A and IB is the identity operator of system B. Physically, this means that
themeasuring apparatus interacted only with the subsystem A. Equivalently, a partial
measurement interacting only with subsystem B is a measurement of the observable
IA ⊗ OB .

If we have a register of m qubits together with a register of n qubits, we can
represent the computational basis in a compact form

{|i, j〉 : 0 ≤ i ≤ 2m − 1, 0 ≤
j ≤ 2n − 1

}
, where i and j are both represented in base-10. An arbitrary state is

represented by

|ψ〉 =
2m−1∑
i=0

2n−1∑
j=0

ai j |i, j〉. (2.27)

Suppose we measure all qubits of the first register in the computational basis, that
is, we measure observable OA ⊗ IB , where

OA =
2m−1∑
k=0

kPk . (2.28)

The probability of obtaining k so that 0 ≤ k ≤ 2m − 1 is

pk = 〈ψ| (Pk ⊗ I ) |ψ〉

=
2n−1∑
j=0

∣∣akj ∣∣2 . (2.29)
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The set
{
p0, . . . , p2m−1

}
is a probability distribution and therefore satisfies

2m−1∑
k=0

pk = 1. (2.30)

If the measurement result is k, the state immediately after the measurement will be

1√
pk

(Pk ⊗ I ) |ψ〉 = 1√
pk

|k〉
⎛
⎝2n−1∑

j=0

akj | j〉
⎞
⎠ . (2.31)

Note that the state after the measurement is a superposition of the second register.
Ameasurement of observable (2.28) is equivalent tomeasure observables Z1, . . ., Zm .

Exercise 2.8. Suppose that the state of two qubits is given by

|ψ〉 = 3

5
√
2
|0, 0〉 − 3 i

5
√
2
|0, 1〉 + 2

√
2

5
|1, 0〉 − 2

√
2 i

5
|1, 1〉. (2.32)

1. Describe completely themeasurement process of observable Z1, that is, obtain the
probability of each outcome and the corresponding states after the measurement.
Suppose that, after measuring Z1, we measure Z2. Describe all resulting cases.

2. Now invert the order of the observables and describe the whole process.
3. If the intermediate quantum states are disregarded, is there a difference when

we invert the order of the observable? Note that the measurement of Z1 and Z2

may be performed simultaneously. One can move the qubits without changing
the quantum state, which may be entangled or not, and put each of them into a
measuring device, both adjusted to measure observable Z , as in Fig. 2.1.

4. For two qubits, the state after the measurement of the first qubit in the com-
putational basis can be either |0〉|α〉 or |1〉|β〉, where |α〉 and |β〉 are states of
the second qubit. In general, we have |α〉 
= |β〉. Why is this not the case in the
previous items?

Further Reading

The amount of good books about quantum mechanics is very large. For the first
contact, we suggest [126, 257, 287]. Reference [287] uses the Dirac notation since
the beginning, which is welcome in the context of quantum computation. For a
more complete approach, we suggest [84]. For a more conceptual approach, we
suggest [96, 252]. For those who are only interested in the application of quantum
mechanics to quantum computation, we suggest [170, 234, 248, 272, 276].



Chapter 3
Introduction to QuantumWalks

Quantum walks are interesting for many a reason: (1) They are useful to build new
quantum algorithms, (2) they can be directly implemented in laboratories with-
out using a quantum computer, and (3) they can simulate many complex physical
systems.

A quantum walk takes place on a graph, whose vertices are the places the walker
may step and whose edges tell the possible directions the walker can choose to move.
Space is discrete but time can be discrete or continuous.

In the discrete-time case, the motion consists in stepping from one vertex to the
next over and over. Each step takes one time unit and it takes a long time to go far. The
walker starts at some initial state and the dynamic in its simplest form is described
by a unitary operator Ut , where U is the evolution operator and t is the number of
steps. At the end, a measurement is performed to determine the walker’s position.

In the continuous-time case, there is a transition rate controlling the jumping
probability, which starts with a small value and increases continually so that the
walker eventually steps on the next vertex. The dynamic is described by the unitary
operator U (t) = exp(it H), where t is time and H is a Hermitian matrix, whose
entries are nonzero only if they correspond to neighboring vertices.

In this chapter, we briefly review the area of classical random walks with a focus
on the expected distance from the origin. Next, we give a gentle introduction to the
coined quantum walk model and analyze the expected distance in the quantum case.
The probability of finding the walker away from the origin is larger in the quantum
case. We also give an introduction to the continuous-time Markov chain, which is
used to obtain the continuous-time quantum walk model.

3.1 Classical Random Walk on the Line

One of the simplest examples of a random walk is the classical motion of a particle
on the integer points of a line, where the direction is determined by an unbiased
coin. Flip the coin, if the result is heads, the particle moves to the next vertex to the

© Springer Nature Switzerland AG 2018
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Fig. 3.1 Probability of the particle being at the position n at time t , assuming the walk starts at the
origin. The probability is zero in empty cells

right, and if it is tails, the particle moves to the next vertex to the left. This process
is repeated over and over. We cannot know for sure where the particle will be at a
later time, but we can calculate the probability p of being at a given point n at time
t . Suppose the particle is at the origin at time t = 0. Then p(t = 0, n = 0) = 1, as
shown in Fig. 3.1. For t = 1, the particle can be either at n = −1with probability 1/2
or at n = 1 with probability 1/2. The probability of being at n = 0 becomes zero.
By repeating this process over and over, we can confirm all probabilities described
in Fig. 3.1.

The probability is given by (Exercise3.1)

p(t, n) = 1

2t

(
t

t+n
2

)
, (3.1)

where
(a
b

) = a!
(a−b)!b! . This equation is valid only if t + n is even and n ≤ t . If t + n

is odd or n > t , the probability is zero. For fixed t , p(t, n) is a binomial distribution.
For relatively large values of fixed t , the probability as a function of n has a familiar
shape. Figure3.2 depicts three curves that correspond to t = 72, t = 180, and t =
450. Strictly speaking, the curves are envelopes of the actual probability distribution
because the probability is zero for odd n when t is even. Another way to interpret
the curves is as the sum p(t, n) + p(t + 1, n), that is, we have two overlapping
distributions.

Note that the width of the curve increases and the height of the midpoint decreases
when t increases. It is interesting to determine the expected distance from the origin.
It is important to determine how far away from the origin we can find the particle
as time goes by. The expected distance is a statistical quantity that captures this idea
and is equal to the position standard deviation when the probability distribution is
symmetrical. The average position (or expected position) is
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Fig. 3.2 Probability distribution of a classical random walk on a line for t = 72, t = 180 and
t = 450

〈n〉 =
∞∑

n=−∞
n p(t, n).

Using the symmetry p(t, n) = p(t,−n), we obtain

〈n〉 = 0. (3.2)

Then, the standard deviation σ(t) is

√〈
n2
〉− 〈n〉2 =

√√√√ ∞∑
n=−∞

n2 p(t, n).

Using (3.1), we obtain (Exercise3.2)

σ(t) = √
t . (3.3)

Another way to calculate the standard deviation is to convert the binomial dis-
tribution into an expression that is easier to handle analytically. By expanding the
binomial factor of (3.1) in terms of factorials, and using Stirling’s approximation
for large t , the probability distribution of the random walk can be approximated by
expression (Exercise3.3)

p(t, n) � 2√
2π t

e− n2

2t . (3.4)
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For a fixed t , p(t, n)/2 is the normal distribution (also known as Gaussian dis-
tribution). Now, the calculation of the standard deviation is simpler because after
converting the sum into an integral the standard deviation is the square root of

1√
2π t

∫ ∞

−∞
n2 e− n2

2t dn.

The normal distribution has two inflection points, which are the solutions of the
equation ∂2 p(t, n)/∂n2 = 0. The distance between the inflection points is 2

√
t . The

standard deviation is the distance between the midpoint and an inflection point.

Exercise 3.1. The goal of this exercise is to help to obtain (3.1). First show that at
time t , the total number of possible paths of the particle is 2t . At time t , the particle
is at position n. Suppose that the particle has moved a steps to the right and b steps
to the left. Find a and b as functions of t and n. Now focus on the steps towards
the right direction. In how many ways can the particle move a steps to the right in t
units of time? Or, equivalently, we have t objects, in how many ways can we select
a objects? Show that the probability of the particle being at the position n is given
by (3.1).

Exercise 3.2. The goal of this exercise is to help the calculation of the sum of (3.3).
Change the dummy index to obtain a finite sum starting at n = 0 and running over
even n when t is even and running over odd n when t is odd. After this manipulation,
you can use (3.1). Rename the dummy index in order to use the identities

t∑
n=0

(
2t

n

)
= 22t−1 + 1

2

(
2t

t

)
,

t∑
n=0

n

(
2t

n

)
= t22t−1,

t∑
n=0

n2
(
2t

n

)
= t222t−1 + t22t−2 − t2

2

(
2t

t

)

and simplify the result to show that

∞∑
n=−∞

n2 p(t, n) = t.

Exercise 3.3. Show that (3.4) can be obtained from (3.1) using Stirling’s approxi-
mation, which is given by

t ! ≈ √
2πt t t e−t ,

when t 	 1.
[
Hint: Use Stirling’s approximation and simplify the result trying to

factor out the fraction n/t . Take the natural logarithm of the expression, expand the
logarithm, and use the asymptotic expansion of the logarithm. Note that the terms of
the type n2/t2 are much smaller than n2/t . At the end, take the exponential of the
result.

]
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3.2 Classical Discrete-Time Markov Chains

A classical Markov chain is a stochastic process that assumes values in a discrete set
and obeys the following property: The next state of the chain depends only on the
current state—it is not influenced by the past states. The next state is determined by
some deterministic or random rule based only on the current state.

The Markov chain can be viewed as a directed graph where the states are repre-
sented by vertices and the transitions between states are represented by arcs. Note that
the set of states is discrete, whereas the evolution time can be discrete or continuous.
Then, the term discrete or continuous used here refers only to time.

Let us start by describing the classical discrete-time Markov chain. At each step,
the Markov chain has an associated probability distribution. After choosing an order
for the states, we describe the probability distribution with a vector. Let Γ (X, E)

be a graph with set of vertices X = {x1, . . . , xn} (|X | = n) and set of edges E . The
probability distribution is described by a vector

⎡
⎢⎣
p1(t)

...

pn(t)

⎤
⎥⎦ ,

where pi (t) is the probability of the walker being on vertex xi at time t . If the
process begins with the walker on the first vertex, we have p1(0) = 1 and pi (0) = 0
for i = 2, . . . , n. In a Markov chain, we cannot tell precisely where the walker will
be at future time steps. However, we can determine the probability distribution if we
know the transition matrix M , also called probability matrix or stochastic matrix.

If the probability distribution is known at time t , we obtain the distribution at time
t + 1 using

pi (t + 1) =
n∑
j=1

Mi j p j (t). (3.5)

To be sure that pi (t + 1) is a probability distribution, matrix M must satisfy the
following properties: (1) The entries are nonnegative real numbers, and (2) the sum
of the entries of any column is equal to 1. Using the vector notation, we have


p(t + 1) = M 
p(t). (3.6)

M is called left stochastic matrix. There is a corresponding description that uses a
transposed vector of probabilities (row vector) and matrix M is on the right-hand
side of 
p(t). In this case, the sum of the entries of each line of M must be 1.

If thewalker is on vertex x j , the probability to go to vertex xi isMi j . An interesting
case using undirected graphs is

Mi j = 1

d j
,
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where d j is the degree of vertex x j and Mi j = 0 if there is no edge linking x j and xi .
In this case, the walker goes to one of the adjacent vertices with equal probability
because the transition probability is the same for all vertices in the neighborhood
of x j . The stochastic matrix M and the adjacency matrix A obey equation Mi j =
Ai j/d j . The adjacency matrix of an undirected graph is a symmetric Boolean matrix
specifying whether two vertices xi and x j are connected (entry Ai j is 1) or not (entry
Ai j is 0).

Let us use the complete graph with n vertices as an example. All vertices are con-
nected by undirected edges. Then, the degree of each vertex is n − 1. The vertices
do not have loops, so Mi i = 0 for all i . The stochastic matrix is

M = 1

n − 1

⎡
⎢⎢⎢⎢⎢⎣

0 1 1 · · · 1
1 0 1 · · · 1
1 1 0 · · · 1
...

...
...

. . .
...

1 1 1 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

. (3.7)

If the initial condition is a walker located on the first vertex, the probability distribu-
tions during the first steps are


p(0) =

⎡
⎢⎢⎢⎣
1
0
...

0

⎤
⎥⎥⎥⎦ , 
p(1) = 1

n − 1

⎡
⎢⎢⎢⎣
0
1
...

1

⎤
⎥⎥⎥⎦ , 
p(2) = 1

(n − 1)2

⎡
⎢⎢⎢⎣
n − 1
n − 2

...

n − 2

⎤
⎥⎥⎥⎦ .

The probability distribution at an arbitrary step t is (Exercise3.4)


p(t) =

⎡
⎢⎢⎢⎣
fn(t − 1)
fn(t)

...

fn(t)

⎤
⎥⎥⎥⎦ , (3.8)

where

fn(t) = 1

n

(
1 − 1

(1 − n)t

)
. (3.9)

Note that when t → ∞ the probability distribution goes to the uniform distribution,
which is the limiting distribution of this graph.

As amotivation for introducing the next section,weobserve that (3.6) is a recursive
equation that can be solved and written as


p(t) = Mt 
p(0), (3.10)
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where 
p(0) is the initial condition. This equation encodes all possible ways the
walker can move after t steps. Note that only one possible way actually occurs in
reality. A similar matrix structure is used in the next section to describe the quantum
evolution. However, the vector of probabilities is replaced by a vector of amplitudes
(complex numbers) and the stochastic matrix M is replaced by a unitary matrix.
The physical interpretation of what happens in reality is clearly different from the
stochastic process since in the quantum case it is not correct to say that only one of
the possible ways occurs.

Exercise 3.4. The goal of this exercise is to obtain expression (3.8). By inspecting
the stochastic matrix of the complete graph, show that p2(t) = p3(t) = · · · = pn(t)
and p1(t + 1) = p2(t). Considering that the sum of the entries of the vector of
probabilities is 1, show that p2(t) satisfies the following recursive equation:

p2(t) = 1 − p2(t − 1)

n − 1
.

Using that p2(0) = 0, solve the recursive equation and show that p2(t) is given by
fn(t), as in (3.9).

Exercise 3.5. Obtain an expression for Mt in terms of function fn(t), where M is
the stochastic matrix of the complete graph. Using Mt , show that 
p(t) obeys (3.8).
Exercise 3.6. Consider a cycle with n vertices and take as the initial condition a
walker located on one of the vertices. Obtain the stochastic matrix of this graph.
Describe the probability distribution for the first steps and compare with the values
inFig. 3.1.Obtain the distribution at an arbitrary time andfind the limiting distribution
for the odd cycle.

[
Hint: To find the distribution for the cycle, use the probability

distribution of the line.
]

Exercise 3.7. Let M be an arbitrary stochastic matrix. Show that Mt is a stochastic
matrix for any positive integer t .

3.3 Coined Quantum Walks

The construction of quantum models and their equations is usually performed by a
process called quantization. Momentum and energy are replaced by operators acting
on a Hilbert space, whose size depends on the degree of freedom of the physical
system. If a quantum system is totally isolated from interactionswith themacroscopic
world around, its state is described by a vector in the Hilbert space and its evolution
is driven by a unitary operation. If the system has more than one component, the
Hilbert space is the tensor product of the Hilbert spaces of the components. There is
no room for randomness since the evolution of isolated quantum systems is unitary.
Then, in principle, the name quantum random walk is contradictory. In the literature,
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the term quantum walk has been used instead, but the evolution of quantum systems
that are not totally isolated from the environment has some stochasticity. In addition,
at some point we measure the quantum system to obtain macroscopic information
about it. The description of this process uses probability distributions. It is natural to
use the term “quantum walk” for unitary evolution and the term “quantum random
walk” for non-unitary evolution.

3.3.1 Coined Walk on the Line

The first model of quantization of classical random walks that we discuss is the
discrete-time coined quantum walk model or simply coined model. We use the line
(a one-dimensional lattice) as a first example. In the quantum case, the walker’s
position n on the line is described by a vector |n〉 in a Hilbert space HP of infinite
dimension, the computational basis of which is

{∣∣n′〉 : n′ ∈ Z
}
. The evolution of the

walk depends on a quantum “coin.” If one obtains “heads” after tossing the “coin”
when the position of the walker is described by |n〉, then the next position is described
by |n + 1〉. If the result is “tails,” the next position is described by |n − 1〉. How do
we include the “coin” in this scheme? We can think in physical terms. Suppose an
electron is the walker and it is on a vertex of the line. The state of the electron is
described not only by its position but also by the value of its spin, which may be
up or down. The spin can determine the direction of the motion. If the position of
the electron is |n〉 and its spin is up, it goes to |n + 1〉; if its spin is down, it goes to
|n − 1〉. The Hilbert space of the system is H = HC ⊗ HP , where HC is the two-
dimensional Hilbert space associated with the “coin,” whose computational basis is{|0〉, |1〉}. We can now define the “coin” as any unitary matrix C with dimension 2,
which acts on vectors in Hilbert space HC . C is called coin operator.

The shift from |n〉 to |n + 1〉 or |n − 1〉 must be described by a unitary operator,
called the shift operator S. It acts as follows:

S|0〉|n〉 = |0〉|n + 1〉, (3.11)

S|1〉|n〉 = |1〉|n − 1〉. (3.12)

If we know the action of S on the computational basis of H, we have a complete
description of this linear operator, and we obtain

S = |0〉〈0| ⊗
∞∑

n=−∞
|n + 1〉〈n| + |1〉〈1| ⊗

∞∑
n=−∞

|n − 1〉〈n|. (3.13)

We can re-obtain (3.11) and (3.12) by applying S to the computational basis.
The quantum walk starts when we apply the operator C ⊗ IP to the initial state,

where IP is the identity operator of the Hilbert space HP . This is analogous to
tossing a coin in the classical case. C changes the coin state and the walker stays at
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the same position. If the coin state is initially described by one of the states of the
computational basis, the result is a superposition of states assuming that the coin is
nontrivial. Each term in this superposition generates a shift in one direction. Consider
the particle initially located at the origin |n = 0〉 and the coin state with spin up |0〉,
that is,

|ψ(0)〉 = |0〉|n = 0〉, (3.14)

where |ψ(0)〉 denotes the state of the quantum walk at t = 0 and |ψ(t)〉 denotes the
state at time t .

The most used coin is the Hadamard operator

H = 1√
2

[
1 1
1 −1

]
. (3.15)

One step consists of applying H to the coin state followed by the shift operator S, in
the following way:

|0〉 ⊗ |0〉 H⊗I−→ |0〉 + |1〉√
2

⊗ |0〉
S−→ 1√

2

(|0〉 ⊗ |1〉 + |1〉 ⊗ |−1〉). (3.16)

After the first step, the position of the particle is a superposition of n = 1 and n = −1.
The superposition of positions is the result of the superposition generated by the coin
operator. Note that the coin H is unbiasedwhen applied to |0〉 because the probability
to go to the right is equal to the probability to go to the left. The same is true if we
apply H to |1〉. There is a difference between the signs of the amplitudes, but the
sign plays no role in the calculation of the probability in this case. So we call H an
unbiased coin.

In the quantum case, if we want to know the particle’s position, we need to mea-
sure the quantum system when it is in state (3.16). If we perform a measurement
in the computational basis, we have a 50% chance of finding the particle at n = 1
and a 50% chance of finding it at n = −1. This result is the same as the first step of
the classical random walk with an unbiased coin. If we repeat this procedure over
and over, that is, (1) we apply the coin operator, (2) we apply the shift operator, and
(3) we perform a measurement in the computational basis, we obtain a classical ran-
dom walk. Our goal is to use quantum features to obtain new results, which cannot
be obtained in the classical context. When we measure the particle position after the
first step, we destroy the correlations between different positions. On the other hand,
if we apply the coin operator followed by the shift operator over and over without
intermediary measurements, the quantum correlations between different positions
generate constructive or destructive interference, creating a behavior characteris-
tic of quantum walks that is different from the classical behavior. In this case, the
probability distribution is not the normal distribution and the standard deviation is
not

√
t .
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The quantum walk dynamics are driven by the unitary operator

U = S (H ⊗ I ) (3.17)

with no intermediarymeasurements. One step consists in applyingU one time, which
is equivalent to applying the coin operator followed by the shift operator. In the next
step, we applyU again without measurements. After t steps, the state of the quantum
walk is given by

|ψ(t)〉 = Ut |ψ(0)〉. (3.18)

Let us calculate the first few steps explicitly in order to compare with the first steps
of a classical random walk. We take (3.14) as the initial condition. The first step is
equal to (3.16). The second step is calculated using |ψ(2)〉 = U |ψ(1)〉 and the third
using |ψ(3)〉 = U |ψ(2)〉:

|ψ(1)〉 = 1√
2

(|1〉|−1〉 + |0〉|1〉),
|ψ(2)〉 = 1

2

(
− |1〉|−2〉 + (|0〉 + |1〉)|0〉 + |0〉|2〉

)
, (3.19)

|ψ(3)〉 = 1

2
√
2

(
|1〉|−3〉 − |0〉|−1〉 + (2|0〉 + |1〉)|1〉 + |0〉|3〉

)
.

These few initial steps have already revealed that the quantum walk differs from
the classical random walk in several aspects. We have used an unbiased coin, but
the state |ψ(3)〉 is not symmetric with respect to the origin. Figure3.3 shows the
probability distribution up to the fifth step. Besides being asymmetric, the probability
distributions are not concentrated around the origin. Compare with the probability
distributions of Fig. 3.1.

We would like to find the probability distribution for a number of steps larger than
5. However, the calculation method we are using is not good enough. Suppose we
want to calculate the probability distribution p(100, n) after 100 steps. We cannot
calculate |ψ(100)〉 by hand.We have to rely on some computational implementation.
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Fig. 3.3 Probability of finding the quantum particle on vertex n at time t , assuming that the walk
starts at the origin with the quantum coin in state “spin up”
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An efficient way of implementing quantum walks is to use recursive formulas for
the amplitudes. The arbitrary state of the quantum walk in the computational basis
is

|ψ(t)〉 =
∞∑

n=−∞

(
An(t)|0〉 + Bn(t)|1〉

)|n〉, (3.20)

where the amplitudes satisfy the constraint

∞∑
n=−∞

|An(t)|2 + |Bn(t)|2 = 1, (3.21)

which means that |ψ(t)〉 has norm 1 at all steps. In Sect. 5.1 on p.69, we show
that when applying H ⊗ I followed by the shift operator to (3.20), we obtain the
following recursive formulas for the amplitudes A and B:

An(t + 1) = An−1(t) + Bn−1(t)√
2

,

Bn(t + 1) = An+1(t) − Bn+1(t)√
2

.

Using the initial condition

An(0) =
{
1, if n = 0;
0, otherwise,

and Bn(0) = 0 for all n, we can calculate iteratively An(t) and Bn(t) for t from 1 to
100. The probability distribution is obtained using

p(t, n) = |An(t)|2 + |Bn(t)|2 . (3.22)

This approach is suitable to be implemented in the mainstream programming lan-
guages, such as C, Fortran, Java, Python, or Julia.

A secondmethod to implement quantumwalks is based on the explicit calculation
of matrix U . We have to calculate the tensor product H ⊗ I using the formula
described in Sect.A.15 on p.263. The tensor product is also required to obtain a
matrix representation of the shift operator as defined in (3.13). These operators act
on vectors in an infinite vector space. However, the number of nonzero entries is
finite. Then, these arrays must have dimensions slightly larger than 200 × 200 in
order to calculate |ψ(100)〉. After calculating U , we calculate U 100, and the matrix
product of U 100 and the initial condition |ψ(0)〉, written as a column vector with
a compatible number of entries. The result is |ψ(100)〉. Finally, we can calculate
the probability distribution. This method can be implemented in computer algebra
systems, such as Mathematica, Maple, or Sage, and is inefficient in general.
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Fig. 3.4 Probability distribution after 100 steps of a quantum walk with the Hadamard coin start-
ing from the initial condition |ψ(0)〉 = |0〉|n = 0〉. The points where the probability is zero were
excluded (n odd)

This method becomes more efficient if the programmer uses techniques to deal with
sparse matrices and parallel programming.

Note that there is an alternate route that is to download a package for quantum
walk simulations. In Sect. 5.3 on p.85, we describe the main available packages, and
we provide references that may help the user to obtain the desired results quicker
than implementing by oneself.

By employing any of the above methods, the probability distribution after 100
steps depicted in Fig. 3.4 is eventually obtained. Analogous to the plot of the proba-
bility distribution of the classical random walk, we ignore the points corresponding
to probabilities equal to zero. For instance, at t = 100, the probability is zero for all
odd values of n—these points are not shown. If we observe the plot, we notice that
the probability distribution is asymmetric. The probability of finding the particle on
the right-hand side of the origin is larger than on the left-hand side. In particular,
there is a peak for n around 100/

√
2 and the probability at the peak is more than 10

times larger than the probability at the origin. The peak is always there, even for large
t . This suggests that the quantum walk has a ballistic behavior, which means that the
particle can be found away from the origin as if it is in a uniform rightward motion. It
is natural to ask whether this pattern holds when the distribution is symmetric around
the origin.

In order to obtain a symmetrical distribution,wemust understandwhy the previous
example has a tendency to go to the right. The Hadamard coin introduces a negative
sign when applied to state |1〉. This means that there are more cancellations of terms
when the coin state is |1〉 than of terms when the coin state is |0〉. Since the coin state
|0〉 induces a motion to the right and |1〉 to the left, the final effect is the asymmetry
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Fig. 3.5 Probability distribution after 100 steps of a Hadamard quantum walk starting from the
initial condition (3.23)

with larger probabilities on the right-hand side of the origin. We would confirm
this analysis if we calculate the resulting probability distribution when the initial
condition is

|ψ(0)〉 = −|1〉|n = 0〉.

In this case, the number of negative terms is greater than the number of positive terms
and there are more cancellations of terms when the coin state is |0〉. The final result
is a probability distribution that is the mirror image of the one depicted in Fig. 3.4. To
obtain a symmetrical distribution, we must superpose the quantum walks resulting
from these two initial conditions. This superposition should not cancel terms before
the calculation of the probability distribution. The trick is to multiply the imaginary
unit number to the second initial condition and add to the first initial condition in the
following way:

|ψ(0)〉 = |0〉 − i|1〉√
2

|n = 0〉. (3.23)

The entries of the Hadamard coin are real numbers. When we apply the evolution
operator, terms with the imaginary unit are not converted into terms without the
imaginary unit and vice versa. There are no cancellations of terms of the walk that
goes to the right with the terms of the walk that goes to the left. At the end, the
probability distributions are added. In fact, the result is depicted in Fig. 3.5. Note
that the probability distribution is spread in the range

[− t/
√
2, t/

√
2
]
, while the

classical distribution is a Gaussian centered at the origin and visible in the range[− 2
√
t, 2

√
t
]
.
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Fig. 3.6 Standard deviation of the quantum walk (crosses) and the classical random walk (circles)
as a function of the number of steps

If the probability distribution is symmetric, the expected value of the position is
zero, that is, 〈n〉 = 0. The question now is how the standard deviation σ(t) behaves
as a function of time. The formula for the standard deviation when 〈n〉 = 0 is

σ(t) =
√√√√ ∞∑

n=−∞
n2 p(t, n), (3.24)

where p(t, n) is the probability distribution of the quantum walk with the initial con-
dition given by (3.23). The analytical calculation is quite elaborate and is performed
in another chapter. For now, we calculate σ(t) numerically using a computational
implementation. Figure3.6 depicts the standard deviation as a function of time for
the quantum walk (cross-shaped points) and classical random walk (circle-shaped
points). In the classical case, we have σ(t) = √

t . In the quantum case, we obtain a
line with slope 0.54 approximately, that is, σ(t) = 0.54 t .

It is remarkable that the position standard deviation is proportional to t . Compare
with the following extreme situation. Suppose that the probability of the particle to go
to the right is exactly 1. After t steps, it will certainly be found at n = t . This is called
the ballistic case. It is the motion of a free particle with unit velocity. The standard
deviation in this case is obtained by replacing p(t, n) by δt n in (3.24). The result is
σ(t) = t . The Hadamard quantum walk is ballistic, though its speed is almost half
of the speed of the free particle. However, after a measurement the quantum particle
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can be found either on the right-hand side or on the left-hand side of the origin, which
is not possible in a classical ballistic motion.

Exercise 3.8. Obtain states |ψ(4)〉 and |ψ(5)〉 by continuing the sequence of the
states of (3.19) and check that the probability distribution coincides with the one
described in Fig. 3.3.

3.4 Classical Continuous-Time Markov Chains

The coined quantum walk model is not the only way to quantize classical random
walks. In the next section, we describe another quantum walk model that does not
use a coin. In this section, we describe the classical continuous-time Markov chain,
which is used as the base model for the quantization.

When time is a continuous variable, thewalker can go fromvertex x j to an adjacent
vertex xi at any time. Oneway to visualize the dynamics is to consider the probability
as if it is a liquid seeping from x j to xi . At the beginning, the walker is on vertex x j

and it is likely to be found there during a short period. As time goes by, the probability
of being found on one of the neighboring vertices increases and the probability of
staying on x j decreases, and eventually thewalkermoves ahead.We have a transition
rate denoted by γ, which is constant for all vertices (homogeneous rate) and for all
times (uniform rate). Then, the transition between neighboring vertices occurs with
a probability γ per unit time. To address problems with continuous variables, we
generally use an infinitesimal time interval, set up the differential equation of the
problem, and solve the equation. If we take an infinitesimal time interval ε, the
probability of the walker to go from vertex x j to xi is γε. Let d j be the degree of the
vertex x j , that is, vertex x j has d j neighboring vertices. It follows that the probability
of the walker to be on one of the neighboring vertices after time ε is d jγε. Then,
the probability of staying on x j is 1 − d jγε. In the continuous-time case, the entry
Mi j (t) of the transition matrix at time t is defined as the probability of the particle,
which is on vertex x j , to go to vertex xi during the time interval t . Then,

Mi j (ε) =
{
1 − d jγε + O(ε2), if i = j;
γε + O(ε2), if i �= j .

(3.25)

Let us define an auxiliary matrix, called generating matrix given by

Hi j =
⎧⎨
⎩
d jγ, if i = j;
−γ, if i �= j and adjacent;
0, if i �= j and non-adjacent.

(3.26)

It is known that the probability of two independent events is the product of the
probability of each event. The same occurs in a Markov chain because the next state
of a Markov chain depends only on the current configuration of the chain. We can
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multiply the transition matrix at different times. Then,

Mi j (t + ε) =
∑
k

Mik(t)Mkj (ε). (3.27)

The index k runs over all vertices; however, this is equivalent to running only over the
vertices adjacent to x j . In fact, if there is no edge linking x j and xk , then Mkj (ε) = 0.

By isolating the term k = j and using the (3.25) and (3.26), we obtain

Mi j (t + ε) = Mi j (t)Mj j (ε) +
∑
k �= j

Mik(t)Mkj (ε)

= Mi j (t)(1 − εHj j ) − ε
∑
k �= j

Mik(t)Hkj .

By moving the first term on the right-hand side to the left-hand side and dividing by
ε, we obtain

dMi j (t)

dt
= −

∑
k

Hkj Mik(t). (3.28)

The solution of this differential equation with initial condition Mi j (0) = δi j is

M(t) = e−Ht . (3.29)

The verification is simple if we expand the exponential function inTaylor series.With
the transition matrix in hand, we can obtain the probability distribution at time t . If
the initial distribution is 
p(0), we have


p(t) = M(t) 
p(0). (3.30)

It is interesting to compare this form of evolution with the one for the discrete-time
Markov chain, given by (3.10).

Exercise 3.9. Show that the uniform vector is a 0-eigenvector of H . Use this to show
that the uniform vector is a 1-eigenvector of M(t). Show that M(t) is a stochastic
matrix for all t ∈ R.

Exercise 3.10. What is the relationship between H and the Laplacian matrix of the
graph?

Exercise 3.11. Show that the probability distribution satisfies the following differ-
ential equation:

dpi (t)

dt
= −

∑
k

Hki pk(t).
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3.5 Continuous-Time QuantumWalks

In the passage from the classical random walk model to the coined model, we use the
standard quantization process, which consists in replacing the vector of probabilities
by a state vector (a vector of probability amplitudes) and the transition matrix by a
unitary matrix. It is also necessary to extend the position Hilbert space with the coin
Hilbert space, which is accomplished with the tensor product because we need to
obey the postulates of quantum mechanics.

In the passage from the continuous-time Markov chain to the continuous-time
quantum walk model, we use again the standard quantization process. Note that the
continuous-time Markov chain has no coin. Then, we simply convert the vector that
describes the probability distribution to a state vector and the transition matrix to an
equivalent unitary operator. We must pay attention to the following detail: Matrix H
is Hermitian and matrix M is not unitary in general. There is a simple way to make
M unitary, which is to replace H by iH , that is, to multiply H by the imaginary unit.
Let us define the evolution operator of the continuous-time quantum walk as

U (t) = e−iHt . (3.31)

If the initial condition is |ψ(0)〉, the quantum state at time t is

|ψ(t)〉 = U (t)|ψ(0)〉 (3.32)

and the probability distribution is

pk = ∣∣ 〈k∣∣ψ(t)
〉 ∣∣2, (3.33)

where k is a vertex label or a state of the Markov chain and |k〉 is the state of the
computational basis corresponding to the vertex k.

3.5.1 Continuous-Time Walk on the Line

As a first application, let us consider the continuous-time quantum walk on the line.
The vertices are integer points (discrete space). Equation (3.26) reduces to

Hi j =
⎧⎨
⎩
2γ, if i = j;
−γ, if i �= j and adjacent;
0, if i �= j and non-adjacent.

(3.34)

Then,
H |n〉 = −γ |n − 1〉 + 2γ |n〉 − γ |n + 1〉. (3.35)
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Fig. 3.7 Probability distribution at t = 100 with γ =
(
2
√
2
)−1

of a continuous-time quantum

walk with initial condition |ψ(0)〉 = |0〉

Fig. 3.8 Script in Mathematica that generates the probability distribution of the continuous-time
quantum walk of Fig. 3.7

Fig. 3.9 Script inMaple that
generates the probability
distribution of the
continuous-time quantum
walk of Fig. 3.7

The analytical calculation of operatorU (t) is guided in Exercise3.12. The numerical
calculation of this operator is relatively simple. Figure3.7 shows the probability

distribution of the continuous-time quantum walk at t = 100 for γ = 1/
(
2
√
2
)

with the initial condition |ψ(0)〉 = |0〉. This plot can be generated by the programs
of Fig. 3.8 or Fig. 3.9.
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The comparison of the curve of Fig. 3.7 with the curve of Fig. 3.5 is reveal-
ing. There are many common points between the evolution of discrete-time and
continuous-time quantum walks; however, they differ in several details. From the
global point of view, the probability distribution of the continuous-time walk has
two major external peaks and a low probability near the origin, which is similar to
the discrete-time case. In the coined walk, these features can be amplified or reduced
by choosing an appropriate coin or changing the walker’s initial condition. In the
continuous-time walk, the dispersion is controlled by the constant γ. If one decreases
γ, the distribution shrinks around the origin, maintaining the same pattern.

Themost relevant comparison in this context refers to the standard deviation. How
does the standard deviation of the continuous-time walk compare with the discrete-
time walk? The probability distribution of the continuous-time walk is symmetric
with respect to the origin in this case. Then, the expected position is zero, that
is, 〈n〉 = 0. The standard deviation σ(t) is given by (3.24), where the probability
distribution p(t, n) is

p(t, n) = ∣∣〈n|U (t)|ψ(0)〉∣∣2. (3.36)

As before, we can calculate σ(t) numerically. Figure3.10 depicts the standard devi-
ation as a function of time for the continuous-time quantum walk (solid line) and
for the coined quantum walk (cross-shaped points). In the continuous-time case, we
obtain a line with slope 0.5 approximately, or σ(t) = 0.5 t . In the coined case, it is
also a line with slope 0.54 approximately. Again, these values change if we change
γ or the coin. What really matters is that the standard deviation is linear, that is, σ(t)
is proportional to t , contrasting with the classical case where σ(t) is proportional
to

√
t .

Fig. 3.10 Standard
deviation as a function of
time of the continuous-time
quantum walk with

γ =
(
2
√
2
)−1

(solid line)

and the discrete-time
quantum walk analyzed in
Sect. 3.3 (cross-shaped
points)
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After analyzing two quantization models of classical randomwalks, the following
question naturally arises: Are the coined and continuous-time models equivalent? In
several applications, these models have very similar behavior. Both models have
standard deviations that depend linearly on t and, with respect to algorithmic appli-
cations, they improve the time complexity for many problems when compared with
classical algorithms. However, when we consider the smallest details, these models
are not equivalent. We give references that address this issue in the Further Reading
section.

Exercise 3.12. Show that for any real time t , matrix H of the continuous-time quan-
tum walk on the line obeys

Ht |0〉 = γt
t∑

n=−t

(−1)n
(

2t

t − n

)
|n〉.

From this expression, computeU (t)|0〉 in terms of two nested sums. Invert the sums,
use the identity

e−2 i γ t J|n| (2 γ t) = e
πi
2 |n|

∞∑
k=|n|

(−iγt)k

k!
(

2 k

k − n

)
,

where J is the Bessel function of the first kind with integer n, to show that the wave
function of the continuous-time walk on the line at time t is

|ψ(t)〉 =
∞∑

n=−∞
e

πi
2 |n|−2 i γ t J|n| (2 γ t) |n〉.

Show that the probability distribution is

p(t, n) = ∣∣J|n| (2 γ t)
∣∣2 .

Use this result to depict the probability distributions with the same parameters of
Fig. 3.7, both for continuous and discrete n.

3.5.2 Why Must Time be Continuous?

It is interesting to ask why a Hamiltonian walk must be continuous in time. The
answer is related to locality. By definition, the dynamic of a quantum walk on a
graph G must be local with respect to G. This means that the walker is forbidden to
jump from vertex v1 to v2 if these vertices are non-adjacent. The walker must visit
all vertices of a chain that links v1 to v2 before reaching v2. Consider the expansion

e−iHt = I − iHt + (−it)2

2! H 2 + (−it)3

3! H 3 + · · · .
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Note that the action of Ha for a ≥ 2 is non-local. For instance, if the walker is on
vertex v, the action of H 2 moves the walker to the neighborhood of the neighborhood
of v. One way to cancel out the action of Ha for a ≥ 2 is to use an infinitesimal time
because e−iHt will be close to (I − iHt), which is local. This explains why timemust
be continuouswhen H is definedby (3.26). Exercise3.13 suggests an alternative route
to explore this issue by restricting the choices of H .

Exercise 3.13. Try to convert the continuous-time model into a discrete-time model
by using evolution operators e−iH̄ t with Hermitian operators H̄ that obeys

H̄ 2 = aI + bH̄ ,

where a, b ∈ R.

1. Show that e−iH̄ t is a local operator for any t ∈ Z.
2. Show that if the quantum walk starts with a walker on vertex v, then the walker

never goes beyond the neighborhood of v using the evolution operator e−iH̄ t with
t ∈ Z.

3. Conclude that (1) the attempt has failed and (2) we need more than one local
operator in order to define a nontrivial discrete-time quantum walk model.

Further Reading

The concept of quantum walk was introduced in [9] from the physical viewpoint and
in [133, 255] from themathematical viewpoint. From the historical viewpoint, we can
find precursor ideas dating back to 1940 in Feynman’s relativistic chessboardmodel,1

which connects the spin with the propagation of a particle in a two-dimensional
spacetime. From now on we give references to the modern description of quantum
walks.

A detailed analysis of coined quantum walks on the line is presented in [17, 247].
Coined quantum walks on arbitrary graphs are addressed in [8]. The link between
universal quantum computation and coined quantum walks is addressed in [216].
A good reference for an initial contact with the coined quantum walk is the review
article [172]. The most relevant references on quantum walks published before 2012
are provided by the review papers [13, 172, 175, 183, 274, 320] or by the review
books [229, 319]. Some recent papers analyzing coined quantum walks are [31, 69,
124, 158, 239, 330, 348]. More references are provided in the next chapters.

The continuous-time quantum walk was introduced in [113]. The continuous-
time quantum walk on the line was studied in [81]. The link between universal
quantumcomputation and continuous-time quantumwalks is addressed in [78].Good
references for an initial contact with the continuous-time quantum walk are the
review article [246] or the review book [229]. The connection between the coined
and continuous-timemodels is addressed in [79, 98, 99, 260, 294, 306]. Some recent
papers analyzing continuous-time quantum walks are [39, 66, 86, 105, 117, 162,
163, 210, 212, 283, 310, 334, 339].

1https://en.wikipedia.org/wiki/Feynman_checkerboard.

https://en.wikipedia.org/wiki/Feynman_checkerboard
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Classical discrete-time Markov chains are described in [90, 240]. Classical ran-
dom walks are addressed in many books such as [114, 154, 155]. Identities with
binomial expressions used in Exercise3.2 are described in [123] or can be deduced
from the methods presented in [125]. Stirling’s approximation is described in [114].



Chapter 4
Grover’s Algorithm and Its
Generalization

Grover’s algorithm is a search algorithm originally designed to look for an element
in an unsorted quantum databasewith no repeated elements. If the database elements
are stored in a random order, the only available method to find a specific element is
an exhaustive search. Usually, this is not the best way to use databases, especially
if it is queried several times. It is better to sort the elements, which is an expensive
task but performed only once. In the context of quantum computing, storing data in
superposition or in an entangled state for a long period is not an easy task. Because
of this, Grover’s algorithm is described in this chapter via an alternate route, which
shows its wide applicability.

Grover’s algorithm can be generalized in order to search databases with repeated
elements. The details of this generalization when we know the number of repetitions
beforehand are worked out in this chapter since it is important in many applications.
We also show that Grover’s algorithm is optimal up to a multiplicative constant, that
is, it is not possible to improve its computational complexity. If N is the number of
database entries, the algorithm needs to query the database O(

√
N ) times in order

to find the marked element with high probability using O(log N ) storage space. We
describe a quantum circuit that shows that Grover’s algorithm can be implemented
with O(

√
N log N ) universal gates.

At the heart of Grover’s algorithm lies a technique called amplitude amplifica-
tion, which can be used in many quantum algorithms. The amplitude amplification
technique is presented in detail at the end of this chapter.

Grover’s algorithm can be seen as a quantum-walk-based search on the complete
graph with N vertices. The details are described in Sect. 9.5 on p.195.

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0_4
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4.1 Grover’s Algorithm

Let N be 2n for some positive integer n and suppose that f : {0, . . . , N − 1
} →

{0, 1} is a function whose image is f (x) = 1 if and only if x = x0 for a fixed x0, that
is,

f (x) =
{
1, if x = x0,
0, otherwise.

(4.1)

Suppose that point x0 is unknown and we do wish to find it. It is allowed to evaluate
f at any point in the domain. The problem is to find x0 with the minimum number of
evaluations. Function f is called oracle and point x0 is called marked element.This
is a search problem whose relation to a database search is clear.

Let us start by analyzing this problem from the classical viewpoint. We are not
interested in the implementation details of f . On the contrary, we want to know how
many times we need to apply f in order to find x0. Supposing it is known no detail
about f , our only option is to perform an exhaustive search by applying f to all
points in the domain. Then, the time complexity of the best classical algorithm is
Ω(N ) because each evaluation costs some time, and we need at least N evaluations
in the worst case.

A concrete way to describe this problem is to ask a programmer to select point x0
at random and implement f using a programming language in a classical computer
with a single processor. The programmer must compile the program to hide x0—it
is not allowed to read the code. The function domain is known to us and there is the
following promise: Only one image point is 1, all others are 0. A program that solves
this problem is described in Algorithm1.

Algorithm 1: Classical search algorithm
Input: N and f as described in Eq. (4.1).
Output: x0.

for x = 0 to N − 1 do
if f (x) = 1 then

print x
stop

Now let us return to the quantum context. It is striking to know that Grover’s
algorithm is able to find x0 by evaluating f less than N times, in fact, it evaluates⌊

π
4

√
N
⌋
times, which is asymptotically optimal. There is a quadratic gain in the

time complexity in the transition from the classical to the quantum context. How can
we put this problem concretely in the quantum context? Can we write a quantum
program equivalent to Algorithm1?

In the quantum context, we must use a unitary operatorR f that plays the role of
the function f . There is a standard method to build R f . The method can be used
to implement an arbitrary function. The quantum computer has two registers: The
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|1 |1

|0 |0

|1 |1

|0 |1

Fig. 4.1 Circuit of operator R f when x0 = 5 and n = 3. The bits of x0 determine which control
bits should be empty andwhich should be full. Only the programmer knowswhich quantum controls
are empty and full. The goal of Grover’s algorithm is to find out the correct configuration of the
empty and full controls

first stores the domain points, and the second stores the image points. A complete
description of R f is given by its action on the computational basis, which is

R f |x〉|i〉 = |x〉|i ⊕ f (x)〉, (4.2)

where operation⊕ is the binary sum or bitwise xor. The standard method is based on
the following recipe: (1) Repeat x to guarantee reversibility, and (2) add the image of
x to the value inside the ket of the second register. For any function f , the resulting
operator is unitary. For the oracle (4.1), the first register has n qubits and the second
has one qubit and the associated Hilbert space has (2N ) dimensions. If the state of
the first register is |x〉 and the state of the second register is |0〉, R f evaluates f (x)

and stores the result in the second register, that is,

R f |x〉|0〉 =
{ |x0〉|1〉, if x = x0,

|x〉|0〉, otherwise.
(4.3)

Now we ask a quantum programmer to implement R f . The programmer uses a
generalized Toffoli gate. For example, the circuit of Fig. 4.1 implements R f when
x0 = 5 and n = 3. Note that the state of the second register will change from |0〉 to
|1〉 only if the entry of the first register is 5, otherwise it remains equal to |0〉 (see
Sect.A.16 on p.265).

Similar to the classical setting, we are not allowed to look at any implementation
detail about R f , but we can apply this operator as many times as we wish. What is
the algorithm that determines x0 using R f the minimum number of times?

Grover’s algorithm uses a second unitary operator defined by

RD = (
2 |D〉〈D| − IN

)⊗ I2, (4.4)

where

|D〉 = 1√
N

N−1∑

j=0

| j〉,
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that is, |D〉 the diagonal state of the first register (see Sect.A.16 on p.265). The
evolution operator that performs one step of the algorithm is

U = RD R f . (4.5)

The initial condition is
|ψ0〉 = |D〉|−〉, (4.6)

where |−〉 = (|0〉 − |1〉)/2. The algorithm tells us to apply U iteratively
⌊

π
4

√
N
⌋

times. Then, measure the first register in the computational basis and the result is x0
with probability greater than or equal to 1 − 1

N (see Algorithm2).

Algorithm 2: Grover’s algorithm
Input: N and f as described in Eq. (4.1).
Output: x0 with probability greater than or equal to 1 − 1

N .

1. Use a 2-register quantum computer with n + 1 qubits;
2. Prepare the initial state |D〉|−〉;
3. Apply U t , where t =

⌊
π
4

√
N
⌋
and U is given by (4.5);

4. Measure the first register in the computational basis.

4.2 Quantum Circuit of Grover’s Algorithm

Figure4.2 depicts the circuit of Grover’s algorithm. To check the correctness of this
circuit, we have to show thatRD has been correctly implemented.Weuse the equation

|D〉 = H⊗n|0〉,

in order to show that

RD = − (
H⊗n

(
I − 2 |0〉〈0|) H⊗n

)⊗ I2.

The action of the operator
(
I − 2 |0〉〈0|) on |x〉 is −|0〉 if x = 0, and |x〉 if x �= 0.

This action is equal to the action of R f when the marked element is x0 = 0. Then,
we can implement

(
I − 2 |0〉〈0|) with a generalized Toffoli acting on (n + 1) qubits

with n empty controls. There is a minus sign in the definition of RD in terms of(
I − 2 |0〉〈0|). We disregard this minus sign because it is a global phase with no
effect on the result. This shows that this is a correct implementation of Grover’s
algorithm and with high probability the output (i1, . . . , in) is x0 in base-2.



4.2 Quantum Circuit of Grover’s Algorithm 45

⌊
π
4

√
N

⌋

|0〉1 H H H i1

|0〉n H H H in

|−〉

Rf

|−〉

Fig. 4.2 Circuit of Grover’s algorithm. The first register has n qubits initially in state |0〉. The
second register has 1 qubit always in state |−〉. The dashed box is iterated

⌊
(π/4)

√
N
⌋
times and

its input is |D〉|−〉. At the end, the first register is measured and the output is the binary digits
i1, . . . , in , which are with high probability the digits of x0 in base-2

From the circuit of Fig. 4.2, it is clear that the query complexity is O(
√

N ). To be
more precise, the number of queries is exactly the floor of (π/4)

√
N because this is

the number of timesR f is used in the circuit. Note that in the quantum case, instead
of counting the number of times f is evaluated, we count the number of times R f

is used, which is equivalent to the number of times the quantum database is queried.
The time complexity is a bit larger than the query complexity. A generalized

Toffoli gate with n controls can be implemented with O(n) universal gates as
shown in Sect.A.16 on p.265. Then, the time complexity of Grover’s algorithm
is O(

√
N log N ).

Exercise 4.1. Use Fig. 4.2 to depict the circuit of Grover’s algorithm for the case
n = 3 (N = 8) when the marked element is x0 = 5 in the following cases:

1. Using generalized Toffoli gates.
2. Using Toffoli gates (no generalized gate is allowed).
3. Using universal gates (CNOT, X , H , T , and T †).

Implement the version using universal gates on a quantum computer.

4.3 Analysis of the Algorithm Using Reflection Operators

The evolution operator and the initial condition of Grover’s algorithm have real
entries. This means that the entire evolution takes place in a real vector subspace
of a (2N )-dimensional Hilbert space. We can give a geometric interpretation to
the algorithm and, in fact, visualize the evolution as a rotation of a vector on a
two-dimensional vector space over the real numbers. The key to understanding the
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algorithm is to note that the evolution operator U is the product of two reflection
operators. It is easier to show this fact after noting that the state of the second
register does not change during the algorithm. Initially, this state is |−〉 and it does
not change under the action ofRD as can be seen from (4.4). It does not change either
under the action of R f because if the state of the first register is |x〉 with x �= x0,
from the definition of R f — Eq. (4.3), the state |x〉|−〉 does not change. If x = x0,
the action of R f on |x0〉|−〉 is

R f |x0〉|−〉 = R f |x0〉|0〉 − R f |x0〉|1〉√
2

= |x0〉|1〉 − |x0〉|0〉√
2

= −|x0〉|−〉.

There is a sign inversion, but the minus sign can be absorbed by the state of the first
register and then the state to the second register is still |−〉. The state of the second
register is always |−〉 if we give a proper destination to the minus sign when the
input of the first register is |x0〉.

On the one hand, the second register is necessary for the algorithm because it is the
only way to defineR f . On the other hand, we can discard it for the sake of simplicity
in the analysis of the algorithm. We define the reduced versions R f and RD that act
on the Hilbert spaceHN and replaceR f andRD, respectively. The definitions of the
reduced operators are

R f = −|x0〉〈x0| +
∑

x �=x0

|x〉〈x | (4.7)

and
RD = 2 |D〉〈D| − IN . (4.8)

The input to the algorithm is |D〉, which is the reduced version of |D〉|−〉, and the
reduced version of the evolution operator is

U = RDR f . (4.9)

Note that the action of the reduced version R f on |x〉 is the same as R f on |x〉|−〉
for all x in the computational basis of HN .

Let us check that R f is a reflection. Define the following vector spaces over the
real numbers:

A = span{|x0〉},
B = span{|x〉 : x �= x0}.

Note that dim A = 1, dim B = N − 1, and A ⊥ B. In other words, B is the real
subspace ofHN that is orthogonal to the vector space spanned by |x0〉. We state that
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Fig. 4.3 The initial condition of Grover’s algorithm is state |D〉. After applying operator R f , state
|D〉 is reflected through the hyperplane orthogonal to vector |x0〉, represented by the horizontal line.
After applying operator RD, vector R f |D〉 is reflected through |D〉. That is, one application of U
rotates the initial vector through angle θ about the origin toward vector |x0〉

R f is a reflection through B. The proof is the following: Let |ψ〉 be a real vector in
HN . Then, there are |ψa〉 ∈ A and |ψb〉 ∈ B such that |ψ〉 = |ψa〉 + |ψb〉. The action
of R f on |ψ〉 inverts the sign of |ψa〉 and preserves the sign of |ψb〉. The geometric
interpretation of this action is a reflection through B, that is, −|ψa〉 + |ψb〉 is the
mirror image of |ψa〉 + |ψb〉 and the mirror is the vector space B. The mirror is
always the vector space that is invariant.

Let us check that RD is also a reflection. Using (4.8), we obtain RD|D〉 = |D〉 and
RD

∣∣D⊥〉 = −∣∣D⊥〉, where
∣∣D⊥〉 is any real vector orthogonal to |D〉. Let D be the

vector space spanned by |D〉. D is invariant under the action of RD and any vector
orthogonal to |D〉 inverts its sign under the action of RD. Then, RD is a reflection
through D.

From Fig. 4.3, we see that the action of U on the initial state |D〉 returns a vector
that is in the vector space spanned by |x0〉 and |D〉. This is checked in the following
way: Note that |D〉 is almost orthogonal to |x0〉 if N is large. Start by considering
the initial condition |D〉 in Fig. 4.3, then apply R f , then apply RD, and then con-
vince yourself that U |D〉 is correctly represented. The same argumentation holds for
successive applications of U . Therefore, the entire evolution takes place in a real
two-dimensional subspace W of HN , where W = span

{|D〉, |x0〉
}
.

We can further simplify the interpretation of R f . Let
∣∣x⊥

0

〉
be the unit vector

orthogonal to |x0〉 that is in W and has the smallest angle with |D〉. The expression
for

∣∣x⊥
0

〉
in the computational basis is

∣∣x⊥
0

〉 = 1√
N − 1

∑

x �=x0

|x〉. (4.10)

Set
{∣∣x⊥

0

〉
, |x0〉

}
is an orthonormal basis ofW . For vectors inW , R f can be interpreted

as a reflection through the one-dimensional vector space spanned by
∣∣x⊥

0

〉
.
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Let (θ/2) be the angle between vectors
∣∣x⊥

0

〉
and |D〉, that is, (θ/2) is the comple-

ment of the angle between |x0〉 and |D〉. So,

sin
θ

2
= cos

(
π

2
− θ

2

)

= 〈
x0
∣∣D
〉

= 1√
N

. (4.11)

Angle θ is very small when N � 1, i.e., when the function f has a large domain.
Solving (4.11) for θ and calculating the asymptotic expansion, we obtain

θ = 2√
N

+ 1

3 N
√

N
+ O

(
1

N 2

)
. (4.12)

Starting from the initial condition |D〉, one application of U rotates |D〉 through
approximately 2/

√
N radians about the origin toward |x0〉. This application makes

little progress, but definitely a good one because it can be repeated. At the time step
(running time)

trun =
⌊π

4

√
N
⌋
, (4.13)

|D〉 will have rotated through approximately π/2 radians. In fact, it will have rotated
a little less, because the next term in the expansion (4.12) is positive. The probability
of obtaining x0 when we measure the first register is

px0 =
∣∣∣〈x0|U trun |D〉

∣∣∣
2
. (4.14)

The angle between |x0〉 and the final state is about 2/
√

N and is at most θ/2. Then,

px0 ≥ cos2
(

θ

2

)
. (4.15)

Using (4.11), we obtain

px0 ≥ 1 − 1

N
. (4.16)

The lower bound for the success probability shows that Grover’s algorithm has a
very high success probability when N is large.

To summarize,we have used the fact thatU is a real operator and the product of two
reflections to perform the algorithmanalysis as an evolution in a real two-dimensional
subspace of the Hilbert space. U is a rotation matrix on a two-dimensional vector
space and the rotation angle is twice the angle between the vector spaces that are
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invariant under the action of the reflection operators. The marked state |x0〉 and
initial condition |D〉 are almost orthogonal when N is large. The strategy of the
algorithm is to rotate the initial condition through π/2 radians about the origin and
to perform a measurement in the computational basis. Since the angle between the
final state and the marked state is small, the probability of obtaining x0 as a result of
the measurement is close to 1.

Exercise 4.2. Show that the success probability of Grover’s algorithm is exactly
121/128 when N = 8 and is exactly 1 when N = 4 using a single iteration.

Exercise 4.3. Calculate the probability of Grover’s algorithm returning x such that
x �= x0, when N � 1. Check out that the sum of the probabilities, when we consider
all cases x �= x0 and x = x0, is asymptotically equal to 1.

Exercise 4.4. After discarding the second register, show that operator R f given by
(4.7) can be written as

R f = I − 2 |x0〉〈x0|, (4.17)

or equivalently as
R f = 2

∑

x �=x0

|x〉〈x | − I.

Exercise 4.5. Thegoal of this exercise is to show that,whenwe analyze the evolution
of Grover’s algorithm inW , operator R f can be replaced by

R′
f = 2

∣∣x⊥
0

〉〈
x⊥
0

∣∣− IN ,

which keeps
∣∣x⊥

0

〉
unchanged and inverts the sign of a vector orthogonal to

∣∣x⊥
0

〉
.

Show that the actions of R′
f and R f are the same if we restrict their actions to real

vectors inW .

Exercise 4.6. The analysis of Grover’s algorithm presented in this section is heavily
based on Fig. 4.3. On the other hand, it is known that on real vector spaces the action
of two successive reflections on a real vector |ψ〉 rotates |ψ〉 through an angle that
is twice the angle between the invariant spaces. The goal of this exercise is to show
algebraically in the specific setting of Grover’s algorithm that one application of the
evolution operator rotates the current state counterclockwise through angle θ, that
is, toward the marked vector.

Show algebraically that the product of reflections (RD R f ) rotates an arbitrary
unit vector in the real plane spanned by |x0〉 and

∣∣x⊥
0

〉
through angle θ that is twice

the angle between the invariant spaces, i.e., arccos
〈
D
∣∣x⊥

0

〉
. Show that the direction

of the rotation depends on the order of the reflections. Show that (RD R f ) rotates
counterclockwise. [Hint: Take an arbitrary unit vector of the form |ψ〉 = a

∣∣x⊥
0

〉+
b|x0〉, where a2 + b2 = 1. Calculate cos θ = 〈ψ|RD R f |ψ〉. Use the trigonometric
identity cos(θ/2) = √

1 + cos θ/
√
2.]
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Exercise 4.7. Show that the entries of matrix R f given by (4.7) are (R f )k� =
(−1)δkx0 δk� and for matrix RD given by (4.8) are (RD)k� = 2

N − δk�. Show that the
entries of U are

Uk� = (−1)δ�x0

(
2

N
− δk�

)
.

4.4 Analysis Using the Two-Dimensional Real Space

There is an alternate route to analyze Grover’s algorithm by considering orthogonal
operators acting on R2.

Let us start with the initial condition. Define the unit vector

|d〉 =
√

N − 1√
N

|0〉 + 1√
N

|1〉,

which is the two-dimensional version of |D〉. Vector |0〉 plays the role of ∣∣x⊥
0

〉
and

|1〉 plays the role of |x0〉. Using (4.11), we obtain

|d〉 = cos
θ

2
|0〉 + sin

θ

2
|1〉. (4.18)

The two-dimensional version of RD is

rd = 2|d〉〈d| − I2,

and, using the definition of |d〉 and trigonometric identities, we obtain

rd =
[
cos θ sin θ
sin θ − cos θ

]
.

The two-dimensional version of R f is

r f =
[
1 0
0 −1

]

and the two-dimensional version of U is

u = rd r f =
[
cos θ − sin θ
sin θ cos θ

]
, (4.19)

which is an orthogonal rotation matrix that rotates any vector counterclockwise
through angle θ. Using induction on t and trigonometric identities, we obtain (Exer-
cise4.8)
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ut =
[
cos(θt) − sin(θt)
sin(θt) cos(θt)

]

for any positive integer t and

ut |d〉 = cos

(
θt + θ

2

)
|0〉 + sin

(
θt + θ

2

)
|1〉.

The running time of Grover’s algorithm is the time step that maximizes the ampli-
tude of |1〉, that is, it is trun such that

sin

(
θtrun + θ

2

)
= 1.

We have to solve the equation θtrun + θ/2 = π/2, which yields

trun = π

2θ
− 1

2
.

Using that θ ≈ 2/
√

N , we obtain the running time

trun =
⌊π

4

√
N
⌋

.

The success probability, using the previous expressions of trun and θ, is

psucc = sin2
(

π

2
+ 1√

N

)
,

whose asymptotic expansion is

psucc = 1 − 1

N
+ O

(
1

N 2

)
.

The mapping defined in Exercise4.10 establishes a correspondence between the
calculations in R2 and the calculations in HN .

Exercise 4.8. Show by induction on t that

ut =
[
cos(θt) − sin(θt)
sin(θt) cos(θt)

]

for any positive integer t .

Exercise 4.9. Show that r f and rd are Hermitian and unitary operators. Can we
conclude that (rd r f ) is Hermitian? Show that any nonHermitian real unitary operator
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has at least two nonreal eigenvalues. Show that the nonreal eigenvalues come in
complex conjugate pairs.

Exercise 4.10. A vector |ψ〉 = a |0〉 + b |1〉 in W corresponds to a vector |�〉 in
HN , whose definition is

|�〉 = a
∣∣x⊥

0

〉+ b |x0〉.

This correspondence is established by a linear transformation from W to HN so
that |0〉 corresponds to ∣∣x⊥

0

〉
and |1〉 to |x0〉. Show that if |ψ〉 is an eigenvector of u

with eigenvalue λ, then the corresponding vector |�〉 is an eigenvector of U with
eigenvalue λ. Show that there are eigenvectors of U that cannot be obtained from u.

Exercise 4.11. Define a linear mapping φ : W �→ H2N so that

φ
(
a |0〉 + b |1〉) = (

a
∣∣x⊥

0

〉+ b |x0〉
)⊗ |−〉

fora, b ∈ C. Convince yourself that by usingφwecanbypass the analysis ofGrover’s
algorithm described in Sect. 4.3 and prove its correctness using only the method of
this section.

4.5 Analysis Using the Spectral Decomposition

Anotherway to analyze the evolution ofGrover’s algorithm is via the spectral decom-
position of u, given by (4.19). Instead of using R

2, we have to use H2 (see Exer-
cise4.9). If we use the method described in Exercise4.10, we obtain some eigenvec-
tors of U from the eigenvectors of u. We cannot obtain all eigenvectors of U from u,
but this is no problem because not all eigenvectors of U matter, and in fact the ones
that matter are obtained from u. The remaining eigenvectors have no overlap with
the initial condition.

The characteristic polynomial of u is

|λI − u| = λ2 − 2λ cos θ + 1, (4.20)

and then the eigenvalues of u are e±iθ, where

cos θ = 1 − 2

N
. (4.21)

A unit eigenvector of u associated with eiθ is

|α1〉 = |0〉 − i |1〉√
2

, (4.22)

and a unit eigenvector associated with e−iθ is
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|α2〉 = |0〉 + i |1〉√
2

. (4.23)

Set
{|α1〉, |α2〉

}
is an orthonormal basis ofH2.

To analyze the evolution of Grover’s algorithm, we must find the expression of
the initial condition |d〉 in the eigenbasis of u. Using (4.18), we obtain

|d〉 = 1√
2

(
e

iθ
2 |α1〉 + e− iθ

2 |α2〉
)

. (4.24)

The action of ut on |d〉 can be readily calculated when |d〉 is written in the eigenbasis
of u.1 The result is

ut |d〉 = 1√
2

(
ei(θt+ θ

2 )|α1〉 + e−i(θt+ θ
2 )|α2〉

)
. (4.25)

The probability of finding x0 as a function of the number of steps is

p(t) = ∣∣〈1|ut |d〉∣∣2

= 1

2

∣∣∣ei(θt+ θ
2 )
〈
1
∣∣α1

〉+ e−i(θt+ θ
2 )
〈
1
∣∣α2

〉∣∣∣
2

= sin2
(

θt + θ

2

)
. (4.26)

From now on, the calculation is equal to the one in the previous section. The running
time is

trun =
⌊π

4

√
N
⌋

and the asymptotic expansion of the success probability is

psucc = 1 − 1

N
+ O

(
1

N 2

)
.

4.6 Optimality of Grover’s Algorithm

Grover’s algorithm finds the marked element by querying the oracle O
(√

N
)
times.

Is it possible to develop an algorithm faster than Grover’s algorithm? In this section,
we show that Grover’s algorithm is optimal, that is, no quantum algorithm can find
the marked element with less than Ω

(√
N
)
evaluations of f using space O(n) and

with success probability greater than or equal to 1/2.

1The calculation of ut here is simpler than the calculation performed in Sect. 4.4 because there the
solution of Exercise4.8 is required.
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This kind of proof should be as generic as possible. We use the standard quantum
computing model in which an arbitrary algorithm is a sequence of unitary operators
acting iteratively, starting with some initial condition, followed by a measurement
at the end. We want to show that if the oracle is queried less than Ω

(√
N
)
times,

the marked element is not found. Let us assume that to query the oracle we use
R f = I − 2|x0〉〈x0| as given by (4.17), where x0 is the marked element. This is no
restriction because the oracle must somehow distinguish the marked element, and in
order to have other forms of oracles, let us allow the use of any unitary operators Ua

and Ub that transform R f to Ua R f Ub during the execution of the algorithm. More
than that, Ua and Ub may change at each step.

Let |ψ0〉 be the initial state. The state of the quantum computer after t steps is
given by

|ψt 〉 = Ut R f . . . U1R f U0|ψ0〉, (4.27)

where U1, . . . , Ut are arbitrary unitary operators. There is no restriction on the effi-
ciency of these operators. The strategy of the proof is to compare the state |ψt 〉 with
state |φt 〉 = Ut . . . U0|ψ0〉, (4.28)

that is, the equivalent state without the application of the oracles. To make this
comparison, we define the quantity

Dt = 1

N

N−1∑

x0=0

∥∥|ψt 〉 − |φt 〉
∥∥2, (4.29)

which measures the deviation between |ψt 〉 and |φt 〉 after t steps. The sum over x0
is to average over all possible values of x0 in order to avoid favoring any particular
value. Note that |ψt 〉 depends on x0 and, in principle, |φt 〉 does not so depend. If Dt is
too small after t steps, we cannot distinguish the marked element from the unmarked
ones.

We will show that
c ≤ Dt ≤ 4 t2

N
, (4.30)

where c is a strictly positive constant. From this result, we conclude that if we take
the number of steps t with a functional dependence on N smaller than Ω

(√
N
)
,

for example, N
1
4 , the first inequality is violated. This discordant case means that Dt

is not big enough to allow us to distinguish the marked element. In the asymptotic
limit, the violation of this inequality is more dramatic showing that, for this number
of steps, a sequence of operators that distinguishes the marked element is equivalent
to a sequence that does not so distinguish.

Let us start with inequality Dt ≤ 4 t2/N . This inequality is valid for t = 0. By
induction on t , we assume that the inequality is valid for t and show that it is valid
for t + 1. Note that
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Dt+1 = 1

N

N−1∑

x0=0

∥∥Ut+1R f |ψt 〉 − Ut+1|φt 〉
∥∥2

= 1

N

N−1∑

x0=0

∥∥R f |ψt 〉 − |φt 〉
∥∥2

= 1

N

N−1∑

x0=0

∥∥R f (|ψt 〉 − |φt 〉) + (R f − I )|φt 〉
∥∥2. (4.31)

Using the square of the triangle inequality

∥∥|α〉 + |β〉∥∥2 ≤ ∥∥|α〉∥∥2 + 2 ‖|α〉‖ ‖|β〉‖ + ∥∥|β〉∥∥2, (4.32)

where
|α〉 = R f (|ψt 〉 − |φt 〉)

and

|β〉 = (R f − I )|φt 〉
= −2

〈
x0
∣∣φt
〉 |x0〉,

we obtain

Dt+1 ≤ 1

N

N−1∑

x0=0

(∥∥|ψt 〉 − |φt 〉
∥∥2 + 4

∥∥|ψt 〉 − |φt 〉
∥∥ ∣∣〈x0

∣∣φt
〉∣∣

+ 4
∣∣〈x0

∣∣φt
〉∣∣2
)
. (4.33)

Using the Cauchy–Schwarz inequality
∣∣〈α
∣∣β
〉∣∣ ≤ ‖|α〉‖ ‖|β〉‖ (4.34)

in the second term of inequality (4.33), where

|α〉 =
N−1∑

x0=0

∥∥|ψt 〉 − |φt 〉
∥∥ |x0〉

and

|β〉 =
N−1∑

x0=0

∣∣〈x0
∣∣φt
〉∣∣ |x0〉

and also using the fact that
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N−1∑

x0=0

∣∣〈x0
∣∣φt
〉∣∣2 = 〈

φt

∣∣φt
〉 = 1,

we obtain

Dt+1 ≤ Dt + 4

N

(
N−1∑

x0=0

∥∥|ψt 〉 − |φt 〉
∥∥2
) 1

2
⎛

⎝
N−1∑

x ′
0=0

∣∣〈x ′
0

∣∣φt
〉∣∣2
⎞

⎠

1
2

+ 4

N

≤ Dt + 4

√
Dt

N
+ 4

N
. (4.35)

Since we are assuming that Dt ≤ 4 t2/N from the inductive hypothesis, we obtain
Dt+1 ≤ 4 (t + 1)2/N .

Wenow show the harder inequality c ≤ Dt . Let us define two new quantities given
by

Et = 1

N

N−1∑

x0=0

∥∥|ψt 〉 − |x0〉
∥∥2, (4.36)

Ft = 1

N

N−1∑

x0=0

∥∥|φt 〉 − |x0〉
∥∥2. (4.37)

We obtain an inequality involving Dt , Et , and Ft as follows:

Dt = 1

N

N−1∑

x0=0

∥∥∥ (|ψt 〉 − |x0〉) + (|x0〉 − |φt 〉)
∥∥∥
2

≥ Et + Ft − 2

N

N−1∑

x0=0

∥∥|ψt 〉 − |x0〉
∥∥ ∥∥|φt 〉 − |x0〉

∥∥

≥ Et + Ft − 2
√

Et Ft

=
(√

Ft −√
Et

)2
, (4.38)

where, in the first inequality, we use the square of the reverse triangle inequality

∥∥|α〉 + |β〉∥∥2 ≥ ∥∥|α〉∥∥2 − 2 ‖|α〉‖ ‖|β〉‖ + ∥∥|β〉∥∥2 (4.39)

and, in the second inequality, we use the Cauchy–Schwarz inequality with vectors

|α〉 =
N−1∑

x0=0

∥∥|ψt 〉 − |x0〉
∥∥ |x0〉,
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|β〉 =
N−1∑

x0=0

∥∥|φt 〉 − |x0〉
∥∥ |x0〉.

We now show that

Ft ≥ 2 − 2
1√
N

.

Define θx0 as the phase of
〈
x0
∣∣φt
〉
, that is,

〈
x0
∣∣φt
〉 = eiθx0

∣∣〈x0
∣∣φt
〉∣∣ .

Define the state

|θ〉 = 1√
N

N−1∑

x0=0

eiθx0 |x0〉. (4.40)

So,

〈
θ
∣∣φt
〉 = 1√

N

N−1∑

x0=0

e−iθx0
〈
x0
∣∣φt
〉

= 1√
N

N−1∑

x0=0

∣∣〈x0
∣∣φt
〉∣∣ . (4.41)

Using the Cauchy–Schwarz inequality, we obtain
∣∣〈θ
∣∣φt
〉∣∣ ≤ 1 and

N−1∑

x0=0

∣∣〈x0
∣∣φt
〉∣∣ ≤ √

N . (4.42)

To reach the desired result, we use the above inequality and the fact that the real part
of
〈
x0
∣∣φt
〉
is smaller than or equal to

∣∣〈x0
∣∣φt
〉∣∣:

Ft = 1

N

N−1∑

x0=0

∥∥|φt 〉 − |x0〉
∥∥2

= 2 − 2

N

N−1∑

x0=0

Re
{〈

x0
∣∣φt
〉}

≥ 2 − 2

N

N−1∑

x0=0

∣∣〈x0
∣∣φt
〉∣∣

≥ 2 − 2√
N

. (4.43)
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Nowwe show that Et ≤ (2 − √
2).After t steps, the state of the quantumcomputer

after the action of the oracles is |ψt 〉. Similar to the calculation used for Ft , we have

Et = 1

N

N−1∑

x0=0

∥∥|ψt 〉 − |x0〉
∥∥2

= 2 − 2

N

N−1∑

x0=0

Re
{〈

x0
∣∣ψt
〉}

.

Let us assume that the probability of a measurement to return x0 is greater than or
equal to 1/2, that is,

∣∣〈x0
∣∣ψt
〉∣∣2 ≥ 1/2 for all x0. Instead of using 1/2, we can choose

any fixed value between 0 and 1 (Exercise4.12) and instead of using the computa-
tional basis, we use basis {eiα0 |0〉, . . . , eiαN−1 |N − 1〉},where αx0 for 0 ≤ x0 < N is
defined as the phase of

〈
x0
∣∣ψt
〉
. This basis transformation does not change the inequal-

ities that we have obtained so far and it does not changemeasurement results either. In
this new basis (tilde basis),

〈
x̃0
∣∣ψt
〉
is a real number, that is, Re

{〈
x̃0
∣∣ψt
〉} = ∣∣ 〈x̃0

∣∣ψt
〉 ∣∣.

Therefore,

Et = 2 − 2

N

N−1∑

x0=0

∣∣〈x̃0
∣∣ψt
〉∣∣

≤ 2 − 2

N

N−1∑

x0=0

1√
2

= 2 − √
2. (4.44)

Using inequalities Et ≤ (2 − √
2) and Ft ≥ 2 − 2/

√
N , we obtain

Dt ≥
(√

Ft −√
Et

)2

≥
(√

2 − 2√
N

−
√
2 − √

2

)2

=
(√

2 −
√
2 − √

2

)2

+ O

(
1√
N

)
. (4.45)

This completes the proof of inequality c ≤ Dt for N large enough. Constant c must
obey

0 < c <

(√
2 −

√
2 − √

2

)2

.

We conclude that an algorithm that is able to find the marked element must obey
the inequalities (4.30). Therefore, cN ≤ 4t2 or equivalently t = Ω

(√
N
)
.
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Exercise 4.12. Show that if the probability of measurement to return x0 is greater
than or equal to p, then the constant c must obey

0 < c <

(√
2 −

√
2 − 2

√
p

)2

.

To achieve a success probability close to 1, the algorithm must be run 1/p times.
Since p is constant, this does not change the total cost of Ω

(√
N
)
.

Exercise 4.13. Instead of assuming that
∣∣〈x0

∣∣ψt
〉∣∣2 ≥ 1

2 for all x0, suppose that the
uniform average probability is greater than or equal to 1/2. Show that one still needs
to query the oracle Ω

(√
N
)
times.

Exercise 4.14. In (4.27) and (4.28), unitary operators U0, . . ., Ut can also distin-
guish the marked element. Is the proof valid if Ui = U ′

i R f for all i?

Exercise 4.15. What is the value of
∥∥|α〉 − |β〉∥∥2 for orthogonal states |α〉 and |β〉?

Can you give an interpretation for Ft and explainwhy it is so close to 2? Is it important
that Et be smaller than 2?

4.7 Search with Repeated Elements

Grover’s algorithm solves the following problem: Given a Boolean function f , find
x0 such that f (x0) = 1 assuming that x0 is the only domain point whose image is
1. In this section, we address a generalized version. Let f be a Boolean function
as before, but the image of m domain points is 1. The case m = 1 is equal to the
previous case. Let M be the set of points whose image is 1. The problem is to find
an element in M by evaluating f . How many times f must be evaluated?

We can also put this version in a concrete way. We ask a quantum programmer
to choose m points in the domain of f without telling us which are the points. We
know m, but we do not know the points. For example, if the programmer chooses
points 5 and 6, two generalized Toffoli gates are needed as shown in the circuit of
Fig. 4.4. Note that the state of the second register changes from |0〉 to |1〉 only if the
input of the first register is 5 or 6, otherwise the state remains unchanged.

The optimal quantum algorithm that solves this problem is a straightforward
generalization of Grover’s algorithm. As before, we use two registers, the first has n
qubits and the second has 1 qubit, whose state is always |−〉. The form of operator
R f is similar to the one described in (4.3) and is defined by

R f |x〉|0〉 =
{ |x〉|1〉, if x ∈ M,

|x〉|0〉, otherwise.
(4.46)

OperatorRD does not change and is givenby (4.4). Each step is drivenbyU = RD R f

and the initial condition is |D〉|−〉, the same as before. The number of times operator
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|1 • |1
|0 • |0
|1 |1
|0 |1

Fig. 4.4 Circuit that implements R f for the case f (5) = 1, f (6) = 1, f (x) = 0 otherwise. Only
the quantum programmer knows where the full and empty controls are. However, we know the
number of generalized Toffoli gates that was used, in this case m = 2

U is applied is

trun =
⌊

π

4

√
N

m

⌋

.

At the end, we measure the first register in the computational basis and the result is
an element in M with probability greater than or equal to 1 − m

N .

4.7.1 Analysis Using Reflection Operators

The analysis of the algorithm when m > 1 is similar to the analysis of Grover’s
algorithm. We discard the second register because its state is always |−〉 and we
define R f , which acts on HN , as

R f = −
∑

x∈M

|x〉〈x | +
∑

x /∈M

|x〉〈x |. (4.47)

We splitHN into two subspaces:M = span{|x〉 : x ∈ M} andM⊥ = span{|x〉 : x /∈
M}. R f is a reflection through M⊥. We define two unit vectors in these subspaces,
which are

|M〉 = 1√
m

∑

x∈M

|x〉, (4.48)

∣∣M⊥〉 = 1√
N − m

∑

x /∈M

|x〉. (4.49)

The evolution of the algorithm takes place in the two-dimensional vector space
spanned by |M〉 and

∣∣M⊥〉. These vectors play the same role as |x0〉 and
∣∣x⊥

0

〉
in

Grover’s algorithm.
Let (θ/2) be the angle between the initial condition |D〉 and ∣∣M⊥〉. Then,
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θ = 2 arccos
〈
M⊥∣∣D

〉
.

Using (4.49), we obtain

θ = 2 arccos

√
1 − m

N
.

Using trigonometric identities, we obtain

θ = arccos

(
1 − 2m

N

)
. (4.50)

The asymptotic expansion when N � m yields

θ = 2

√
m

N
+ O

(
1

N

)
. (4.51)

Vector |D〉 lies in the two-dimensional vector space spanned by |M〉 and ∣∣M⊥〉 and
is written as

|D〉 = cos
θ

2

∣∣M⊥〉+ sin
θ

2
|M〉.

The evolution operator U = RD R f is a product of two reflections and rotates
the initial condition counterclockwise through angle θ about the origin. We apply
U repeatedly until the initial vector is rotated through π/2 radians. The number of
times trun we apply U obeys θ trun + θ/2 = π/2. When N � m, we obtain

trun =
⌊

π

4

√
N

m

⌋

.

The success probability is calculated in the same way as before: The angle between
the final state and |M〉 is almost (θ/2) because the final state is almost orthogonal to
|D〉. Then,

psucc ≥ cos2
(

θ

2

)

= 1 − m

N
. (4.52)

Exercise 4.16. Show that

U t |D〉 = sin

(
t θ + θ

2

)
|M〉 + cos

(
t θ + θ

2

) ∣∣M⊥〉,
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where θ is given by (4.51). From this expression, find the best stopping point trun for
the algorithm and show that the success probability psucc obeys (4.52).

Exercise 4.17. Show that U t |D〉 is orthogonal to |D〉 for t = π
2θ .

Exercise 4.18. What is the computational complexity in terms of the number of
evaluations of function f of the best classical algorithm that finds an element in set
M with probability p ≥ 1

2 .

Exercise 4.19. Show that if m = N
2 , a marked element is found with probability 1

using a single iteration. Find the best success probability when m = N
4 .

Exercise 4.20. Analyze the algorithm when m ≥ N
2 . What happens to the number

of steps and the success probability? Can we efficiently solve this problem with a
classical algorithm?

4.7.2 Analysis Using the Reduced Space

Since the evolution of the algorithm when m > 1 takes place in the two-dimensional
vector space spanned by |M〉 and

∣∣M⊥〉, we define the reduced unitary operators
rD and r f that act on a two-dimensional Hilbert space. The initial condition in the
reduced space is

|d〉 = cos
θ

2
|0〉 + sin

θ

2
|1〉, (4.53)

where θ is given by (4.50). Note that |d〉 is the same as the one in Eq. (4.18) except
that θ has been redefined. Then, the evolution operator acting on the reduced space
is

u =
[
cos θ − sin θ
sin θ cos θ

]
, (4.54)

which is the same as the one described in Eq. (4.19) except that θ has been redefined.
The optimal running time canbe found either by using induction on t or byperforming
the spectral decomposition, yielding

trun = π

2θ
− 1

2
,

whose asymptotic expansion when N � m is

trun = π

4

√
N

m
+ O

(
1√
N

)
.

The success probability is calculated in the same way as before.
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Exercise 4.21. Show that the eigenvectors ofU = RD R f associated with the eigen-
values e±iθ are ∣∣M⊥〉∓ i|M〉√

2
,

where |M〉 and ∣∣M⊥〉 are defined in (4.48) and (4.49), respectively.

4.8 Amplitude Amplification

The technique called amplitude amplification used in quantum algorithms is con-
trasted with the technique called probability amplification used in classical random-
ized algorithms. An algorithm is said to be randomized if, during its execution,
it chooses a path at random, usually employing a random number generator. The
algorithm can output different values in two separate rounds, using the same input
on each round. For example, a randomized algorithm that outputs a factor of num-
ber N may return 3 when N = 15 and, in a second round with the same input, may
return 5. This never happens in a deterministic algorithm. One of the reasons we need
randomized algorithms is that in some problems in which we are faced with several
options, it is best to take a random decision instead of spending time analyzing what
is the best option.

The two most common classes of randomized algorithms are the Monte Carlo
and Las Vegas algorithms. A brief description of these classes is as follows: Monte
Carlo algorithms always return an output in a finite predetermined time, but it may
be wrong. The probability of correct response may be small. Las Vegas algorithms
return a correct output or an error message, but the running time may be long or
infinite. It is usually required that the expected running time is finite. Monte Carlo
algorithms can be converted into Las Vegas algorithms if a procedure that checks
the correctness of the output is known. Las Vegas algorithms can be converted into
Monte Carlo algorithms using the Markov’s inequality.2

Here we deal with the class ofMonte Carlo algorithms. Let p be the probability of
returning the correct value. If a procedure that checks the correctness of the output is
known, then we can amplify the success probability by running the algorithm many
times with the same input each time. We have a collection of outputs, and we want
to be sure that the correct result is in the collection. If the algorithm runs n times,
the probability of returning a wrong result every time is (1 − p)n . Therefore, the
probability of returning at least one correct result is 1 − (1 − p)n . This probability
is approximately np if p � 1. In order to achieve a success probability close to 1
and independent of p, we must take n = 1/p as a first approximation. To analyze the
complexity of aMonteCarlo algorithm that returns the correct outputwith probability
p, we must multiply the running time by 1/p. If p does not depend on the input size,

2Markov’s inequality provides an upper bound for the probability that a nonnegative function of a
random variable is greater than or equal to some positive constant.



64 4 Grover’s Algorithm and Its Generalization

then multiplying by 1/p does not change the time complexity. Otherwise, this factor
must be considered.

4.8.1 The Technique

In the quantum case, we amplify amplitudes and consequently the number of rounds
is 1/

√
p, that is, quadratically smaller compared with the method of probability

amplification.
The technique of amplitude amplification can be described as follows:

Initial Setup

Supposewe have a quantumalgorithmdescribed by the unitary operator A, which can
be implemented in a quantum computer with at least n qubits (main register) and aims
to find a marked element. A marked element x is a point in the domain of a Boolean
function f : {0, 1}n → {0, 1} such that f (x) = 1. Suppose that this algorithm is not
good enough because if we perform a measurement in the computational basis when
the state of the quantum computer is A|ψin〉, we obtain a marked element with a
small probability p, where |ψin〉 is the best initial state of the algorithm A. We wish
to improve the success probability.

The Amplification

Using f and possibly some extra registers, we define operator U f , whose action on
the computational basis of the main register is

U f |x〉 = (−1) f (x)|x〉. (4.55)

There is a quantumprocedure that allows us to find amarked element using O
(
1/

√
p
)

applications of U f and A, with the success probability approaching 1 when n → ∞.
The amplitude amplification technique can be described as follows: Apply U trun

to state |ψ〉 and measure the main register in the computational basis, where

U = (2 |ψ〉〈ψ| − I ) U f , (4.56)

and
|ψ〉 = A|ψin〉, (4.57)

and

trun =
⌊

π

4
√

p

⌋
. (4.58)

Note that there are no intermediary measurements. The evolution operator of the
new algorithm is U , which must be iterated trun times. In the quantum case, A is
repeated around 1/

√
p times, and we measure the first register only one time at the

end.
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An Example

Grover’s algorithm is the simplest example that employs the amplitude amplification
technique. In this case, A is H⊗n , |ψin〉 is |0〉⊗n , and A|0〉⊗n is |D〉. If we measure
the main register when it is in state |D〉, we obtain a marked element with probability
p = m/N , which is very bad when N � m. We wish to improve this probability.
Then, we use the amplitude amplification technique, which turns out to be the same
as the generalized Grover algorithm. The number of times we employ U f and A to
find a marked element is O(1/

√
p) = O

(√
N/m

)
.

In this example, A does not evaluate f . Then, the number of queries depends only
on the number of times U f is used.

Analysis

The analysis of the amplitude amplification technique is very similar to the analysis
of the generalized version of Grover’s algorithm. Let us disregard any extra register
that is necessary to implement operator U f . Suppose that |ψ〉 — see (4.57) — is

|ψ〉 =
∑

x∈{0,1}n

αx |x〉. (4.59)

The probability of finding a marked element after running algorithm A is

p =
∑

f (x)=1

∣∣αx

∣∣2. (4.60)

For now, let us assume that 0 < p < 1. Define states

|ψ0〉 = 1√
1 − p

∑

f (x)=0

αx |x〉, (4.61)

|ψ1〉 = 1√
p

∑

f (x)=1

αx |x〉. (4.62)

Using (4.59), we obtain

|ψ〉 = cos
θ

2
|ψ0〉 + sin

θ

2
|ψ1〉, (4.63)

where

sin
θ

2
= √

p (4.64)

and θ ∈ (0,π).
One step is obtained by applying the evolution operator

U = RψU f , (4.65)
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where Rψ = 2 |ψ〉〈ψ| − I . The initial condition is |ψ〉 = A|ψin〉, where |ψin〉 is the
initial state of the original algorithm. Let us focus on how many times we have
to apply U f to find a marked element with certainty when n → ∞. The overall
efficiency of the amplitude amplification technique depends on operator A, which
must be considered eventually.

The evolution of the amplitude amplification technique takes place in the real
plane spanned by vectors |ψ0〉 and |ψ1〉, which plays the same role as vectors

∣∣M⊥〉

and |M〉 of Sect. 4.7.1. As in Exercise4.16 on p.61, the state of the quantum computer
after t steps is given by

U t |ψ〉 = cos

(
t θ + θ

2

)
|ψ0〉 + sin

(
t θ + θ

2

)
|ψ1〉. (4.66)

As before, we choose t thatmaximizes the amplitude of |ψ1〉, that is, t = π/2θ − 1/2.
We assume that p tends to zero when n increases. Using (4.64), the asymptotic
running time is

trun =
⌊

π

4
√

p

⌋
. (4.67)

The number of applications of U f is asymptotically the order of 1/
√

p. The success
probability is

psucc ≈ sin2
(π

2
+ √

p
)

= 1 − p + O(p2). (4.68)

The success probability is 1 in the asymptotic limit (large n).

Further Reading

The original version of Grover’s algorithm is described in the conference paper [128]
and in the journal paper [130]. References [129, 131] are also influential. The gener-
alization of the algorithm for searching databases with repeated elements and a first
version of the counting algorithm are described in [57]. The version of the counting
algorithm using phase estimation is described in [244]. The geometric interpretation
of Grover’s algorithm is described in [7]. The analysis using spectral decomposition
is discussed in [244] and its connection with the abstract search algorithm is briefly
described in [19]. The proof of optimality of Grover’s algorithm is presented in [42].
A more readable version is described in [57], and we have closely followed the
proof presented in [248]. Reference [344] presents a more detailed proof. The role of
entanglement in Grover’s algorithm is addressed in [237]. The method of amplitude
amplification is addressed in [59, 151, 170, 285].

Experimental proposals and realizations of Grover’s algorithm are described
in [47, 103, 110, 116, 167, 203, 325, 340]. Quantum circuit designs for Grover’s
algorithm are addressed in [25, 100, 132]. A modified version of Grover’s algorithm
that searches a marked state with full successful rate is presented in [214]. How
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Grover’s algorithm depends on the entanglement of the initial state is addressed
in [49]. A quantum secret-sharing protocol based on Grover’s algorithm is described
in [153]. Study of dissipative decoherence on the accuracy of the Grover quan-
tum search algorithm is addressed in [351]. Improvements in Grover’s algorithm
using phase matching are described in [206, 207]. Decoherence effects on Grover’s
algorithm using the depolarizing channel are presented in [288]. The geometry of
entanglement of Grover’s algorithm is addressed in [160].

Quantum secret-sharing protocol and quantum communication based on Grover’s
algorithm are presented in [137, 322]. Quantum search with certainty is discussed
in [165, 311]. A workflow of Grover’s algorithm using CUDA and GPGPU is
described in [218]. Applications of quantum search to cryptography are described
in [197, 343]. Quantum algorithms to check the resiliency property of a Boolean
function are addressed in [71]. Quantum error correction for Grover’s algorithm is
presented in [55]. The entanglement nature of quantum states generated by Grover’s
search algorithm is investigated by means of algebraic geometry in [149]. Improve-
ments on the success probability of Grover’s algorithm are addressed in [219].
Quantum coherence depletion in Grover’s algorithm is investigated in [298]. Refer-
ence [65] presents a generalized version of Grover’s Algorithm for multiple phase
inversion.

Grover’s algorithm is described in many books, such as [30, 40, 43, 97, 140, 146,
170, 178, 209, 230, 234, 248, 276, 303, 328].



Chapter 5
Coined Walks on Infinite Lattices

The coined quantum walk on the line was introduced in Sect. 3.3 on p. 25 in order
to highlight features that are strikingly different from the classical random walk. In
this Chapter, we present in detail the analytic calculation of the state of the quantum
walk on the line after an arbitrary number of steps. The calculation is a model for
the study of quantum walks on many graphs, and the Fourier transform is the key to
the success of this calculation.

We also analyze coined quantum walks on the two-dimensional infinite lattice.
Since the evolution equations are very complex in this case, the analysis is performed
numerically. Among new features that show up in the two-dimensional case, we
highlight the fact that there are nonequivalent coins, which generate a wide class of
probability distributions.

On infinite graphs, the quantum walk spreads indefinitely. One of the most inter-
esting physical properties is the expected distance from the origin, which is measured
by the standard deviation of the probability distribution. Both the line and the two-
dimensional lattice have a standard deviation that is directly proportional to the
number of steps in contrast to the standard deviation of the classical random walk,
which is proportional to the square root of the number of steps.

Quantum walks can also be defined in higher dimensions, such as the three-
dimensional infinite lattice. The standard deviation is also a linear function of time,
and the quadratic speedup over the behavior of classical random walk is maintained.

5.1 Hadamard Walk on the Line

Consider a coined quantum walk on the integer points of the infinite line. The spatial
part has an associated Hilbert spaceHP of infinite dimension, whose computational
basis is

{|x〉 : −∞ ≤ x ≤ ∞}
. The coin spaceHC has two dimensions and its com-

putational basis is
{|0〉, |1〉} corresponding to two possible directions of motion,
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rightward or leftward. The full Hilbert space associated with the quantum walk is
HC ⊗ HP , whose computational basis is

{| j, x〉 : j ∈ {0, 1} : x ∈ Z
}
, where j = 0

means rightward and j = 1 means leftward.1

The state of the walker at time t is described by

|Ψ (t)〉 =
1∑

j=0

∞∑

x=−∞
ψ j,x (t)| j, x〉, (5.1)

where the coefficients ψ j,x (t) are complex functions, called probability amplitudes,
which obey for any time step t the normalization condition

∞∑

x=−∞
px (t) = 1, (5.2)

where
px (t) = ∣∣ψ0,x (t)

∣∣2 + ∣∣ψ1,x (t)
∣∣2 (5.3)

is the probability distribution of a position measurement at the time step t in the
computational basis.

The shift operator is

S =
1∑

j=0

∞∑

x=−∞

∣∣ j, x + (−1) j
〉〈 j, x |. (5.4)

After one application of S, x is incremented by one unit if j = 0, whereas x is
decremented by one unit if j = 1. Equation (5.4) is equal to Eq. (3.13) of Sect. 3.3
on p. 25, as can be checked by expanding the sum over index j .

Let us use the Hadamard coin

H = 1√
2

[
1 1
1 −1

]
. (5.5)

Applying the evolution operator of the coined model

U = S (H ⊗ I ) (5.6)

to state |Ψ (t)〉, we obtain

1Note that we use the order coin-position in | j, x〉, which is called the coin-position notation.
There is an alternate order which is position-coin written as |x, j〉, which is called the position-coin
notation. The notation’s choice is a matter of taste.
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|Ψ (t + 1)〉 =
∞∑

x=−∞
S
(
ψ0,x (t)H |0〉|x〉 + ψ1,x (t)H |1〉|x〉)

=
∞∑

x=−∞

ψ0,x (t) + ψ1,x (t)√
2

S|0〉|x〉 + ψ0,x (t) − ψ1,x (t)√
2

S|1〉|x〉

=
∞∑

x=−∞

ψ0,x (t) + ψ1,x (t)√
2

|0〉|x + 1〉

+ψ0,x (t) − ψ1,x (t)√
2

|1〉|x − 1〉.

After expanding the left-hand side in the computational basis, we search for the
corresponding coefficients on the right-hand side to obtain the walker’s evolution
equations

ψ0,x (t + 1) = ψ0,x−1(t) + ψ1,x−1(t)√
2

, (5.7)

ψ1,x (t + 1) = ψ0,x+1(t) − ψ1,x+1(t)√
2

. (5.8)

Our goal is to calculate the probability distribution analytically. However, (5.7)
and (5.8) cannot be easily solved at least in the way they are presently described.
Fortunately, in this case, there is an alternative way to address the problem. There
is a special basis called Fourier basis that diagonalizes the shift operator. This will
help in the diagonalization of the evolution operator.

Exercise 5.1 Instead of using operator H as coin, use the Pauli matrix X . Obtain
the evolution equations of the walker on the line, and solve analytically taking as
the initial condition a walker on the origin with an arbitrary coin state. Calculate the
standard deviation.

5.1.1 Fourier Transform

The Fourier transform of a discrete function f : Z → C is a continuous function
f̃ : [−π,π] → C defined by

f̃ (k) =
∞∑

x=−∞
e−ikx f (x), (5.9)

where i = √−1. The inverse transform is given by
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f (x) =
∫ π

−π

eikx f̃ (k)
dk

2π
. (5.10)

This is a special case of a more general class of Fourier transforms, which is useful
in our context. Note that if x had units (e.g., meters), k should have the inverse unit
(1/meters), since (kx) is the argument of the exponential function and therefore must
be dimensionless. The physical interpretation of the variable k is the wave number.

In (5.1), the coefficients ψ j,x (t) are discrete functions of variable x . The Fourier
transform of ψ j,x (t) is

ψ̃ j (k, t) =
∞∑

x=−∞
e−ikxψ j,x (t), (5.11)

where k is a continuous variable defined in the interval [−π,π]. The goal now is to
obtain the evolution equations for ψ̃ j (k, t). If we solve these new equations, we can
obtain ψ j,x (t) via the inverse Fourier transform.

There is another way to use the Fourier transform. Instead of transforming the
function f : Z → C, we transform the computational basis of HP . We use the for-
mula

∣∣k̃
〉 =

∞∑

x=−∞
eikx |x〉 (5.12)

to define vectors
∣∣k̃
〉
, where k is a continuous variable defined in the interval [−π,π],

as before. Note that we are using the positive sign in the argument of the exponential.
The problem with this method is that the norm of

∣∣k̃
〉
is infinite. This can be solved

by redefining
∣∣k̃
〉
as follows

∣∣k̃
〉 = lim

L→∞
1√

2L + 1

L∑

x=−L

eikx |x〉. (5.13)

The same change should be applied to (5.11) for the sake of consistency. Since the
normalization constant is not relevant, wewill continue to use (5.12) as the definition
of
∣∣k̃
〉
and (5.11) as the definition of ψ̃ j (k, t) to simplify the calculation. The Fourier

transform defines a new orthonormal basis
{| j〉∣∣k̃〉 : j ∈ {0, 1}, −π ≤ k ≤ π

}
called

(extended) Fourier basis. In this basis, we can express the state of the quantum walk
as

|Ψ (t)〉 =
1∑

j=0

∫ π

−π

ψ̃ j (k, t) | j〉∣∣k̃〉 dk
2π

. (5.14)

Note that in the above equation |Ψ (t)〉 is written in the Fourier basis, while in
Eq. (5.1), |Ψ (t)〉 is written in the computational basis.
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Exercise 5.2 Show that (5.1) and (5.14) are equivalent if the Fourier basis is defined
by formula (5.12).

Let us calculate the action of the shift operator on the new basis, that is, the action
of S on | j〉∣∣k̃〉. Using (5.12) and the definition of S, we have

S| j〉∣∣k̃〉 =
∞∑

x=−∞
eikx S| j, x〉

=
∞∑

x=−∞
eikx | j〉∣∣x + (−1) j

〉
.

Renaming index x so that x ′ = x + (−1) j , we obtain

S| j〉∣∣k̃〉 =
∞∑

x ′=−∞
ei k (x ′−(−1) j )| j〉∣∣x ′〉

= e−i k (−1) j | j〉∣∣k̃〉. (5.15)

The result shows that the action of the shift operator S on a state of the Fourier basis
only changes its phase, that is, | j〉∣∣k̃〉 is an eigenvector associated with the eigenvalue
e−ik(−1) j. The next task is to find the eigenvectors of the evolution operator U . If we
diagonalize U , we will be able to find an analytic expression for the state of the
quantum walk as a function of time.

Applying U to vector
∣∣ j ′
〉∣∣k̃
〉
and using (5.15), we obtain

U
∣∣ j ′
〉∣∣k̃
〉 = S

⎛

⎝
1∑

j=0

Hj, j ′ | j〉
∣∣k̃
〉
⎞

⎠

=
1∑

j=0

e−i k (−1) j Hj, j ′ | j〉
∣∣k̃
〉
. (5.16)

The entries of U in the Fourier basis are

〈
j, k̃
∣∣U
∣∣ j ′, k̃ ′〉 = e−i k (−1) j Hj, j ′ δk,k ′ . (5.17)

For each k, we define operator H̃k , whose entries are

H̃ j, j ′ = e−i k (−1) j Hj, j ′ . (5.18)

In the matrix form, we have
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H̃k =
[
e−i k 0
0 ei k

]
· H

= 1√
2

[
e−i k e−i k

ei k −ei k

]
. (5.19)

Equation (5.17) shows that the nondiagonal part of operatorU is associated with the
coin space. The goal now is to diagonalize operator H̃k . If |αk〉 is an eigenvector of
H̃k with eigenvalue αk , then |αk〉

∣∣k̃
〉
is an eigenvector ofU associated with the same

eigenvalue αk . To check this, note that (5.16) can be written as

U | j〉∣∣k̃〉 = (
H̃k | j〉

)∣∣k̃
〉
. (5.20)

The action of the shift operator S has been absorbed by H̃k when U acts on | j〉∣∣k̃〉.
If |αk〉 is an eigenvector of H̃k with eigenvalue αk , we have

U |αk〉
∣∣k̃
〉 = (

H̃k |αk〉
)∣∣k̃
〉

= αk |αk〉
∣∣k̃
〉
. (5.21)

Therefore, |αk〉
∣∣k̃
〉
is an eigenvector of U associated with the eigenvalue αk . This

result shows that the diagonalization of the evolution operator reduces to the diago-
nalization of H̃k . U acts on an infinite-dimensional Hilbert space, while H̃k acts on
a two-dimensional space.

The characteristic polynomial of H̃k is

pH̃k
(λ) = λ2 + i

√
2λ sin k − 1. (5.22)

The eigenvalues are the solutions of pH̃k
(λ) = 0, which are

αk = e−iωk , (5.23)

βk = ei (π+ωk ), (5.24)

where ωk is an angle in the interval [−π/2,π/2] that satisfies the equation

sinωk = 1√
2
sin k. (5.25)

The normalized eigenvectors are

|αk〉 = 1√
c−

[
e−i k√

2 e−iωk − e−i k

]
, (5.26)

|βk〉 = 1√
c+

[
e−i k

−√
2 eiωk − e−i k

]
, (5.27)

where
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c± = 2
(
1 + cos2 k

)± 2 cos k
√
1 + cos2 k. (5.28)

The spectral decomposition of U is

U =
∫ π

−π

(
e−iωk

∣∣αk, k̃
〉〈
αk, k̃

∣∣+ ei (π+ωk )
∣∣βk, k̃

〉〈
βk, k̃

∣∣
) dk

2π
. (5.29)

The t th power of U is

Ut =
∫ π

−π

(
e−iωk t

∣∣αk, k̃
〉〈
αk, k̃

∣∣+ ei (π+ωk ) t
∣∣βk, k̃

〉〈
βk, k̃

∣∣
) dk

2π
, (5.30)

because a function applied to U is by definition applied directly to the eigenvalues
when U is written in its eigenbasis. In this case, the function is f (x) = xt (see
Sect. A.13 on p. 260).

5.1.2 Analytic Solution

Suppose that initially the walker is at the origin x = 0 and the coin state is |0〉. The
initial condition is

|ψ(0)〉 = |0〉|x = 0〉. (5.31)

Using (5.30) we obtain

|ψ(t)〉 = Ut |ψ(0)〉
=
∫ π

−π

(
e−iωk t

∣∣αk, k̃
〉 〈

αk, k̃
∣∣0, 0

〉

+ ei (π+ωk ) t
∣∣βk, k̃

〉 〈
βk, k̃

∣∣0, 0
〉) dk

2π
. (5.32)

Using (5.12), (5.26), and (5.27), we obtain

〈
αk, k̃

∣∣0, 0
〉
= ei k√

c− , (5.33)

〈
βk, k̃

∣∣0, 0
〉
= ei k√

c+ . (5.34)

Then,

|ψ(t)〉 =
∫ π

−π

(
e−i (ωk t−k)

√
c− |αk〉 + ei (π+ωk ) t+i k

√
c+ |βk〉

) ∣∣k̃
〉 dk
2π

. (5.35)



76 5 Coined Walks on Infinite Lattices

The state of the walk is written in the eigenbasis of U . It is better to present it in
the computational basis. As an intermediate step, we write the eigenvectors |αk〉 and
|βk〉 in the computational basis using (5.26) and (5.27) keeping intact vectors

∣∣k̃
〉
,

which yields

|ψ(t)〉 =
∫ π

−π

(
e−i (ωk t−k)

c−

[
e−i k√

2 e−iωk − e−i k

]

+ei (π+ωk ) t+i k

c+

[
e−i k

−√
2 eiωk − e−i k

]) ∣∣k̃
〉 dk
2π

. (5.36)

Using (5.14), coefficients ψ̃ j (k, t) are given by

ψ̃0(k, t) = e−iωk t

c− + ei(π+ωk )t

c+ , (5.37)

ψ̃1(k, t) =
e−iωk t+ik

(√
2 e−iωk − e−i k

)

c−

−
ei(π+ωk )t+ik

(√
2 eiωk + e−i k

)

c+ . (5.38)

To simplify these expressions, it is convenient to use the identities

1

c± = 1

2

(
1 ∓ cos k√

1 + cos2 k

)
(5.39)

and √
2 e±iωk ± e−i k = c±

2
√
1 + cos2 k

. (5.40)

We obtain

ψ̃0(k, t) = 1

2

(
1 + cos k√

1 + cos2 k

)
e−iωk t

+ (−1)t

2

(
1 − cos k√

1 + cos2 k

)
eiωk t , (5.41)

ψ̃1(k, t) = eik

2
√
1 + cos2 k

(
e−iωk t − (−1)teiωk t

)
. (5.42)

Coefficient ψ j,x in the computational basis is given by

ψ j,x (t) =
∫ π

−π

eikx ψ̃ j (k, t)
dk

2π
. (5.43)

Using Eqs. (5.41) and (5.42) and simplifying the integrals (Exercise5.3), we obtain
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Fig. 5.1 Probability distribution of the quantum walk on the line after 100 steps obtained from the
analytic expressions (5.44) and (5.45). The diagonal crosses × correspond to integer values of x

ψ0,x (t) =
∫ π

−π

(
1 + cos k√

1 + cos2 k

)
e−i (ωk t−kx) dk

2π
, (5.44)

ψ1,x (t) =
∫ π

−π

eik√
1 + cos2 k

e−i (ωk t−kx) dk

2π
(5.45)

when n + t is even and ψ0,x (t) = ψ1,x (t) = 0 when n + t is odd.
For numerical values of x and t ,we calculateψ0,x (t) andψ1,x (t) throughnumerical

integration, and using (5.3) we calculate the probability distribution. The plot of
Fig. 5.1 shows the probability distribution after 100 steps. Only the even points are
displayed because the probability is zero at odd points. This curve is the same as the
curve generated numerically with the same initial condition in Sect. 3.3 on p. 25.

Exercise 5.3 Show that the integrals

(±1)t
∫ π

−π

(
1 ± cos k√

1 + cos2 k

)
e−i(±ωk t−kx) dk

2π

are real numbers and equal to each other when n + t is even and have opposite signs
when n + t is odd. Show the same for the integrals

(±1)t+1
∫ π

−π

eik√
1 + cos2 k

e−i(±ωk t−kx) dk

2π
.

Use these facts to obtain (5.44) and (5.45) from (5.41) and (5.42).

Exercise 5.4 Calculate analytically the probability amplitudes of the Hadamard
quantum walk with initial condition

|ψ(0)〉 = |0〉 + i|1〉√
2

|x = 0〉.
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Depict the plot of the probability distribution and verify that it is symmetric about
the origin. Let fx (t) be the following function:

fx (t) =
⎧
⎨

⎩

2

πt
(
1− x2

t2

)√
1− 2x2

t2

, |x | ≤ t√
2
;

0, t√
2

< |x |.

Plot of fx (t) together with the probability distribution for some values of t and
check that fx (t) is a good approximation, disregarding the rapid oscillation of the
probability distribution.

5.1.3 Other Coins

A question that naturally arises is how general the results of the last section are. The
evolution operator of the coined quantum walk isU = S(C ⊗ I ), where S is the shift
operator (5.4). The only degrees of freedom are the coin operator C and the initial
condition. For the quantum walk on the line, these choices are not independent. An
arbitrary coin operator, disregarding a global phase, has the form

C =
[ √

ρ
√
1 − ρ eiθ√

1 − ρ eiφ −√
ρ ei(θ+φ)

]
, (5.46)

where 0 ≤ ρ ≤ 1 and 0 ≤ θ,φ ≤ π.
The coin state |0〉 induces a motion to the right, while |1〉 to the left. Note that

C |0〉 = √
ρ|0〉 +√

1 − ρ eiθ|1〉. (5.47)

Therefore, depending on ρ, the coin can increase the probability associated with
“go to right” or “go to left.” Angles θ and φ play no role in this probability. The
unbiased coin is obtained by taking ρ = 1/2. The Hadamard coin is an example of an
unbiased coin and the simplest one. An unbiased coin does not guarantee a symmetric
probability distribution, because there is still freedom in the initial condition. The
initial condition starting from the origin has the form

|Ψ (0)〉 = (
cosα |0〉 + eiβ sinα |1〉) |0〉, (5.48)

so we have two control parameters: α and β.
Considering unbiased coins and repeating the calculation of the quantum state for

an arbitrary time using an arbitrary initial condition, we conclude that the change
produced by parameters θ and φ can be fully achieved through appropriate choices of
parameters α and β. In fact, the result is more general because if we fix the coin as a
real operator (θ = φ = 0, ρ arbitrary), we can obtain all possible quantum walks by
choosing an appropriate initial condition (Exercise5.7). For some of these choices,



5.1 Hadamard Walk on the Line 79

the probability distribution is symmetric, assuming that the walker starts from the
origin. If we restrict ourselves to unbiased coins, the Hadamard walk with arbitrary
initial condition encompasses all cases.

Exercise 5.5 Find a coin that generates a symmetric probability distribution using
the initial condition

|ψ(0)〉 = |0〉 + |1〉√
2

|x = 0〉.

Exercise 5.6 In the classical random walk, we can have a walker on the line that can
move to the left, to the right, or stay in the same position.What is the quantum version
of this classical walk? Find the shift operator and use the Grover coin to calculate
the first steps using the initial condition |Ψ (0)〉 = |D〉|0〉. Obtain the answer in the
computational basis. [Hint: Use a three-dimensional coin.]

Exercise 5.7 Using operator (5.46) as coin, show that the operator C̃k associated
with the Fourier space is given by

C̃k =
[ √

ρ e−ik √
1 − ρ ei(−k+θ)√

1 − ρ ei(k+φ) −√
ρ ei(k+θ+φ)

]
.

Verify that the operator (5.19) can be obtained by a suitable choice of parameters
ρ, θ, and φ. Find the eigenvalues and eigenvectors of C̃k . Show that in the Fourier
space, we can write ∣∣Ψ̃k(t)

〉 = (C̃k)
t
∣∣Ψ̃k(0)

〉
,

where
∣∣Ψ̃k(0)

〉
is obtained from theFourier transformof |Ψ (0)〉, givenby (5.48). Show

that parameters θ and β only appear in the expression of
∣∣Ψ̃k(0)

〉
in the form θ + β.

Therefore, we can take θ = 0 and any possibility can be reproduced by choosing
an appropriate β. Show that parameter φ plays the role of a global phase and is
eliminated when we take the inverse Fourier transform. Conclude that by taking
θ = φ = 0, that is,

C =
[
cosλ sin λ
sin λ − cosλ

]
,

where λ is an angle, all one-dimensional quantum walks are obtained by a suitable
choice of the initial condition. If we restrict to unbiased coins, the Hadamard walk
with arbitrary initial condition encompasses all cases.

5.2 Two-Dimensional Lattice

Consider a quantum walk on the nodes of the infinite two-dimensional lattice. The
spatial part has an associated Hilbert space HP of infinite dimension, whose com-
putational basis is

{|x, y〉 : x, y ∈ Z
}
. If the walker is on a lattice node, it has four
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options to move and the coin decides which one. There are two ways to implement
the coin: (1) It can be a single quantum systemwith four levels (a qudit) or (2) a com-
posite quantum system each onewith two levels (two qubits).We use the secondway.
The coin space HC has four dimensions, and its computational basis is denoted by
{∣∣ix , iy

〉 : 0 ≤ ix , iy ≤ 1}. The total Hilbert space associated with the quantum walk
is the coin-position space, which is given by HC ⊗ HP . We use the coin-position
notation.

The state of the walker at time t is described by

|Ψ (t)〉 =
1∑

ix ,iy=0

∞∑

x,y=−∞
ψix ,iy ; x,y(t)

∣∣ix , iy
〉|x, y〉, (5.49)

where the coefficientsψix ,iy ; x,y(t) are complex functions that obey the normalization
condition

1∑

ix ,iy=0

∞∑

x,y=−∞

∣∣ψix ,iy ; x,y(t)
∣∣2 = 1, (5.50)

for any time step t . The probability distribution is given by

px,y(t) =
1∑

ix ,iy=0

|ψix ,iy ; x,y(t)|2. (5.51)

The action of the shift operator S on the computational basis is described by

S
∣∣ix , iy

〉|x, y〉 = ∣∣ix , iy
〉∣∣x + (−1)ix , y + (−1)iy

〉
. (5.52)

If ix = 0 and iy = 0, x and y are incremented by one unit, which means that if the
walker leaves position (0, 0), it will go to (1, 1), that is, it goes through the main
diagonal of the lattice. If ix = 0 and iy = 1, x is incremented by one unit, while y
is decremented by one unit, indicating that the walker goes through the secondary
diagonal to the right. Similarly, for cases ix = iy = 1 and ix = 1, iy = 0. If ix and
iy are equal, the walker goes through the main diagonal. Otherwise, it goes through
the secondary diagonal.

Applying the standard evolution operator

U = S (C ⊗ I ) (5.53)

to the state at time t , we obtain

|Ψ (t + 1)〉 =
1∑

jx , jy=0

∞∑

x,y=−∞
ψ jx , jy ; x,y(t) S

(
C
∣∣ jx , jy

〉|x, y〉
)
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=
1∑

jx , jy=0

∞∑

x,y=−∞
ψ jx , jy ; x,y(t) S

⎛

⎝
1∑

ix ,iy=0

Cix ,iy ; jx , jy
∣∣ix , iy

〉|x, y〉
⎞

⎠

=
1∑

ix ,iy , jx , jy=0

∞∑

x,y=−∞
ψ jx , jy ; x,y(t)Cix ,iy ; jx , jy

∣∣ix , iy
〉∣∣x + (−1)ix , y + (−1)iy

〉
.

By renaming x + (−1)ix , y + (−1)iy to x , y, we obtain

|Ψ (t + 1)〉 =
1∑

ix ,iy , jx , jy=0

∞∑

x,y=−∞
Cix ,iy ; jx , jy

×ψ jx , jy ; x−(−1)ix , y−(−1)iy (t)
∣∣ix , iy

〉|x, y〉. (5.54)

After expanding the left-hand side of the above equation in the computational basis,
we search for the corresponding coefficients on the right-hand side in order to obtain
the walker’s evolution equation

ψix ,iy ; x,y(t + 1) =
1∑

jx , jy=0

Cix ,iy ; jx , jy ψ jx , jy ; x+(−1)ix , y+(−1)iy (t). (5.55)

This equation is too complex to be solved analytically for an arbitrary coin. In the next
chapter, exact solutions are obtained using Fourier transform for the flip-flop quantum
walk with the Grover coin on the finite two-dimensional lattice, which can be used to
obtain information about the behavior of quantum walks on the infinite lattice. Here,
we analyze (5.55) numerically by choosing three important nonequivalent coins:
Hadamard, Fourier, and Grover.

Exercise 5.8 Show that if the coin operator is the tensor product of two operators
C = C1 ⊗ C2, then the evolution operator (5.53) can be factorized as the tensor
product of two operators.

5.2.1 The Hadamard Coin

The Hadamard coin is C = H ⊗ H , and its matrix representation is

C = 1

2

⎡

⎢⎢
⎣

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤

⎥⎥
⎦ . (5.56)

Let us use the initial condition
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Fig. 5.2 Probability distribution of the quantum walk on the two-dimensional lattice with the
Hadamard coin after 100 steps

|Ψ (0)〉 = |0〉 + i|1〉√
2

⊗ |0〉 + i|1〉√
2

⊗ |x = 0, y = 0〉, (5.57)

which is based on the initial condition used in Sect. 3.3 on p. 25 to obtain a symmetric
probability distribution for theHadamard coin. The plot of the probability distribution
after 100 steps is shown in Fig. 5.2.

The dynamic in this example is equivalent to two diagonal uncoupled quantum
walks. The analytic results obtained for the one-dimensional Hadamard walk do
apply in this case. A detailed analysis of Fig. 5.2 shows the characteristics of the
one-dimensional walk analyzed before.

5.2.2 The Fourier Coin

The entries of the N -dimensional Fourier coin are [FN ]k� = ωk�/
√
N , where ω =

exp(2πi/N ). In the four-dimensional case, we have C = F4 and its matrix represen-
tation is

F4 = 1

2

⎡

⎢⎢
⎣

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

⎤

⎥⎥
⎦ . (5.58)

Let us use the initial condition
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Fig. 5.3 Probability distribution of a quantumwalk on the two-dimensional lattice with the Fourier
coin

|Ψ (0)〉 = 1

2

(
|00〉 + 1 − i√

2
|01〉 + |10〉 − 1 − i√

2
|11〉

)
|x = 0, y = 0〉. (5.59)

The plot of the probability distribution after 100 steps is shown in Fig. 5.3.
The plot is invariant under a rotation through 180◦, but it is not invariant under

a rotation through 90◦. The walk is symmetric in each direction, but the evolution
toward the direction x is different from the evolution toward the direction y.

5.2.3 The Grover Coin

At last, we use the Grover coin given by

G = 2|D〉〈D| − I , (5.60)

where |D〉 = 1
2

∑1
ix ,iy=0

∣∣ix , iy
〉
is the diagonal state ofHC . Thematrix representation

is

G = 1

2

⎡

⎢⎢
⎣

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

⎤

⎥⎥
⎦ . (5.61)

The initial condition which has the largest standard deviation for the Grover coin is
the state
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Fig. 5.4 Probability distribution of the quantum walk on the two-dimensional lattice with the
Grover coin

|Ψ (0)〉 = 1

2

(|00〉 − |01〉 − |10〉 + |11〉)|x = 0, y = 0〉. (5.62)

The plot of the probability distribution after 100 steps is shown in Fig. 5.4. The plot
is invariant under a rotation through 90◦, showing that the directions x and y are
equivalent.

In Sect. 5.1.3, we have shown that all real coins in the one-dimensional case
are equivalent in the sense that one can use the Hadamard coin and can obtain all
alternative real-coined walks by changing the initial condition. This is not true in the
two-dimensional case. The three coins that we analyzed are independent. They fall
into three distinct classes.

5.2.4 Standard Deviation

The formula of the position standard deviation of the one-dimensional case was
described in Sect. 3.3 on p. 25. In the two-dimensional case, the natural extension is

σ(t) =
√√√√

∞∑

x,y=−∞

(
x2 + y2

)
px,y(t), (5.63)

which is valid when the average or expected value of the position is zero. The three
lines in Fig. 5.5 are the standard deviation of the Hadamard (dashed line), Fourier
(dotted line), and Grover (continuous line) coins as a function of t . Note that the
Grover coin has the largest slope among the three coins. The Grover coin has some
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Fig. 5.5 Standard deviation
of the quantum walk on the
two-dimensional lattice for
Hadamard, Fourier, and
Grover coin as a function of
the number of steps

advantages over the Fourier and Hadamard coins, besides the gain in the standard
deviation, which can be useful in algorithmic applications. The Grover coin can
be used in any dimension and is nontrivial for dimension greater than two. The
Hadamard coin can only be used in dimensions that are a power of 2. It is interesting
to use a coin that is somehow distant from the identity operator. The Grover coin is
more distant from identity than the Fourier coin (Exercise5.11).

The position standard deviation is σ(t) = at asymptotically, where a is the slope.
The choice of the initial condition can change a but cannot change the linear depen-
dence σ as a function of t . Different from what was displayed in the previous exam-
ples, we can generate probability distributions strongly centered around the origin
by choosing an appropriate initial condition.

Exercise 5.9 Are Fourier and Grover coins biased?

Exercise 5.10 Show that the standard deviation of the one- and two-dimensional
Hadamard walks are equal.

Exercise 5.11 Use the distance formula based on the trace (see Sect. A.14 on p. 262)
to show that the distance of the N -dimensional Grover coin to the identity operator
is ‖G − I‖ = 2

√
N − 1 and the distance of the N -dimensional Hadamard coin to

the identity operator is ‖H⊗ log2 N − I‖ = √
2N if N is a power of 2 and the distance

of the N -dimensional Fourier coin to the identity operator is ‖FN − I‖ = √
2N if

N is a multiple of 4 plus 2.

5.3 QuantumWalk Packages

In this section, we list some packages that can be used to simulate quantum walks
on graphs. It is necessary to spend some time to implement and to learn the basic
commands of those packages. The user must judge whether it is better to spend time
implementing one of them or to spend time developing codes.
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QWalk [231]

QWalk aims to simulate the coined quantum walk dynamics on one- and two-
dimensional lattices. The package is written in C and uses Gnuplot to plot the prob-
ability distribution. The user can choose the coin and the initial condition. There is
an option to simulate decoherent dynamics based on broken links—also known as
percolation [251, 280]. The links of the lattice can be broken at random at each step
or the user can specify which edges will be missing during the evolution. QWalk
allows the user to simulate quantum walks on any graph that is a subgraph of the
two-dimensional lattice. Some plots in this section were made using QWalk. The
package can be obtained from the Computer Physics Communications library.2

QwViz [46]

QwViz aims at plotting graphics for visualizing the probability distribution of quan-
tum walks on graphs. The package is written in C and uses OpenGL to generate
two- or three-dimensional graphics. The user must enter the adjacency matrix of the
graph, and the package simulates the dynamics of the coined model to calculate the
probability distribution. By default, the walker starts at vertex 1 with the coin in
uniform superposition. The initial location can be changed by the user. It is possible
to specify marked vertices, which tell the package to use quantum-walk-based search
procedures starting from a uniform superposition of all vertices and using the Grover
coin on the unmarked vertices and (−I ) on the marked vertices. The package can be
obtained from the Computer Physics Communications library.3

PyCTQW [161]

PyCTQW aims to simulate large multi-particle continuous-time quantum walks
using object-oriented Python and Fortran. The package takes advantage of mod-
ern HPC systems and runs using distributed memory. There are tools to visualize
the probability distribution and tools for data analysis. The package can be obtained
from the Computer Physics Communications library.4

Hiperwalk [201]

Hiperwalk (high-performance quantum walk) aims to simulate the quantum walk
dynamics using high-performance computing (HPC). Hiperwalk uses OpenCL to
run in parallel on accelerator cards, multicore CPU, or GPGPU. It is not required any
knowledge of parallel programming, but the installation of the package dependencies
is tricky, in special, OpenCL. Besides, Hiperwalk uses the Neblina programming
language.5 In the CUSTOM option, the input is an initial state |ψ0〉 and a unitary
operatorU , which must be stored in two different files (only nonzero entries in order
to take advantage of sparsity). Hiperwalk calculates Ut |ψ0〉 for integer t using HPC
and saves the output in a file. There are extra commands for the coined and staggered

2http://cpc.cs.qub.ac.uk/summaries/AEAX_v1_0.html.
3http://cpc.cs.qub.ac.uk/summaries/AEJN_v1_0.html.
4http://cpc.cs.qub.ac.uk/summaries/AEUN_v1_0.html.
5http://qubit.lncc.br/neblina.

http://cpc.cs.qub.ac.uk/summaries/AEAX_v1_0.html
http://cpc.cs.qub.ac.uk/summaries/AEJN_v1_0.html
http://cpc.cs.qub.ac.uk/summaries/AEUN_v1_0.html
http://qubit.lncc.br/neblina
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models. The Hiperwalk manual6 has a detailed description of the installation steps
and some examples of applications.

QSWalk [112]

QSWalk is aMathematica package that aims to simulate the time evolution of quan-
tum stochastic walks on directed weighted graphs. The quantum stochastic walk is
a generalization of the continuous-time quantum walk that includes the incoherent
dynamics [327]. The dynamic uses the Lindblad formalism for open quantum sys-
tems using density matrices [61]. The package can be obtained from the Computer
Physics Communications library.7

QSWalk.jl [120]

QSWalk.jl is a Julia package that aims to simulate the time evolution of quantum
stochastic walks on directed weighted graphs. The authors claim that is faster than
QSWalk [112]when used in large networks. Besides, it can be used for nonmoralizing
evolution, which means that the evolution takes place on a directed acyclic graph and
does not change to an evolution on the correspondingmoral graph [104]. The package
can be downloaded from GitHub.8

Further Reading

The seminal article to analyze quantumwalks on the line is [247].A thorough analysis
is presented in [17, 68, 182, 190]. Reference [222] is one of the first to analyze walks
in dimensions greater than one. Reference [313] performed an extensive examination
of possible coins for walks on the two-dimensional lattice. The first papers about
decoherence of coined quantum walks on the line are [176, 222, 280] and on the
two-dimensional lattice are [191, 251]. The most relevant references on quantum
walks on infinite graphs published before 2012 are provided by the review papers [13,
172, 175, 183, 274, 320] or by the review books [229, 319].

A partial list of recent references of quantum walks on lattices is as follows. An
experimental investigation of Anderson localization of entangled photons is pre-
sented in [91]. Quantum walks on the Apollonian network are analyzed in [299].
The return probability of the open quantum random walk is described in [21]. Spa-
tially dependent decoherence and anomalous diffusion are investigated in [258].
Survival probability with partially absorbing traps is analyzed in [122]. Renormal-
ization group for quantum walks and the connection between the coined walk and
persistent randomwalk is analyzed by Boettcher et al. in [51]. Environment-induced
mixing processes are studied in [202]. Anderson localization with superconducting
qubits is analyzed in [119]. Entanglement and disorder are investigated in [321].
Quantum percolation and transition point are analyzed in [74]. Decoherence models
and their application to neutral atom experiments are described in [10]. History-
dependent quantum walks as quantum lattice gas automata are analyzed in [296].

6http://qubit.lncc.br/qwalk/hiperwalk.pdf.
7http://dx.doi.org/10.17632/8rwd3j9zhk.1.
8https://github.com/QuantumWalks/QSWalk.jl.

http://qubit.lncc.br/qwalk/hiperwalk.pdf
http://dx.doi.org/10.17632/8rwd3j9zhk.1
https://github.com/QuantumWalks/QSWalk.jl
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Reference [277] shows that quantumwalks falsify the idea of classical trajectories by
analyzing the transport of cesium atoms on a one-dimensional optical lattice. Limit
distributions of four states on the two-dimensional lattice are addressed in [221].
Localization and limit laws of three-state quantum walks on the two-dimensional
lattice are analyzed in [220]. Ramsauer effect in the one-dimensional lattice with
defects is presented in [198]. Quantum walks under artificial magnetic fields on
lattices are addressed in [338]. Implementations in optical lattices are presented
in [271]. Quantum walk on a cylinder is addressed in [62]. Analysis of the dynam-
ics and energy spectra of aperiodic quantum walks is presented in [134]. Stationary
amplitudes on higher-dimensional lattices are addressed in [181]. Analysis of phase
disorder, localization, and entanglement are presented in [345]. Analysis of coher-
ence on lattices is presented in [142]. Quantum walk with position-independent coin
is addressed in [208].Anderson localization of quantumwalks on the line is addressed
in [95]. Note that Anderson’s seminal paper “Absence of diffusion in certain random
lattices” is reference [22].

Besides the packages described in Sect. 5.3, there are some papers addressing the
simulation of quantum walks, for instance, GPU-accelerated algorithms for many-
particle continuous-time quantum walks [262], a simulator for discrete quantum
walks on lattices [278], and Quandoop: a classical simulator of quantum walks on
computer clusters [300].



Chapter 6
Coined Walks with Cyclic Boundary
Conditions

In this chapter, we address coined quantum walks on three important finite graphs:
cycles, finite two-dimensional lattices, and hypercubes: A cycle is a finite version
of the line; a finite two-dimensional lattice is a two-dimensional version of the cycle
in the form of a discrete torus; and a hypercube is a generalization of the cube to
dimensions greater than three.

These graphs have spatial symmetries and can be analyzed via the Fourier trans-
formmethod. We obtain analytic results that are useful in other chapters of this book.
For instance, here we describe the spectral decomposition of the quantum walk evo-
lution operators of two-dimensional lattices and hypercubes. The results are used
in Chap.9 in the analysis of the time complexity of spatial search algorithms using
coined quantum walks on these graphs.

There are some interesting physical quantities of quantum walks on finite graphs
that have different properties when compared with walks on infinite graphs, such as
the limiting distribution,mixing time, and hitting time. The number of vertices is used
as a parameter to describe bounds on the mixing and hitting times. Such number is
not available in the infinite case.

6.1 Cycles

Suppose that the place on which the walker moves is the set of vertices of an N -
cycle. If the walker moves N steps clockwise, it reaches the departure point. The
same is true for the counterclockwise direction. The spatial part has associated an
N -dimensional Hilbert spaceHN with computational basis

{| j〉 : 0 ≤ j ≤ N − 1
}
,

where j is the vertex label. Vertex j is a neighbor of vertices j−1 and j+1 and only
of them. The coin space has two dimensions because the walker can move clockwise
or counterclockwise. Thus, the Hilbert space associated with the quantum walk is
H2 ⊗HN, whose computational basis is

{|s, j〉 : 0 ≤ s ≤ 1, 0 ≤ j ≤ N − 1
}
, where

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0_6
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we set s = 0 as clockwise and s = 1 as counterclockwise. Under these conventions,
the shift operator is

S|s, j〉 = ∣∣s, j + (−1)s
〉
. (6.1)

After one application of S, j is incremented by one if s = 0, and j is decremented
by one if s = 1. Arithmetic operations with variable j are performed modulo N .

The state at time t is described by

|Ψ (t)〉 =
N−1∑

j=0

ψ0, j (t)|0, j〉 + ψ1, j (t)|1, j〉, (6.2)

where coefficients ψ0, j (t) and ψ1, j (t) are complex functions that obey the normal-
ization condition ∣∣ψ0, j (t)

∣∣2 + ∣∣ψ1, j (t)
∣∣2 = 1, (6.3)

for any time step t .
Let us use the Hadamard coin operator

H = 1√
2

[
1 1
1 −1

]
. (6.4)

Applying the standard evolution operator of the coined model

U = S (H ⊗ I ) (6.5)

to the state at time t , we obtain

|Ψ (t + 1)〉 =
N−1∑

j=0

S
(
ψ0, j (t)H |0〉| j〉 + ψ1, j (t)H |1〉| j〉)

=
N−1∑

j=0

ψ0, j (t) + ψ1, j (t)√
2

S|0〉| j〉 + ψ0, j (t) − ψ1, j (t)√
2

S|1〉| j〉

=
N−1∑

j=0

ψ0, j (t) + ψ1, j (t)√
2

|0, j + 1〉 + ψ0, j (t) − ψ1, j (t)√
2

|1, j − 1〉.

Using (6.2) on the left-hand side of the above equation, that is, expanding the left-hand
side in the computational basis, and equating with the corresponding coefficients on
the right-hand side of the equation, we obtain the evolution equations
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ψ0, j (t + 1) = ψ0, j−1(t) + ψ1, j−1(t)√
2

,

ψ1, j (t + 1) = ψ0, j+1(t) − ψ1, j+1(t)√
2

.

These equations are very difficult to solve. However, they can be used for computa-
tional simulations, which help us to obtain quick results and to have a general idea
about the behavior of the quantum walk. For instance, we can obtain numerically the
probability distribution, which is given by

p j (t) = ∣∣ψ0, j (t)
∣∣2 + ∣∣ψ1, j (t)

∣∣2 , (6.6)

and satisfies
N−1∑

j=0

p j (t) = 1

for any time step t .

6.1.1 Fourier Transform

The analytic expression of the quantum walk state on the N -cycle can be obtained
when we use the Fourier transform. The Fourier transform of the spatial part of the
computational basis is

∣∣k̃
〉 = 1√

N

N−1∑

j=0

ω
jk
N | j〉, (6.7)

where ωN = e
2πi
N and the range of k is the same as j . The Fourier transform defines

an orthonormal basis
{∣∣k̃
〉 : 0 ≤ k ≤ N − 1

}
ofHN, which can be extended into the

Hilbert spaceH2⊗HN as the orthonormal basis {|s〉∣∣k̃〉 : 0 ≤ s ≤ 1, 0 ≤ k ≤ N−1}
called (extended) Fourier basis. In this new basis, the state of the walker is

|Ψ (t)〉 =
1∑

s=0

N−1∑

k=0

ψ̃s,k(t) |s〉∣∣k̃〉, (6.8)

where the coefficients are given by

ψ̃s,k = 1√
N

N−1∑

j=0

ω
− jk
N ψs, j . (6.9)
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The interpretation of this last equation is that the amplitude of a state on the Fourier
basis is the Fourier transform of the amplitudes in the computational basis.

The vectors of the Fourier basis are eigenvectors of S. In fact, using (6.7) the
action of S on |s〉∣∣k̃〉 is

S|s〉∣∣k̃〉 = 1√
N

N−1∑

j=0

ω
jk
N S|s, j〉

= 1√
N

N−1∑

j=0

ω
jk
N |s〉∣∣ j + (−1)s

〉
.

Renaming the dummy index j so that j ′ = j + (−1)s , we obtain

S|s〉∣∣k̃〉 = 1√
N

N−1∑

j ′=0

ω
( j ′−(−1)s )k
N |s〉∣∣ j ′〉

= ω−(−1)s k
N |s〉∣∣k̃〉. (6.10)

This result confirms our statement. However, our main goal is to diagonalize U ,
which depends on the coin operator.

Applying U to vector
∣∣s ′〉∣∣k̃

〉
and using (6.10), we obtain

U
∣∣s ′〉∣∣k̃

〉 = S
((

H
∣∣s ′〉) ∣∣k̃

〉)

= S

(
1∑

s=0

Hs,s ′ |s〉∣∣k̃〉
)

=
1∑

s=0

ω−(−1)s k
N Hs,s ′ |s〉∣∣k̃〉.

The entries of U in the extended Fourier basis are
〈
s, k̃

∣∣∣U
∣∣∣s ′, k̃ ′

〉
= ω−(−1)s k

N Hs,s ′ δkk ′ . (6.11)

For each k, define operator H̃ (k), whose entries are

H̃ (k)
s,s ′ = ω−(−1)s k

N Hs,s ′ . (6.12)

In the matrix form, we have
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H̃ (k) =
[
ω−k
N 0
0 ωk

N

]
· H

= 1√
2

[
ω−k
N ω−k

N

ωk
N −ωk

N

]

. (6.13)

Equation (6.11) shows that the nondiagonal part of U is associated with the coin
space. For each k, we have a reduced evolution operator H̃ (k). The goal now is to
diagonalize H̃ (k). If |αk〉 is an eigenvector of H̃ (k) with eigenvalue αk , then |αk〉

∣∣k̃
〉

is an eigenvector of U associated with the same eigenvalue αk (Exercise 6.2).
The characteristic polynomial of H̃ (k) is

pH̃ (λ) = λ2 + √
2 iλ sin κ − 1,

where

κ = 2 π k

N
. (6.14)

By solving the equation pH̃ (λ) = 0, we obtain the eigenvalues e−iθk and ei(π+θk ),
where θk is a solution of

sin θk = 1√
2
sin κ. (6.15)

The normalized eigenvectors are

|αk〉 = 1
√
c−
k

⎡

⎣
1

(√
1 + cos2 κ − cosκ

)
eiκ

⎤

⎦ , (6.16)

|βk〉 = 1
√
c+
k

⎡

⎣
1

−
(√

1 + cos2 κ + cosκ
)
eiκ

⎤

⎦ , (6.17)

where
c±
k = 2

√
1 + cos2 κ

(√
1 + cos2 κ ± cosκ

)
. (6.18)

The spectral decomposition of U is

U =
N−1∑

k=0

(
e−i θk

∣∣∣αk, k̃
〉〈

αk, k̃
∣∣∣+ ei (π+θk )

∣∣∣βk, k̃
〉〈

βk, k̃
∣∣∣
)

. (6.19)

The t th power of U is

Ut =
N−1∑

k=0

(
e−i θk t

∣∣∣αk, k̃
〉〈

αk, k̃
∣∣∣+ ei (π+θk )t

∣∣∣βk, k̃
〉〈

βk, k̃
∣∣∣
)

. (6.20)
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Exercise 6.1. Show the following properties of the Fourier transform:

1.
∣∣0̃
〉
is the diagonal state of Hilbert space HN .

2.
{∣∣k̃
〉 : 0 ≤ k ≤ N − 1

}
is an orthonormal basis for Hilbert space HN .

3. |0〉 = 1√
N

∑N−1
k=0

∣∣k̃
〉
.

4. | j〉 = 1√
N

∑N−1
k=0 ω

− jk
N

∣∣k̃
〉
.

Exercise 6.2. Show that if |αk〉 is an eigenvector of H̃ (k) with eigenvalue αk , then
|αk〉

∣∣k̃
〉
is an eigenvector of U associated with the same eigenvalue αk .

Exercise 6.3. Show that
{∣∣αk, k̃

〉
,
∣∣βk, k̃

〉 : 0 ≤ k < N
}
is an orthonormal basis of

Hilbert space H2 ⊗ HN .

6.1.2 Analytic Solutions

Consider initially a particle on vertex 0 with the coin pointing clockwise. The initial
condition in the computational basis is

|ψ(0)〉 = |0〉|0〉. (6.21)

Using (6.20), we obtain

|ψ(t)〉 = Ut |ψ(0)〉

=
N−1∑

k=0

(
e−i θk t

∣∣∣αk, k̃
〉 〈

αk, k̃
∣∣∣0, 0

〉
+ ei (π+θk )t

∣∣∣βk, k̃
〉 〈

βk, k̃
∣∣∣0, 0

〉)
.

Using (6.16), (6.17), and (6.7), we obtain

〈
αk, k̃

∣∣∣0, 0
〉
= 1
√
N c−

k

, (6.22)

〈
βk, k̃

∣∣∣0, 0
〉
= 1
√
N c+

k

. (6.23)

Therefore,

|ψ(t)〉 = 1√
N

N−1∑

k=0

⎛

⎝e−i θk t

√
c−
k

|αk〉 + (−1)t ei θk t
√
c+
k

|βk〉
⎞

⎠
∣∣k̃
〉
. (6.24)

To calculate the probability of finding the walker on any vertex of a cycle, we
have to express the quantum state in the computational basis. Using (6.16), (6.17),
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and the identity
1

c±
k

= 1

2

(
1 ∓ cosκ√

1 + cos2 κ

)
, (6.25)

we obtain

|ψ(t)〉 = 1√
N

N−1∑

k=0

[
Ak(t)

Bk(t)

]
∣∣k̃
〉
, (6.26)

where

Ak(t) = cos θk t − i cosκ sin θk t√
1 + cos2 κ

, (6.27)

Bk(t) = − i eiκ sin θk t√
1 + cos2 κ

, (6.28)

which is valid when t is even. Using (6.7), we obtain

|ψ(t)〉 = 1

N

N−1∑

j=0

[∑N−1
k=0 Ak(t)ω

jk
N

∑N−1
k=0 Bk(t)ω

jk
N

]

| j〉. (6.29)

Using (6.6), we obtain the probability distribution

p j (t) = 1

N 2

∣∣∣∣∣

N−1∑

k=0

Ak(t)ω
jk
N

∣∣∣∣∣

2

+ 1

N 2

∣∣∣∣∣

N−1∑

k=0

Bk(t)ω
jk
N

∣∣∣∣∣

2

. (6.30)

This equation is valid for any N , but only for even t . Exercise 6.4 gives us hints that
help us to obtain Ak(t) and Bk(t) when t is odd. When j + t is odd and N is even,
the probability distribution is zero. When N is odd, the probability distribution is
nonzero for all vertices (for large enough t). Exercise 6.6 gives us hints that help us
to prove those facts.

Consider j in the interval [N/2, N − 1]. If we shift j by (−N ), the probability
distribution of the N -cycle is equal to the probability distribution of the walk on
the line when t ≤ N . This can be seen from the plot of the probability distribution
(blue line) in Fig. 6.1 for the cycle with N = 200. Note that for j in the interval
[0, N/2], the plot of Fig. 6.1 is equal to the one of Fig. 5.1 of Sect. 5.1.2 on P.75.
If the remaining part of the plot is shifted leftward, the new plot becomes entirely
equal to the plot of the quantum walk on the line.

On the line, the wavefronts move to opposite directions and go away forever. On
even cycles, thewavefrontsmove toward each other, are close to each other at t around
N/2, and collide, as can be seen in Fig. 6.1. On odd cycles, the wavefronts move
toward each other but do not collide and, instead, they intertwine because there is an
inverse relationship between the parity of j and the nonzero values of the probability.
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Fig. 6.1 Probability distribution of the quantum walk on the 200-cycle after 100 steps (blue line)
and 130 steps (red line) with the initial condition |ψ(0)〉 = |0, 0〉. Odd values of j are not shown
because the probability is zero

These facts show that quantumwalks on odd and even cycles have different behavior.
A confirming evidence comes from the form of the limiting distribution, which
is uniform for odd cycles for all initial conditions, while nonuniform and initial
condition-dependent for even cycles. In terms of the graph structure, even cycles are
bipartite graphs. The asymptotic behavior of classical random walks on bipartite
graphs is different from the behavior on nonbipartite graphs. Part of this difference
is inherited by the quantum context.

On the line, all unbiased quantum walks can be obtained from the Hadamard coin
through a suitable choice of the initial condition. On a cycle, this is true for a period
while there is no interference of the wavefronts. When the wavefronts collide or
travel the whole circle, relative phase factors can produce constructive or destructive
interference. These phase factors are introduced through the evolution operator and
cannot be reproduced by choosing initial conditions.

Exercise 6.4. Show that, to obtain valid expressions for Ak(t) and Bk(t) for odd t ,
we have to interchange cos θk t by −i sin θk t in (6.27) and (6.28).

Exercise 6.5. Show that
1

N

N−1∑

j=0

ei j (κ−κ′) = δκκ′ .

Using the above identity and (6.30), show that

N−1∑

j=0

p j (t) = 1

for any even number of steps t . Using Exercise 6.4, show also for odd t .

Exercise 6.6. Consider N even. If t is even, show that
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|ψ(t)〉 = 1

N

N−1∑

j=0

(
1 + (−1) j

)
[∑N/2−1

k=0 Ak(t)ω
jk
N

∑N/2−1
k=0 Bk(t)ω

jk
N

]

| j〉.

From this result, show that p j (t) = 0 for odd j . Using Exercise 6.4, show that when
t is odd, p j (t) = 0 for even j . How can this result be interpreted in terms of the
parity of N and the properties of the shift operator?

Exercise 6.7. The flip-flop shift operator is defined as

S|s, j〉 = ∣∣s ⊕ 1, j + (−1)s
〉
,

where ⊕ is the binary sum modulo 2. Obtain the eigenvalues and eigenvectors of the
evolution operator with the flip-flop shift operator and the state of the quantum walk
|ψ(t)〉 at any time step t , and compare the results with the results obtained with the
standard shift operator.

6.1.3 Periodic Solutions

In some cases, the evolution of a quantum walk can be periodic, that is, there is an
integer T such that |ψ(t + T )〉 = |ψ(t)〉 for any time step t . To obtain a periodic
solution, we can use (6.20) that completely determines the state of the quantum walk
at time t once given the initial condition. We must find T such that UT = I . This
implies that

e−iθk T = ei(π+θk )T = 1, (6.31)

for all k. Therefore, T must be even and

cos θkT = 1,

sin θkT = 0,

that is, θkT = 2π jk , where each jk must be an integer. Using (6.15), we obtain

sin
2π jk
T

= 1√
2
sin

2πk

N
, (6.32)

which must be valid for 0 ≤ k ≤ N − 1. This equation can be solved by exhaustive
search, and we find solutions for N = 2 and T = 2; N = 4 and T = 8; N = 8 and
T = 24.

Figure6.2 shows the probability at vertex v = 0 as a function of time for the
cycle with eight vertices. Note that the probability is periodic. The same holds for
any other vertex.



98 6 Coined Walks with Cyclic Boundary Conditions

Fig. 6.2 Probability at vertex v = 0 as a function of time for the 8-cycle. The probability has period
T = 24. The plot shows only the probability at even t

6.2 Finite Two-Dimensional Lattices

Suppose that N is a perfect square and consider the
√
N × √

N square lattice with
periodic boundary conditions, that is, a lattice with the shape of a torus. If the walker
moves

√
N steps toward x-direction, it returns to original position. The same holds

for the y-direction. The vectors of the computational basis of the spatial part are
|x, y〉, where x, y ∈ {0, . . . ,√N − 1}. The coin space has four dimensions. The
vectors of the computational basis of the coin space are |d, s〉, with 0 ≤ d, s ≤ 1,
where d determines the direction of movement: d = 0 stands for x-direction and
d = 1 stands for y-direction, and s determines the direction sign: s = 0 stands for
positive direction and s = 1 stands for negative direction.

Under these conventions, we write the shift operator as

S|d, s〉|x, y〉 = |d, s ⊕ 1〉∣∣x + (−1)sδd0, y + (−1)sδd1
〉
, (6.33)

where the arithmetic operations with variables x and y are performed modulo
√
N .

After one application of S, x is incremented by one and y remains unchanged if
d = 0 and s = 0. When x changes, y remains unchanged, and vice versa. Note
that the coin state changes from |d, s〉 to |d, s ⊕ 1〉, that is, the direction is inverted
after the shift. This inversion in the coin value is important for speeding up search
algorithms on the two-dimensional lattice. This issue will be addressed in Sect. 9.3
on P.186. Shift operators that invert the coin are called flip-flop.

We use the Grover coin, which is given by

G = 2|D〉〈D| − I, (6.34)

where |D〉 = 1
2

∑1
d,s=0 |d, s〉 is the diagonal state ofH2 ⊗H2. Thematrix represen-

tation of G is

G = 1

2

⎡

⎢⎢
⎣

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

⎤

⎥⎥
⎦ . (6.35)
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The state of the walker at time t is described by

|Ψ (t)〉 =
1∑

d,s=0

√
N−1∑

x,y=0

ψd,s; x,y(t)|d, s〉|x, y〉, (6.36)

where the coefficients ψd,s; x,y(t) are complex functions that obey the normalization
condition

1∑

d,s=0

√
N−1∑

x,y=0

∣∣ψd,s; x,y(t)
∣∣2 = 1, (6.37)

for any time step t .
Applying the standard evolution operator

U = S (G ⊗ I ) (6.38)

to the state at time t , we obtain

|Ψ (t + 1)〉 =
1∑

d ′,s ′=0

√
N−1∑

x,y=0

ψd ′,s ′; x,y(t) S
(
G
∣∣d ′, s ′〉|x, y〉

)

=
1∑

d ′,s ′=0

√
N−1∑

x,y=0

ψd ′,s ′; x,y(t) S

(
1∑

d,s=0

Gd,s; d ′,s ′ |d, s〉|x, y〉
)

=
1∑

d,s,d ′,s ′=0

√
N−1∑

x,y=0

ψd ′,s ′; x,y(t)Gd,s; d ′,s ′

|d, s ⊕ 1〉∣∣x + (−1)sδd0, y + (−1)sδd1
〉
.

We can rename the dummy indices of the sum from x + (−1)sδd0, y + (−1)sδd1,
s ⊕ 1 to x , y, s. Then,

|Ψ (t + 1)〉 =
1∑

d,s,d ′,s ′=0

√
N−1∑

x,y=0

Gd,s⊕1; d ′,s ′

× ψd ′,s ′; x−(−1)s⊕1δd0, y−(−1)s⊕1δd1(t)|d, s〉|x, y〉.

Expanding the left-hand side of the above equation in the computational basis and
equating coefficients alike, we obtain the evolution equation

ψd,s; x,y(t + 1) =
1∑

d ′,s ′=0

Gd,s⊕1; d ′,s ′ ψd ′,s ′; x+(−1)sδd0, y+(−1)sδd1(t). (6.39)
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This equation is too complex to be solved theway it is written. In the one-dimensional
case, we have learned that by taking the Fourier transform on the spatial part, we
can diagonalize the shift operator. This allowed us to find analytically the state of
the quantum walk at any time step. The same technique works here.

6.2.1 Fourier Transform

The Fourier transform of the spatial part of the computational basis is

∣∣k̃, �̃
〉 = 1√

N

√
N−1∑

x,y=0

ωxk+y�|x, y〉, (6.40)

where ω = e
2πi√
N and the ranges of variables k and � are the same as x and y. The

Fourier transform is the tensor product of the Fourier transform of each coordinate.

The Fourier transform allows us to define a new orthonormal basis
{
|d, s〉∣∣k̃, �̃〉 :

0 ≤ d, s ≤ 1, 0 ≤ k, � ≤ √
N − 1

}
called the Fourier basis.

Let us calculate the action of the shift operator S on |d, s〉∣∣k̃, �̃〉. Using (6.40), we
have

S|d, s〉∣∣k̃, �̃〉 = 1√
N

√
N−1∑

x,y=0

ωxk+y�S|d, s〉|x, y〉

= 1√
N

√
N−1∑

x,y=0

ωxk+y�|d, s ⊕ 1〉 ⊗
∣∣x + (−1)sδd0, y + (−1)sδd1

〉
.

To simplify the last equation,we rename the dummy indices so that x ′ = x+(−1)sδd0
and y′ = y + (−1)sδd1. Then,

S|d, s〉∣∣k̃, �̃〉 = 1√
N

√
N−1∑

x ′,y′=0

ω(x ′−(−1)sδd0)k+(y′−(−1)sδd1)�

× |d, s ⊕ 1〉∣∣x ′, y′〉

= ω−(−1)s (δd0k+δd1�)|d, s ⊕ 1〉∣∣k̃, �̃〉. (6.41)

In the flip-flop case, the vectors of the Fourier basis are not eigenvectors of S. How-
ever, the result (6.41) is useful to diagonalize the evolution operator because we can
factor out vector

∣∣k̃, �̃
〉
leaving a four-dimensional subspace.
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Applying U to vector
∣∣d ′, s ′〉∣∣k̃, �̃

〉
and using (6.41), we obtain

U
∣∣d ′, s ′〉∣∣k̃, �̃

〉 = S

(
1∑

d,s=0

Gd,s; d ′,s ′ |d, s〉∣∣k̃, �̃〉
)

=
1∑

d,s=0

ω−(−1)s (δd0k+δd1�)Gd,s; d ′,s ′ |d, s ⊕ 1〉∣∣k̃, �̃〉

=
1∑

d,s=0

ω(−1)s (δd0k+δd1�)Gd,s⊕1; d ′,s ′ |d, s〉∣∣k̃, �̃〉.

The entries of U in the Fourier basis are
〈
d, s, k̃ ′, �̃′

∣∣∣U
∣∣∣d ′, s ′, k̃, �̃

〉
= ω(−1)s (δd0k+δd1�)Gd,s⊕1; d ′,s ′ δkk ′δ��′ . (6.42)

For each k and �, we define operator G̃ with entries

G̃d,s; d ′,s ′ = ω(−1)s (δd0k+δd1�)Gd,s⊕1; d ′,s ′ . (6.43)

The matrix representation is

G̃ =

⎡

⎢⎢
⎣

0 ωk 0 0
ω−k 0 0 0
0 0 0 ω�

0 0 ω−� 0

⎤

⎥⎥
⎦ · G. (6.44)

Equation (6.42) shows that the nondiagonal part of operatorU is associated with the
coin space. The goal now is to diagonalize operator G̃. If |ν〉 is an eigenvector of G̃,
then |ν〉∣∣k̃, �̃〉 is an eigenvector of U associated with the same eigenvalue.

If k = 0 and � = 0, matrix G̃ reduces to

G̃
(k=0,�=0) = 1

2

⎡

⎢⎢
⎣

1 −1 1 1
−1 1 1 1
1 1 1 −1
1 1 −1 1

⎤

⎥⎥
⎦ . (6.45)

The determinant
∣∣λI − G̃

(k=0,�=0)

∣∣ is (λ − 1)3 (λ + 1). Therefore, the eigenvalues are
(+1) with multiplicity 3 and (−1) with multiplicity 1. The eigenvectors associated
with eigenvalue (+1) are
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∣∣ν1a
00

〉 = 1

2

⎡

⎢⎢
⎣

1
1
1
1

⎤

⎥⎥
⎦ ,

∣∣ν1b
00

〉 = 1√
2

⎡

⎢⎢
⎣

1
−1
0
0

⎤

⎥⎥
⎦ ,

∣∣ν1c
00

〉 = 1√
2

⎡

⎢⎢
⎣

0
0
1

−1

⎤

⎥⎥
⎦ . (6.46)

The (−1)-eigenvector is

∣∣ν−1
00

〉 = 1

2

⎡

⎢⎢
⎣

1
1

−1
−1

⎤

⎥⎥
⎦ . (6.47)

Note that
∣∣ν1a

00

〉 = |D〉. The set of these eigenvectors is an orthonormal basis.
If k �= 0 or � �= 0, the determinant of (λI − G̃) is

∣∣∣λI − G̃
∣∣∣ = (

λ2 − 1
) (

λ2 −
(
cos

2πk√
N

+ cos
2π�√
N

)
λ + 1

)
. (6.48)

Therefore, the eigenvalues of G̃ are

λ =
{±1,
e±iθk� ,

(6.49)

where

cos θk� = 1

2

(
cos

2πk√
N

+ cos
2π�√
N

)
. (6.50)

Eigenvectors |ν〉 = (a, b, c, d) are found as follows:We calculate vector (G̃−λI )|ν〉
and equate each entry to zero. We have a system of four equations in variables
a, b, c, d. We eliminate one of the equations, for example, the last one, and solve the
system of equations in the three variables a, b, c. After that, choose d that normalizes
the vector. This procedure for eigenvalue (+1) yields eigenvector

∣∣ν+1
k�

〉 = 1

n(+1)

⎡

⎢⎢⎢⎢⎢
⎣

ωk
(
ω� − 1

)

1 − ω�

ω�
(
1 − ωk

)

ωk − 1

⎤

⎥⎥⎥⎥⎥
⎦

. (6.51)

For eigenvalue (−1), we have
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∣∣ν−1
k�

〉 = 1

n(−1)

⎡

⎢⎢⎢⎢⎢
⎣

−ωk
(
1 + ω�

)

− (
1 + ω�

)

ω�
(
1 + ωk

)

1 + ωk

⎤

⎥⎥⎥⎥⎥
⎦

. (6.52)

Variables n(±1) are normalization constants. For the other eigenvalues (±θk� �= ±1),
we denote the eigenvectors by

∣∣ν±θ
k�

〉
. The expression for the +θ case is

∣∣ν+θ
k�

〉 = i

2
√
2 sin θk�

⎡

⎢⎢⎢⎢⎢
⎣

e−iθk� − ωk

e−iθk� − ω−k

e−iθk� − ω�

e−iθk� − ω−�

⎤

⎥⎥⎥⎥⎥
⎦

. (6.53)

To obtain the fourth eigenvector, we replace θ by −θ. Remember that θ depends on
k and �. The expression for sin θk� can be obtained from (6.50).

If k = � or k = √
N − �, the eigenvectors simplify to the following expressions:

∣∣ν+θ
k,k

〉 = 1√
2

⎡

⎢⎢
⎣

1
0
1
0

⎤

⎥⎥
⎦ ,

∣∣ν−θ
k,k

〉 = 1√
2

⎡

⎢⎢
⎣

0
1
0
1

⎤

⎥⎥
⎦ ,

∣∣∣ν+θ

k,
√
N−k

〉
= 1√

2

⎡

⎢⎢
⎣

1
0
0
1

⎤

⎥⎥
⎦ ,

∣∣∣ν−θ

k,
√
N−k

〉
= 1√

2

⎡

⎢⎢
⎣

0
1
1
0

⎤

⎥⎥
⎦ . (6.54)

Note that if
√
N is even and k = � =

√
N
2 , (6.50) implies that θ = π. In this case,

the eigenvectors of (6.54) have eigenvalue (−1). The basis is complete when we take
the eigenvectors of (6.51) and (6.52). The eigenvalue (−1) has multiplicity 3 and
eigenvalue 1 has multiplicity 1. Matrix G̃ is the negative of the matrix described in
(6.45).

The union of sets
{∣∣ν+1

k�

〉∣∣k̃, �̃
〉
,
∣∣ν−1

k�

〉∣∣k̃, �̃
〉
,
∣∣ν±θ

k�

〉∣∣k̃, �̃
〉 : 0 ≤ k, � <

√
N ,

(k, �) �= (0, 0)
}
and

{∣∣ν1a
00

〉∣∣∣0̃, 0̃
〉
,
∣∣ν1b

00

〉∣∣∣0̃, 0̃
〉
,
∣∣ν1c

00

〉∣∣∣0̃, 0̃
〉
,
∣∣ν−1

00

〉∣∣∣0̃, 0̃
〉}

is an orthonor-

mal eigenbasis of U for Hilbert space H2⊗ H2⊗ H
√
N⊗ H

√
N . The associated

eigenvalues are ±1 and e±iθk� .

Exercise 6.8. Show the following properties of the Fourier transform:

1.
∣∣∣0̃, 0̃

〉
is the diagonal state of Hilbert space H

√
N ⊗ H

√
N .



104 6 Coined Walks with Cyclic Boundary Conditions

2.
{∣∣k̃, �̃

〉 : 0 ≤ k, � ≤ √
N − 1

}
is an orthonormal basis for Hilbert space H

√
N ⊗

H
√
N .

3. |0, 0〉 = 1√
N

∑√
N−1

k,�=0

∣∣k̃, �̃
〉
.

Exercise 6.9. Show that the norm of
∣∣ν±1

k�

〉
is

n(±1) = 2
√
2
(
1 ∓ cos θk�

) 1
2 .

Obtain expressions n(+1) = 4 sin θk�
2 and n(−1) = 4 cos θk�

2 .

Exercise 6.10. Show that
∣∣ν1a

00

〉
is orthogonal to

∣∣ν±1
k�

〉
.

Exercise 6.11. Verify that
∣∣ν+θ

k�

〉
given by (6.53) is a unit vector. Show that

∣∣ν+θ
k�

〉
is

an eigenvector of G̃ associated with eigenvalue eiθk� .

Exercise 6.12. Vector
∣∣ν−θ

k�

〉
is the complex conjugate of

∣∣νθ
k�

〉
?

Exercise 6.13. Show that

1. |D〉 = |νθ
k�〉+|ν−θ

k� 〉√
2

,

2.
〈
ν±θ
k�

∣∣D
〉 = 1√

2
,

3. 〈D|G̃|D〉 = cos θk�.

6.2.2 Analytic Solutions

Let us calculate the state of the quantumwalk at an arbitrary time step. Let us consider
the initial state

|Ψ (0)〉 = |D〉|0, 0〉, (6.55)

that is, a walker is initially located at vertex (0, 0) and its coin state is the diagonal
state.

Let us use the following notation for the eigenvalues and eigenvectors of U :∣∣∣ν j
k�

〉∣∣∣k̃, �̃
〉
, where the eigenvalues are ν

j
k� with 1 ≤ j ≤ 4. Then,

U =
4∑

j=1

√
N−1∑

k,�=0

ν
j
k�

∣∣∣ν j
k�, k̃, �̃

〉〈
ν
j
k�, k̃, �̃

∣∣∣. (6.56)

At time t , the state of the quantum walk will be given by

|Ψ (t)〉 = Ut |Ψ (0)〉

=
4∑

j=1

√
N−1∑

k,�=0

(ν
j
k�)

t
〈
ν
j
k�, k̃, �̃

∣∣∣Ψ (0)
〉 ∣∣∣ν j

k�

〉∣∣∣k̃, �̃
〉
, (6.57)
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The state of the quantum walk at time t can be calculated explicitly. The task is
reduced to calculate the entries of the initial condition in the eigenbasis of U and,
after that, to calculate the t th power of the eigenvalues. We have already obtained
explicit expressions for the eigenvalues and eigenvectors of U .

Using (6.57), we obtain

|Ψ (t)〉 =
4∑

j=1

√
N−1∑

k,�=0

(ν
j
k�)

t
〈
ν
j
k�

∣∣∣D
〉 〈
k̃, �̃

∣∣∣0, 0
〉 ∣∣∣ν j

k�

〉∣∣∣k̃, �̃
〉
. (6.58)

Using (6.40), we have
〈
k̃, �̃

∣∣0, 0
〉 = 1/

√
N . Among all eigenvectors of G̃, only

∣∣ν1a
00

〉

and
∣∣ν±θ

k�

〉
are not orthogonal to |D〉. Therefore, the above equation reduces to

|Ψ (t)〉 = (+1)t√
N

∣∣ν1a
00

〉∣∣∣0̃, 0̃
〉
+ 1√

N

√
N−1∑

k, � = 0
(k, �) �= (0, 0)

(
eiθk�

)t 〈
νθ
k�

∣∣∣D
〉 ∣∣νθ

k�

〉∣∣∣k̃, �̃
〉

+(e−iθk�
)t 〈

ν−θ
k�

∣∣∣D
〉 ∣∣ν−θ

k�

〉∣∣∣k̃, �̃
〉
. (6.59)

Since
〈
ν±θ
k�

∣∣∣D
〉
= 1/

√
2, it follows that the state of the quantum walk at time t is

|Ψ (t)〉 = 1√
N

|D〉|D〉+ 1√
2N

√
N−1∑

k, � = 0
(k, �) �= (0, 0)

(
eiθk�t

∣∣νθ
k�

〉+ e−iθk�t
∣∣ν−θ

k�

〉) ∣∣∣k̃, �̃
〉
,

(6.60)

where
∣∣k̃, �̃

〉
, θk�, and

∣∣ν±θ
k�

〉
are given by (6.40), (6.50), and (6.53), respectively.

Exercise 6.14. Show that (6.60) reduces to (6.55) when t = 0.

Exercise 6.15. The goal of this exercise is to analyze the quantum walk on a finite-
dimensional lattice with a shift operator that does not invert the coin, usually called
as moving shift operator.

1. Obtain the shift operator analogous to (6.41) without inverting the direction of
the coin.

2. Show that the matrix G̃, analogous to (6.43), is

G̃ =

⎡

⎢⎢
⎣

ωk 0 0 0
0 ω−k 0 0
0 0 ω� 0
0 0 0 ω−�

⎤

⎥⎥
⎦ · G. (6.61)
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3. Obtain the eigenvalues and eigenvectors of this new matrix G̃.
4. Use (6.55) as the initial condition. Find the state of the quantum walk |Ψ (t)〉 at

time t , analogous to (6.60).

6.3 Hypercubes

The n-dimensional hypercube is a regular graph of degree n with N = 2n vertices.
The labels of the vertices are binary n-tuples. Two vertices are adjacent if and only
if their corresponding n-tuples differ only by one bit, that is, theirHamming distance
is equal to 1. The edges also have labels, which specify the entry of the tuples that
has different bits, that is, if two vertices differ in the ath entry, the label of the edge
connecting these vertices is a. The Hilbert space associated with a quantum walk on
the n-dimensional hypercube is H = Hn ⊗ H2n . Vectors |a〉|�v〉, where 1 ≤ a ≤ n
and �v are binary n-tuples, form the computational basis of H. Vector |a〉 is a coin
state associated with the edge of label a, specifying the direction of movement. In
this section, we use vector |1〉 as the first vector of the computational basis of the
coin space. Vector |�v〉 is in the computational basis of H2n and specifies on which
vertex the walker is.

Exercise 6.16. Make a sketch of the three-dimensional hypercube (cube) and label
all vertices and edges.

The shift operator should move the walker from state |a〉|�v〉 to |a〉|�v ⊕ �ea〉, where
�ea is the binary n-tuple with all entries zero except the ath entry, the value of which is
1. Operation⊕ is the binary sum (bitwise xor). This shift has the following meaning:
If the coin value is a and the walker position is �v, the walker will move through edge
a to the adjacent vertex |�v ⊕ �ea〉. The coin is unchanged after the shift, characterizing
a flip-flop shift operator because in binary arithmetic the inverse of a is a (a⊕a = 0).
Then,

S|a〉|�v〉 = |a〉|�v ⊕ �ea〉. (6.62)

An equivalent way of writing the shift operator is

S =
n∑

a=1

2n−1∑

�v=0

|a, �v ⊕ �ea〉〈a, �v|. (6.63)

The range of variable �v (in the sum) is written in base-10. For example, the notation
�v = 2n − 1 means �v = (1, . . . , 1). We will use the decimal notation if its meaning
is clear from the context.

We use the Grover coin, which is

G = 2|D〉〈D| − I , (6.64)
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where |D〉 = 1/
√
n
∑n

a=1 |a〉 is the diagonal state of the coin space. The matrix
representation is

G =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

2
n − 1 2

n · · · 2
n

2
n

2
n − 1 · · · 2

n
...

...
. . .

...

2
n

2
n · · · 2

n − 1

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

. (6.65)

The entries of G are Gi j = 2
n − δi j . The Grover coin is invariant under permutation

of directions. That is, if the labels of edges were interchanged (keeping the labels
of the vertices), the Grover coin would drive the walker along the same path. This
is equivalent to keep the labels and to swap the rows and columns of G correspond-
ing to the permutation of labels. The Grover matrix is unchanged by simultaneous
permutation of rows and columns.

The state of the walker at time t is described by

|Ψ (t)〉 =
n∑

a=1

2n−1∑

�v=0

ψa,�v(t)|a, �v〉, (6.66)

where coefficients ψa,�v(t) are complex functions that obey the normalization condi-
tion

n∑

a=1

2n−1∑

�v=0

∣∣ψa,�v(t)
∣∣2 = 1. (6.67)

Applying the standard evolution operator

U = S (G ⊗ I ) (6.68)

to the state at time t , we obtain

|Ψ (t + 1)〉 =
n∑

b=1

2n−1∑

�v=0

ψb,�v(t) S
(
G|b〉|�v〉

)

=
n∑

b=1

2n−1∑

�v=0

ψb,�v(t) S
( n∑

a=1

Gab|a〉|�v〉
)

=
n∑

a,b=1

2n−1∑

�v=0

ψb,�v(t)Gab|a〉|�v ⊕ �ea〉.

Renaming the dummy index �v to �v ⊕ �ea , we obtain
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|Ψ (t + 1)〉 =
n∑

a,b=1

2n−1∑

�v=0

Gab ψb,�v⊕�ea (t) |a〉|�v〉. (6.69)

Writing |Ψ (t + 1)〉 in the computational basis and equating coefficients alike, we
obtain the evolution equation

ψa,�v(t + 1) =
n∑

b=1

Gab ψb,�v⊕�ea (t). (6.70)

This equation is too complex to be solved the way it is written. For cycles and finite
two-dimensional lattices, we have learned that we can diagonalize the shift operator
by taking the Fourier transform of the spatial part. This technique has allowed us to
analytically solve the evolution equation. The same technique works here.

6.3.1 Fourier Transform

The spatial Fourier transform for the n-dimensional hypercube is given by

∣∣β�k
〉 = 1√

2n

2n−1∑

�v=0

(−1)
�k·�v|�v〉, (6.71)

where �k · �v is the inner product of binary vectors �k and �v. The range of variable �k is the
same as variable �v. The Fourier vectors satisfy 〈β�k

∣∣β�k ′
〉 = δ�k�k ′ . As before, the Fourier

transform defines a new orthonormal basis
{
|a〉∣∣β�k

〉 : 1 ≤ a ≤ n, 0 ≤ �k ≤ 2n − 1
}

called the (extended) Fourier basis.
We show that the shift operator is diagonal in the Fourier basis, that is, |a〉∣∣β�k

〉
is

an eigenvector of S. In fact, using (6.71), we have

S|a〉∣∣β�k
〉 = 1√

2n

2n−1∑

�v=0

(−1)
�k·�v S|a, �v〉

= 1√
2n

2n−1∑

�v=0

(−1)
�k·�v |a, �v ⊕ �ea〉

= 1√
2n

2n−1∑

�v=0

(−1)
�k·(�v⊕�ea) |a, �v〉

= (−1)
�k·�ea |a〉∣∣β�k

〉
. (6.72)
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The inner product �k · �ea is the ath entry of �k, which we denote by ka . Therefore,
(−1)ka is the eigenvalue associated with eigenvector |a〉∣∣β�k

〉
.

We have shown that S is a diagonal operator in the extended basis, but this does
not imply that the evolution operator is diagonal in this basis. If the coin operator
is not diagonal, the evolution operator is not diagonal either. However, we want to
diagonalize the evolution operator to explicitly calculate the state of the quantum
walk at an arbitrary time t .

Applying U to vector |b〉∣∣β�k
〉
and using (6.72), we obtain

U |b〉∣∣β�k
〉 = S

(
n∑

a=1

Gab |a〉∣∣β�k
〉
)

=
n∑

a=1

(−1)kaGab |a〉∣∣β�k
〉
. (6.73)

In the extended Fourier basis, the entries of U are

〈
a,β�k ′

∣∣U
∣∣b,β�k

〉 = (−1)kaGab δ�k�k ′ . (6.74)

Let us define operator G̃ with entries G̃ab = (−1)kaGab for arbitrary vectors �k and
�k ′.

The goal now is to diagonalize operator G̃. Let us start with the simplest case,
which is �k = �0 = (0, . . . , 0). In this case, operator G̃ reduces to the Grover operator
G. First, note that G2 = I . So, the eigenvalues are ±1. We know that |D〉 is a
1-eigenvector of G. Let us focus now on the (−1)-eigenvectors. We must look for
vectors |α〉 such that (G + I )|α〉 = 0. Using (6.65), we conclude that G + I is a
matrix with all entries equal to 2/n. It follows that any vector

∣∣∣α
�0
a

〉
= 1√

2
(|1〉 − |a〉) , (6.75)

where 1 < a ≤ n, is an eigenvector of G associated with eigenvalue (−1). Counting

the number of vectors, it follows that set
{∣∣∣α�0

a

〉
: 1 ≤ a ≤ n

}
, where

∣∣∣α�0
1

〉
= |D〉, is

a nonorthogonal eigenbasis of G.
Let us calculate the spectral decomposition when �k = (1, . . . , 1). In this case, we

have G̃ = −G and the (−1)-eigenvectors of G are (+1)-eigenvectors of G̃ and vice
versa. In summary, eigenvectors

∣∣∣α
�1
a

〉
= 1√

2
(|a〉 − |n〉) , (6.76)

where 1 ≤ a ≤ n − 1, are associated with eigenvalue (+1) and
∣∣∣α�1

n

〉
= |D〉 is

associated with eigenvalue (−1).
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Now let us consider a vector �k with Hamming weight 0 < k < n, that is, with k
entries equal to 1 and (n − k) equal to 0. Matrix G̃ is obtained from G by inverting
the signs of the rows corresponding to the entries of �k that are equal to 1. Therefore,
k rows of G̃ invert signs compared to G. To find the (±1)-eigenvectors, we split the
Hilbert space as a sum of two vector spaces, the first associated with the rows that
have not inverted the sign and the second associated with the rows that have inverted
the sign. By permutating rows and columns, matrix G̃ assumes the following form:

G̃ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

2
n − 1 2

n · · ·
2
n

2
n − 1 2

n
...

. . .

− 2
n + 1 − 2

n · · ·

− 2
n − 2

n − 2
n + 1

...
. . .

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

, (6.77)

where the first diagonal block is a (n − k)-square matrix and the second block is
a k-square matrix. To find the 1-eigenvectors, we look for vectors |α〉 such that
(G̃ − I )|α〉 = 0. Note that

G̃ − I =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

2
n − 2 2

n · · ·
2
n

2
n − 2 2

n
...

. . .

− 2
n − 2

n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

. (6.78)

Therefore, vector1 |α〉 = (0, . . . , 0 | 1,−1, 0, . . . , 0)/
√
2 is a 1-eigenvector. Vector

|α〉 has zero entries except at two positions corresponding to sign-inverted rows, the
first position with (+1) and the second with (−1). We can build k − 1 vectors in
this way. Following the same method, but using (G̃ + I ), we can find (n − k − 1)
(−1)-eigenvectors with zero entries except for two positions corresponding to rows
that have not inverted sign, with (+1) and (−1). The total number of eigenvectors
found so far is (k − 1) + (n − k − 1) = n − 2 with eigenvalues (±1). Therefore, it
is missing two eigenvectors associated with the complex nonreal eigenvalues.

1The vertical bar separates the first (n − k) entries from the last k entries.



6.3 Hypercubes 111

The remaining two eigenvectors can be found as follows: If a matrix has the
property that the sum of the entries of a row is invariant for all rows, a vector with
entries equal to somenumber a is an eigenvector. In the case ofmatrix G̃, this property
is valid for blocks of size (n−k) and k. Therefore, the form of the eigenvector should
be |α〉 = (a, . . . , a | b, . . . , b), that is, the first (n − k) entries must have some a,
and the k remaining entries must have some b. Without loss of generality, we take
b = 1. Let eiωk be the corresponding eigenvalue. Note that the eigenvalue depends
on k (the Hamming weight of �k), but it does not depend explicitly on �k. We solve the
matrix equation

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

2
n − 1 − eiωk 2

n · · ·
2
n

2
n − 1 − eiωk 2

n
...

. . .

− 2
n + 1 − eiωk − 2

n · · ·

− 2
n − 2

n + 1 − eiωk − 2
n

...
. . .

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

a

...

a
1
...

1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

= 0,

which reduces to
⎧
⎨

⎩

(
1 − 2k

n − eiωk
)
a + 2k

n = 0,

−2
(
1 − k

n

)
a + 1 − 2k

n − eiωk = 0.
(6.79)

Solving this system of equations, we obtain

⎧
⎪⎪⎨

⎪⎪⎩

a = ±i
√

k
n√

1− k
n

,

eiωk = 1 − 2k
n ∓ 2i

√
k
n

(
1 − k

n

)
.

(6.80)

Then, ⎧
⎪⎨

⎪⎩

cosωk = 1 − 2k
n ,

sinωk = ∓2
√

k
n

(
1 − k

n

)
.

(6.81)

Normalizing, the eigenvector associated with eigenvalue eiωk is written as
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∣∣∣α̃
�k
1

〉
= 1√

2

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−i√
n−k
...
−i√
n−k

1√
k
...
1√
k

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

, (6.82)

and eigenvector
∣∣∣α̃�k

n

〉
associated with eigenvalue e−iωk is the complex conjugate of

vector
∣∣∣α̃�k

1

〉
.

These eigenvectors were described by separating the rows that inverted sign from
the rows that have remained unchanged. We must permute the entries of the eigen-
vectors to match the rows in their original positions. The variable that points out
which rows have inverted sign is �k. If entry ka is zero, it means that there was no sign
inversion in the ath row, and if ka = 1, then there was an inversion. The eigenvectors∣∣∣α̃�k

1

〉
and

∣∣∣α̃�k
n

〉
associated with eigenvalues e±iωk are written in the original basis as

∣∣∣α̃
�k
1

〉
= 1√

2

n∑

a=1

(
ka√
k

− i
1 − ka√
n − k

)
|a〉, (6.83)

∣∣∣α̃
�k
n

〉
= 1√

2

n∑

a=1

(
ka√
k

+ i
1 − ka√
n − k

)
|a〉, (6.84)

for 0 < k < n.
We now redefine eigenvectors

∣∣∣α̃�k
1

〉
and

∣∣∣α̃�k
n

〉
in order to change a global phase.

Using (6.83) and (6.84), we have

〈
D
∣∣∣α̃

�k
1

〉
= 1√

2

(√
k

n
− i

√

1 − k

n

)

, (6.85)

〈
D
∣∣∣α̃

�k
n

〉
= 1√

2

(√
k

n
+ i

√

1 − k

n

)

. (6.86)

From now on we use the eigenvectors

∣∣∣α
�k
1

〉
= eiθ√

2

n∑

a=1

(
ka√
k

− i
1 − ka√
n − k

)
|a〉, (6.87)
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Table 6.1 Eigenvalues and eigenvectors of U for the hypercube, where ωk is given by Eq. (6.82)
and ca is the coefficient of |a〉 in Eq. (6.87)

Hamming wgt Eigenval Eigenvec ⊗∣∣β�k
〉

Index a′ Multiplicity

|k| = 0 −1 (|0〉 − ∣∣a′〉)/
√
2 a′ ∈ [1, n − 1] n − 1

1
∑n−1

a=0 |a〉/√n n 1

1 ≤ |k| < n −1 (|0〉 − ∣∣a′〉)/
√
2 a′ ∈ [1, n − |k| − 1] n − |k| − 1

1 (|n−|k|〉−|a′+1〉)√
2

a′ ∈ [n − |k|, n − 2] |k| − 1

eiωk
∑n−1

a=0 ca |a〉 n 1

e−iωk
∑n−1

a=0 c
∗
a |a〉 n − 1 1

|k| = n 1 (|0〉 − ∣∣a′〉)/
√
2 a′ ∈ [1, n − 1] n − 1

−1
∑n−1

a=0 |a〉/√n n 1

∣∣∣α
�k
n

〉
= e−iθ

√
2

n∑

a=1

(
ka√
k

+ i
1 − ka√
n − k

)
|a〉, (6.88)

for 0 < k < n, where cos θ = √
k/n and ka = �k · �ea is the ath entry of �k. For

0 < k < n, we have 〈
D
∣∣∣α

�k
1

〉
=
〈
D
∣∣∣α

�k
n

〉
= 1√

2
. (6.89)

We conclude that set
{∣∣∣α�k

a

〉∣∣β�k
〉 : 1 ≤ a ≤ n, 0 ≤ �k ≤ 2n − 1

}
is a nonorthogonal

eigenbasis ofU . The eigenvalues are±1 and e±iωk . Vectors
∣∣∣α�k

a

〉
in the computational

basis are given by (6.75), (6.76) for k = 0 and k = n; and
∣∣∣α�0

1

〉
=
∣∣∣α�1

n

〉
= |D〉 are

particular cases. For 0 < k < n, a = 1 or a = n,
∣∣∣α�k

a

〉
are given by (6.87) and

(6.88). Vectors
∣∣β�k
〉
are given by (6.71). Table 6.1 compiles the list of eigenvalues

and eigenvectors.

Exercise 6.17. Show the following properties of the Fourier transform:

1.
∣∣β�0
〉
is the diagonal state of Hilbert spaceH2n .

2.
{∣∣β�k

〉 : 0 ≤ �k ≤ 2n − 1
}
is an orthonormal basis for the Hilbert spaceH2n .

3.
∣∣�0〉 = 1√

2n

∑2n−1
�k=0

∣∣β�k
〉
.

Exercise 6.18. Show that the eigenvectors of (6.87) and (6.88) are unit vectors.
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Exercise 6.19. Show explicitly that
{∣∣∣α�k

1

〉∣∣β�k
〉
,
∣∣∣α�k

n

〉∣∣β�k
〉 : 1 ≤ �k ≤ 2n − 2

}
together

with |D〉∣∣β�0
〉
and |D〉∣∣β�1

〉
is an orthonormal eigenbasis of U with eigenvalues e±iωk ,

1, and (−1), respectively, for the eigenspace orthogonal to |D〉∣∣�0〉.
Exercise 6.20. Obtain explicit expressions for eigenvectors

∣∣∣α�k
a

〉
when 0 < k < n

and 0 < a < n associated with eigenvalues e±iωk .

6.3.2 Analytic Solutions

Now we calculate the state of the quantum walk at an arbitrary time step. Let us use
state

|Ψ (0)〉 = |D〉∣∣�0〉, (6.90)

as initial condition, that is, initially the walker is located at vertex �v = �0 with the
diagonal state in the coin space. This initial condition is invariant under permutation
of edges. Suppose that φa,�k is an eigenvalue associated with eigenvector

∣∣φa,�k
〉
and

suppose that the set of eigenvectors
∣∣φa,�k

〉
is an orthonormal basis. Using the spectral

decomposition of U , we have

U =
∑

a,�k
φa,�k

∣∣φa,�k
〉 〈

φa,�k
∣∣. (6.91)

At time t , the state of the quantum walk will be given by

|Ψ (t)〉 = Ut |Ψ (0)〉
=
∑

a,�k
φt
a,�k

〈
φa,�k

∣∣∣Ψ (0)
〉 ∣∣φa,�k

〉
. (6.92)

The eigenvectors of U that have nonzero overlap with |Ψ (0)〉 are
∣∣∣α�k

1

〉∣∣β�k
〉
for 0 ≤

�k < 2n − 1, where
∣∣∣α�0

1

〉
= |D〉, which have eigenvalues eiωk , and

∣∣∣α�k
n

〉∣∣β�k
〉
for

0 < �k ≤ 2n − 1, where
∣∣∣α�1

n

〉
= |D〉, which have eigenvalues e−iωk . The set of

those eigenvectors is an orthonormal basis for the eigenspace orthogonal to |Ψ (0)〉
(Exercise 6.19). Then, (6.92) reduces to

|Ψ (t)〉 =
2n−2∑

�k=0

(eiωk )t
〈
α

�k
1

∣∣∣D
〉 〈

β�k
∣∣∣�0
〉 ∣∣∣α

�k
1

〉∣∣β�k
〉+

2n−1∑

�k=1

(e−iωk )t
〈
α

�k
n

∣∣∣D
〉 〈

β�k
∣∣∣�0
〉 ∣∣∣α

�k
n

〉∣∣β�k
〉
. (6.93)
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Using (6.71), we have
〈
β�k
∣∣�0
〉

= 1/
√
2n . Using that

∣∣∣α�0
1

〉
= |D〉 (1-eigenvector),

∣∣∣α�1
n

〉
= |D〉 ((−1)-eigenvector), and Eqs. (6.89), the state of the quantum walk on

the n-dimensional hypercube at time t is

|Ψ (t)〉 = 1√
2n

(
|D〉∣∣β�0

〉+ (−1)t |D〉∣∣β�1
〉)

+ 1√
2n+1

2n−2∑

�k=1

eiωk t
∣∣∣α

�k
1

〉∣∣β�k
〉

+ 1√
2n+1

2n−2∑

�k=1

e−iωk t
∣∣∣α

�k
n

〉∣∣β�k
〉
. (6.94)

It is remarkable that we obtain an analytic expression for the quantum state at any
time. This result allows us to obtain several other results such as the limiting dis-
tribution and the mixing time on the hypercube. The analytic result was obtained
because we have used the Fourier transform. Note that only the eigenvectors that
are nonorthogonal to |D〉 ⊗ I are used to obtain the expression of |Ψ (t)〉. This fact
depends on the choice of initial condition. If the initial condition is in a subspace
spanned by some eigenvectors of U , the state will remain in this subspace during
the evolution. In the case of |Ψ (t)〉, the dimension of the subspace is 2n+1 − 2

and is spanned by the orthonormal basis
{∣∣∣α�k

1

〉∣∣β�k
〉 : 0 ≤ �k < 2n − 1,

∣∣∣α�k
n

〉∣∣β�k
〉 :

0 < �k ≤ 2n − 1
}
. We will show in the next section that the evolution of the quantum

walk with initial condition |D〉∣∣�0〉 uses a much smaller subspace.

6.3.3 Reducing a Hypercube to a Line Segment

Note the walker starts on vertex �0 and its coin state is the diagonal state. After the
first step, the state is

|Ψ (1)〉 = S (G ⊗ I )|D〉∣∣�0〉

= 1√
n

n∑

a=1

|a〉|�ea〉

= 1√
n

(
|1〉|1, 0, . . . , 0〉 + · · · + |n〉|0, . . . , 0, 1〉

)
. (6.95)

The quantumwalk is described by a state that has the same amplitude for the vertices
with the same Hamming weight. Since the Grover coin is not biased, it is interesting
to ask whether this property will remain the same in the next steps. Applying U to
|Ψ (1)〉, we obtain
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|Ψ (2)〉 = 2 − n

n
|D〉∣∣�0〉+ 2

n
√
n

n∑

a, b = 1
a �= b

|a〉|�ea ⊕ �eb〉. (6.96)

The terms with Hamming weight equal to zero have coefficient (2−n)/n. The terms
with Hamming weight 2 have coefficient 2/n

√
n. Again, the amplitudes are equal

for the vertices with the same Hamming weight. However, in the next step we obtain

|Ψ (3)〉 = 2 − n

n
√
n

n∑

a=1

|a〉|�ea〉 + 2(4 − n)

n2
√
n

n∑

a, b = 1
a �= b

|a〉|�eb〉

+ 4

n2
√
n

n∑

a, b, c = 1
a �= b �= c �= a

|c〉|�ea ⊕ �eb ⊕ �ec〉. (6.97)

The termswithHammingweight 3 have coefficient 4/n2
√
n, and the termswithHam-

ming weight 1 are divided into two blocks, the first with coefficient (2 − n)/n
√
n

corresponding to terms with vertices that satisfy va = 1 and with coefficient
2(4− n)/n2

√
n corresponding to terms that satisfy va = 0. Since the n-dimensional

hypercube and the evolution operator are symmetric under permutation of edges, it
is interesting to ask again if the amplitudes corresponding to vertices |a〉|�v〉 with the
same Hamming weight belonging to the block va = 0 will remain equal to each
other in the next steps and the same regarding the amplitudes corresponding to the
terms belonging to the block va = 1.

A formal way of showing that |Ψ (t)〉 has the symmetry above described is
to consider the following permutation operation: A vector in the computational
basis has the form |a〉|v1, . . . , vn〉, where 1 ≤ a ≤ n, and �v = (v1, . . . , vn) is a
binary vector. The permutation of i and j is defined as follows: It converts vector
|a〉∣∣v1, . . . , vi , . . . , v j , . . . , vn

〉
into vector |a〉∣∣v1, . . . , v j , . . . , vi , . . . , vn

〉
and vice

versa if a �= i and a �= j . If a is equal to i or j , a should also be permuted. If |Ψ (t)〉
is invariant under such a permutation for all i and j , then the coefficients in block
va = 0 are equal and the same is true for the coefficients in block va = 1. Vice versa:
If the coefficients are equal, |Ψ (t)〉 is invariant under such permutations for all i and
j . In other words, this kind of permutation preserves the blocks, that is, a vector of a
block does not move to another block and vice versa. Take, for example, these two
states for n = 2:

|ψ〉 = 1√
2

(|1〉|1, 0〉 + |2〉|0, 1〉),

|φ〉 = 1√
2

(|1〉|0, 1〉 + |1〉|1, 0〉).
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State |ψ〉 is invariant. On the other hand, |φ〉 is not invariant since the permutation
of 1 and 2 converts |φ〉 into (|2〉|1, 0〉 + |2〉|0, 1〉)/√2.

Let us define a basis of invariant vectors under those permutations. This basis
will span an invariant subspace Hinv ⊂ H. The basis of Hinv is obtained as follows:
Select an arbitrary vector in the computational basis of Hilbert spaceH, for example,
vector |1〉|1, 0, 0〉, which is associated with a three-dimensional hypercube. Apply
all allowed permutations to |1〉|1, 0, 0〉. The resulting set is {|1〉|1, 0, 0〉, |2〉|0, 1, 0〉
|3〉|0, 0, 1〉}. Add up all these vectors and normalize. The result is

|λ1〉 = 1√
3

(|1〉|1, 0, 0〉 + |2〉|0, 1, 0〉 + |3〉|0, 0, 1〉). (6.98)

By construction, vector |λ1〉 is invariant under the permutation operation. Now select
another vector in the computational basis ofH that is not in the previous set and repeat
the process over and over until you have exhausted all possibilities. The resulting set
is an invariant basis ofHinv. This basis has vectors |ρ0〉, . . ., |ρn−1〉 and vectors |λ1〉,
. . ., |λn〉, defined by

|ρv〉 = 1
√

(n − v)
(n
v

)
∑

a, �v
|�v| = v

va = 0

|a, �v〉, (6.99)

|λv〉 = 1
√

v
(n
v

)
∑

a, �v
|�v| = v

va = 1

|a, �v〉, (6.100)

where the sum runs over the vertices of the same Hamming weight v with the fol-
lowing constraint: |a, �v〉 is in |ρv〉 if ath entry of �v is 0, otherwise it is in |λv〉. As
usual,

(n
v

)
is the binomial expression n!/(n − v)!v!. The basis described by (6.99)

and (6.100) is orthonormal and has 2n elements, which shows that the dimension of
Hinv is 2n.

Exercise 6.21. Obtain expressions (6.96) and (6.97) by applying U = S(G ⊗ I ) to
|Ψ (1)〉.
Exercise 6.22. Obtain all vectors invariant under permutation in a three-dimensional
hypercube following the method used to obtain (6.98). Divide the set of vectors into
two blocks: right and left. Vectors |a〉|�v〉 in block right have the property va = 0, and
vectors in block left have the property va = 1. The names of the vectors should use
ρ for vectors in block right, λ in block left, and the Hamming weight of the vertices
v as a subindex. Verify the results of this process with vectors of (6.99) and (6.100).

Exercise 6.23. Show that:
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1. |ρ0〉 = |D〉∣∣�0〉.
2. |λn〉 = |D〉∣∣�1〉.
3. Vectors |ρv〉, 0 ≤ v ≤ n − 1, and |λv〉, 1 ≤ v ≤ n are orthonormal.

The initial condition |D〉∣∣�0〉 is in the vector space spanned by |ρv〉 and |λv〉 because
|D〉∣∣�0〉 is equal to |ρ0〉. Oneway to show that the state of the quantumwalk remains on
the space spanned by |ρv〉 and |λv〉 during the evolution is to show that the evolution
operator can be written only in terms of |ρv〉 and |λv〉. First, we show that the shift
operator can be written in this basis. Let us calculate the action of S on vector |ρv〉.
Using (6.99), we have

S|ρv〉 = 1
√

(n − v)
(n
v

)
∑

a, �v
|�v| = v

va = 0

S|a, �v〉

= 1
√

(n − v)
(n
v

)
∑

a, �v
|�v| = v + 1

va = 1

|a, �v〉

Note that the action of S on |a, �v〉 replaces ath entry of �v from 0 to 1. Therefore, the
Hamming weight of this vertex increases one unit. Using the binomial expression,
we show that (n − v)

(n
v

) = (v + 1)
( n
v+1

)
. Using this equation, we obtain

S|ρv〉 = 1
√

(v + 1)
( n
v+1

)
∑

a, �v
|�v| = v + 1

va = 1

|a, �v〉

= |λv+1〉. (6.101)

Similarly, we obtain
S|λv〉 = |ρv−1〉. (6.102)

Therefore, the shift operator can be written as

S =
n−1∑

v=0

|λv+1〉〈ρv| +
n∑

v=1

|ρv−1〉〈λv|. (6.103)

The physical interpretation of the shift operator shows that the quantum walk
takes place in the one-dimensional lattice with n+1 vertices, with the position being
specified by v. The chirality is specified by ρ and λ and determines the direction of
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the movement. Operator S shifts |ρv〉 rightward and inverts the chirality; and S shifts
|λv〉 leftward and inverts the chirality. The boundary conditions are reflective since
at v = 0 the walker has no overlap with |λ0〉 and at v = n it has no overlap with |ρn〉.

The coin operator can also be expressed in terms of basis |ρv〉 and |λv〉. Actually,
the following results are valid:

G ⊗ I |ρv〉 = cosωv|ρv〉 + sinωv|λv〉, (6.104)

G ⊗ I |λv〉 = sinωv|ρv〉 − cosωv|λv〉, (6.105)

where

cosωv = 1 − 2v

n
, (6.106)

sinωv = 2

√
v

n

(
1 − v

n

)
. (6.107)

The proof of this result is oriented in Exercise 6.25. Equations (6.104) and (6.105)
show that the action of the coin operator on the quantumwalk on the one-dimensional
finite lattice is a rotation through angleωv , which depends on point v. This is different
from the standard quantum walk.

Exercise 6.24. Show that (6.102) is true.

Exercise 6.25. The goal of this exercise is to prove that the action of the Grover
coin on basis |ρv〉 and |λv〉 is the one described in (6.104) and (6.105).

Show that ∑

a, �v
|�v| = v0
va = 0

〈
D, �v′∣∣a, �v

〉
= (n − v0)√

n
δv0 v′ .

[
Hint: Show that if | �v′| �= v0, the result is zero. Fix a transposed vector

〈
D, �v′

∣∣∣ with

| �v′| = v0 and expand the sum. There are (n − v0) values of a satisfying va = 0 and

|�v〉 =
∣∣∣ �v′
〉
. The

√
n in the denominator comes from 〈D|a〉.] Use this result to show

that
〈
D, �v′∣∣ρv

〉
=
√
n − v

n
(n
v

) δvv′ .

Show also that

|D〉
∑

|�v|=v

|�v〉 =
√
n − v

n

(
n

v

)
|ρv〉 +

√
v

n

(
n

v

)
|λv〉.
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Use expressions G = 2|D〉〈D| − In and I2n = ∑
�v′

∣∣∣ �v′
〉〈 �v′

∣∣∣ to calculate G ⊗ I2n |ρv〉
and compare the result with (6.104). Use the previous identities.

Using a similar procedure, show that (6.105) is true.

Exercise 6.26. From (6.104) and (6.105), obtain an expression for G ⊗ I . Can this
expression be factored out inHinv? Define the computational basis ofHinv as

{|0, v〉,
|1, v〉, 0 ≤ v ≤ n

}
, where {|0〉, |1〉} ∈ H2 and |v〉 ∈ Hn such that |0, v〉 = |ρv〉,

|1, v〉 = |λv〉. Obtain operator Cv ∈ H2 such that the coin operator has the form∑n
v=0 Cv ⊗ |v〉〈v|. Give a physical interpretation for the action of the coin operator

on this expression.

Using (6.103)–(6.105), we obtain the following expression for the evolution oper-
ator in basis |ρv〉 and |λv〉:

U = S(G ⊗ I )

=
n−1∑

v=0

− cosωv+1|ρv〉〈λv+1| + sinωv+1|ρv〉〈ρv+1|

+
n∑

v=1

sinωv−1|λv〉〈λv−1| + cosωv−1|λv〉〈ρv−1|. (6.108)

Therefore, Hinv is an invariant subspace under the action of U . Since the initial
condition |ρ0〉 = |D〉∣∣�0〉 belongs toHinv, the state of the quantumwalk |Ψ (t)〉will be
in Hinv during the evolution. The orthonormal basis |ρv〉, |λv〉 allows us to interpret
physically the quantum walk on a hypercube as a quantum walk on the points of a
finite line. From the state vector on the line, we can recover the state vector on the
hypercube. However, the basis |ρv〉, |λv〉 is not the best one to obtain the evolution of
the quantumwalk because |ρv〉 and |λv〉 are not eigenvectors of the reduced evolution
operator.

The strategy now is to find the spectral decomposition of U on Hinv. The goal
is to find (2n) linearly independent eigenvectors of U that are in the reduced space

Hinv. We know that
{∣∣∣α�k

1

〉∣∣β�k
〉
,

∣∣∣α�k
n

〉∣∣β�k
〉 : 0 < �k ≤ 2n − 1

}
is an eigenbasis of U

for a subspace where the quantum walk takes place. The associated eigenvalues are{
eiωk , e−iωk

}
, where ωk satisfies

cosωk = 1 − 2k

n
.

Eigenvectors |D〉∣∣β�0
〉
and |D〉∣∣β�1

〉
are in the space spanned by |λv〉 and |ρv〉 (see

Exercises 6.27 and 6.28). However, the remaining eigenvectors are not. For example,∣∣∣α�k
1

〉∣∣β�k
〉
explicitly depends on �k and is not invariant under permutation of the entries

of �k, as the ones described at the beginning of this section. Note that all eigenvectors
of the kind

∣∣∣α�k
1

〉∣∣β�k
〉
with the same Hamming weight k have the same eigenvalue



6.3 Hypercubes 121

eiωk . Since the sum of the eigenvectors with the same Hamming weight is also an
eigenvector, we can generate a new eigenvector, which is invariant under permutation
of the entries of �k and, therefore, it will be in the subspace spanned by |ρv〉 and |λv〉.
So, we define

∣∣ω+
k

〉 = 1
√(n

k

)
∑

|�k|=k

∣∣∣α
�k
1

〉∣∣β�k
〉
, (6.109)

for 0 ≤ k < n. Similarly, we define

∣∣ω−
k

〉 = 1
√(n

k

)
∑

|�k|=k

∣∣∣α
�k
n

〉∣∣β�k
〉
, (6.110)

for 0 < k ≤ n associated with eigenvalue e−iωk . These eigenvectors are in Hinv.

The number of eigenvectors is the same as the dimension of Hinv. Thus, set
{∣∣ω+

k

〉 :
0 ≤ k ≤ n − 1,

∣∣ω−
k

〉 : 1 ≤ k ≤ n
}
is an orthonormal eigenbasis of U for Hinv

associated with eigenvalues
{
eiωk , e−iωk

}
.

The initial condition |D〉∣∣�0〉 can be expressed in this new eigenbasis if there are
coefficients ak and bk such that

|D〉∣∣�0〉 =
n−1∑

k=0

ak
∣∣ω+

k

〉+
n∑

k=1

bk
∣∣ω−

k

〉
. (6.111)

Since the eigenbasis is orthonormal, it follows that

ak =
〈
ω+
k

∣∣D, �0
〉
,

bk =
〈
ω−
k

∣∣D, �0
〉
.

Using that
〈
αk
1

∣∣D
〉 = 〈

αk
n

∣∣D
〉 = 1/

√
2, (6.109) and (6.110), we obtain

ak =
√

1

2n+1

(
n

k

)
,

bk =
√

1

2n+1

(
n

k

)
,

for 0 < k < n. Using (6.85) and (6.86), we obtain a0 = bn = 1/
√
2n . So,
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|Ψ (0)〉 = 1√
2n
(∣∣ω+

0

〉+ ∣∣ω−
n

〉)

+ 1√
2n+1

n−1∑

k=1

√(
n

k

)(∣∣ω+
k

〉+ ∣∣ω−
k

〉)
. (6.112)

Then, the state of the quantum walk at time t is

|Ψ (t)〉 = 1√
2n
(∣∣ω+

0

〉+ (−1)t
∣∣ω−

n

〉)

+ 1√
2n+1

n−1∑

k=1

√(
n

k

)(
eiωk t

∣∣ω+
k

〉+ e−iωk t
∣∣ω−

k

〉)
. (6.113)

Exercise 6.27. Show that

∣∣∣α
�0
1

〉∣∣β�0
〉 = |D〉 ⊗ 1√

2n

2n−1∑

�v=0

|�v〉

= 1√
2n

(
n−1∑

v=0

√(
n − 1

v

)
|ρv〉 +

n∑

v=1

√(
n − 1

v − 1

)
|λv〉

)

.

Exercise 6.28. Show that

∣∣∣α
�1
n

〉∣∣β�1
〉 = |D〉 ⊗ 1√

2n

2n−1∑

�v=0

(−1)v|�v〉

= 1√
2n

(
n−1∑

v=0

(−1)v
√(

n − 1

v

)
|ρv〉 +

n∑

v=1

(−1)v
√(

n − 1

v − 1

)
|λv〉

)

.

[
Hint: Use the first identity of Exercise 6.25.

]

Exercise 6.29. Show that
{∣∣ω+

k

〉 : 0 ≤ k ≤ n − 1,
∣∣ω−

k

〉 : 1 ≤ k ≤ n
}
is an

orthonormal basis ofHinv with eigenvalues e±iωk .

Further Reading

One of the seminal papers that has analyzed the quantum walk on cycles is [8].
References [35, 36, 313] are also useful. Periodic solutions were obtained in [312,
313]. The quantum walk on two-dimensional lattices was analyzed in [222, 313].
Periodic solutions can also be found on the two-dimensional lattice; see [302, 313].
Some earlier papers analyzing quantum walks on the n-dimensional hypercube are
[233, 241]. Reference [173] showed that the quantum hitting time between two
opposite vertices of a hypercube is exponentially smaller than the classical hitting
time. More references about quantum walks in finite graphs published before 2012
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are provided by the review papers [13, 172, 175, 183, 274, 320] or by the review
books [229, 319].

Some recent references of quantum walks on cycles are as follows. Bounds
for mixing time are addressed in [169]. Topological phases and bound states are
addressed in [26]. Localization induced by an extra link in cycles is analyzed in [337].
Quantum walks with memory are presented in [118, 192]. Quantum state revivals
are addressed in [106]. Lively quantum walks are studied in [286]. Transient tem-
perature and mixing times are presented in [101]. Coherent dynamics are analyzed
in [141]. Experimental proposals and implementations are presented in [48, 242].
Teleportation is studied in [324]. The topological classification of one-dimensional
quantum walks is presented in [70].

Quantum walks on hypercubes are addressed in [227, 228]. Quantum walks on
two-dimensional lattices are addressed in [27, 109, 143, 180]. Integrated photonic
circuits for quantum walks on lattices are analyzed in [50]. Analysis of coined quan-
tum walks on hierarchical graphs using renormalization is addressed in [52].



Chapter 7
Coined QuantumWalks on Graphs

In the previous chapters, we have addressed coined quantum walks on specific
graphs of wide interest, such as lattices and hypercubes. In this chapter, we define
coined quantumwalks on arbitrary graphs. The concepts of graph theory reviewed in
AppendixB are required here for a full understanding of the definition of the coined
quantum walk. We split the presentation into class 1, and class 2 graphs. Class 1
comprises graphs whose maximum degree coincides with the edge-chromatic num-
ber and class 2 comprises the remaining ones. For graphs in class 1, we can use
the standard coin-position or position-coin notation, and we can give the standard
interpretation that the vertices are the positions and the edges are the directions.
For graphs in class 2, on the other hand, we can use neither the coin-position nor
position-coin notation; we have to use the arc notation and replace the simple graph
by an associated symmetric digraph, whose underlying graph is the original graph.
In this case, the walker steps on the arcs of the digraph. After those considerations,
we are able to define formally coined quantum walks.

The quantum walk dynamic is determined by a time-independent evolution oper-
ator and an initial quantum state. The state of the quantumwalk as a function of time
is obtained from the repeated action of the evolution operator, starting from the ini-
tial state. In finite quantum systems, there is a quasi-periodic pattern during the time
evolution, preventing the convergence to a limiting distribution. The quasi-periodic
behavior is generated by eigenvalues of the evolution operator, whose arguments are
noninteger multiples of 2π.

Perfect state transfer is a rare phenomenon that has applications for quantum
transport. We give the definition of perfect state transfer not only for the coined
model, but also for the continuous-time and staggered models.

We also address the concepts of limiting probability distribution and mixing time
of quantum walks on finite regular graphs. A possible way to obtain limiting config-
urations is to define a new distribution called average probability distribution, which
evolves stochastically and does not have the quasi-periodic behavior. We describe
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the limiting distribution of quantum walks on cycles, finite lattices, and hypercubes
using the evolution operators and the initial conditions studied in previous chapters.

7.1 QuantumWalks on Class-1 Regular Graphs

Let G(V, E) be a finite d-regular graph in class 1 with N = |V | vertices. The labels
of the vertices are 0 to N − 1, and the labels of the edges are 0 to d − 1, which
correspond to an edge coloring. For graphs in class 1, the edge-chromatic number
of G is �(G) and, for d-regular graphs, �(G) = d. Regular graphs with an odd
number of vertices are not included in class 1.

TheHilbert space associatedwith a coined quantumwalk onG isH = Hd ⊗ HN ,
where Hd is the coin space and HN is the position space. The computational basis
of H is the set of vectors {|a, v〉 : 0 ≤ a ≤ d − 1, 0 ≤ v ≤ N − 1}. We use the
coin-position notation. For graphs in class 1, we can assume that the walker steps
on the vertices and we can interpret |a, v〉 as the state of a walker on position v with
direction a.

The evolution operator of the coined quantum walk is

U = S (C ⊗ IN ), (7.1)

where C is the coin operator, which is a d-dimensional unitary matrix, and S is the
flip-flop shift operator (S2 = I(dN )), which is defined by

S|a, v〉 = ∣
∣a, v′〉, (7.2)

where vertices v and v′ are adjacent and incident to edge a, that is, the label of the
edge {v, v′} is a.

The coin-position or position-coin notations can be used for graphs in class 1 that
are nonregular, but in this case the coin is not separable as a tensor product of the
form (C ⊗ I ).

When we consider the graph embedded in a Euclidean space, we can define
global directions for the motion, such as right or left, up or down, clockwise or
counterclockwise. In these cases, we can define a shift operator with a subjacent
physical meaning, called moving shift operator, which keeps the direction and S2 �=
I . Examples are provided in Chap.5. The quantum walk with moving shift operator
can be converted into a quantum walk with flip-flop shift operator by redefining the
coin operator.

The evolution operator (7.1) employs a homogeneous coin, that is, the same coin
for all vertices. This can be generalized so that the coin may depend on the vertex.
In this case, the coin is not separable as a tensor product (C ⊗ I ). Nonhomogeneous
coins are used in quantum-walk-based search algorithms.
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Exercise 7.1. For graphs in class 1, define the action of an edge a on a vertex v as
a(v) = v′, where v and v′ are adjacent and incident to edge a. Note that a(a(v)) = v.
This notation is consistent for regular graphs. In this notation, the shift operator is
defined as

S|a, v〉 = |a, a(v)〉,

where 0 ≤ a < d and 0 ≤ v < N . If C is the Grover coin, show that

U |a, v〉 =
(
2

d
− 1

)

|a, a(v)〉 + 2

d

∑

a′ �=a

∣
∣a′, a′(v)

〉

.

Exercise 7.2. Analyze whether nonequivalent edge colorings produce nonsimilar
evolution operators of quantum walks on d-regular graphs in class 1.

7.2 Coined Quantum Walks on Arbitrary Graphs

For graphs in class 2, such as regular graphs with an odd number of vertices, the arc
notation reflects the quantum walk dynamic better than the coin-position notation
(or the position-coin notation) used for graphs in class 1 in the previous section. One
cannot label the edges of d-regular graphs in class 2 with d colors. This means that to
use the coin-position notation and to assign directions, one must give different labels
for the pairs of symmetric arcs. If v and v′ are adjacent, the label (v, v′) means from
v to v′ and the label (v′, v)means from v′ to v. Then, the concept of a simple graph is
not adequate and some underlying arc notation, belonging to directed graphs, must
be used. In this case, the physical interpretation of the actual position of the walker
must change in order to match the mathematical description. Instead of walking on
vertices, the walker steps on arcs, and instead of using a simple graph, we must
use a symmetric digraph. For graphs in class 1, we have two set of labels, which
can be used to represent the walker’s positions (vertices) and the directions (edges).
For graphs in class 2, the concept of a simple graph is not enough, and we need to
consider the associated symmetric digraph, which has only one set of labels (v, v′)
representing both position and direction.

Let G(V, E) be a simple graph with vertex set V and edge set E and let N = |V |
be the number of vertices. An edge is denoted by an unordered set {v, v′}, where v

and v′ are adjacent. An arc is denoted by an ordered pair (v, v′), where v is the tail
and v′ is the head. Let �G(V, A) be a directed graph such that (v, v′) and (v′, v) are
in A( �G) if and only if {v, v′} ∈ G. �G and G have the same vertex set, and �G is a
symmetric digraph, whose underlying graph is G.

A coined quantum walk cannot be intrinsically defined on a simple graph G in
class 2. The best we can do is to define the coined quantum walk on the symmetric
digraph �G, whose underlying graph is G. The Hilbert space associated with the
coined walk on �G is spanned by the arc set, that is,



128 7 Coined Quantum Walks on Graphs

H2|E | = span
{∣
∣(v, v′)

〉 : (v, v′) ∈ A( �G)
}

.

Since each edge of G is associated with two arcs of �G, we have |A| = 2|E |. The
notation

∣
∣(v, v′)

〉

is called arc notation.
The evolution operator of the coined quantum walk on �G is

U = S C, (7.3)

where S is the flip-flop shift operator defined by

S
∣
∣(v, v′)

〉 = ∣
∣(v′, v)

〉

(7.4)

and C is the coin operator defined by

C =
⊕

v∈V
Cv, (7.5)

where Cv is a d(v)-dimensional unitary matrix and d(v) is the degree of v. To write
C as a direct sum, we are decomposing H2|E | as

H2|E | =
⊕

v∈V
span

{∣
∣v, v′〉 : (v, v′) ∈ A( �G)

}

.

S is called flip-flop because S2 = I . To demand that S2 = I is no loss of generality
because the coin operator is a direct sum of arbitrary unitary operators. In fact, a
coined quantum walk using the moving shift operator can be converted into the flip-
flop case by defining a new coin C ′ = PCPT, where P is a permutation matrix. The
coin operator C acts on H2|E | and in general is not separable as a tensor product of
smaller operators, unless the graph is regular and all Cv are equal. We can choose an
ordering of the elements of the computational basis so that C is block diagonal. Let
V = {0, . . . , N − 1} be the vertex set and let us use the following ordering of the
arc set: Take two different arcs (v1, v2) and (v3, v4). Arc (v1, v2) comes before arc
(v3, v4) if v1 ≤ v3 and when v1 = v3 if v2 < v4. The ordering of the vectors of the
computational basis must change accordingly. On the other hand, the shift operator
is not block diagonal. We can reverse the process, that is, we choose an ordering of
the elements of the computational basis so that S is block diagonal while C is not
block diagonal. In this case, S = X⊗|E |. In many applications, one can simply ignore
such details.

Exercise 7.3. Show that |A| = dN for d-regular graphs with N vertices.

Exercise 7.4. The goal of this exercise is to show that the coin-position notation
cannot be used for graphs in class 2. Try to use the coin-position notation for a coined
quantum walk on a triangle, which is a 2-regular graph in class 2. The dimension
of the Hilbert space is 6. There is no problem to label the three vertices: v1, v2, v3.



7.2 Coined Quantum Walks on Arbitrary Graphs 129

Fig. 7.1 Labeling of the left-hand graph is unfitting because each edge has two labels. The labeling
of the right-hand digraph is appropriate

Now we have to give labels for the edges. We expect to give one label for each edge.
Convince yourself that it is not possible to use only two labels (coin labels 0 and
1) because adjacent edges cannot have the same label (see the left-hand graph of
Fig. 7.1 with an unfitting attempt). What can we do? We can use a notation based
on the direction, such as 1 → 2, which means the walker on v1 would move to
v2. Then, the computational basis would be |1 → 2, v1〉, |1 → 3, v1〉, |2 → 1, v2〉,
|2 → 3, v2〉, |3 → 1, v3〉, |3 → 2, v3〉. Convince yourself that this is a disguised arc
notation and is equivalent to the notation of the right-hand digraph of Fig. 7.1.

7.2.1 Locality

Is the evolution operator of the coinedmodel a product of local operators? To answer
this question, we have to define formally the concept of local operator so as it
coincides, as much as possible, with the intuitive notion that the walker must move
only to neighboring vertices (class 1) or neighboring arcs (class 2).1 The problem is
the following. For graphs in class 1, we assume that the walker steps on the vertices.
Then, the coin operator does nothing to the walker’s position. The usual escape is to
say that the walker has an inner space, which is a useful interpretation for graphs in
class 1, such as infinite lattices. For graphs in class 2, as we have pointed out, it is not
possible to obtain an edge coloringwith�(G) colors and there is no intrinsic way of
describing the possible directions for thewalker’s shift unless we give different labels
for the pairs of symmetric arcs. Note that the arc notation applies to both classes.

In a formal interpretation valid for any simple graph G, we define the coined walk
on its associated symmetric digraph �G, whose underlying graph is G, and demand
that the walker step on the arcs of �G. Both operators (coin and shift) move the walker.
If thewalker is on an arc (v, v′), the coin operator spreads thewalker’s position across
the arcs whose tails are v, and the shift operator moves the walker to the opposite

1It is also allowed to stay put.
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arc. Two arcs are neighbors if they are opposite or if their tails coincide. In this
interpretation, the definition of local operators in the coined model is as follows.

Definition 7.1. An operator H on the Hilbert space spanned by the arc set of graph
�G is local when

〈

(v3, v4)
∣
∣H
∣
∣(v1, v2)

〉 �= 0 only if the pair of arcs (v1, v2) and (v3, v4)

are neighbors.

Note that the shift S and the coin C are local operators. On the other hand,
the evolution operator U is nonlocal. Note that U is usually a sparse matrix in the
computational basis because

〈

(v3, v4)
∣
∣U
∣
∣(v1, v2)

〉 = 0when (v3, v4) is not a neighbor
of a neighbor of (v1, v2).

7.2.2 Grover Quantum Walk

The Grover quantum walk is an important subcase when the coin operator is the
direct sum of Grover operators, that is, each matrix Cv has entries

(Cv)k� = 2

d(v)
− δk�. (7.6)

In the operator notation, the full coin matrix acts as

C |a〉 =
∑

a′∈A( �G)
tail(a′)=tail(a)

(
2

d(tail(a))
− δa,a′

)
∣
∣a′〉, (7.7)

where |a〉 is a vector of the computational basis and a ∈ A( �G). The interpretation of
this coin, which is the Grover coin in the arc notation, is as follows. If the walker is
on arc a, the coin spread the walker’s position across the arcs whose tails are tail(a).

The shift operator moves the walker to the set of arcs whose heads are tail(a). In
this compact notation, the shift operator is

S|a〉 = |ā〉, (7.8)

where ā is the opposite arc, that is, if a = (v, v′), then ā = (v′, v). The Grover walk
is extensively used in quantum-walk-based search algorithms.

Exercise 7.5. Show that the evolution operator of the Grover quantum walk in the
arc notation is

U =
∑

a′∈A( �G)

∑

a∈A( �G)
tail(a)=tail(a′)

(
2

d(tail(a′))
− δa,a′

)

|ā〉〈a′∣∣.
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Show that for regular graphs in class 1, the above evolution operator reduces to
the evolution operator of Exercise7.1, by converting the arc notation into the coin-
position notation. Use initially the conversion

∣
∣(v, v′)

〉 → ∣
∣{v, v′}, v〉.

7.2.3 Coined Walks on Cayley Graphs

Cayley graphs �(G, S), where G is a group and S is a symmetric generating set, are
interesting examples of regular graphs in which the arc notation comes naturally. If
we consider the symmetric digraph �G, the labels of the arcs are (g, g · s),where g ∈ G
and s ∈ S. It is possible to use a kind of coin-position notation because |(g, g · s)〉 can
be denoted by |s, g〉 and |(g · s, g)〉 by ∣∣s−1, g · s〉. In this case, the vertex labels are
the group elements g ∈ G and the arc labels can be guessed by the notation |s, g〉.2

The action of the flip-flop shift operator is

S|s, g〉 = ∣
∣s−1, g · s〉,

and of the Grover coin is

C |s, g〉 =
(
2

d
− 1

)

|s, g〉 + 2

d

∑

s ′∈S
s ′ �=s

∣
∣s ′, g

〉

,

where d = |S|. From those definitions, the action of the evolution operatorU = SC
on the computational basis is

U |s, g〉 =
(
2

d
− 1

)
∣
∣s−1, g · s〉+ 2

d

∑

s ′∈S
s ′ �=s

∣
∣(s ′)−1, g · s ′〉.

If all generators in S have the property s = s−1, the Cayley graph is in class 1 and
the true coin-position notation can be used and the generators s ∈ S are edge labels.
Note that this is not the only case in which the Cayley graph is in class 1.

The quantum walk on hypercubes analyzed in Sect. 6.3 on p. 106 is an explicit
example of a walk on a Cayley graph of order N = 2n of the abelian groupZn

2 with n
canonical generators (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, . . . , 0, 1). Hypercubes are
in class 1.

Quantum walks on odd cycles are examples of Cayley graphs of the group ZN

with generating set S = {1,−1}, which are in class 2.

2Note that the generators s ∈ S cannot be used as edge labels in general. For instance, take the
triangle, which is a Cayley graph �(Z3, {±1}), and see Exercise7.4.
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7.2.4 Coined Walks on Multigraphs

The coined model achieves its full generality only on multigraphs. Coined quantum
walk on simple graphs cannot describe instances of 2-tessellable quantum walks
(see the definition in Chap. 8) on simple graphs that are the line graphs of bipartite
multigraphs (with at least one multiple edge).

The definition of the coined model on multigraphs is very similar to the definition
for graphs in class 2, but we need to give labels for all arcs without using the notation
(v, v′), and we have to consider the symmetric multidigraph �G. The Hilbert space is
spanned by the arc set, that is,

H = span
{|a〉 : a ∈ A( �G)

}

.

The evolution operator is
U = S C, (7.9)

where S is the flip-flop shift operator defined by

S |a〉 = |ā〉, (7.10)

where ā is the arc opposite to a, and C is the coin operator defined by

C =
⊕

v∈V
Cv, (7.11)

where Cv is a d(v)-dimensional unitary matrix under the decomposition

H =
⊕

v∈V
span

{|a〉 : tail(a) = v
}

.

Exercise 7.6. Given a regular graph G in class 2, there are two ways to define a new
graph G ′ that does not need the arc notation: (1) by adding a loop to each vertex of
G, or (2) by adding a leaf to each vertex of G. Show that in both cases it is possible
to assign (�(G) + 1) labels for the edges of G ′ and conclude that the coin-position
notation can be used in a coined quantum walk on G ′. Is the quantum walk dynamic
on G ′ equivalent to the one on G?

7.3 Dynamics and Quasi-periodicity

In the last section, we have defined the evolution operator of the coined quantum
walk. This section addresses the quantumwalk dynamic.Most of the discussion from
now on assume that G is a d-regular connected graph in class 1 with N vertices. We
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use the coin-position notation because it is widespread in literature. However, the
results apply to arbitrary graphs and to discrete-time quantum walks in general. It
would not apply to the continuous model, which can have a noninteger time.

Suppose that the initial condition of a coined quantumwalk is |ψ(0)〉. The dynamic
of the coined model, or any discrete-time quantumwalk, is described by the repeated
action of the evolution operator. The state of the walker at time t is

|ψ(t)〉 = Ut |ψ(0)〉, (7.12)

where U is the time-independent evolution operator.
Onemaywonderwhether state |ψ(t)〉 tends to a stationary statewhen t approaches

infinity, that is, does limt→∞ |ψ(t)〉 exist? This limit does not exist because the norm
∥
∥ |ψ(t + 1)〉 − |ψ(t)〉∥∥ is constant for all t , in fact,

1

2

∥
∥|ψ(t + 1)〉 − |ψ(t)〉∥∥2 = 1

2

∥
∥Ut (U − I )|ψ(0)〉∥∥2

= 1 − �(〈ψ(0)|U |ψ(0)〉).

The result is time-independent because operator U is unitary. Since the real part of
〈ψ(0)|U |ψ(0)〉 is constant and strictly smaller than 1 for a given nontrivial evolution
operator U , the above norm is a nonzero constant. The time-dependent state |ψ(t)〉
cannot tend toward a stationary state because the left-hand side would approach zero,
which is a contradiction.

The probability of finding the walker on vertex v is given by

pv(t) =
d−1
∑

a=0

∣
∣
〈

a, v
∣
∣ψ(t)

〉∣
∣
2
. (7.13)

When we consider all vertices of the graph, we have a probability distribution pv(t),
which satisfies

N−1
∑

v=0

pv(t) = 1.

Wemay ask ourselves again whether there is a limiting probability distribution in the
general case, since the argumentation of the preceding paragraph does not directly
exclude this possibility. Another way to answer such a question is by showing that
the dynamics of quantum walks on finite graphs are quasi-periodic.

Quasi-periodic dynamic in the quantum walk literature is used with the meaning
that there are an infinite number of time steps such that the quantum state is close to
the initial state; besides, the repetitive structure is over varying timescales. Since this
concept is an extension of the periodic behavior, let us start by defining the latter.
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Fig. 7.2 Probability of finding the walker on vertex v = 0 as a function of t for a quantum walk
on a 10-cycle

Definition 7.2 (Periodic dynamics). The dynamic (7.12) based on the repeated
action of an evolution operator is periodic if there is a fundamental period t0 ∈ Z

+
and an angle α such that Ut0 = eiα I .

It follows from this definition that
∣
∣
〈

ψ(nt0)
∣
∣ψ(0)

〉∣
∣
2 = 1 for all positive integer n

and for any choice of the initial state |ψ(0)〉. The simplest extension of Definition7.2
is as follows.

Definition 7.3 (Quasi-periodicdynamics). Thedynamic (7.12) basedon the repeated
action of an evolution operator is quasi-periodic if for any positive number ε there
is a time step t such that

∥
∥Ut − I

∥
∥ ≤ ε.

Using the norm of linear operators (see Sect.A.14 on p. 262), this definition
implies that, for any fixed positive ε, there is a time step t such that

∣
∣
〈

ψ(t)
∣
∣ψ(0)

〉 ∣
∣ ≥

1 − ε (Exercise7.7). Definition7.3 also implies that there are an infinite number of
time steps such that

∣
∣
〈

ψ(t)
∣
∣ψ(0)

〉 ∣
∣ ≥ 1 − ε. In fact, if there is one such a t , then

choose a new ε, for instance,

ε′ = 1 − ∣
∣
〈

ψ(t)
∣
∣ψ(0)

〉∣
∣

2
.

By Definition7.3, there is a time step t ′ �= t such that
∣
∣
〈

ψ(t ′)
∣
∣ψ(0)

〉 ∣
∣ ≥ 1 − ε′. This

process can be repeated over and over. If t is the smallest time step such that
∣
∣
〈

ψ(t)
∣
∣ψ(0)

〉 ∣
∣ ≥ 1 − ε, then t ′ > t .

Figure7.2 shows the probability of finding the walker on the initial vertex as a
function of the number of steps of a Hadamard walk on a 10-cycle. Note that the
probability approaches 1 at many time steps, for instance, at time t = 264.

Let us show that the quantum walk dynamics on finite graphs are quasi-periodic.
Suppose that

∣
∣λa

k

〉

for 0 ≤ a ≤ d − 1 and 0 ≤ k ≤ N − 1 is an orthonormal eigen-
basis of U with eigenvalues e2πiλ

a
k , where 0 ≤ λa

k < 1. The spectral decomposition
of U is

U =
d−1
∑

a=0

N−1
∑

k=0

e2πiλ
a
k
∣
∣λa

k

〉〈

λa
k

∣
∣. (7.14)
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The initial state can be written in the eigenbasis of U as

|ψ(0)〉 =
d−1
∑

a=0

N−1
∑

k=0

cak
∣
∣λa

k

〉

, (7.15)

where cak = 〈

λa
k

∣
∣ψ(0)

〉

. Then,

|ψ(t)〉 =
d−1
∑

a=0

N−1
∑

k=0

cak e
2πiλa

k t
∣
∣λa

k

〉

. (7.16)

For a given evolution operatorU and initial condition |ψ(0)〉, the only time-dependent
term in the last equation is e2πiλ

a
k t . Then, the spectrum of U determines whether the

dynamic is periodic or quasi-periodic.

Theorem 7.4 The discrete-time quantum walk dynamic on finite graphs with evo-
lution operator U is periodic if the arguments of the eigenvalues of U are rational
multiples of 2π.

Proof We use the eigenbasis of U to show that there is a t0 such that Ut0 = I .
If the phases3 of the eigenvalues of U are λa

k = nak/d
a
k for coprime integers nak ,

da
k for a finite number of values a and k, then the fundamental period is the least
common multiple of the denominators da

k , that is, t0 = lcm{da
k : 0 ≤ a < d, 0 ≤ k <

N } because exp(2πiλa
k t0) = 1 for all a and k. �

The condition of the theorem is sufficient but not necessary because we have not
addressed the global phase (Exercise7.8). Let us move on to quasi-periodicity, which
is the main topic of this section.

Before addressing arbitrarily large finite Hilbert spaces, let us start with the two-
dimensional case. In the eigenbasis of U , a two-dimensional U is similar to

[

e2πiλ1 0
0 e2πiλ2

]

,

where 0 ≤ λ1,λ2 < 1 are the phases of the eigenvalues. If λ1 and λ2 are rational,
say λ1 = n1/d1 and λ2 = n2/d2 for integers n1, n2, d1, and d2, then U is periodic
becauseU (d1d2) = I . If the numerators and denominators are coprime, then the least
common multiple of d1 and d2 is the fundamental period. In general, λ1 and λ2

are real numbers. We can use the continued fraction approximation to find rational
approximations n1/d1 and n2/d2 for λ1 and λ2 up to some digits. Then, U (d1d2) is
close to the identity up to some digits. If we choose a really small ε in Definition7.3,
then the rational approximations must be really tight.

Now we state some key lemmas.

3Here phase means the argument of a unit complex number over 2π. Note that in many papers the
term phase is used as a synonym of argument of a unit complex number.
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Lemma 7.5 Given a unit complex number eiθ, where 0 ≤ θ < 2π, and a positive
number ε, there exists t ∈ Z

+ such that
∣
∣eitθ − 1

∣
∣ ≤ ε.

Proof If θ is a rationalmultiple of 2π, then t is any integermultiple of the denominator
of θ/2π. To show the statement when θ is an irrational multiple of 2π, let n be an
integer such that n ≥ 2π/ε and, given any positive integer j , define 0 ≤ θ( j) < 2π
such that j θ ≡ θ( j) mod 2π.4 There exist two different integers j1 and j2 smaller
than or equal to n such that |θ( j1) − θ( j2)| ≤ 2π/n ≤ ε because if we divide the unit
circle into identical sectors such that each sector has angle ε (except possibly for one
smaller sector) and if we take n different integers j , for instance, j = 1, 2, . . . , n,
then there is a sector with more than one θ( j). Then, θ(| j2 − j1|) ≤ ε and the integer
number t = | j2 − j1| obeys θ(t) ≤ ε. Using that

∣
∣eitθ − 1

∣
∣ = √

2
√
1 − cos θ(t) ≤√

2
√
1 − cos ε ≤ ε, we conclude the proof. �

In the proof of Lemma7.5, we use a sequence j = 1, 2, . . . of consecutive integer
numbers in order to find j1 and j2 with the desired property θ(| j2 − j1|) < ε. The
proof works just as well if we use a sequence j = i1, i2, . . . of increasing integer
numbers, not necessarily consecutive, that is, we are still able to find integers j1 and
j2 with the desired property if we take n large enough. Another important fact is that
if eitθ is (ε/n)-close to 1 for a positive integer n, then each unit complex number of
the sequence ei�tθ for � = 1, 2, .., n is at most ε-close to 1. We show this fact in the
next lemma.

Lemma 7.6 Given a positive number ε and unit complex numbers eiθk for 1 ≤ k ≤ N
and N ∈ Z

+, there exists t ∈ Z
+ such that

max
k

∣
∣eitθk − 1

∣
∣ ≤ ε.

Proof (By induction on N ) Lemma7.5 shows that the statement is true for N = 1.
Now suppose it is true for N .

Given ε > 0, let n be a positive integer such that n ≥ 2π/ε. Using the recursive
condition, there exists t ∈ Z

+ such that
∣
∣eitθk − 1

∣
∣ ≤ ε

2n , where k is the index of

the maximum of
∣
∣eitθk′ − 1

∣
∣ for 1 ≤ k ′ ≤ N . Using that5 |θk (t)|

2 ≤ ∣
∣eitθk − 1

∣
∣ when

−π < θk(t) ≤ π, we have n|θk(t)| ≤ ε. Then,

∣
∣ei�θk (t) − 1

∣
∣ ≤ ε

for � = 1, . . . , n. We have described an arbitrarily large finite sequence of integer
numbers �t for � = 1, . . . , n such that

∣
∣ei�tθk − 1

∣
∣ ≤ ε.

Now we have to include the unit complex number eiθN+1 in the previous set {eiθk :
1 ≤ k ≤ N }. Using the proof of Lemma7.5, we are able to find an integer number

4The notation a ≡ b mod 2π means that b (which can be an irrational number) is the remainder
of the division of a by an integer multiple of 2π.
5Here we change the convention and we use −π < θ(t) ≤ π instead of 0 ≤ θ(t) < 2π.
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t ′ = |�2t − �1t | where �1, �2 ≤ n (�1t and �2t play the role of j1 and j2 in the proof
of Lemma7.5) such that

∣
∣eit

′θN+1 − 1
∣
∣ ≤ ε. We conclude that

max
k=1...N+1

∣
∣
∣eit

′θk − 1
∣
∣
∣ ≤ ε,

which means that the statement of this lemma is true for N + 1. �

Theorem 7.7 Discrete-time quantum walk dynamics on finite graphs are quasi-
periodic.

Proof On a finite graph with N vertices, the dynamic is obtained by the repeated
action of a N -dimensional unitary operatorU . In the eigenbasis ofU ,U is described
by N unit complexnumbers eiθk for 1 ≤ k ≤ N .UsingDefinition7.3, Lemma7.6, and
the norm of linear operators described in Sect.A.14, we conclude that the dynamic
is quasi-periodic. �

Note that not only discrete-time quantum walks are quasi-periodicity but also any
finite quantum system that is driven by a time-independent evolution operator.

Exercise 7.7 Show that if
∥
∥Ut − I

∥
∥ ≤ ε, then

∣
∣
〈

ψ(t)
∣
∣ψ(0)

〉 ∣
∣ ≥ 1 − ε.

Exercise 7.8 Improve the statement of Theorem7.4 in order to describe a necessary
and sufficient condition for periodic dynamics and prove the resulting proposition.

7.4 Perfect State Transfer and Fractional Revival

Perfect state transfer (PST) was analyzed in detail on spin chains, which is a row
of qubits that interact with their neighbors via some time-independent Hamiltonian.
Intuitively, PST means to transfer the state of a qubit in the chain at some point in
time to another qubit at a future point in time. Fractional revival is a related concept,
which is important for entanglement generation in spin chains.

These concepts have been naturally adapted to the area of quantum walks on
graphs. However, the definitions depend on which quantumwalk model one is using.
Let us start by defining PST and fractional revival in the context of the continuous-
time quantum walk (CTQW). The evolution operator in the continuous-time model
on a graph �(V, E) acts on the Hilbert space spanned by the graph vertices and is
usually defined as U (t) = exp(−it A), where A is the adjacency matrix of �. There
are alternative definitions, such as U (t) = exp(−it L), where L is the Laplacian
matrix of �. In any case, the definition of perfect state transfer is as follows.

Definition 7.8 (Perfect state transfer in CTQW). LetU (t) be the evolution oper-
ator of a continuous-time quantum walk on a graph �(V, E). There is a perfect state
transfer from vertex v to v′ �= v at time t0 ∈ R

+ if
∣
∣
〈

v′∣∣U (t0)
∣
∣v
〉∣
∣ = 1.
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Note that if thewalker is initially on vertex v, that is, |v〉 is the initial state,U (t0)|v〉
is the walker’s state at time t0 and

∣
∣
〈

v′∣∣U (t0)
∣
∣v
〉∣
∣
2
is the probability of finding the

walker on vertex v′ at time t0. Graph � admits PST from vertex v to v′ at time t0 if
this probability is 1.

The definition of fractional revival is as follows.

Definition 7.9 (Fractional revival in CTQW). Let U (t) be the evolution operator
of a continuous-time quantum walk on a graph �(V, E). There is a fractional revival
at vertices v and v′ �= v at time t0 ∈ R

+ if U (t0)|v〉 = α|v〉 + β
∣
∣v′〉 for complex

scalars α and β �= 0 with |α|2 + |β|2 = 1.

The definitions of PST and fractional revival for the staggered quantum walk are
similar to the ones for CTQWbecause the Hilbert space of bothmodels is spanned by
the graph vertices. A 2-tessellable quantum walk is defined by the evolution operator

U = eiθ1H1eiθ0H0 ,

where θ0, θ1 ∈ R, H0 and H1 are Hamiltonians associated with two tessellations of
a tessellation cover (see Chap.8 for details). Since θ0 and θ1 are real parameters,
they can be adjusted in order to create the conditions that admit PST and fractional
revival.

Definition 7.10 (Perfect state transfer in the staggered model). Let U be the
evolution operator of a staggered quantum walk on a graph �(V, E). There is a
perfect state transfer from vertex v to v′ �= v at time t0 ∈ Z

+ if
∣
∣
〈

v′∣∣Ut0
∣
∣v
〉∣
∣ = 1.

Definition 7.11 (Fractional revival in the staggered model). Let U be the evolu-
tion operator of a staggered quantum walk on a graph �(V, E). There is a fractional
revival at vertices v and v′ �= v at time t0 ∈ Z

+ ifUt0 |v〉 = α|v〉 + β
∣
∣v′〉 for complex

scalars α and β �= 0 with |α|2 + |β|2 = 1.

The definitions of PST and fractional revival in the coined model are the most
complex ones.

Definition 7.12 (Perfect state transfer in the coined model). Let U be the evo-
lution operator of a coined quantum walk on a d-regular graph �(V, E) in class 1
described in the coin-position notation. There is a perfect state transfer from vertex
v to v′ �= v at time t0 ∈ Z

+ if

d−1
∑

a′=0

d−1
∑

a′=0

∣
∣
〈

a′, v′∣∣Ut0
∣
∣a, v

〉∣
∣ = 1.

Next definition uses the partial inner product.

Definition 7.13 (Fractional revival in the coined model). Let U be the evolution
operator of a coined quantum walk on a graph �(V, E) in class 1 described in the
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coin-position notation. There is a fractional revival at vertices v and v′ �= v at time
t0 ∈ Z

+ if there is a coin value 0 ≤ a < d such that

d−1
∑

a=0

〈

a′∣∣Ut0
∣
∣a, v

〉 = α|v〉 + β
∣
∣v′〉

for complex scalars α and β �= 0 with |α|2 + |β|2 = 1.

We give at the end of this chapter references that describe graphs that admit perfect
state transfer for all these definitions and graphs that admit fractional revival in the
continuous-time case.

Exercise 7.9 Define perfect state transfer and fractional revival for coined quantum
walks on graphs in class 2.

7.5 Limiting Probability Distribution

Classical randomwalks on connected nonbipartite graphs have limiting or stationary
distributions that do not depend on the initial condition. In the quantum context, it
is interesting to ask whether there is a stationary probability distribution when the
quantum walk evolves up to t → ∞. If there is, how does the limiting distribution
depend on the initial condition?

We have shown in Sect. 7.3 that there is a time t > 0 such that |ψ(t)〉 is arbitrarily
close to the initial condition. Due to the cyclic nature of the evolution, the same
procedure can be used to find an infinite number of times such that the quantum state
is close to the initial condition. Since this is a characteristic of discrete-time quantum
walks on finite graphs, we can ask ourselves if there is some way to define limiting
distributions.

The average probability distribution is defined as

p̄v(T ) = 1

T

T−1
∑

t=0

pv(t). (7.17)

Note that p̄v(T ) is a probability distribution because 0 ≤ p̄v(T ) ≤ 1 and

N−1
∑

v=0

p̄v(T ) = 1

for all T .We can give the following physical interpretation for p̄v(T ). Take an integer
t randomly distributed between 0 and T − 1. Let the quantum walk evolve from the
initial condition until that time t . Perform a measurement in the computational basis
to determine the position of the walker. Keeping T fixed, repeat the process over and
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over. Analyzing the results, we can determine how many times the walker has been
found on each vertex. Dividing these values by the total number of repetitions, we
obtain a probability distribution close to p̄v(T ), which can be improved by increasing
the number of repetitions.

The interpretation of p̄v(T ) uses projective measurements. Therefore, p̄v(T )

evolves stochastically. Now we have a good reason to believe that p̄v(T ) converges
to a limiting distribution when T tends to infinity. Define

π(v) = lim
T→∞ p̄v(T ). (7.18)

This limit exists and can be explicitly calculated once given the initial condition.
We can obtain a useful formula for calculating the limiting distribution and at the
same time prove its existence for regular graphs in class 1.

Using (7.13) and (7.17), we obtain

p̄v(T ) = 1

T

T−1
∑

t=0

d−1
∑

b=0

∣
∣
〈

b, v
∣
∣ψ(t)

〉∣
∣
2
.

Using (7.16), we obtain

p̄v(T ) = 1

T

T−1
∑

t=0

d−1
∑

b=0

∣
∣
∣
∣
∣

d−1
∑

a=0

N−1
∑

k=0

cak e
2πiλa

k t
〈

b, v
∣
∣λa

k

〉

∣
∣
∣
∣
∣

2

.

After some algebraic manipulations, we obtain

p̄v(T ) =
d−1
∑

a,a′,b=0

N−1
∑

k,k ′=0

cak
(

ca
′

k ′
)∗ 〈

b, v
∣
∣λa

k

〉 〈

λa′
k ′

∣
∣
∣b, v

〉

× 1

T

T−1
∑

t=0

e2πi(λ
a
k −λa′

k′ )t . (7.19)

To obtain the limiting distribution, we have to calculate the limit

lim
T→∞

1

T

T−1
∑

t=0

(

e2πi(λ
a
k −λa′

k′ )
)t

.

Using the formula of the geometric series, we obtain

1

T

T−1
∑

t=0

(

e2πi(λ
a
k −λa′

k′ )
)t =

⎧

⎪⎨

⎪⎩

e
2πi(λak −λa

′
k′ )T −1

T

(

e
2πi(λak −λa

′
k′ )−1

) , if λa
k �= λa′

k ′ ;

1, if λa
k = λa′

k ′ .

(7.20)
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If λa
k �= λa′

k ′ , the result is a complex number, whose modulus obeys

∣
∣
∣
∣
∣
∣

e2πi(λ
a
k −λa′

k′ )T − 1

T
(

e2πi(λ
a
k −λa′

k′ ) − 1
)

∣
∣
∣
∣
∣
∣

2

= 1

T 2

1 − cos 2π(λa
k − λa′

k ′ )T

1 − cos 2π(λa
k − λa′

k ′ )

≤ 1

T 2

1

1 − cos 2π(λa
k − λa′

k ′ )
.

Taking the limit T → ∞, we obtain that the modulus of this complex number is
zero. Then,

lim
T→∞

1

T

T−1
∑

t=0

(

e2πi(λ
a
k −λa′

k′ )
)t =

{

0, if λa
k �= λa′

k ′ ;
1, if λa

k = λa′
k ′ .

(7.21)

Using this result in (7.19), we obtain the following expression for the limiting dis-
tribution:

π(v) =
d−1
∑

a,a′=0

N−1
∑

k,k ′=0
λa
k =λa′

k′

cak
(

ca
′

k ′
)∗

d−1
∑

b=0

〈

b, v
∣
∣λa

k

〉 〈

λa′
k ′

∣
∣
∣b, v

〉

. (7.22)

The sum runs over the pairs of indices (a, k) and (a′, k ′) that correspond to equal
eigenvalues λa

k = λa′
k ′ . If all eigenvalues are different, that is, λa

k �= λa′
k ′ for all (a, k)

and (a′, k ′), the expression of the limiting distribution simplifies to

π(v) =
d−1
∑

a=0

N−1
∑

k=0

|cak |2 pa,k(v), (7.23)

where

pa,k(v) =
d−1
∑

b=0

∣
∣
〈

b, v
∣
∣λa

k

〉∣
∣
2
. (7.24)

Note that the limiting distribution depends on cak , which are the coefficients of the
initial state in the eigenbasis of U . Therefore, the limiting distribution depends on
the initial condition in the general case.

Exercise 7.10 Let U be the evolution operator of a quantum walk as discussed in
Sect. 7.1. Suppose that the limiting distribution is the same for any initial condition
of type |a, v〉. Show that the limiting distribution is uniform on the vertices of the
graph.



142 7 Coined Quantum Walks on Graphs

7.5.1 Limiting Distribution Using the Fourier Basis

In the previous chapters, we have been successful in analyzing quantum walks using
theFourier basis, whichwe denote by

∣
∣k̃
〉

, because the evolution operator can bewrit-
ten using a reduced operator, which acts on the coin space. If

{∣
∣αa,k

〉}

is an orthonor-
mal eigenbasis with eigenvalues αa,k of the reduced operator, then

{∣
∣αa,k, k̃

〉}

is an
orthonormal eigenbasis of the evolution operator, which replaces {∣∣λa

k

〉} in (7.14)–
(7.16) and the eigenvalues of the evolution operator are αa,k , the same as the reduced
operator.

In the Fourier basis, the expression of the limiting distribution is simpler. When
all eigenvalues are different, (7.24) reduces to

pa,k(v) =
d−1
∑

b=0

∣
∣
〈

b
∣
∣αa,k

〉∣
∣
2
∣
∣
∣

〈

v
∣
∣k̃
〉∣
∣
∣

2
. (7.25)

If the term
∣
∣
∣

〈

v
∣
∣k̃
〉∣
∣
∣

2
is equal to 1/N , we use the fact that

d−1
∑

b=0

∣
∣
〈

b
∣
∣αa,k

〉∣
∣
2 = 1

because each vector
∣
∣αa,k

〉

has unit norm, to conclude that pa,k(v) = 1/N for all v.
Using this result in (7.23) and that the initial condition has unit norm, we obtain the
uniform distribution

π(v) = 1

N
. (7.26)

Among all graphs we have analyzed in Chap.6, only cycles with odd number of
vertices have distinct eigenvalues. Therefore, the limiting distribution is uniform in
cycles with odd number of vertices, regardless of the initial condition.

Let us return to (7.22), which is valid in the general case in the Fourier basis.
Renaming the original eigenvectors, we obtain

π(v) =
d−1
∑

a,a′=0

N−1
∑

�k,�k ′=0
αa,�k=αa′ ,�k′

ca,�k c
∗
a′,�k ′

d−1
∑

b=0

〈

αa′,�k ′
∣
∣b
〉〈

b
∣
∣αa,�k

〉〈

v
∣
∣k̃
〉〈

k̃ ′∣∣v
〉

. (7.27)

Using the completeness relation, we obtain

π(v) =
d−1
∑

a,a′=0

N−1
∑

�k,�k ′=0
αa,�k=αa′,�k′

ca,�k c
∗
a′,�k ′

〈

αa′,�k ′
∣
∣αa,�k

〉〈

v
∣
∣k̃
〉〈

k̃ ′∣∣v
〉

. (7.28)
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We will use this equation to calculate the limiting distribution of quantum walks on
even cycles, two-dimensional finite lattices, and hypercubes.

Exercise 7.11 Show that the expression of π(v) in (7.28) satisfies

N−1
∑

v=0

π(v) = 1.

7.5.2 Limiting Distribution of QWs on Cycles

In this section, we compute the limiting distribution of coined quantum walks on
cycles. We need the expressions of the eigenvalues and eigenvectors of the evolution
operator in order to use (7.28). For the Hadamard coin, the eigenvalues are

α0,�k = e−iθk , (7.29)

α1,�k = ei(π+θk ) = −eiθk , (7.30)

where θk is a solution of equation

sin θk = 1√
2
sin

2πk

N
, (7.31)

as described in Sect. 6.1.1 on p. 91. The analysis of eigenvalue collisions for different
values of k plays an important role in determining the sum in the expression of π(v).

Figure7.3 shows the eigenvalues for cycles with N = 13 and N = 14. The eigen-
values are confined to two regions of the unit circle. In fact, from (7.31), we have

| sin θk | ≤ 1√
2
.

Then, θk ∈ [− π
4 , π

4 ] or θk ∈ [ 3π4 , 5π
4 ]. If −θk is a solution of (7.31), then π + θk also

is, since sin(π + θk) = sin(−θk). Each eigenvalue of the form e−iθk in the first sector
[−π

4 , π
4 ] matches another (different) eigenvalue of the form ei(π+θk ) symmetrically

opposite in the second sector.
The behavior of the eigenvalues depends on the parity of N . Two eigenvalues are

equal if

sin
2πk

N
= sin

2πk ′

N
.

This equation implies that k = k ′ or k + k ′ = N
2 or k + k ′ = 3N

2 . If N is odd, only
the first of these equations is satisfied and hence all eigenvalues are different. If N is
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Fig. 7.3 Eigenvalues of the evolution operator for cycles with N = 13 and N = 14

even, there are 2 equal eigenvalues with different k’s, unless k = N/4 or k = 3N/4;
this only occurs when 4 divides N .

Since all eigenvalues are different for cycles with odd number of vertices, the
limiting distribution is uniform for any initial condition. In the rest of this section,
we address the case N even.

The eigenvectors of the reduced operator are
∣
∣α0,�k

〉 = |αk〉 and
∣
∣α1,�k

〉 = |βk〉,
which are given by (6.16) and (6.17), respectively. Using

∣
∣k̃
〉

given by (6.7), we
obtain

〈

v
∣
∣k̃
〉〈

k̃ ′∣∣v
〉 = ωv(k−k ′)

N

N
.

To adapt (7.28) for the cycle, we must take d = 2. Expanding the sum over vari-
ables a and a′, we obtain

π(v) = 1

N

N−1
∑

k,k ′=0
e−iθk = e−iθk′

c0,k c
∗
0,k ′

〈

αk ′
∣
∣αk
〉

ωv(k−k ′)
N

+ 1

N

N−1
∑

k,k ′=0
ei(π+θk ) = ei(π+θk′ )

c1,k c
∗
1,k ′

〈

βk ′
∣
∣βk
〉

ωv(k−k ′)
N . (7.32)

The cross terms a = 0, a′ = 1, and vice versa do not contribute to any term because
the eigenvalues e−iθk and ei(π+θk ) are never the same for any values of k and k ′, since
e−iθk is either in quadrant I or quadrant IV, as we can see in Fig. 7.3, while ei(π+θk′ )

is quadrant II or quadrant III. On the other hand, e−iθk is equal to e−iθk′ , if k ′ = k



7.5 Limiting Probability Distribution 145

or k ′ = N/2 − k, as discussed in Sect. 6.1.1. Therefore, the double sums in π(v)

reduces to simple sums each generating three terms: k ′ = k, k ′ = N/2 − k mod N ,
and k = N/2 − k ′ mod N . When k ′ = k, the sums can be easily calculated, using
that |αk〉, |βk〉, and |ψ(0)〉 are unit vectors, generating term 1/N in (7.33). The
sums under the constraints k ′ = N/2 − k mod N and k = N/2 − k ′ mod N are
complex conjugate to each other. They can be simplified using the symmetries of
the eigenvalues. Moreover, we can always take an initial condition such that c0,k and
c1,k are real numbers because the phase factors of c0,k and c1,k can be absorbed in
the eigenvectors. Eventually, (7.32) reduces to

π(v) = 1

N
+ 1

N
�

⎛

⎜
⎜
⎝

N−1
∑

k=0
k �= N

4 , 3N4

c0,k c0, N
2 −k

〈

α N
2 −k

∣
∣αk

〉

ω
v(2k− N

2 )
N

⎞

⎟
⎟
⎠

+ 1

N
�

⎛

⎜
⎜
⎝

N−1
∑

k=0
k �= N

4 , 3N4

c1,k c1, N
2 −k

〈

β N
2 −k

∣
∣βk

〉

ω
v(2k− N

2 )
N

⎞

⎟
⎟
⎠

, (7.33)

where�( ) is the real part and the subindices must be evaluated modulo N to include
case k > N/2. Note that if 4 divides N , we delete the terms k = N/4 and k = 3N/4,
since the eigenvalue is unique for these values of k.

Using that ωN = exp(2πi/N ), we obtain

ω
v(2k− N

2 )
N = (−1)ve

4πikv
N . (7.34)

Using (6.16) and (6.17), we obtain

〈

α N
2 −k

∣
∣αk

〉

=
〈

β N
2 −k

∣
∣βk

〉

= 1 − e
4πik
N

2
√

1 + cos2 2πk
N

. (7.35)

Substituting this result into (7.33), we obtain the limiting distribution of the quantum
walk on the cycle with (real) initial conditions

π(v) = 1

N
+ (−1)v

2N

N−1
∑

k=0
k �= N

4 , 3N4

(

c0,k c0, N
2 −k + c1,k c1, N

2 −k

)

×cos 4πkv
N − cos 4πk(v+1)

N
√

1 + cos2 2πk
N

. (7.36)
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Fig. 7.4 Limiting probability distribution of the quantum walk on a cycle with N = 102 using the
Hadamard coin and initial condition |ψ(0)〉 = |0〉|0〉

This expression is general in the sense that any limiting distribution of a coined walk
on the cycle with the Hadamard coin can be obtained from it. The subindices are
evaluated modulo N .

The last step is to find coefficients c0,k and c1,k of the initial condition in the
eigenbasis of the evolution operator. Taking t = 0 in (6.24), we obtain

|ψ(0)〉 =
N−1
∑

k=0

⎛

⎝
1

√

Nc−
k

|αk〉
∣
∣k̃
〉+ 1

√

Nc+
k

|βk〉
∣
∣k̃
〉

⎞

⎠ . (7.37)

Therefore,

c0,k = 1
√

Nc−
k

,

c1,k = 1
√

Nc+
k

.

Using (6.18), we obtain

c0,k c0, N
2 −k + c1,k c1, N

2 −k = 1

N
√

1 + cos2 2πk
N

. (7.38)

Therefore, the limiting distribution of the quantum walk on the cycle with the
Hadamard coin and initial condition |ψ(0)〉 = |0〉|0〉 is

π(v) = 1

N
+ (−1)v

2N 2

N−1
∑

k=0
k �= N

4 , 3N4

cos 4πkv
N − cos 4πk(v+1)

N

1 + cos2 2πk
N

. (7.39)
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Figure7.4 shows the limiting probability distribution π(v) of the quantum walk
on a cycle with N = 102. The central peak pointing downward is typical for even
N , that are nondivisible by 4. When N is divisible by 4, the peak points upward.

Exercise 7.12 Show that

cos
4πkv

N
− cos

4πk (v + 1)

N
= 2 sin

2πk

N
sin

2πk

N
(2v + 1).

From this equality, obtain an equivalent expression for π(v).

Exercise 7.13 Show that the expression of π(v) in (7.39) satisfies

N−1
∑

v=0

π(v) = 1.

Exercise 7.14 Show that

π(0) �
√
2

N
,

when N � 1.

Exercise 7.15 Show that

π(v) � c1(v)
√
2 − c2(v)

N
,

when v � N and 1 � N , where

c1(v) = 2 + √
2

4
(d+)v + 2 − √

2

4
(d−)v,

c2(v) = 3 (d+)2 v + 1 + √
2

2
√
2 (d+)

v − 3 (d−)2 v + 1 − √
2

2
√
2 (d−)

v − 1,

and d± = 3 ± 2
√
2.

7.5.3 Limiting Distribution of QWs on Hypercubes

The spectral decomposition of the evolution operator for the hypercube is described
in Sect. 6.3 on p. 106. If the initial condition is

|ψ(0)〉 = |D〉|�v = 0〉,
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the state of the quantum walk at time t is given by (6.94). Replacing t = 0 into this
equation, we obtain the initial condition in the eigenbasis of the evolution operator

|ψ(0)〉 = 1√
2n

(

|D〉∣∣β�0
〉+ |D〉∣∣β�1

〉)

+ 1√
2n+1

2n−2
∑

�k=1

(∣
∣
∣α

�k
1

〉∣
∣β�k
〉+

∣
∣
∣α

�k
n

〉∣
∣β�k
〉)

. (7.40)

Therefore,

c1,�k = cn,�k =
{

1√
2n

, �k = 0, �k = n;
1√
2n+1

, 0 < �k < n,
(7.41)

and all other values are zero. Equation (7.28) assumes the form

π(�v) =
N−1
∑

�k,�k ′=0
k=k ′

c1,�kc1,�k ′

〈

α
�k ′
1

∣
∣α

�k
1

〉 〈�v∣∣β�k
〉 〈

β�k ′
∣
∣�v〉

+
N−1
∑

�k,�k ′=0
k=k ′

cn,�kcn,�k ′

〈

α
�k ′
n

∣
∣α

�k
n

〉 〈�v∣∣β�k
〉 〈

β�k ′
∣
∣�v〉 . (7.42)

Note that parameter a starts at 1 and goes up to n in the convention used in the
description of the hypercube in Sect. 6.3. The cross terms do not appear because
〈

α
�k ′
n

∣
∣α

�k
1

〉

= 0. The collision between the eigenvectors is guaranteed by restricting

k = k ′ in the sum, where k is the Hamming weight of �k.
Using (6.83) and (6.84), we obtain

〈

α
�k ′
1

∣
∣α

�k
1

〉

=
〈

α
�k ′
n

∣
∣α

�k
n

〉

= n (�k · �k ′) + k(n − 2k)

2k(n − k)
. (7.43)

Using (6.71), we obtain
〈�v∣∣β�k

〉 = 1√
2n

(−1)
�k·�v. (7.44)

Using these results in (7.42), we obtain

π(�v) = 2

22n
+ 1

22n

2n−1
∑

�k,�k ′=0
(k=k ′ �=0,n)

(−1)(
�k+�k ′)·�v n (�k · �k ′) + k(n − 2k)

2k(n − k)
. (7.45)
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Fig. 7.5 Limiting distribution of the coined quantum walk on the hypercube with N = 25. The
labels of the vertices are in the decimal notation

Figure7.5 depicts the limiting distribution of the coined quantum walk on the
hypercube with N = 32 vertices, obtained from (7.45). Note that the distribution
has the same value for different vertices. In particular, the distribution is equal for
all vertices of the same Hamming weight. This suggests that π depends only on the
Hamming weight of �v. We can see that the graph is symmetric with respect to the
central vertical axis. This suggests that the limiting distribution has the following
invariance: π(v) = π(2n − 1 − v), which can be confirmed with all points on the
graph.

Since the limiting distribution depends only on the Hamming weight of the ver-
tices, we can define a new probability distribution of a walk on the line. The new
expression is

π(v) =
(
n

v

)

π(�v). (7.46)

The binomial coefficient gives the number of vertices that have the same Hamming
weight. The new distribution satisfies

n
∑

v=0

π(v) = 1.

Figure7.6 depicts the distribution of the quantum walk on the hypercube with 232

vertices.

Exercise 7.16 Show that
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Fig. 7.6 Limiting distribution as function of the Hamming weight on the hypercube with N = 232,
given by (7.46)

π (0) = 1

4n
+ Γ

(

n + 1
2

)

2
√

π n Γ (n)

= 1

4n

(

1 + (2n)!
2(n!)2

)

where Γ is the gamma function.

7.5.4 Limiting Distribution of QWs on Finite Lattices

A two-dimensional finite lattice is an interesting example where the limiting dis-
tribution can be found analytically. The details of the calculation of the spectral
decomposition of the evolution operator are presented in Sect. 6.2 on p. 98. If the
initial condition is

|ψ(0)〉 = |D〉|x = 0, y = 0〉,

the state of the quantum walk at time t in the eigenbasis of the evolution operator is

|ψ(t)〉 = 1√
N

|D〉|D〉

+ 1√
2N

√
N−1
∑

kx ,ky=0
(kx ,ky)�=(0,0)

(

eiθt
∣
∣
∣νθ

kx ,ky

〉

+ e−iθt
∣
∣
∣ν−θ

kx ,ky

〉) ∣
∣
∣k̃x , k̃y

〉

.
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From this expression,we can see that the eigenvectors ofU that generate the subspace

where the quantum walk evolves are |D〉|D〉,
∣
∣
∣ν±θ

kx ,ky

〉∣
∣
∣k̃x , k̃y

〉

, 0 ≤ kx , ky ≤ √
N − 1,

(kx , ky) �= (0, 0).
Equation (7.22) assumes the form

π(x, y) = ∣
∣c0,0

∣
∣
2

(
1
∑

d,s=0

∣
∣
〈

d, s
∣
∣D
〉 ∣
∣
2

)

∣
∣
〈

x, y
∣
∣D
〉∣
∣
2

+
√
N−1
∑

kx ,ky=0
(kx ,ky)�=(0,0)

√
N−1
∑

k ′
x ,k

′
y=0

(k ′
x ,k

′
y)�=(0,0)
θ=θ′

c+
kx ,ky

(

c+
k ′
x ,k

′
y

)∗

×
1
∑

d,s=0

〈

d, s
∣
∣νθ

kx ,ky

〉 〈

νθ′
k ′
x ,k

′
y

∣
∣d, s

〉 〈

x, y
∣
∣k̃x , k̃y

〉 〈

k̃ ′
x , k̃

′
y

∣
∣x, y

〉

+c−
kx ,ky

(

c−
k ′
x ,k

′
y

)∗

×
1
∑

d,s=0

〈

d, s
∣
∣ν−θ

kx ,ky

〉 〈

ν−θ′
k ′
x ,k

′
y

∣
∣d, s

〉 〈

x, y
∣
∣k̃x , k̃y

〉 〈

k̃ ′
x , k̃

′
y

∣
∣x, y

〉

, (7.47)

where θ′ = θ(k ′
x , k

′
y). Note that we have simply rewritten the terms of (7.22) without

performing simplifications. The label a in (7.22) is converted to d, s. The index k of
eigenvectors is converted to kx , ky . The sumover the new indices is restricted to terms
with nonzero ckx ,ky . Coefficients ckx ,ky are obtained by taking t = 0 in the equation
of |ψ(t)〉 because for t = 0 we have the decomposition of the initial condition in the
eigenbasis of the evolution operator. Then, we obtain

c0,0 = 1√
N

, (7.48)

c+
kx ,ky

= c−
kx ,ky

= 1√
2N

. (7.49)

Using the completeness relation I4 = ∑1
d,s=0 |d, s〉〈d, s|, we obtain

1
∑

d,s=0

〈

d, s
∣
∣ν±θ

kx ,ky

〉 〈

ν±θ′
k ′
x ,k

′
y

∣
∣d, s

〉

=
〈

ν±θ′
k ′
x ,k

′
y

∣
∣ν±θ

kx ,ky

〉

. (7.50)

Using (6.40), we obtain

〈

x, y
∣
∣k̃x , k̃y

〉

= 1√
N

ωxkx+yky , (7.51)
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where ω = e
2πi√
N .

Using these partial results in (7.47) and simplifying, we obtain

π(x, y) = 1

N 2
+ 1

N 2

√
N−1
∑

kx ,ky=0
(kx ,ky)�=(0,0)

√
N−1
∑

k ′
x ,k

′
y=0

(k ′
x ,k

′
y)�=(0,0)

θ(k ′
x ,k

′
y)=θ(kx ,ky)

〈

νθ′
k ′
x ,k

′
y

∣
∣νθ

kx ,ky

〉

× e
2πi√
N

(

x(kx−k ′
x )+y(ky−k ′

y)

)

. (7.52)

We have used
〈

νθ′
k ′
x ,k

′
y

∣
∣νθ

kx ,ky

〉

=
〈

ν−θ′
k ′
x ,k

′
y

∣
∣ν−θ

kx ,ky

〉

, which can be verified using (6.53). The

first term is absorbed in the sum. In the double sum, (kx , ky) need not be equal to
(k ′

x , k
′
y), but the combination of values must be such that θ′ = θ. Using that cos θ′ =

cos θ, we obtain

〈

νθ′
k ′
x ,k

′
y

∣
∣νθ

kx ,ky

〉

= 1 − 2 cos2 θ(kx , ky) + cos θ(kx − k ′
x , ky − k ′

y)

2 sin2 θ(kx , ky)
. (7.53)

The simplification of this equation requires detailed knowledge of the collisions of
the eigenvalues, that is, the relations about k ′

x , k
′
y such that θ(k

′
x , k

′
y) = θ(kx , ky).

7.6 Distance Between Distributions

If we havemore than one probability distribution of quantumwalks on a graphwith N
vertices, it is interesting to define the notion of closeness between them. To use terms
close or far, we have to define ametric. Let p and q be two probability distributions,
that is, 0 ≤ pv ≤ 1, 0 ≤ qv ≤ 1, and

N
∑

v=1

pv =
N
∑

v=1

qv = 1. (7.54)

The definition that is usually used for distance is

D(p, q) = 1

2

N
∑

v=1

|pv − qv| , (7.55)

known as total variation distance or L1. This definition satisfies

1. 0 ≤ D(p, q) ≤ 1,
2. D(p, q) = 0 if and only if p = q,
3. D(p, q) = D(q, p), (symmetry)
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Fig. 7.7 Distance between the distribution pv(t) and the limiting distribution πv as a function of
time for a cycle with 102 vertices. The graph has a quasi-periodic pattern

Fig. 7.8 Distance between the average distribution p̄v(t) and the limiting distribution πv as a
function of time for a cycle with 102 vertices

4. D(p, q) ≤ D(p, r) + D(r, q). (triangle inequality)

We can improve our understanding of the unitary evolution by analyzing the
distance between distribution pv(t) and the limiting distribution πv . Figure7.7 shows
the typical behavior of this distance as a function of time for an even cycle with
102 vertices and initial condition |ψ(0)〉 = |0〉|0〉. The plot shows the quasi-periodic
behavior discussed in Sect. 7.5 manifesting in the distance between the instantaneous
and the limiting distribution.

It is much more interesting to analyze the distance between the average distri-
bution p̄v(t) and the limiting distribution πv as a function of time because we have
a notion of convergence, since the limiting distribution is reached from the aver-
age distribution in the limit t → ∞. Figure7.8 shows D( p̄(t),π) as a function of
time for a cycle with 102 vertices using the Hadamard coin and initial condition
|ψ(0)〉 = |0〉|0〉. The curve does not have a quasi-periodic pattern, in fact, disregard-
ing the oscillation, we have the impression that the curve obeys a power law such
as 1/ta , where a is a positive number. This kind of conjecture can be checked by
plotting the curve using the axes in a log scale. If the result is a straight line, the slope
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is a. Suppose that

D( p̄(t),π) = b

ta

for some b. Taking the logarithm of both sides, we obtain

log D( p̄(t),π) = −a log t + log b.

If the conjecture is true and we plot log D( p̄(t),π) as a function of log t , we obtain a
straight line with negative slope. The base of the logarithm plays no role if wewant to
check the conjecture. It is only relevant when we wish to obtain b. Figure7.9 shows
the log–log plot of D( p̄(t),π) as a function of t . It seems that the curve oscillates
around a straight line. To find the line equation, we select the two representative
points, for instance, (10, 0.7) and (104, 0.0007). Then,

a � − log 0.0007 − log 0.7

log 104 − log 10
� 1.0,

and b can be easily found. The line equation is 7.0/t approximately.
In the nontrivial cases, we can analytically show that D( p̄(t),π) has a dominant

inverse power law behavior for any graph. Using (7.19) and (7.21), we obtain

p̄v(t) − π(v) =
d−1
∑

a,a′,b=0

N−1
∑

k,k ′=0

cak
(

ca
′

k ′
)∗ 〈

b, v
∣
∣λa

k

〉 〈

λa′
k ′
∣
∣b, v

〉

×
(

1

t

t−1
∑

t=0

e2πi(λ
a
k −λa′

k′ )t − δλa
k ,λa′

k′

)

.

The terms of the sum corresponding to λa
k = λa′

k ′ vanish. Using (7.20) and (7.55), we
obtain

D( p̄(t),π) = 1

2 t

N
∑

v=1

∣
∣
∣
∣
∣
∣
∣
∣
∣

d−1
∑

a,a′=0

N−1
∑

k,k ′=0
λa
k �=λa′

k′

cak
(

ca
′

k ′
)∗ e2πi(λ

a
k −λa′

k′ )t − 1

e2πi(λ
a
k −λa′

k′ ) − 1

×
d−1
∑

b=0

〈

λa′
k ′
∣
∣b, v

〉 〈

b, v
∣
∣λa

k

〉

∣
∣
∣
∣
∣
. (7.56)

The factor 1/t is responsible for the inverse power law. The only term that depends on

t in the sum is e2πi(λ
a
k −λa′

k′ )t − 1, the modulus of which is a bounded periodic function.
The linear combination of terms of this kind produces the oscillatory pattern around
the straight line shown in Fig. 7.9.
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Fig. 7.9 Log–log plot of the distance between the average distribution p̄v(t) and the limiting
distribution πv as a function of time for the cycle with 102 vertices up to t = 104. The equation of
the dashed line is 7.0/t

Exercise 7.17 Show that in odd cycles, the distance between the limiting distribution
and the initial distribution starting from any vertex is

D
(

p(0),π
) = 1 − 1

N
. (7.57)

Note that when N � 1 this distance is close to the maximum distance.

Exercise 7.18 Simplify (7.56) for walks that can be analyzed in the Fourier basis.

Exercise 7.19 Obtain an explicit expression for (7.56) for walks on (odd and even)
cycles with theHadamard coin using the initial condition |ψ(t)〉 = |0〉|0〉. Reproduce
Fig. 7.8 using the analytical result.

7.7 Mixing Time

We have learned that the average distribution p̄v(t) tends to the limiting distribution
πv . Usually, the approach is not monotonic, but there is a moment, that we denote
by τε, such that the distance between the distributions is smaller than or equal to the
threshold ε and does not become larger.

Formally, the quantum mixing time is defined as

τε = min
{

T | ∀t ≥ T, D
(

p̄v(t),πv

) ≤ ε
}

, (7.58)

which can be interpreted as the number of steps it takes for the probability distribution
to approach its final configuration. The quantum mixing time depends on the initial
condition in general.

The mixing time captures the notion of the velocity in which the limiting distribu-
tion is reached. A small mixing time means that the limiting distribution is quickly
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Table 7.1 Quantum and classical mixing times for the N -cycle, the two-dimensional lattice, and
the hypercube with N vertices

τε N -cycle 2D lattice Hypercube

Quantum O
(
N log N

ε

)

O
(√

N log N
ε

)

O
(
log N

ε

)

Classical O
(

N 2 log 1
ε

)

O
(

N log 1
ε

)

O
(

log N log log N
ε

)

reached. Themixing time τε depends on parameter ε. If D
(

p̄v(t),πv

)

obeys an inverse
power law as a function of time, then τε obeys an inverse power law as a function of
ε. Parameter ε is not the only one. In finite graphs, the number of vertices is a key
parameter to assess the characteristics of the mixing time. It is interesting to compare
the quantum mixing time with the classical mixing time of a classical random walk
on the same graph. The definition of the classical mixing time is the same as (7.58),
but instead of using the average probability distribution of the quantum walk the
definition employs the probability distribution of the classical random walk.

In general, it is not possible to obtain closed analytical expressions for the mixing
time in terms of the number of vertices. We can obtain upper or lower bounds or
we can analyze numerically. Table7.1 summarizes some results about quantum and
classical mixing times for comparison. The quantum mixing times were obtained
using numerical methods. The N -cycle with even N , the (

√
N × √

N )-lattice with
even

√
N , and hypercubes are bipartite graphs. The classical random walk in those

cases must be the lazy random walk, which is defined in such way that the walker
moves to one of its nearest neighbors or stays fixed with equal probability. This
guarantees that there is a classical limiting distribution, which is uniform for those
graphs.

The logarithm term in the classicalmixing time shows that the limiting distribution
is reached surprisingly rapidly by the classical random walk for a fixed N . On the
other hand, the scaling with the graph size for cycles and lattices is smaller for the
quantum mixing time.

7.7.1 Instantaneous Uniform Mixing (IUM)

The uniform probability distribution is interesting because it allows unbiased sam-
pling from the vertex set. In general, such distribution cannot be obtained except
instantaneously. Now we formally define instantaneous uniform mixing for the
continuous-time, staggered, and coined models.

Definition 7.14 (IUM in the CTQW). Let U (t) be the evolution operator of a
continuous-time quantum walk on a graph �(V, E). There is an instantaneous uni-
form mixing at time t0 if all entries of U (t0) have the same absolute value.
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Definition 7.15 (IUM in the staggered model). LetU be the evolution operator of
a staggered quantum walk on a graph �(V, E). There is an instantaneous uniform
mixing at time t0 if all entries of Ut0 have the same absolute value.

Definition 7.16 (IUM in the coined model). Let U be the evolution operator of a
coined quantum walk on a graph �(V, E) in class 1 described in the coin-position
notation. There is an instantaneous uniform mixing at time t0 if the entries of matrix

Mvv′ =
d(v)−1
∑

a=0

d(v′)−1
∑

a′=0

〈

a′, v′∣∣Ut0
∣
∣a, v

〉

have the same absolute value.

We give at the end of this chapter references that describe graphs that admit
instantaneous uniform mixing. This concept is closely related to the concept of
perfect state transfer.

Further Reading

The definition of the coined quantum walk on graphs presented in this chapter is
based on many references, especially on [8, 193, 194, 275]. Reference [8] is one
of the earliest papers presenting the definition of quantum walks on graphs and to
draw attention to this area. References [193, 194] have given key contributions by
calling attention to the importance of the edge colorability and Ref. [275] to the arc
notation and to the underlying symmetric digraph. The contributions of early papers
on the coined quantum walk on graphs were reviewed in [13, 172, 175, 183, 229,
274, 320], which provide relevant references.

Perfect state transfer on spin chains was introduced by Bose [54] in the context
of quantum communication. His goal was to analyze how a state placed on one spin
of the chain would be transmitted and received later on a distant spin. Usually, the
fidelity between those states is smaller than 1, but it is interesting to analyze which
kind of array would admit fidelity equal to 1 [83, 177]. The relation of PST in spin
chains and Anderson localization was addressed in [281]. This problem has found
a fertile ground in the area of quantum walks, especially, in the continuous-time
case [12, 23, 33, 45, 67, 85, 87, 88, 156, 166, 174, 253, 352]. There some results
on PST in the coined model [32, 171, 216, 301, 346] and one recent result on PST
in the staggered model [89]. Fractional revival was analyzed in Refs. [44, 73, 106].

Reference [8] has provided a definition of the limiting distribution and thequantum
mixing time. The limiting distribution of coined quantum walks on cycles was calcu-
lated in [8, 35, 36, 286, 336], on hypercubes in [169, 233], and on two-dimensional
finite lattices in [232]. The mixing time in cycles was analyzed in [8, 202], in hyper-
cubes in [233, 241]. Classical mixing times are analyzed in [240], which has a
detailed study of the classical mixing time of random walks on hypercubes.

Reference [275] established a connection between coinedwalks on graphs and the
Ihara zeta function. Reference [188] also analyzed the connection with zeta function.
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Many relevant topics are analyzed using coined quantumwalks on graphs. A short
list is the following:walks onCayley graphs [194], numerical quasi-periodicity [279],
graph isomorphism [63, 284], localization [186, 295, 341], hitting time [227, 228],
quantum transport [27, 56], walks on Möbius strip [205], quantum walks using
quaternions instead of complex numbers [185], quantum walk with memory [204],
abelian quantum walk [92].



Chapter 8
Staggered Model

The staggered model is the set of quantum walks based on the notion of graph
tessellation, which is a new concept in graph theory. The evolution operator of
a staggered quantum walk is obtained from a graph tessellation cover. A graph
tessellation is a partition of the vertex set into cliques, and a graph tessellation cover
is a set of tessellations whose union covers the edge set. A clique is a subset of the
vertex set that induces a complete subgraph. Two vertices in a clique are neighbors,
and the cliques of a tessellation specify which vertices are reachable after one local
step once given the location of the walker.

In this chapter, we formally define the concept of graph tessellation cover and
describe how to obtain the evolution operator of the staggered model. As a concrete
example, we describe a staggered quantum walk on the line. Using the staggered
Fourier transform, we diagonalize the evolution operator and calculate analytically
the standard deviation of the walker’s position.

8.1 Graph Tessellation Cover

Let G(V, E) be a connected simple graph, where V (G) is the vertex set and E(G)

is the edge set. A clique of G is a subset of the vertex set that induces a complete
subgraph. For example, consider the Hajós graph depicted in Fig. 8.1 (first graph).
The set of vertices {0, 1, 2} is a clique of size 3, denoted by 3-clique, but set {0, 1, 2, 4}
is not a clique because it is missing an edge connecting vertices 1 and 4.A clique can
have two vertices, such as {0, 1}, or a single vertex, such as {0}. The latter examples
are notmaximal cliques. On the other hand, set {0, 1, 2} is a maximal clique because
it is not contained in a larger clique.

A partition of the vertex set into cliques is a collection of disjoint cliques
so that the union of these cliques is the vertex set. For example, the set T1 =

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0_8
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Fig. 8.1 Hajós graph and the depiction of three tessellations

{{0, 1, 2}, {3, 4}, {5}} is a partition of the Hajós graph into cliques because {0, 1, 2} ∪
{3, 4} ∪ {5} is the vertex set and the cliques are nonoverlapping sets.

Definition 8.1. A graph tessellation T is a partition of the vertex set into cliques.
An edge belongs to the tessellation T if and only if its endpoints belong to the same
clique in T . The set of edges belonging to T is denoted by E(T ). An element of the
tessellation is called a polygon (or tile). The size of a tessellation T is the number of
polygons in T .

Set T1 = {{0, 1, 2}, {3, 4}, {5}} is a tessellation of the Hajós graph. This tessella-
tion contains the following set of edges E(T1) = {{0, 1}, {0, 2}, {1, 2}, {3, 4}}. The
trivial tessellation is the tessellation with cliques of size 1. The trivial tessellation of
the Hajós graph is Ttrivial = {{0}, {1}, {2}, {3}, {4}, {5}} and E(Ttrivial) = ∅. A tessel-
lation has size 1 only if G is complete, and in this case, the tessellation contains all
edges.

Definition 8.2. Given a graph G with edge set E(G), a graph tessellation cover of
size k of G is a set of k tessellations T1, . . . , Tk , whose union covers the edges, that
is, ∪k

i=1 E(Ti ) = E(G).

A tessellation cover of the Hajós graph is {T1, T2, T3}, where

T1 = {{0, 1, 2}, {3, 4}, {5}},
T2 = {{1, 3, 4}, {2, 5}, {0}},
T3 = {{2, 4, 5}, {0, 1}, {3}}.

Note that E(T1) ∪ E(T2) ∪ E(T3) is the edge set as can be seen in Fig. 8.1, which
describes each tessellation separately with their respective edges.

Definition 8.3. A graph G is called k-tessellable if there is a tessellation cover of
size at most k. The size of a smallest tessellation cover of G is called tessellation
cover number and is denoted by T (G).

We have provided a tessellation cover of size 3 for the Hajós graph. Then, it is 3-
tessellable. An exhaustive inspection shows that it is not possible to find a tessellation
cover of size 2 or 1. Then, T (Hajós) = 3.
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Exercise 8.1. Find the maximal cliques of a N -cycle, and show that this graph is
2-tessellable if N is even and is 3-tessellable if N is odd. Find the clique graph of a
N -cycle, and show the clique graph is 2-colorable if N is even and is 3-colorable if
N is odd.

Exercise 8.2. Show that one maximal clique is contained in no tessellation of any
minimum tessellation cover of the Hajós graph. Show that the clique graph of the
Hajós graph is 4-colorable.

Exercise 8.3. Let G be a triangle-free graph. Show that if the edge-chromatic num-
ber χ′(G) of G is 3, then G is 3-tessellable.

Exercise 8.4. Let G be a graph. Show that T (G) ≤ χ′(G).

Exercise 8.5. Thewheel graph is the graphWn forn > 2with vertex set {0, 1, 2, . . . ,
n} and edge set {{0, n}, {1, n}, . . . , {n − 1, n}, {0, 1}, {1, 2}, . . . , {n − 2, n − 1},
{n − 1, 0}}. Show that Wn is (n/2)-tessellable if n is even. Show that the chromatic
number of the clique graph K (Wn) is n. By adding new edges to Wn , try to provide
examples of graph classes that are (n/3)-tessellable such that the chromatic number
of the clique graph of graphs in this new class is still n. By adding new edges to Wn ,
can you provide an example of a 3-tessellable graph class with the chromatic number
of the clique graph equal to n?

8.2 The Evolution Operator

Let G(V, E) be a connected simple graph so that |V | = N . Let HN be the N -
dimensional Hilbert space spanned by the computational basis

{|v〉 : v ∈ V
}
, that

is, each vertex v ∈ V is associated with a vector |v〉 of the computational basis. In
the staggered model, there is a one-to-one correspondence between the set of vertex
labels and states of the computational basis. There is neither coin space nor any other
auxiliary space.

How do I obtain the evolution operator of the staggered model? The first step is
to find a tessellation cover of G. From now on we suppose that a tessellation cover{
T1, . . . , Tk

}
of size k is known. There is a method to associate a tessellation T with

a Hermitian operator H acting on HN . Suppose that tessellation T has p polygons
each one denoted by α j , that is, T = {α j : 1 ≤ j ≤ p}. We associate a unit vector
with each polygon as follows

∣∣α j
〉 = 1

√∣∣α j

∣∣

∑

�∈α j

|�〉, (8.1)

where
∣∣α j

∣∣ is the number of vertices in polygonα j . TheHermitianoperator associated
with T is defined by
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H = 2
p∑

j=1

∣∣α j
〉〈
α j

∣∣ − I. (8.2)

For instance, the polygons of tessellation T1 = {{0, 1, 2}, {3, 4}, {5}} of the Hajós
graph are associated with the vectors

|α1〉 = 1√
3

(|0〉 + |1〉 + |2〉) ,

|α2〉 = 1√
2

(|3〉 + |4〉) ,

|α3〉 = |5〉,

and tessellation T1 is associated with the Hermitian operator

H1 =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

− 1
3

2
3

2
3 0 0 0

2
3 − 1

3
2
3 0 0 0

2
3

2
3 − 1

3 0 0 0

0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

.

The evolution operator of the staggered model1 associated with a tessellation
cover

{
T1, . . . , Tk

}
is

U = eiθk Hk . . . eiθ1H1 , (8.3)

where θ j for 1 ≤ j ≤ k are angles and Hj is associated with tessellation T j for each
j . Note that eiθ j Hj is unitary because Hj is Hermitian. Besides, since H 2

j = I , each
term in (8.3) can be expanded as

eiθ j Hj = cos θ j I + i sin θ j Hj . (8.4)

The evolution operator of any quantum walk model on a graph G must be the
product of local operators with respect to G. The formal definition of local operator
in the staggered model is as follows.

Definition 8.4. A linear operator H is local with respect to a graph G when〈
v2
∣∣H

∣∣v1
〉 = 0 if vertices v1 and v2 (v1 	= v2) are nonadjacent.

Let us show that operator H given by (8.2) associated with tessellation T is a local
operator. Suppose that v1 and v2 are nonadjacent. A vertex belongs to exactly one
polygon of a tessellation T . If v1 belongs to polygonα1 ∈ T , then v2 does not belong

1In the literature, when at least one angle θ j is not π/2, the model is called staggered model with
Hamiltonians.
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to polygonα1 because v2 is not adjacent to v1. Then,
〈
v2
∣∣H

∣∣v1
〉 = 2

〈
α1

∣∣v1
〉 〈

v2
∣∣α1

〉 −〈
v2
∣∣v1

〉 = 0. Using (8.4), we conclude that the same argumentation is true for eiθH .
Then, U given by (8.3) is a product of local unitary operators.

A staggered quantum walk based on a tessellation cover of size k (or on a k-
tessellable graph) is called k-tessellable quantum walk.

Exercise 8.6. Show that if vectors
∣∣α j

〉
given by Eq. (8.1) are associated with poly-

gons α j of a tessellation T , then
〈
α j

∣∣α j ′
〉 = δ j j ′ . Show that operator H defined in

Eq. (8.2) is Hermitian and unitary. Show that H 2 = I .

Exercise 8.7. Prove that if H 2 = I , then exp(iθH) = cos(θ) I + i sin(θ) H .

Exercise 8.8. Consider the complete graph KN . Let T a tessellation of KN consist-
ing of a single set that covers all vertices. Show that operator H defined in Eq. (8.2)
is the Grover operator.

Exercise 8.9. Show that the (+1)-eigenvectors |ψx 〉 of H , given by (8.2), obey the
following properties: (1) If the i th entry of |ψx 〉 for a fixed x is nonzero, then the i th
entries of the other (+1)-eigenvectors of H are zero, and (2) vector

∑
x |ψx 〉 has no

zero entry.

Exercise 8.10. Let {T1, . . . , Tk} be a graph tessellation cover of graphG(V, E). Let
G j (V, E j ) be a subgraph of G(V, E), where E j = E(T j ) for 1 ≤ j ≤ k.

1. Show that an entry of the adjacency matrix A j of G j is zero if and only if the
corresponding entry of H , given by (8.2), is zero.

2. Define the operator W by

W = eiθk Ak . . . eiθ1A1 ,

where θ j are angles. Show thatW is the product of local unitary operators. Conclude
that W is the evolution operator of a well-defined discrete-time quantum walk.

8.3 Staggered Walk on the Line

One of the simplest examples of a 2-tessellable staggered quantumwalk is on the one-
dimensional infinite lattice. A minimum tessellation cover of the one-dimensional
lattice is the set of two tessellations depicted in Fig. 8.2. The first tessellation is
T0 = {αx : x ∈ Z} where α = {2x, 2x + 1}, and the second is T1 = {βx : x ∈ Z}
where βx = {2x + 1, 2x + 2}. Note that the union of the cliques is the vertex set for
each tessellation, that is,

∞⋃

x=−∞
αx =

∞⋃

x=−∞
βx = Z,
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Fig. 8.2 One-dimensional lattice with two tessellations α (red) and β (blue). For a fixed x , polygon
αx = {2x, 2x + 1} is the set of vertices incident to the red edge with label αx . Polygon βx =
{2x + 1, 2x + 2} is the set of vertices incident to the blue edge with label βx

and, very importantly, the tessellation cover {T0, T1} covers the edge set because the
red edges are in tessellation T0 and the blue edges are in T1, as can be seen in Fig. 8.2.
This shows that the one-dimensional lattice is 2-tessellable.

The evolution operator for the case with θ0 = θ1 = θ is given by

U = eiθH1eiθH0 , (8.5)

where

H0 = 2
∞∑

x=−∞
|αx 〉〈αx | − I, (8.6)

H1 = 2
∞∑

x=−∞
|βx 〉〈βx | − I, (8.7)

and

|αx 〉 = |2x〉 + |2x + 1〉√
2

, (8.8)

|βx 〉 = |2x + 1〉 + |2x + 2〉√
2

. (8.9)

U acts on Hilbert space H, whose computational basis is
{|x〉 : x ∈ Z

}
.

We start the analysis of this walk by calculating the probability distribution after
t time steps, which is given by

p(x, t) = ∣∣〈x
∣∣ψ(t)

〉∣∣2 , (8.10)

where
|ψ(t)〉 = Ut |ψ(0)〉, (8.11)

and |ψ(0)〉 is the initial state. To calculate p(x, t), we split the vertex set into even
and odd nodes, so that

|ψ(t)〉 =
∞∑

x=−∞

(
ψ2x (t) |2x〉 + ψ2x+1(t) |2x + 1〉), (8.12)
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where ψ2x (t) are the amplitudes at even nodes and ψ2x+1(t) at odd nodes. Then,

p(2x, t) = |ψ2x (t)|2 ,

p(2x + 1, t) = |ψ2x+1(t)|2 .

Now we obtain recursive equations for ψ2x (t) and ψ2x+1(t). Note that

ψ2x (t) = 〈
2x

∣∣U
∣∣ψ(t − 1)

〉

and using the expression of U and Eq. (8.12), we obtain

ψ2x (t) =
∑

x ′
ψ2x ′(t − 1)

〈
2x

∣∣eiθH1eiθH0
∣∣2x ′〉+

∑

x ′
ψ2x ′+1(t − 1)

〈
2x

∣∣eiθH1eiθH0
∣∣2x ′ + 1

〉
.

Using the completeness relation

I =
∑

x ′′

(∣∣2x ′′〉〈2x ′′∣∣ + ∣∣2x ′′ + 1
〉〈
2x ′′ + 1

∣∣
)

between eiθH1 and eiθH0 , we obtain

ψ2x (t) =
∑

x ′x ′′
ψ2x ′(t − 1)

〈
2x

∣∣eiθH1
∣∣2x ′′〉 〈2x ′′∣∣eiθH0

∣∣2x ′〉+
∑

x ′x ′′
ψ2x ′(t − 1)

〈
2x

∣∣eiθH1
∣∣2x ′′ + 1

〉 〈
2x ′′ + 1

∣∣eiθH0
∣∣2x ′〉+

∑

x ′x ′′
ψ2x ′+1(t − 1)

〈
2x

∣∣eiθH1
∣∣2x ′′〉 〈2x ′′∣∣eiθH0

∣∣2x ′ + 1
〉+

∑

x ′x ′′
ψ2x ′+1(t − 1)

〈
2x

∣∣eiθH1
∣∣2x ′′ + 1

〉 〈
2x ′′ + 1

∣∣eiθH0
∣∣2x ′ + 1

〉
.

Exercise 8.11. Show that H0|2x〉 = |2x + 1〉 and H1|2x〉 = |2x − 1〉. Using H 2
0 =

H 2
1 = I , calculate H0|2x + 1〉 and H1|2x − 1〉.
Using Eqs. (8.6)–(8.9) and Exercise 8.11, we obtain

〈
2x

∣∣eiθH0
∣∣ 2x ′〉 = 〈

2x + 1
∣∣eiθH0

∣∣ 2x ′ + 1
〉 = cos θ δxx ′ ,

〈
2x

∣∣eiθH0
∣∣ 2x ′ + 1

〉 = 〈
2x + 1

∣∣eiθH0
∣∣ 2x ′〉 = i sin θ δxx ′ ,

for the local operator of the red tessellation and



166 8 Staggered Model

Fig. 8.3 Probability
distribution after 50 steps
with θ = π/3 and initial
condition (|0〉 + |1〉)/√2

〈
2x

∣∣eiθH1
∣∣ 2x ′〉 = 〈

2x + 1
∣∣eiθH1

∣∣ 2x ′ + 1
〉 = cos θ δxx ′ ,

〈
2x

∣∣eiθH1
∣∣ 2x ′ + 1

〉 = i sin θ δx,x ′+1,
〈
2x + 1

∣∣eiθH1
∣∣ 2x ′〉 = i sin θ δx,x ′−1,

for the local operator of the blue tessellation. Replacing those results in the last
expression of ψ2x (t), we obtain

ψ2x (t) = cos2 θ ψ2x (t − 1) − sin2 θ ψ2x−2(t − 1)+
i cos θ sin θ

(
ψ2x+1(t − 1) + ψ2x−1(t − 1)

)
. (8.13)

Analogously, the recursive equation for the amplitudes at the odd sites is

ψ2x+1(t) = i cos θ sin θ
(
ψ2x (t − 1) + ψ2x+2(t − 1)

)+
cos2 θ ψ2x+1(t − 1) − sin2 θ ψ2x+3(t − 1). (8.14)

Let us choose the initial condition

|ψ(0)〉 = |0〉 + |1〉√
2

, (8.15)

that is, the only nonzero amplitudes at t = 0 are ψ0(0) = ψ1(0) = 1/
√
2. Using

Eqs. (8.13) and (8.14), we obtain the probability distribution depicted in Fig. 8.3.

Exercise 8.12. Obtain Eq. (8.14).
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8.3.1 Fourier Analysis

In order to find the spectral decomposition of the evolution operator, we perform a
basis change that takes advantage of the system symmetries. The general method is
the following. The first step is to find a graph tessellation cover. The next step is
to split the vertex set into subsets of equivalent vertices. For example, vertex 0 and
vertex 2 on the line are equivalent because both have a red polygon to the right and
a blue polygon to the left, as can be seen in Fig. 8.2. In fact, all even vertices are
equivalent and the same holds for the odd vertices. The final step is to add up the
computational basis vectors corresponding to the vertices of each subset using the
Fourier amplitudes.

Let us define the Fourier basis by the vectors

∣∣∣ψ̃k
0

〉
=

∞∑

x=−∞
e−2xki |2x〉, (8.16)

∣∣∣ψ̃k
1

〉
=

∞∑

x=−∞
e−(2x+1)ki |2x + 1〉, (8.17)

where k ∈ [−π,π]. For a fixed k, those vectors define a plane that is invariant under
the action of each local evolution operator, which is confirmed in the following way.
There are k-dependent parameters a(k), b(k), c(k), d(k) so that

H0

∣∣∣ψ̃k
0

〉
= a(k)

∣∣∣ψ̃k
0

〉
+ b(k)

∣∣∣ψ̃k
1

〉
,

H0

∣∣∣ψ̃k
1

〉
= c(k)

∣∣∣ψ̃k
0

〉
+ d(k)

∣∣∣ψ̃k
1

〉
.

This means that in the subspace spanned by
∣∣∣ψ̃k

0

〉
and

∣∣∣ψ̃k
1

〉
, H0 reduces to a two-

dimensional matrix

H̃ k
0 =

[
a(k) c(k)
b(k) d(k)

]
.

The k-dependent parameters a(k), b(k), c(k), d(k) can be obtained by acting H0 on∣∣∣ψ̃k
0

〉
and

∣∣∣ψ̃k
1

〉
. After some algebraic manipulations, we obtain

H̃ k
0 =

[
0 e−ik

eik 0

]
. (8.18)

Analogously, we can repeat the process for H1 in order to obtain a two-dimensional
matrix H̃ k

1 . After the algebraic manipulations, we conclude that H̃ k
1 = H̃ (−k)

0 .

The plane spanned by
∣∣∣ψ̃k

0

〉
and

∣∣∣ψ̃k
1

〉
for a fixed k is also invariant under the action

ofU0 = eiθH0 andU1 = eiθH1 . The reduced 2 × 2matrices Ũ k
0 and Ũ

k
1 can be obtained
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by using the fact that (H̃ k
0 )2 = (H̃ k

1 )2 = I . In fact, Ũ k
0 = cos θ I2 + i sin θ H̃ k

0 , and
then

Ũ k
0 =

[
cos θ i sin θ e−ik

i sin θ eik cos θ

]
(8.19)

and Ũ k
1 = Ũ (−k)

0 . Finally, the reduced version of the full evolution operator U is
obtained from the expression Ũk = Ũ k

1 Ũ
k
0 , yielding

Ũk =
[
cos2 θ − sin2 θ e2ik i sin 2θ cos k

i sin 2θ cos k cos2 θ − sin2 θ e−2ik

]
. (8.20)

The connection between the two-dimensional reduced space and the original Hilbert
space is established by

U
∣∣∣ψ̃k

�

〉
=

1∑

�′=0

〈
�′∣∣Ũk

∣∣�
〉 ∣∣∣ψ̃k

�′

〉
, (8.21)

or in the operator form

U =
∫ π

−π

(
1∑

�,�′=0

〈
�′∣∣Ũk

∣∣�
〉 ∣∣∣ψ̃k

�′

〉〈
ψ̃k

�

∣∣∣

)
dk

2π
. (8.22)

Since all information conveyed by U can be obtained from Ũk for k ∈ [−π,π], we
can calculate the eigenvalues and eigenvectors ofU from the eigenvalues and eigen-
vectors of Ũk . In fact, the eigenvalues ofU are the eigenvalues of Ũk (Exercise 8.13).

The eigenvalues of Ũk are e±iλ, where

cosλ = cos2 θ − sin2 θ cos 2k. (8.23)

The nontrivial normalized eigenvectors of Ũk are

∣∣v±
k

〉 = 1√
C±

(
sin 2θ cos k

sin2 θ sin 2k ± sin λ

)
, (8.24)

where
C± = 2 sin λ (sin λ ± sin2 θ sin 2k). (8.25)

The normalized eigenvectors of the evolution operatorU associated with eigenvalues
e±iλ are

∣∣V±
k

〉 = 1√
C±

(
sin 2θ cos k

∣∣∣ψ̃k
0

〉
+ (sin2 θ sin 2k ± sin λ)

∣∣∣ψ̃k
1

〉)
, (8.26)

and we can write
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U =
∫ π

−π

(
eiλ

∣∣V+
k

〉〈
V+
k

∣∣ + e−iλ
∣∣V−

k

〉〈
V−
k

∣∣) dk

2π
. (8.27)

If we take |ψ(0)〉 = |0〉 as the initial condition, the quantum walk state at time t
is given by

|ψ(t)〉 =
∞∑

x=−∞
(ψ2x (t) |2x〉 + ψ2x+1(t) |2x + 1〉) , (8.28)

where (Exercise 8.15)

ψ2x (t) = sin2 2θ
∫ π

−π

cos2 k

(
ei(λt−2kx)

C+ + e−i(λt+2kx)

C−

)
dk

2π
, (8.29)

and

ψ2x+1(t) = i sin 2θ
∫ π

−π

cos k sin λt

sin λ
e−i(2x+1)k dk

2π
. (8.30)

The probability distribution is obtained by calculating p2x (t) = |ψ2x (t)|2 and
p2x+1(t) = |ψ2x+1(t)|2. The probability distribution is asymmetric in this case
(localized initial condition).

Exercise 8.13. Show that the eigenvalues of U are the eigenvalues of Ũk and if |ν〉
is an eigenvector of Ũk , then

1∑

�=0

〈
�
∣∣ν
〉 ∣∣∣ψ̃k

�

〉

is an eigenvector of U .

Exercise 8.14. Use Eq. (8.22) to show that

Ut =
∫ π

−π

(
1∑

�,�′=0

〈
�′∣∣Ũ t

k

∣∣�
〉 ∣∣∣ψ̃k

�′

〉〈
ψ̃k

�

∣∣∣

)
dk

2π
.

Exercise 8.15. Using ψ2x (t) = 〈
2x

∣∣Ut
∣∣0
〉

and ψ2x+1(t) = 〈
2x + 1

∣∣Ut
∣∣0
〉
,

Eqs. (8.16), (8.17), and (8.23)–(8.27), obtain (8.29) and (8.30).

8.3.2 Standard Deviation

Let X be a random variable that assumes values in a sample space S. X has an
associated probability distribution p, so that X assumes value x ∈ S with probability
p(X = x). In probability theory, the characteristic function ϕX (k) is an alternative



170 8 Staggered Model

way of describing X and is defined as the expected value of eikX , that is

ϕX (k) = E
[
eikX

]
.

The nth moment of X can be calculated by differentiating ϕX (k) n times at k = 0
(Exercise 8.16), that is

E[Xn] = (−i)n
dnϕX (k)

dkn

∣∣∣∣
k=0

. (8.31)

In the context of the staggered quantum walk on the line, if X is the position
operator, then X |x〉 = x |x〉, that is, |x〉 is an eigenvector of X , whose eigenvalue is
x (the walker’s position). If the quantum state of the walker at time t is |ψ(t)〉, X has
an associated probability distribution given by

p(X = x) = ∣∣〈x
∣∣ψ(t)

〉∣∣2 .

Since X is Hermitian, we can define the unitary operator exp(ikX), which plays the
role of the characteristic function and can be used to calculate the nth moment of the
quantum walk.

In quantum mechanics, if the state of the system is |ψ(t)〉, the expected value of
operator eikX at time t is

E[eikX ]∣∣t = 〈
ψ(t)

∣∣eikX
∣∣ψ(t)

〉
.

Using |ψ(t)〉 = Ut |ψ(0)〉, the above equation simplifies to

ϕX (k)
∣∣∣
t
= 〈

ψ(0)
∣∣(U †)teikxU t

∣∣ψ(0)
〉
.

From now on we assume that the initial condition is localized at the origin, that
is,

|ψ(0)〉 = |0〉. (8.32)

Using Eqs. (8.16) and (8.17), we show that
〈
ψ̃k

�

∣∣0
〉
= δ� 0 for any k. Using Exer-

cise 8.14, we obtain

Ut |0〉 =
∫ π

−π

1∑

�=0

〈
�
∣∣Ũ t

k ′
∣∣0
〉 ∣∣∣ψ̃k ′

�

〉 dk ′

2π
. (8.33)

Using Eqs. (8.16) and (8.17) again, we show that eikx
∣∣∣ψ̃k ′

�

〉
=

∣∣∣ψ̃(k ′−k)
�

〉
. Then,
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eikxU t |0〉 =
∫ π

−π

1∑

�=0

〈
�
∣∣Ũ t

k ′
∣∣0
〉 ∣∣∣ψ̃(k ′−k)

�

〉 dk ′

2π
. (8.34)

The complex conjugate of Eq. (8.33) is

〈0|(U †)t =
∫ π

−π

1∑

�′=0

〈
0
∣∣(Ũ t

k ′′)
†
∣∣�′

〉 〈
ψ̃k ′′

�′

∣∣∣
dk ′′

2π
. (8.35)

Multiplying Eqs. (8.35) and (8.34), using
〈
ψ̃k ′′

�′
∣∣ψ̃(k ′−k)

�

〉
= δ��′ δ(k + k ′′ − k ′), where

δ(k + k ′′ − k ′) is the Dirac delta function, and using

∫ π

−π

〈
�
∣∣Ũ t

k ′
∣∣0
〉

δ(k + k ′′ − k ′)
dk ′

2π
=

〈
�
∣∣Ũ t

k+k ′′
∣∣0
〉
, (8.36)

we obtain the characteristic function at time t

ϕX (k)
∣∣∣
t
=

∫ π

−π

〈0|(Ũ t
k ′)

†Ũ t
k+k ′ |0〉 dk ′

2π
. (8.37)

Using Eq. (8.31) and the fact that

d f (k + k ′)
dk

∣∣∣∣
k=0

= d f (k ′)
dk ′ ,

we obtain an expression for the nth moment at time t

E
[
Xn

] ∣∣∣
t
= (−i)n

∫ π

−π

〈0| (Ũ t
k)

† d
nŨ t

k

dkn
|0〉 dk

2π
. (8.38)

Let �k =
[∣∣v+

k

〉
,
∣∣v−

k

〉]
be the matrix of the normalized eigenvectors of Ũk . Then,

Ũk = �k D
[
e±iλ

]
�

†
k,

where D
[
e±iλ

]
is the 2 × 2 diagonal matrix of the eigenvalues of Ũk . Likewise,

Ũ t
k = �k D

[
e±iλ t

]
�

†
k

because�
†
k�k = I . The derivative of Ũ t

k with respect to k would produce three terms

(product rule) but we consider only the term with the derivative of D
[
e±iλ t

]
, that is
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dnŨ t
k

dkn
= �k

dnD
[
e±iλ t

]

dkn
�

†
k + O

(
tn−1

)
,

because the derivative of �k with respect to k does not depend of t and can be disre-

garded for large t when compared with the derivative of D
[
e±iλ t

]
. Since D

[
e±iλ t

]

is a diagonal matrix, the last equation reduces to

dnŨ t
k

dkn
= �k

[
intn

(
dλ
dk

)n
eiλ t 0

0 (−i)ntn
(
dλ
dk

)n
e−iλ t

]
�

†
k + O

(
tn−1

)
.

Again, we are keeping only the dominant term for large t . When n is even, the last
equation reduces to

dnŨ t
k

dkn
= intn

(
dλ

dk

)n

Ũ t
k + O

(
tn−1

)
.

Replacing in (8.38), we obtain

E
[
X2n]

∣∣∣
t
= t2n

∫ π

−π

(
dλ

dk

)2n dk

2π
+ O

(
t2n−1) . (8.39)

Using (8.23), we obtain
dλ

dk
= −2 sin2 θ sin 2k

sin λ
. (8.40)

The second moment is

E
[
X2

] = 4
(
1 − | cos θ |) t2 + O(t). (8.41)

The odd moments are given by (Exercise 8.17)

E
[
X2n−1

] = 1

2t
E
[
X2n

] + O
(
t2n−2

)
. (8.42)

The standard deviation is defined as

σ =
√
E[X2] − E[X ]2. (8.43)

Using (8.42), we obtain

σ =
√
E[X2]

√

1 − E[X2]
4 t2

. (8.44)

It simplifies asymptotically to
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Fig. 8.4 Plot of the
asymptotic slope of the
standard deviation as a
function of θ

σ = 2
√| cos θ |√1 − | cos θ | t. (8.45)

The standard deviation is proportional to t asymptotically, and the slope depends
on θ. It is interesting to find θ that corresponds to the maximum slope. Figure8.4
shows that there are two critical values θmax = π/3 and 2π/3, which are found by
calculating the derivative of σ(t)/t with respect to θ and equating to zero, yielding
equations cos(θmax) = ±1/2. The slope is 1 when θ is equal to the critical values.

When θ = 0, π/2, and π, the standard deviation does not depend on t . These are
limiting cases that result in no spreading of the wave function. Either the walker stays
put (θ = 0 or π) or the walker moves but the first and second moments are equal.

Exercise 8.16. Use theTaylor expansionof the exponential function and the linearity
of the expectation operator E to obtain Eq. (8.31).

Exercise 8.17. The goal of this exercise is to calculate the odd moments. Use
Eqs. (8.24) and (8.40) to show that

〈0|�k

[
1 0
0 −1

]
�

†
k |0〉 = 1

2

dλ

dk
.

Using this result to show that

〈0|
(
Ũ t

k

)† d2n−1Ũ t
k

dk2n−1
|0〉 = i2n−1t2n−1

(
dλ

dk

)2n

+ O
(
t2n−2

)
.

Use this result, Eqs. (8.38) and (8.39), to obtain Eq. (8.42).
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Further Reading

Earlier papers that addressed the idea of having a coinless quantum walk are [20,
111, 135, 236, 256, 266, 293, 307]. The staggered model, which is based on the
concept of graph tessellation, was introduced in [269]. Staggered quantum walks
on graphs were analyzed in [264], which characterized 2-tessellable graphs. The
version with Hamiltonians was presented in [267], and an experimental proposal
using superconducting resonators was presented in [243]. Search algorithms on
two-dimensional finite lattices using the staggered model with Hamiltonians was
addressed in [268]. The spectrum of the evolution operator of 2-tessellable walks
was analyzed in [184, 189]. The connection among the discrete-time models (stag-
gered, coined, and Szegedy’s model) was addressed in Refs. [187, 263, 270]. The
connection between the continuous-time and staggeredmodelswas addressed in [89],
which shows that for some graphs there is a discretization of the continuous-time
evolution operator into a product of local operators that corresponds to a tessellation
cover of the original graph. Using this connection, [89] presented graphs that admit
perfect state transfer in the staggered model.

The definition of graph tessellation cover encompasses at the same time the sets
of vertices and edges in a dual way, and besides, it employs the concept of clique
widely studied in graph theory. For that reason, graph theorists may have interest
in addressing this issue. For instance, Ref. [5] analyzed the graph tessellation as a
problem in graph theory and obtained results regarding characterization, bounds, and
hardness.



Chapter 9
Spatial Search Algorithms

An interesting problem in the area of algorithms is the spatial search problem, which
aims to find one or moremarked points in a finite physical region that can bemodeled
by a graph, for instance, a two-dimensional finite lattice, so that the vertices of the
graph are the places one can search and the edges are the pathways one can use to
move from one vertex to an adjacent one. The quantum version of this problem was
analyzed byBenioff in a very concrete way. He imagined a quantum robot that moves
to adjacent vertices in a time unit. The position of the robot can be a superposition
of a finite number of places (vertices). How many steps does the robot need to take
in order to find a marked vertex with high probability? In this problem, we suppose
that the robot only finds the marked vertex by stepping on it and the robot has no
hint about the direction of the marked vertex and no compass and no memory.

We compare the time that the quantum robot takes to find amarked vertex with the
time a classical random robot takes. In the classical case, if the robot is on a vertex
and there are d incident edges, a d-sided dice is tossed to determine which edge
to use as the pathway to the next vertex. After reaching the next vertex, the process
starts over. This means that the classical robot wanders aimlessly around the graph in
hoping to step on a marked vertex. The dynamic is modeled by a random walk: The
initial condition is usually the uniform probability distribution and the average time
to find amarked vertex is called the hitting time. For instance, on the two-dimensional
lattice (or grid) with N vertices and cyclic boundary conditions,1 if there is only one
marked vertex, the hitting time is O(N ln N ). If the walker departs from a random
vertex walking at random on the lattice, the walker will visit on average O(N ln N )

vertices before stepping on the marked vertex.
On a finite two-dimensional lattice, a quantum robot can do better. It can find

a marked site quicker than the classical random robot. In fact, the quantum robot
finds a marked site taking O(

√
N ln N ) steps when the dynamic is described by a

quantum walk, which replaces the role performed by the classical random walk. In

1A two-dimensional lattice with cyclic boundary conditions has the form a discrete torus.
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the quantum case, besides calculating the number of steps, we need to calculate the
success probability, which usually decreases when the system size increases.

In this chapter, we describe in detail how to build quantum algorithms for the
spatial search problem on graphs based on discrete-time quantum walks and how to
analyze their time complexity. Coined quantum walks on two-dimensional lattices
and on hypercubes are used as examples. At the end, we show that Grover’s algorithm
can be seen as a spatial search problem on the complete graph with loops using the
coined model and on the complete graph without loops using the staggered model.

9.1 Quantum-Walk-Based Search Algorithms

Consider a graph �, where V (�) is the set of vertices and |V (�)| = N . Let HN be
the N -dimensional Hilbert space associated with the graph, that is, the computational
basis ofHN is {|v〉 : 0 ≤ v ≤ N − 1}. We use the state space postulate of quantum
mechanics to make this association because the vertices are the possible places the
particle can be in the classical sense. Then, each location is associated with a vector
from an orthonormal basis. The postulate states that the “position” of the particle
when the system is isolated from the environment can be a superposition of the basis
vectors.

Howdowemark vertices in a graph?Borrowing the idea fromGrover’s algorithm,
we have to use the unitary operator that acts as the identity on the states corresponding
to the unmarked vertices and inverts the sign of the states corresponding to themarked
vertices. Let M be the set of marked vertices. Then, the unitary operator we need is

R = I − 2
∑

v∈M
|v〉〈v|. (9.1)

This operator plays the same role of the oracle of Grover’s algorithm, as described in
Chap.4. We focus on the case with only one marked vertex because the multimarked
case depends heavily on the arrangement of the marked vertices even on translation-
invariant graphs. There is no loss of generality by choosing the label of the marked
vertex as 0 because we can mark an arbitrary vertex and choose the labels of the
vertices after. In this case, the oracle is written as

R = I − 2|0〉〈0|. (9.2)

The next step is to build an evolution operator U associated with the graph. We
suppose at this stage that no vertex is marked. A quantum walk model is a recipe
to build this kind of unitary operator U and, in this case, U is a product of local
operators. The dimension ofU in the coined model is larger than N . We address this
issue later on when we consider two-dimensional lattices. For now, we suppose that
U is defined on Hilbert space HN .

The evolution operator U ′ of a quantum-walk-based search algorithm is
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Fig. 9.1 Eigenvalues of U
(blue points) and U ′ (red
crosses) for the
two-dimensional lattice with
25 vertices. Note that the
eigenvalues are interlaced.
The eigenvalues eiλ and eiλ

′

are the closest to 1 and they
tend to 1 when N increases

U ′ = UR, (9.3)

which is calledmodified evolution operator to distinguish fromU . In this context, the
walker starts at an initial state2 |ψ(0)〉 and evolves driven byU ′, that is, the walker’s
state after t steps is |ψ(t)〉 = (U ′)t |ψ(0)〉.

Summing up, the spatial search algorithm on a graph uses a modified evolution
operatorU ′ = UR, whereU is the standard evolution operator of a quantum walk on
the graph with no marked vertex and R is the unitary operator that inverts the sign
of the marked vertex, given by Eq. (9.2). There is a slight variation of this method,
which employs the modified evolution operator U ′ = UaR, where a is an integer
that may depend on N . This variation is employed in the algorithm for solving the
element distinctness problem, which is described in Chap.10.

Most spatial search algorithms can be described asymptotically (large N ) using
only two eigenvectors of the modified evolution operator U ′. One of them is asso-
ciated with the eigenvalue with the smallest positive argument. Let exp(iλ1), ...,
exp(iλk) be the eigenvalues U ′ such that λ1, ...,λk ∈ [−π,π]. Select the smallest
positive element of the set {λ1, ...,λk}. Let us call this smallest element by λ and
the unit eigenvector by |λ〉, that is, U ′|λ〉 = exp(iλ)|λ〉 and 〈λ∣∣λ〉 = 1. Eigenvalue
eiλ is shown in Fig. 9.1 for the two-dimensional lattice with 25 vertices. Now select
the largest negative element of the set {λ1, ...,λk}. Let us call this largest negative
element by λ′ and the unit eigenvector by

∣∣λ′〉, that is, U ′∣∣λ′〉 = exp(iλ′)
∣∣λ′〉 and〈

λ′∣∣λ′〉 = 1. In most spatial search algorithms, λ′ = −λ and vectors |λ〉 and ∣∣λ′〉 are
the only eigenvectors ofU ′ that we need to analyze the performance of the algorithm.
If the graph on which the quantum walk takes place is simple enough, such as the
complete graph, we can calculate λ and λ′ without much effort. For an arbitrary
graph, we describe a technique we call principal eigenvalue technique, which allows

2The uniform superposition is the most used initial state because it is an unbiased one.
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to find λ and λ′. This technique requires the knowledge of the eigenvectors ofU that
have nonzero overlap with the marked vertex. Besides, the technique can be applied
only if three conditions, described in the next section, are fulfilled.

9.2 Analysis of the Time Complexity

The complexity analysis of the spatial search algorithm is based on two quantities:
The running time and the success probability. The expression of the probability of
finding the marked vertex 0 after t steps is

p(t) = ∣∣〈0
∣∣ψ(t)

〉∣∣2 , (9.4)

where |ψ(t)〉 is the state of the search algorithm after t steps. Since |ψ(t)〉 =
(U ′)t |ψ(0)〉, where |ψ(0)〉 is the initial state, we have

p(t) = ∣∣〈0
∣∣(U ′)t

∣∣ψ(0)
〉∣∣2 . (9.5)

The goal now is to determine the optimal number of steps topt, which is the one that
maximizes p(t). The running time is topt and the success probability is p(topt).

We will not attempt to calculate the spectral decomposition of U ′ but instead we
focus on the eigenvectors |λ〉 and ∣∣λ′〉. The eigenspace spanned by the other eigen-
vectors will be disregarded, which cause some supposedly small error. If the error is
large, we cannot use the principal eigenvalue technique. The spectral decomposition
of U ′ would be

U ′ = eiλ|λ〉〈λ| + eiλ
′ ∣∣λ′〉〈λ′∣∣+Utiny, (9.6)

where Utiny acts nontrivially only on the subspace orthogonal to the plane spanned
by
{|λ〉, ∣∣λ′〉}. After raising the previous equation to power t we obtain

(U ′)t = eiλt |λ〉〈λ| + eiλ
′t ∣∣λ′〉〈λ′∣∣+Ut

tiny. (9.7)

Now we do the sandwich with vectors |0〉 and |ψ(0)〉, obtaining

p(t) =
∣∣∣eiλt

〈
0
∣∣λ
〉 〈

λ
∣∣ψ(0)

〉+ eiλ
′t 〈0

∣∣λ′〉 〈λ′∣∣ψ(0)
〉+ ε

∣∣∣
2
, (9.8)

where ε =
〈
0
∣∣Ut

tiny

∣∣ψ(0)
〉
. The principal eigenvalue technique can be applied when

|ε| is much smaller than the absolute value of the remaining terms in the asymptotic
limit (large N ). From now on we will disregard ε and in the applications for specific
graphs, we show that the above condition is fulfilled by proving that limN→∞ |ε| = 0.

We need to find λ,λ′, the inner products
〈
0
∣∣λ
〉
,
〈
λ
∣∣ψ(0)

〉
, and their primed versions.

We focus our attention on the calculation of λ because λ′ and the inner products
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will be obtained as a byproduct. Our goal now is to find λ supposing that we have
already obtained the spectral decomposition of U , that is, we suppose that the set of
vectors |ψk〉 is an orthonormal eigenbasis of U and exp(iφk) are the corresponding
eigenvalues, that isU |ψk〉 = exp(iφk)|ψk〉. Then, we have I = ∑

k |ψk〉〈ψk |.Making
the sandwich with vectors |0〉 and |λ〉, we obtain

〈
0
∣∣λ
〉 =

∑

k

〈
0
∣∣ψk
〉 〈

ψk

∣∣λ
〉
, (9.9)

where the sum runs over all values of k. Using expression
〈
ψk

∣∣U ′∣∣λ
〉 = 〈

ψk

∣∣UR
∣∣λ
〉
,

we obtain (Exercise9.1)
〈
ψk

∣∣λ
〉 = 2

〈
0
∣∣λ
〉 〈

ψk

∣∣0
〉

1 − ei(λ−φk )
, (9.10)

which is valid if λ 
= φk . Using the above equation in (9.9), we obtain

∑

k

2
∣∣〈0
∣∣ψk
〉∣∣2

1 − ei(λ−φk )
= 1. (9.11)

The sum must be restricted to k such that φk 
= λ. For simplicity, we assume that
φk 
= λ for all k and leave the general case as an exercise. Using that 2/(1 − eia) =
1 + i sin a/(1 − cos a), the imaginary part of Eq. (9.11) implies that

∑

k

∣∣〈0
∣∣ψk
〉∣∣2 sin(λ − φk)

1 − cos(λ − φk)
= 0. (9.12)

If the eigenvectors of U that have nonzero overlap with |0〉 are known, we can
calculate λ using the last equation, at least via numerical methods.

To proceed analytically, we suppose that λ � φmin when N � 1, where φmin is
the smallest positive value of φk . We can check the validity of those assumptions in
specific applications, confirming the process in hindsight. We have to split the sum
(9.12) into two parts:

∑

φk=0

∣∣〈0
∣∣ψk
〉∣∣2 sin λ

1 − cosλ
+
∑

φk 
=0

∣∣〈0
∣∣ψk
〉∣∣2 sin(λ − φk)

1 − cos(λ − φk)
= 0, (9.13)

corresponding to the sum of terms such that φk = 0 and φk 
= 0, respectively. Since
we are assuming that λ � 1 for large N , the Maclaurin expansion of the term in the
first sum is

sin λ

1 − cosλ
= 2

λ
+ O(λ). (9.14)

Assuming λ � φmin for large N , the Taylor expansion of the term in the second sum
is
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sin(λ − φk)

1 − cos(λ − φk)
= − sin φk

1 − cosφk
− λ

1 − cosφk
+ O(λ2), (9.15)

which is valid if φk 
= 0.
Using those expansions, Eq. (9.13) reduces to

A − B λ − C λ2 = O(λ3), (9.16)

where

A = 2
∑

φk=0

∣∣〈0
∣∣ψk
〉∣∣2 , (9.17)

B =
∑

φk 
=0

∣∣〈0
∣∣ψk
〉∣∣2 sin φk

1 − cosφk
, (9.18)

C =
∑

φk 
=0

∣∣〈0
∣∣ψk
〉∣∣2

1 − cosφk
. (9.19)

We can find λ by solving Eq. (9.16), since all quantities necessary to calculate A, B,
and C are supposedly known.

Our goal now is to find
〈
0
∣∣λ
〉
. Making a sandwich with |λ〉 on both sides of

I = ∑
k |ψk〉〈ψk |, we obtain 1 = ∑

k

∣∣〈ψk

∣∣λ
〉∣∣2. Using (9.10), we obtain

1
∣∣〈0
∣∣λ
〉∣∣2

=
∑

k

4
∣∣〈0
∣∣ψk
〉∣∣2

∣∣1 − ei(λ−φk )
∣∣2

. (9.20)

Without loss of generality, wemay assume that
〈
0
∣∣λ
〉
is a positive real number. In fact,

if
〈
0
∣∣λ
〉 = a eib, where a and b are real numbers and a is positive, we redefine |λ〉 as

e−ib|λ〉. We are allowed to do this redefinition because a multiple of an eigenvector
is also an eigenvector and in this case the norm of the eigenvector does not change.
After this redefinition and using that

∣∣1 − eia
∣∣2 = 2(1 − cos a), we obtain

1〈
0
∣∣λ
〉 =

√√√√∑

k

2
∣∣〈0
∣∣ψk
〉∣∣2

1 − cos(λ − φk)
, (9.21)

which shows that we have attained our goal since all quantities on the right-hand side
of the previous equation are known. This expression can be simplified further. In fact,
splitting the sum into two parts, one sum of terms such that φk = 0 and another sum
of terms such that φk 
= 0, expanding in Taylor series and using Eqs. (9.17)–(9.19),
we obtain 〈

0
∣∣λ
〉 = |λ|√

2
√
A + Cλ2

+ O(λ). (9.22)
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Our goal now is to find
〈
λ
∣∣ψ(0)

〉
. We choose |ψ(0)〉 as an eigenvector of U with

eigenvalue 1.3 In this case, we can replace in Eq. (9.10) |ψk〉 by |ψ(0)〉 and φk by 0
to obtain

〈
ψ(0)

∣∣λ
〉 = 2

〈
0
∣∣λ
〉 〈

ψ(0)
∣∣0
〉

1 − eiλ
. (9.23)

Using 2/(1 − eiλ) = 1 + i sin λ/(1 − cosλ), we obtain

〈
ψ(0)

∣∣λ
〉 = 〈

ψ(0)
∣∣0
〉 〈
0
∣∣λ
〉 (

1 + i sin λ

1 − cosλ

)
, (9.24)

which can be simplified further by using Eq. (9.14). All quantities on the right-hand
side of the previous equation are known. In fact,

〈
0
∣∣λ
〉
is given by Eq. (9.22) and λ is

given by Eq. (9.16).
The same procedure described in the last paragraphs can be used to calculate

λ′,
〈
0
∣∣λ′〉, and

〈
ψ(0)

∣∣λ′〉, completing our main goal, which is to obtain all quantities
required to calculate p(t) [see Eq. (9.8)].

Exercise 9.1 The goal of this exercise is to obtain Eq. (9.10).

1. Show that if there is only one marked vertex with label 0, then R|λ〉 = |λ〉 −
2
〈
0
∣∣λ
〉 |0〉.

2. Show that 〈ψk |U = eiφk 〈ψk |.
3. Using 1. and 2. show that

〈
ψk

∣∣UR
∣∣λ
〉 = eiφk

(〈
ψk

∣∣λ
〉− 2

〈
0
∣∣λ
〉 〈

ψk

∣∣0
〉)
.

4. Show that
〈
ψk

∣∣U ′∣∣λ
〉 = eiλ

〈
ψk

∣∣λ
〉
.

5. Using the previous items and
〈
ψk

∣∣U ′∣∣λ
〉 = 〈

ψk

∣∣UR
∣∣λ
〉
, obtain Eq. (9.10).

Exercise 9.2 Show that
2

1 − eia
= 1 + i sin a

1 − cos a

for any angle a 
= 0 and ∣∣1 − eia
∣∣2 = 2(1 − cos a)

for any angle a.

Exercise 9.3 Show that there is one and only one eigenvalue λ. Extend this result
to λ′. [Hint: Let f (λ) be the left-hand side of Eq. (9.12). Show that limλ→0+ f (λ) =
+∞ and limλ→φ−

min
f (λ) = −∞, where φmin is the positive argument of the eigen-

value ofU nearest to 1. Next show that f (λ) is a monotonically decreasing function.]

3If the dimension of the 1-eigenspace ofU with nonzero overlap with |0〉 is greater than one, |ψ(0)〉
is the diagonal state of this 1-eigenspace.
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9.2.1 Case B = 0

If the eigenvalues of U come in complex-conjugate pairs, that is, both eiφk and e−iφk

are eigenvalues, and the corresponding values of
∣∣〈0
∣∣ψk
〉∣∣ are equal, for instance,

when the eigenvector associated with e−iφk is the complex conjugate of the eigen-
vector associated with eiφk , B is zero because Eq. (9.18) contains sin(φk), which is
an antisymmetric function.

When B = 0, Eq. (9.16) reduces to

λ = −λ′ =
√
A√
C

, (9.25)

Equation (9.22) reduces to

〈
0
∣∣λ
〉 = 〈

0
∣∣λ′〉 = 1

2
√
C

, (9.26)

and Eq. (9.24) reduces to

〈
ψ(0)

∣∣λ
〉 = 〈

λ′∣∣ψ(0)
〉 = 〈

ψ(0)
∣∣0
〉 ( 1

2
√
C

+ i√
A

)
. (9.27)

Substituting those results into Eq. (9.8), we obtain

p(t) =
∣∣〈0
∣∣ψ(0)

〉∣∣2

AC
sin2 λt. (9.28)

The running time is the optimal t , which is

topt =
⌊ π

2λ

⌋
(9.29)

and the asymptotic success probability is

psucc =
∣∣〈0
∣∣ψ(0)

〉∣∣2

AC
. (9.30)

An important case is when |ψ(0)〉 is the diagonal state and the only (modulo a
multiplicative constant) (+1)-eigenvector ofU that has nonzero overlap with |0〉. In
this case, A = 2

∣∣〈0
∣∣ψ(0)

〉∣∣2 = 2/N and the running time is

topt =
⌊

π
√
NC

2
√
2

⌋
, (9.31)
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and the success probability is

psucc = 1

2C
. (9.32)

In this case, the complexity of the algorithm is determined by C . For the two-
dimensional lattice,C = O(ln N ). The running time is O

(√
N ln N

)
and the success

probability is O(1/ ln N ). The best scenario we can hope for is C = O(1), which
achieves the Grover lower bound, that is, the running time is topt = O

(√
N
)
with

constant success probability.

Exercise 9.4 Show that if U has real entries, then B = 0.

Exercise 9.5 Use the amplitude amplification technique to show that it is possible
to obtain a quantum circuit that outputs the marked element with success probabil-
ity O(1) in O(C

√
N ) steps when |ψ(0)〉 is the diagonal state and the only (+1)-

eigenvector of U that has nonzero overlap with |0〉.

9.2.2 Tulsi’s Modification

Tulsi described a modification of quantum-walk-based search algorithms that is use-
ful when the success probability tends to zero when N increases. The goal of Tulsi’s
modification is to define a new evolution operator that on the one hand has the same
running time of the original algorithm and on the other hand has a constant success
probability by obtaining a new C so that CNEW = O(1).

Augment the Hilbert space by one qubit, that is,HNEW = H2 ⊗ HN and define a
new evolution operator

U ′′ = UNEWRNEW, (9.33)

where
UNEW = (Z ⊗ IN )C0(U ), (9.34)

Z is the Pauli matrix σz , C0(U ) is the controlled operation that appliesU to the state
of the second register only if the control (first register) is set to 0, and

RNEW = I2N − 2
∣∣0NEW

〉〈
0NEW

∣∣, (9.35)

where ∣∣0NEW
〉 = |η〉|0〉 (9.36)

and |η〉 is a 1-qubit state given by

|η〉 = sin η |0〉 + cos η |1〉, (9.37)
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where η is a small angle that will be tuned to amplify the success probability. The
new initial condition is ∣∣ψNEW(0)

〉 = |0〉|ψ(0)〉. (9.38)

The principal eigenvalue technique can be employed because oracle RNEW has
the same form of oracle R. To calculate ANEW, BNEW, and CNEW, which are given
by Eqs. (9.17)–(9.19), we need to know the eigenvalues and eigenvectors of UNEW

that have nonzero overlap with
∣∣0NEW

〉
. It is straightforward to check that

UNEW|0〉|ψk〉 = eiφk |0〉|ψk〉, (9.39)

UNEW|1〉|ψk〉 = −|1〉|ψk〉, (9.40)

where vectors |ψk〉 are the eigenvectors of U . Then, {|0〉|ψk〉, |1〉|ψk〉 : 0 ≤ k < N }
is an orthonormal eigenbasis ofUNEW. Note that the (+1)-eigenvectors ofUNEW are
|0〉|ψk〉 for all k such that φk = 0, that is, |ψk〉 is a (+1)-eigenvector of U .

Suppose that BNEW = 0 (see Exercise9.9 for the case BNEW 
= 0). The new values
of A and C are

ANEW = 2 sin2(η)
∑

φk=0

∣∣〈0
∣∣ψk
〉∣∣2 , (9.41)

CNEW = cos2(η)

2

∑

all k

∣∣〈0
∣∣ψk
〉∣∣2 + sin2(η)

∑

φk 
=0

∣∣〈0
∣∣ψk
〉∣∣2

1 − cosφk
. (9.42)

It is expected that η be small to counteract the increase of the second term as a
function of N . In this case, we have

ANEW = η2A + O
(
η3
)
, (9.43)

CNEW = 1

2
+ η2C + O

(
η3
)
. (9.44)

The new running time topt is π/2λNEW, which reduces to

topt = π

2

√
C

A
+ 1

2 η2A
. (9.45)

Using Eq. (9.30) and
〈
0NEW

∣∣ψNEW(0)
〉 = sin(η)

〈
0
∣∣ψ(0)

〉
, the new success probability

reduces to

psucc = 2
∣∣〈0
∣∣ψ(0)

〉∣∣2

A
(
1 + 2η2C

) . (9.46)

If there is only one (+1)-eigenvector ofU with nonzero overlap with |0〉 (modulo
a multiplicative constant), we have A = 2

∣∣〈0
∣∣ψ(0)

〉∣∣2. For this case, η that minimizes
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topt/psucc is

η = 1

2
√
C

, (9.47)

and the running time would be

topt =
⌊

π
√
3

2

√
C

A

⌋
(9.48)

and the asymptotic success probability

psucc = 2

3
.

As a final step, one would amplify the probability by running Tulsi’s algorithm
(1/psucc) times (with intermediate measurements) in order to boost the final success
probability.

An alternate strategy is to find η thatminimizes topt/
√
psucc, which is η = 1/

√
2C

yielding the running time

topt =
⌊

π
√
2

2

√
C

A

⌋
(9.49)

and success probability psucc = 1/2. As a final step, one would use the amplitude
amplification technique to boost the final success probability, which means that
Tulsi’s algorithm would be repeated (1/

√
psucc) times (with no intermediate mea-

surements).
A bad strategy would be to adjust η in order to obtain a success probability very

close to 1. The strategy is bad because the running time would increase too much.

Exercise 9.6 Show all the details needed to obtain Eqs. (9.41) and (9.42) from
Eqs. (9.17) and (9.19) when B = 0.

Exercise 9.7 Find η so that the success probability is psucc = 3/4 when there is only
one (+1)-eigenvector of U that has nonzero overlap with |0〉; find the running time
and compare to (9.48).

Exercise 9.8 Show that the circuit of Fig. 9.2 describes the unitary operator (9.33)
(case B = 0).

Exercise 9.9 Show that the circuit of Fig. 9.3 describes amodification of the original
evolution operatorU ′ when B 
= 0 that finds the marked element with a new running
time close to the running time of the original algorithm and new success probability
O(1).
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Iterate topt times

|0〉
R

NEW

σz |1〉

|ψ(0)〉 / U / |0〉

Fig. 9.2 Tulsi’s modificationwhen B = 0. The first register has one qubit and the second represents
a N -dimensional Hilbert space. The output |1〉|0〉 ∈ H2 ⊗ HN is obtained with probability O(1),
where |0〉 represents the market vertex

Iterate topt times

|0〉

R
NEW

σz |1〉

|+〉 • |+〉

|ψ(0)〉 / U U † / |0〉

Fig. 9.3 Tulsi’s modification when B 
= 0. The first and the second registers have one qubit (each
one) and the third register represents a N -dimensional Hilbert space. The output |1〉|+〉|0〉 ∈ H2 ⊗
H2 ⊗ HN is obtained with probability O(1), where |0〉 represents the market vertex

9.3 Finite Two-Dimensional Lattices

As an application of the previous results, we analyze the search for a marked vertex
in the

√
N × √

N square lattice with periodic boundary conditions. The evolution
operator of a coined quantum walk with no marked vertex is

U = S (G ⊗ I ), (9.50)

where G is the Grover coin and S is the flip-flop shift operator. The details are
described in Sect. 6.2 on p.98.

A search algorithm on the lattice is driven by the modified evolution operator

U ′ = UR′, (9.51)

where
R′ = I − 2

∣∣0′〉〈0′∣∣ (9.52)

and ∣∣0′〉 = |DC 〉|0, 0〉, (9.53)
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when there is only one marked vertex with label (0, 0). The principal eigenvalue
technique can be employed because oracle R′ has the same form of oracle R. Note
that here the Hilbert space is larger because it has been augmented by the coin space.

The initial state |ψ(0)〉 is the uniform superposition of all states of the computa-
tional basis, that is,

|ψ(0)〉 = |DC 〉|DP〉, (9.54)

where |DC 〉 is the diagonal state of the coined space and |DP〉 is the diagonal state
of the position space. This state can be generated by O

(√
N
)
steps (Exercise9.10).

The results of Sect. 9.2 can be readily employed as soon as we calculate A, B, and
C given by Eqs. (9.17)–(9.19). We need to know the eigenvalues and eigenvectors of
U that have nonzero overlap with

∣∣0′〉. An orthonormal eigenbasis of U is described
in Sect. 6.2 on p.103. We list the eigenvectors that have nonzero overlap with

∣∣0′〉.
The only eigenvector with eigenvalue 1 is

∣∣ν1a
0,0

〉∣∣∣0̃, 0̃
〉
, which is equal to the initial

condition |ψ(0)〉. The remaining eigenvectors are
∣∣ν±θ

k�

〉∣∣∣k̃, �̃
〉
for 0 ≤ k, l <

√
N and

(k, l) 
= (0, 0), where

∣∣ν±θ
k�

〉 = i

2
√
2 sin θk�

⎡

⎢⎢⎢⎢⎢⎣

e∓iθk� − ωk

e∓iθk� − ω−k

e∓iθk� − ω�

e∓iθk� − ω−�

⎤

⎥⎥⎥⎥⎥⎦
, (9.55)

which have eigenvalues e±iθk� , where θk� are given by

cos θk� = 1

2

(
cos

2πk√
N

+ cos
2π�√
N

)
, (9.56)

and ω = e
2πi√
N . Vector

∣∣∣k̃, �̃
〉
is the Fourier transform given by Eq. (6.40) on p.100.

Note that the eigenvalues and eigenvectors ofU come in complex-conjugate pairs,
this means that B = 0. Converting the notation of Sect. 9.2 into the notation of the

two-dimensional lattice, φk → θk�, |ψk〉 → ∣∣ν±θ
k�

〉∣∣∣k̃, �̃
〉
,
∑

k → ∑
k�, and using that〈

0′∣∣ = 〈DC |〈0, 0|, we obtain

A = 2
∣∣〈0′∣∣ψ(0)

〉∣∣2 ,

B = 0,

C =
√
N−1∑

k,�=0
(k,�)
=(0,0)

(∣∣〈DC

∣∣ν+θ
k�

〉∣∣2 + ∣∣〈DC

∣∣ν−θ
k�

〉∣∣2
) ∣∣∣
〈
00
∣∣k̃�̃
〉∣∣∣
2

1 − cos θk�
.
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From Exercise6.13 on p.104, we have

∣∣〈DC

∣∣ν±θ
k�

〉∣∣2 = 1

2
, (9.57)

and, from the definition of the Fourier transform, we have

∣∣∣
〈
0, 0

∣∣k̃, �̃
〉∣∣∣
2 = 1

N
. (9.58)

Using the above equations, (9.54), and (9.56), we obtain

A = 2

N
,

B = 0,

C = 1

N

√
N−1∑

k,�=0
(k,�)
=(0,0)

1

1 − 1
2

(
cos 2πk√

N
+ cos 2π�√

N

) .

Using Exercise9.11, we have

C = c ln N + O (1) , (9.59)

where c is a number bounded by 2/π2 ≤ c ≤ 1. Numerical calculations show that
c = 0.33 approximately. Since B = 0, the probability of finding the marked vertex
as a function of the number of steps is given by Eq. (9.28). For the two-dimensional
square lattice with odd

√
N , Eqs. (9.28) and (9.25) reduce to

p(t) = 1

2c ln N
sin2

( √
2 t√

c
√
N ln N

)
. (9.60)

The running time is

topt =
⌊

π
√
c
√
N ln N

2
√
2

⌋
(9.61)

and the success probability is

psucc = 1

2c ln N
+ O

(
N−1) . (9.62)

Note that the running time is good enough because it is the square root of the classical
hitting time. On the other hand, the success probability seems disappointing because
it tends to zero when N increases. Since it goes to zero logarithmically in terms of
N , the situation is not too bad and can be saved.
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Exercise 9.10 Show that the uniform state |ψ(0)〉 = |DC 〉|DP〉 of the two-
dimensional lattice can be generated with O

(√
N
)
steps using local operators.

Exercise 9.11 The goal of this exercise is to calculate asymptotic bounds for

SN =
√
N−1∑

k,�=0
(k,�)
=(0,0)

1

1 − 1
2

(
cos 2πk√

N
− cos 2π�√

N

) .

Using that
1 − cos a

2
= sin2

a

2
,

show that

SN =
n−1∑

k,�=0
(k,�)
=(0,0)

1

sin2 πk
n + sin2 π�

n

,

where n = √
N . Using the symmetries of the expression inside the sum, show that

SN = 4
� n

2�∑

k,�=0
(k,�)
=(0,0)

1

sin2 πk
n + sin2 π�

n

+ O(N )

when n is odd. Using that
4a2

π2
≤ sin2 a ≤ a2,

for 0 ≤ a ≤ π/2, show that

4
(
k2 + �2

)

n2
≤ sin2

πk

n
+ sin2

π�

n
≤ π2

(
k2 + �2

)

n2

and

4n2

π2

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

k2 + �2
≤ SN ≤ n2

� n
2�∑

k,�=0
(k,�) 
=(0,0)

1

k2 + �2

when n is odd up to O(N ) terms.
The goal now is to find bounds for

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

k2 + �2
.
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Using that 0 ≤ (k − �)2, show that 2k� ≤ k2 + �2 and then

(k + �)2

2
≤ k2 + �2 ≤ (k + �)2.

From those inequalities, show that

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

(k + �)2
≤

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

k2 + �2
≤

� n
2�∑

k,�=0
(k,�) 
=(0,0)

2

(k + �)2
.

Using tables of series,4 one can find that

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

(k + �)2
= γ + π2

6
+ 2�

(
n + 3

2

)
+ (n + 1)�

(
1,

n + 3

2

)
−

n� (1, n + 1) − 2�

(
1,

n + 1

2

)
− � (n + 1) ,

where � is the polygamma function. Show that the asymptotic expansion of the
right-hand side of the last equation for odd n is

� n
2�∑

k,�=0
(k,�)
=(0,0)

1

(k + �)2
= ln (n) + 1 + γ + π2

6
− 2 ln (2) + O

(
n−1

)
,

where γ is the Euler number.
Using the above results, show that

2

π2
N ln N ≤ SN ≤ N ln N

up to O (N ) terms.

Exercise 9.12 The goal of this exercise is to show that the three required conditions
for employing the principal eigenvalue technique described in Sect. 9.2 are fulfilled
for the two-dimensional lattice.
1. Show that |ψ(0)〉 is an eigenvector of U with eigenvalue 1.
2. Show that the dominant term in the asymptotic expansion of θk� is

θk� =
√
2 π

√
k2 + l2√
N

+ O
(
N−1

)
.

4http://www-elsa.physik.uni-bonn.de/~dieckman/InfProd/InfProd.html.

http://www-elsa.physik.uni-bonn.de/~dieckman/InfProd/InfProd.html
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Use this expansion to show that the smallest positive argument among the eigenvalues
of U is φmin = θk=0,�=1. Show that λ � φmin for large N .
3. Show that ∣∣〈ψ(0)

∣∣λ
〉∣∣2 + ∣∣〈ψ(0)

∣∣λ′〉∣∣2 = 1 + O
(
N−1

)
.

Use this result to show that ε (see Eq. (9.8)) can be disregarded for large N .

Exercise 9.13 The goal of this exercise is to show that the modified evolution opera-
torU ′ can be seen as the evolution of a coined quantumwalkwith a nonhomogeneous
coin. Show that Eq. (9.51) can be written as U ′ = SC ′, where S is the flip-flop shift
operator and C ′ is a nonhomogeneous coin operator, which is the Grover operator G
on unmarked vertices and (−I ) on the marked vertex.

Exercise 9.14 Use the results of Exercise6.15 and the principal eigenvalue tech-
nique to show that a quantum walk on the two-dimensional lattice with the moving
shift operator (no inversion of the coin after the shift) needs �(N ) time steps to find
a marked vertex. Can Tulsi’s modification improve this case?

9.3.1 Tulsi’s Modification of the Two-Dimensional Lattice

Augment the Hilbert space of the two-dimensional lattice by one qubit, that is,
HNEW = H2 ⊗ H4 ⊗ HN and define a new evolution operator

U ′′ = UNEWRNEW, (9.63)

where
UNEW = (Z ⊗ IN )C0(U ), (9.64)

U is given by Eq. (9.50), and

RNEW = I2N − 2
∣∣0NEW

〉〈
0NEW

∣∣, (9.65)

where ∣∣0NEW
〉 = |η〉|DC 〉|0, 0〉 (9.66)

and |η〉 is a 1-qubit state given by

|η〉 = sin η |0〉 + cos η |1〉, (9.67)

where

sin η = 1

2
√
c ln N

. (9.68)

The new initial condition is
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∣∣ψNEW(0)
〉 = |0〉|DC 〉|DP〉. (9.69)

Using the results of Sect. 9.2.2, the success probability as a function of the number
of steps is

p(t) = 2

3
sin2

( √
2 t√

3 c N ln N

)
. (9.70)

The running time is

topt =
⌊

π
√
3c

2
√
2

√
N ln N

⌋
(9.71)

and the success probability is psucc = 2/3 + O
(
N−1

)
.

9.4 Hypercubes

As a second application of the principal eigenvalue technique, we analyze the search
for a marked vertex in the n-dimensional hypercube, which has N = 2n vertices
whose labels are �v, for 0 ≤ v ≤ N − 1. The evolution operator of a coined quantum
walk with no marked vertex is

U = S (G ⊗ IN ), (9.72)

where G ∈ Hn is the Grover coin and S ∈ Hn ⊗ HN is the flip-flop shift operator,
which was described in Sect. 6.3 on p.106.

A search algorithm on the n-dimensional hypercube is driven the modified evo-
lution operator

U ′ = UR′, (9.73)

where
R′ = I − 2

∣∣0′〉〈0′∣∣ (9.74)

and ∣∣0′〉 = |DC 〉
∣∣∣�0
〉
, (9.75)

when there is only one marked vertex with label �0 = (0, ..., 0). The principal eigen-
value technique can be employed because oracle R′ has the same form of oracle R.
Note that here the Hilbert space is larger because it has been augmented by the coin
space.
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The initial state |ψ(0)〉 is the uniform superposition of all states of the computa-
tional basis, that is,

|ψ(0)〉 = |DC 〉|DP〉, (9.76)

where |DC 〉 is the diagonal state of the coined space and

|DP〉 = 1√
N

N−1∑

�v=0

|�v〉

is the diagonal state of the position space. State |ψ(0)〉 can be generatedwith O(√N
)

steps (Exercise9.15).

Exercise 9.15 Show that the uniform state |ψ(0)〉 = |DC 〉|DP〉 of the n-dimensional
hypercube can be generated with O

(√
N
)
steps using local operators.

The results of Sect. 9.2 can be readily employed as soon as we calculate A, B,
and C given by Eqs. (9.17)–(9.19). To calculate those quantities, we need to know
the eigenvalues and eigenvectors ofU that have nonzero overlap with

∣∣0′〉. An eigen-
basis of U is described in Sect. 6.3.1 on p.112. From Exercise6.19, we know that

an orthonormal basis of eigenvectors ofU for the eigenspace orthogonal to |D〉
∣∣∣�0
〉
is

{∣∣∣α�k
1

〉∣∣β�k
〉
,
∣∣∣α�k

n

〉∣∣β�k
〉 : 1 ≤ �k ≤ 2n − 2

}
together with |D〉∣∣β�0

〉
and |D〉∣∣β�1

〉
with eigen-

values e±iωk , 1, and (−1), respectively, where
∣∣β�k
〉
is given by

∣∣β�k
〉 ≡ 1√

2n

2n−1∑

�v=0

(−1)
�k·�v|�v〉, (9.77)

and

∣∣∣α�k
1

〉
= eiθ√

2

n∑

a=1

(
ka√
k

− i
1 − ka√
n − k

)
|a〉, (9.78)

∣∣∣α�k
n

〉
= e−iθ

√
2

n∑

a=1

(
ka√
k

+ i
1 − ka√
n − k

)
|a〉, (9.79)

and cos θ = √
k/n and ka = �k · �ea is the a-th entry of �k and cosωk = 1 − 2k/n.

Note that there is only one eigenvector with eigenvalue 1, which is the uniform
superposition |DC 〉∣∣β�0

〉
, implying that A = 2/N . Besides, the eigenvalues and eigen-

vectors ofU come in complex-conjugate pairs, implying that B = 0. Converting the
notation of Sect. 9.2 into the notation of the n-dimensional hypercube, φk → ωk ,

|ψk〉 →
∣∣∣α�k
〉∣∣β�k

〉
,
∑

k = ∑N−1
�k=0

, and using that
〈
0′∣∣ = 〈DC |

〈�0
∣∣∣, we obtain
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A = 2

N
,

B = 0,

C =
N−2∑

�k=1

(∣∣∣
〈
D
∣∣α�k

1

〉∣∣∣
2 +

∣∣∣
〈
D
∣∣α�k

n

〉∣∣∣
2
) ∣∣∣
〈�0∣∣β�k

〉∣∣∣
2

1 − cosωk
+
∣∣∣
〈�0∣∣β�1

〉∣∣∣
2

2
.

Equation (6.89) on p.113 states that

〈
D
∣∣α�k

1

〉
=
〈
D
∣∣α�k

n

〉
= 1√

2
. (9.80)

Besides, using Eq. (9.77)we have
〈�0∣∣β�k

〉
= 1/

√
N for all �k. SimplifyingC , we obtain

C = n

2N

n∑

k=1

1

k

(
n

k

)
. (9.81)

From Exercise9.16, we have

C = c

2
+ O

(
N−1

)
, (9.82)

where c is a number bounded by 1 ≤ c ≤ 4. Numerical calculations show that c = 2
approximately. Since B = 0, the probability offinding themarkedvertex as a function
of the number of steps is given by Eq. (9.28) and, since there is only one (+1)-
eigenvector, the success probability as a function of the number of steps is

p(t) = 1

c
sin2

(
2 t√
c N

)
. (9.83)

The running time is

topt =
⌊

π
√
c N

4

⌋
(9.84)

and the success probability is

psucc = 1

c
+ O

(
n−1) . (9.85)

Note that the running time is O(
√
N ), achieving the Grover lower bound with con-

stant success probability.

Exercise 9.16 The goal of this exercise is to calculate asymptotic bounds for C
given by Eq. (9.81). Show that
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1

n

(
n

k

)
≤ 1

k

(
n

k

)
≤ 2

n

(
n + 1

k + 1

)

for 1 ≤ k ≤ n. Use
n∑

k=1

(
n

k

)
= N − 1

to conclude that

1 + O

(
1

N

)
≤ n

N

n∑

k=1

1

k

(
n

k

)
≤ 4 + O

( n

N

)
.

Exercise 9.17 Show that all conditions for employing the principal eigenvalue tech-
nique described in Sect. 9.2 are fulfilled for hypercubes.

Exercise 9.18 Show that Eq. (9.73) can be written asU ′ = SC ′, where S is the flip-
flop shift operator and C ′ is a nonhomogeneous coin, which is the Grover operator
G on unmarked vertices and (−I ) on the marked vertex. Conclude that the modified
evolution operator U ′ can be seen as the evolution of a coined quantum walk with a
nonhomogeneous coin.

Exercise 9.19 Explain why the algorithm described in this section cannot be
improved by using Tulsi’s modification.

9.5 Grover’s Algorithm as Spatial Search on Graphs

In this section, we describe Grover’s algorithm as a coined quantum walk on the
complete graphwith loops and as a staggered quantumwalk on the loopless complete
graph. We also use the principal eigenvalue technique to describe an alternate way
to analyze the complexity of Grover’s algorithm.

9.5.1 Grover’s Algorithm in terms of the Coined Model

Grover’s algorithm can be seen as a spatial search algorithm on the complete graph
with loops. All vertices of the complete graph are connected by undirected edges as
shown by the left-hand complete graph of Fig. 9.4, which has N = 3 vertices and
labels 0, ..., N − 1. In order to define a coined quantum walk on the complete graph
with loops, we have to convert each undirected edge as two opposing arcs (directed
edges) and to label the arcs using the notation (v1, v2), for 0 ≤ v1, v2 ≤ N − 1,
where v1 is the tail and v2 is the head. In terms of the coined model, v1 is the position
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Fig. 9.4 Complete graph with N = 3 vertices. The left-hand graph has undirected edges. The
right-hand graph has 9 arcs the labels of which are (v1, v2), where v1 is the tail and v2 is the head

and v2 is the coin value, which coincides with the label of the next vertex following
the arc.

The Hilbert space associated with the graph is spanned by the arcs, that is,

HN 2 = span{|v1, v2〉 : 0 ≤ v1, v2 ≤ N − 1}.

Weuse the interpretation of |v1, v2〉 in which v1 is the position and v2 is the coin value
and in terms of the coined model, we are using the position-coin notation instead of
the arc notation because the loops allow to specify N directions unambiguously on
complete graphs with odd (or even) number of vertices. The flip-flop shift operator
is defined as

S|v1, v2〉 = |v2, v1〉 (9.86)

and the coin operator is
C = IN ⊗ G, (9.87)

where G = 2|D〉〈D| − I is the N -dimensional Grover coin and |D〉 is the diagonal
state of the coin space. The evolution operator of the coined quantum walk on the
complete graph with loops and no marked vertex is

U = S (I ⊗ G). (9.88)

Suppose now that vertex 0 is marked. The oracle is

R′ = (IN − 2|0〉〈0|) ⊗ IN . (9.89)

This oracle is equivalent to

R′ = IN 2 − 2
∑

v

|0, v〉〈0, v|, (9.90)



9.5 Grover’s Algorithm as Spatial Search on Graphs 197

which can be interpreted as an operator that marks all arcs leaving vertex 0 including
the loop. The modified evolution operator is

U ′ = UR′, (9.91)

which can be written as
U ′ = S (R ⊗ G), (9.92)

where R = IN − 2|0〉〈0|.
The initial state of the spatial search algorithm is |ψ(0)〉 = |DP〉|DC 〉, where |DP〉

is the diagonal state of the position space and |DC 〉 is the diagonal state of the coin
space. Following step-by-step, we can show that after an even number of steps (2t),
we have

(U ′)2t |ψ(0)〉 = (GR)t |DP〉 ⊗ R(GR)t−1|DC 〉. (9.93)

Note that the operator (GR) and the initial state |DP〉 are the evolution operator and
the initial state used in Grover’s algorithm.We can obtain the same result of Grover’s

algorithm by taking t =
⌊

π
4

√
N
⌋
and measuring the walker’s position. In the coined

case, the running time of the quantum-walk-based algorithm is twice the running
time of Grover’s algorithm.

Exercise 9.20 Show thatU ′|ψ(0)〉 = |D〉 ⊗ R|D〉 and (U ′)2|ψ(0)〉 = GR|D〉 ⊗ R|D〉.
Using induction, obtain Eq. (9.93).

Exercise 9.21 Show that Eq. (9.92) can be written as U ′ = SC ′, where C ′ is a non-
homogeneous coin, which is the Grover operator G on unmarked vertices and (−G)

on the marked vertex.

Exercise 9.22 Take the initial condition |ψ(0)〉 = |DP〉|φ〉, where |φ〉 is the state of
the coin space. Show that the same result of Grover’s algorithm is reobtained.

Exercise 9.23 Show that a quantum walk driven by evolution operator (9.88) is
periodic. What is the fundamental period?

9.5.2 Grover’s Algorithm in terms of the Staggered Model

Grover’s algorithm can be seen as a spatial quantum search using the staggered
quantum walk model on the complete graph. To show this fact, we employ a two-
step procedure. First, we find the evolution operator of the staggered quantum walk
on the complete graph with N vertices. The complete graph is the only connected
graph that is 1-tessellable. The tessellation cover has only one tessellation, which
has only one polygon containing all vertices. The vector associated with this polygon
is
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|D〉 = 1√
N

N−1∑

v=0

|v〉, (9.94)

which belongs to the Hilbert spaceHN and is the diagonal state of the computational
basis {|v〉 : 0 ≤ v ≤ N − 1}. The computational basis has a one-to-one correspon-
dence with the set of vertex labels. Choosing θ = π/2, Eq. (8.3) on p. 162 describes
the following evolution operator, modulo a global phase,

U = 2|D〉〈D| − I. (9.95)

Second, we multiply U by oracle R obtaining a modified evolution operator

U ′ = U R, (9.96)

where
R = IN − 2|0〉〈0|. (9.97)

Note that the operator U ′ and the initial state |D〉 are the evolution operator and the
initial state used in Grover’s algorithm. We can obtain the same result of Grover’s

algorithm by taking t =
⌊

π
4

√
N
⌋
, applying (U ′)t to the initial state, and measuring

the walker’s position.

9.5.3 Complexity Analysis of Grover’s Algorithm

To use the principal eigenvalue technique for Grover’s algorithm (as a staggered
quantum walk on the complete graph), we must be able to find the eigenvectors ofU
that have nonzero overlap with |0〉.U is given by Eq. (9.95) and, sinceU 2 = I ,U has
only two eigenvalues: (+1) with multiplicity 1 and (−1) with multiplicity N − 1.
The eigenvector associated with (+1) is |ψ0〉 = |D〉 and the eigenvectors associated
with (−1) are orthogonal to |ψ0〉. Since we need only the eigenvectors ofU that have
nonzero overlap with |0〉 (we suppose that the marked vertex has label 0), the only
eigenvector with eigenvalue (-1) that we need is

|ψ1〉 =
√
N − 1√
N

|0〉 − 1√
N (N − 1)

N−1∑

j=1

| j〉. (9.98)

Eigenvectors of U that are orthogonal to |ψ0〉 and |ψ1〉 have no overlap with |0〉
(Exercise9.24).

Now we calculate A, B, and C given by Eqs. (9.17)–(9.19) using that φ0 = 0,
φ1 = π, and

〈
0
∣∣ψk
〉 = 0 for k ≥ 2. The result is
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A = 2

N
,

B = 0, (9.99)

C = 1

2
− 1

3N
.

Since B = 0, we use Eqs. (9.25)–(9.30) and |ψ(0)〉 = |D〉 to obtain

topt =
⌊π

4

√
N
⌋

(9.100)

and
psucc = 1 + O

(
N−1

)
, (9.101)

which coincide with the results of Grover’s algorithm.

Exercise 9.24 Check that U |ψ1〉 = −|ψ1〉 and
〈
ψ1

∣∣ψ1
〉 = 1, where U by Eq. (9.95)

and |ψ1〉 is given byEq. (9.98). Show that if |ψ〉 is an eigenvector ofU with eigenvalue
(−1) and

〈
ψ1

∣∣ψ
〉 = 0, then

〈
0
∣∣ψ
〉 = 0.

Exercise 9.25 Show that the three required conditions for employing the principal
eigenvalue technique described in Sect. 9.2 are fulfilled for the analysis of Grover’s
algorithm, that is:
1. Show that |ψ(0)〉 is an eigenvector of U with eigenvalue 1.
2. Show that λ � φmin for large N .
3. Show that ∣∣〈ψ(0)

∣∣λ
〉∣∣2 + ∣∣〈ψ(0)

∣∣λ′〉∣∣2 = 1 + O
(
N−1

)

and use this result to show that ε (see Eq. (9.8)) can be disregarded for large N .

Exercise 9.26 Explain whyGrover’s algorithm cannot be improved by using Tulsi’s
modification without using the argumentation that Grover’s algorithm is optimal.

Further Reading

The idea of spatial search algorithms started with Benioff [41], who showed that a
direct application of Grover’s algorithm does not improve the time complexity of a
searching algorithm on lattices compared to classical algorithms. A more efficient
algorithm was presented by Aaronson and Ambainis [1], who used a “divide-and-
conquer” strategy that splits the grid into several subgrids and searches each of
them. Shenvi, Kempe, andWhaley [297] described a search algorithm on hypercubes
using coined quantum walks, which is one of the first contributions in the area of
quantum-walk-based search algorithms together with Ambainis’s algorithm for the
element distinctness problem [14]. Tulsi [316] created a modification of quantum-
walk-based search algorithms that improves the success probability and described
those algorithms comprehensively.

Many important quantum-walk-based algorithms were analyzed on the two-
dimensional square lattice with N vertices and one marked vertex. Ambainis
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et al. [19] described an algorithmwith time complexityO
(√

N log N
)
andTulsi [315]

described an algorithmwith time complexityO
(√

N log N
)
by adding an extra qubit.

Ambainis et al. [18] described an algorithm with time complexity O
(√

N log N
)

that does not use the amplitude amplification technique but requires classical post-
processing. Hein and Tanner [144] analyzed quantum search on higher dimensional
lattices. Search algorithms on the hexagonal and triangular lattices are described
in [3, 4].

Relevant earlier references on quantum-walk-based algorithms are reviewed
in [13, 183, 229, 274, 320]. A short list of important recent results for lattices
and graphs in general based on the coined quantum walk model is the following:
Errors in quantum-walk-based search algorithms were analyzed in [349]. Hamilton
et al. [136] proposed experimental implementation using many walkers. Wong [330,
331] analyzed quantum-walk-based search on two-dimensional lattices with self-
loops using his previous work [329] on lackadaisical quantum walks. Multimarked
search is addressed byYu-Chao et al. [350] Hoyer andKomeili [152].Wong and San-
tos analyzed quantum search on cycles with multiple marked vertices [333]. Reitzner
et al. [273] (see also [179]) used the scattering quantum walk model to search a path
in graphs. Xi-Ling et al. [335] used the scattering quantum walk model to develop
search algorithm on strongly regular graphs. Lovett et al. analyzed factors affecting
the efficiency of coined quantum walk search algorithms in [217].

There are many results using the continuous-time quantumwalk model and a very
short list is the following: Childs and Goldstone [82] analyzed search on lattices
using the continuous-time quantum walk model. Agliari, Blumen, and Mülken [6]
analyzed quantumwalk searching on fractal structures using continuous-timemodel.
Quantum search on hexagonal lattices was described in [115]. Quantum search on
trees was analyzed in [261]. General results on searching using the continuous-time
quantum walk model are presented in [72, 238, 249, 329, 332].

Results using alternative models are described in [108, 317].



Chapter 10
Element Distinctness

The element distinctness problem is the problemof determiningwhether the elements
of a list are distinct. For example, suppose we have a list x with N = 9 elements,
which are in the range [20, 50], such as x = (25, 27, 39, 43, 39, 35, 30, 42, 28). Note
that the third and the fifth elements are equal. We say that the elements in positions 3
and 5 collide. As a decision problem, the goal is to answer “yes” if there is a collision
or “no” if there is no collision. In order to simplify the description of the quantum
algorithm that solves this problem, we assume that there is either one 2-collision or
none. If there is a collision, then there are indices i1 and i2 such that xi1 = xi2 . With
a small overhead, we can find explicitly the indices i1 and i2 when the algorithm
returns “yes.”

We use the quantum query model to measure the hardness of this problem. In this
model, we are interested in the number of timeswe have queried an element of the list,
or equivalently, given a black box function f : {1, . . . , N } → X , where X is a finite
set, we want to determine whether there are two distinct inputs i1, i2 ∈ {1, . . . , N }
such that f (i1) = f (i2). Given an index i , each time we check xi or we use f , it
counts one query. To solve this problem in a classical computer, we need to query
all elements, one at a time in a serial processor, which takes �(N ) queries. In the
quantum case, we need O(N 2/3) queries, which is the best we can do.

Exercise 10.1. Show that the element distinctness problem is as hard as unstructured
search. [Hint: Consider the following problem, which is easier than the element
distinctness problem. Suppose that if there is a colliding pair {i1, i2}, then xi1 is the
first element of the list. Search for xi2 in the remaining list.]

© Springer Nature Switzerland AG 2018
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10.1 Classical Algorithms

The best-known classical algorithm using the minimum number of queries has the
following steps:

1. Query all elements of list x and store in the memory.
2. Sort the elements.
3. Traverse the sorted list checking whether any entry is repeated.

Step 1 requires exactly N queries. Step 2 takes O(N ln N ) time steps. Step 3 takes
O(N ) time steps. Then, the classical algorithm solves the element distinctness prob-
lem with N queries for lists with N entries. The time complexity is O(N ln N ).

10.2 Naïve Quantum Algorithms

Before describing the optimal quantum algorithm, which is the main part of this
chapter, let us address simpler attempts.

Using Grover’s Algorithm

Let us use Grover’s algorithm to solve the element distinctness problem. The search
space is the set of all pairs {i, j} for 0 ≤ i < j < N . A pair is marked if xi = x j . The
size of the search space is O(N 2), and there is at most one marked element. Using
Grover’s algorithm, we need O(N ) queries to find a collision.

Using Amplitude Amplification

There is an algorithm with query complexity of O(N 3/4) combining Grover’s algo-
rithm with the amplitude amplification technique. Let us partition the set of indices
into sets S1 and S2 with sizes n and N − n, respectively, where n will be determined
later, for now, consider n � N when N � 1. Suppose that the elements of S1 were
selected at random from the set of indices {1, . . . , N } and S2 is the complement of S1.
In the first step, query all xi for i ∈ S1. In the second step, use Grover’s algorithm to
search for a colliding index on S2, that is, find j ∈ S2 such that x j = xi . The first step
takes n queries, and the second step takes (π/4)

√
N − n queries, which is around√

N queries. To balance the number of queries in each step, we set n = √
N . The

number of queries in the two-step algorithm is around 2
√
N . The algorithm succeeds

only if the colliding indices are in different sets. For large N , the success probability
is around 2/

√
N (Exercise10.2).

We can boost the success probability to O(1) by using the amplitude amplification

method. We have to run the two-step algorithm
√√

N/2 times. The total number of

queries is O
(√

N
√√

N
) = O

(
N 3/4

)
.

Exercise 10.2. Let N be a perfect square, S1 ⊆ {1, . . . , N } such that |S1| = √
N ,

and S2 = {1, . . . , N } \ S1. Select two different elements i1, i2 ∈ {1, . . . , N }. If the
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elements of S1 are chosen at random, show that the probability that the two elements
belong to different sets is around 2/

√
N .

10.3 The Optimal Quantum Algorithm

The algorithm we describe in this section uses an extensive notation, which requires
extra attention from the reader. Let us start with a list of basic definitions:

• [N ] = {1, . . . , N }
• r =

⌊
N

2
3

⌋

• Sr = set of all r -subsets of [N ]
• V = {(S, y) : S ∈ Sr , y ∈ [N ] \ S}
• H = span {|S, y〉 : (S, y) ∈ V}
Note that |Sr | = (N

r

)
and |V| = (N

r

)
(N − r), where

(N
r

)
is the binomial coefficient.

Let us provide an example of those definitions. If the number of elements in the list
is N = 4, then

[N ] = {1, 2, 3, 4},
r = 2,

Sr = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}},
V =

{({1, 2}, 3), ({1, 2}, 4), ({1, 3}, 2), ({1, 3}, 4), ({1, 4}, 2), ({1, 4}, 3),
({2, 3}, 1), ({2, 3}, 4), ({2, 4}, 1), ({2, 4}, 3), ({3, 4}, 1), ({3, 4}, 2)

}
,

H = span
{
|{1, 2}, 3〉, |{1, 2}, 4〉, |{1, 3}, 2〉, |{1, 3}, 4〉, |{1, 4}, 2〉, |{1, 4}, 3〉,
|{2, 3}, 1〉, |{2, 3}, 4〉, |{2, 4}, 1〉, |{2, 4}, 3〉, |{3, 4}, 1〉, |{3, 4}, 2〉

}
.

The Hilbert space H is spanned by |V| vectors. We use the notation |S, y〉 for the
vectors of the computational basis, where S is a set in Sr and y is in [N ] but not in S.
Note that we have not given the list of elements yet. In fact, [N ] is simply the set of
indices. Let us consider x = (39, 45, 39, 28), which means that the colliding indices
are i1 = 1 and i2 = 3. An element (S, y) ∈ V is called marked if {i1, i2} ⊆ S. Indices
i1, i2 are also called marked indices. In the example,

({1, 3}, 2) and ({1, 3}, 4) are
the marked elements; 1 and 3 are the marked indices.

Let �(V, E) be the graph where each vertex has label (S, y) ∈ V and vertices
(S, y) and (S′, y′) are adjacent if and only if S = S′ or S ∪ {y} = S′ ∪ {y′}. When
N = 4, graph � is depicted in Fig. 10.1. If two vertices are adjacent because S = S′,
the edge incident to these vertices has the blue color and if the vertices are adjacent
because S ∪ {y} = S′ ∪ {y′}, the edge has the red color.
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Fig. 10.1 Graph �(V, E)

when N = 4. Vertices (S, y)
and (S′, y′) such that S = S′
are linked by blue edges and
vertices such that
S ∪ {y} = S′ ∪ {y′} are
linked by red edges

Let us focus on the set of blue edges. We start by defining a subset of vertices that
are adjacent by blue edges. For each S ∈ Sr , define

αS = {(S, y) ∈ V : y ∈ [N ] \ S}. (10.1)

We state that αS is a clique of size (N − r). In fact, a subset of vertices is a clique
if all vertices in the subset are adjacent. By definition, αS is a subset of vertices and
all vertices in αS are adjacent because they share the same S. The size of the clique
is (N − r) because the cardinality of set [N ] \ S is (N − r).

Each αS is a clique, and it is straightforward to check that the union of αS for all
S in Sr is the vertex set V , that is,

V =
⋃
S∈Sr

αS.

Besides, αS ∩ αS′ = ∅ if S �= S′. In the terminology of the staggered quantum walk
model, the set

Tα = {αS : S ∈ Sr }

is a tessellation of �. The size of tessellation α is |Tα| = (N
r

)
. The blue edges in

Fig. 10.1 are in Tα.
For each S ∈ Sr , define the α-polygon vector

|αS〉 = 1√
N − r

∑
y∈[N ]\S

|S, y〉. (10.2)

It is straightforward to check that
〈
αS

∣∣αS′
〉 = δSS′ . Now define
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Uα = 2
∑
S∈Sr

|αS〉〈αS| − I, (10.3)

which is the unitary and Hermitian operator associated with tessellation α.
Now we focus on the set of red edges. We start by defining a subset of vertices

that are adjacent by red edges. Define a decomposition of the vertex set V induced
by the equivalence relation ∼, where (S, y)∼(S′, y′) if and only if S ∪ {y} = S′ ∪
{y′}. An equivalence class is defined by [S, y] = {

(S′, y′) ∈ V : (S′, y′)∼(S, y)
}

and the quotient set by V/∼ = {[S, y] : (S, y) ∈ V}. Note that the cardinality of
each equivalence class is (r + 1) and of the quotient set is

( N
r+1

)
. For each element

[S, y] in the quotient set, define

β[S,y] = {(S′, y′) ∈ V : (S′, y′)∼(S, y)}. (10.4)

Set β[S,y] is obtained from a cyclic rotation of the elements of S ∪ {y}. We state that
β[S,y] is a clique of size (r + 1). In fact, all vertices (S′, y′) in β[S,y] are adjacent
because S′ ∪ {y′} = S ∪ {y}. The size of β[S,y] is (r + 1) because the cardinality of
set S ∪ {y} is (r + 1).

Each β[S,y] is a clique, and it is straightforward to check that the union of β[S,y]
for all [S, y] in quotient set V/∼ is the vertex set V , that is,

V =
⋃

[S,y]∈V/∼
β[S,y].

Besides, β[S,y] ∩ β[S′,y′] = ∅ if [S, y] �= [S′, y′]. In the terminology of the staggered
quantum walk model, the set

Tβ = {β[S,y] : [S, y] ∈ V/∼}

is a tessellation of �. The size of tessellation β is
∣∣Tβ

∣∣ = ( N
r+1

)
. The red edges in

Fig. 10.1 are in Tβ .
For each [S, y] ∈ V/∼, define the β-polygon vector

∣∣β[S,y]
〉 = 1√

r + 1

∑
y′∈S∪{y}

∣∣S ∪ {y} \ {y′}, y′〉. (10.5)

Note that
∣∣β[S,y]

〉
is the uniform superposition of the equivalence class that contains

(S, y). It is straightforward to check that
〈
β[S,y]

∣∣β[S′,y′]
〉 = δ[S,y],[S′,y′]. Define

Uβ = 2
∑

[S,y]∈V/∼

∣∣β[S,y]
〉〈
β[S,y]

∣∣ − I, (10.6)

which is the unitary and Hermitian operator associated with tessellation β.
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One step of the staggered quantum walk on graph � (with unmarked vertices) is
driven by the evolution operator

U = UβUα. (10.7)

To search amarkedvertex,weneed todefine a reflectionoperator Rwith the following
property:

R|S, y〉 =
{

−|S, y〉, if (S, y) is marked,

|S, y〉, otherwise.
(10.8)

A vertex (S, y) is marked if {i1, i2} ⊆ S, where {i1, i2} is the colliding pair of indices,
that is, xi1 = xi2 . We assume that there is either one collision or none. The only way
to implement this operator is by querying elements of the list, which can be stored
in extra registers. We postpone the discussion about the number of queries, which
is presented in Sect. 10.3.2 in order to simplify the description of the core of the
algorithm. Define

R = I − 2
∑

(S,y)∈V
{i1,i2}⊆S

|S, y〉〈S, y|. (10.9)

The evolution operator that solves the element distinctness problem is

U = Ut2 R, (10.10)

where

t2 = π
√
r

2
√
2
. (10.11)

Since t2 must be an integer, we round the result and take the nearest integer. The
initial condition is the uniform superposition of all vertices

|ψ(0)〉 = 1√(N
r

)
(N − r)

∑
(S,y)∈V

|S, y〉. (10.12)

Before measuring, one must apply U t1 to the initial condition where

t1 = π

4

√
r , (10.13)

which needs to be rounded. The final state is

|ψ(t1)〉 = (
Ut2 R

)t1 |ψ(0)〉. (10.14)
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After measuring the position of the walker, the result is a basis state |S, y〉 so that
{i1, i2} ⊆ S with probability 1 − O

(
1/N 1/3

)
. As a final step, we use the classical

algorithm to check whether there is a 2-collision in S.

Exercise 10.3. The size of tessellation α is denoted by |Tα|. A polygon in this
tessellation has size (N − r). Show that the product of |Tα| and the polygon size is
the number of vertices of �.

Exercise 10.4. Show that Uα given by Eq. (10.3) can be expressed as

Uα =
(

2

N − r
− 1

)
I + 2

N − r

∑
S∈Sr

∑
y,y′∈[N ]\S

y �=y′

∣∣S, y′〉〈S, y|. (10.15)

Exercise 10.5. Show that the size of tessellation β is
∣∣Tβ

∣∣ = ( N
r+1

)
and the size of a

polygon in this tessellation is (r + 1). Show that the product of the polygon size and
the tessellation size is the number of vertices of �.

Exercise 10.6. Show that Uβ given by Eq. (10.6) can be expressed as

Uβ = 1 − r

1 + r
I + 2

r + 1

∑
S∈Sr

∑
y′∈S,

y∈[N ]\S

∣∣S ∪ {y} \ {y′}, y′〉〈S, y|. (10.16)

Exercise 10.7. Show that αS and β[S,y] are maximal cliques.

Exercise 10.8. The goal of this exercise is to build part of the graph �(V, E) when
N = 5. Show that r = 2. Start with vertex ({1, 2}, 3) and obtain all blue-adjacent
vertices and link them with blue edges. This set of vertices is a maximal clique.
Now take one vertex of this maximal clique and obtain all red-adjacent vertices and
link them with red edges. Repeat this process for all vertices of the first clique. At
this point, the graph has one blue maximal clique and three red maximal cliques.
Convince yourself that this process can be repeated over and over until the full graph
is obtained.

10.3.1 Analysis of the Algorithm

The probability of finding a marked vertex as a function of the number of steps t is

p(t) =
∑

(S,y)∈V
{i1,i2}⊆S

∣∣〈S, y
∣∣ψ(t)

〉∣∣2 , (10.17)

where
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Fig. 10.2 Plot of the probability distribution of |ψ(t1)〉 with N = 9, r = 4, and marked elements
{i1, i2} = {2, 5}. The probability has 5 values (×10−3): 7.57, 1.07, 0.43, 0.32, and 0.083

|ψ(t)〉 = (
Ut2 R

)t |ψ(0)〉, (10.18)

U is given by (10.7), and R by (10.9). Parameter t2 will be determined in this section.
Figure10.2 shows the probability distribution of |ψ(t = 2)〉 with N = 9, r = 4, and
marked elements {i1, i2} = {2, 5}. Note that the probability distribution has only 5
values. For instance, there are 105 values 0.0076 approximately and they correspond
to the marked vertices. This pattern is the same for any number of steps and any
N , which strongly suggests that the vertices can be grouped according to some
characteristic. Now we show that the analysis of the algorithm can be performed
in a five-dimensional subspace of the original Hilbert space, that is, we will define
five-dimensional reducedmatricesURED and RRED that are able to describe the action
of U and R.

Let {i1, i2} be the indices of the elements that are equal, that is, xi1 = xi2 , which is
the only collision. We call i1 and i2 as marked indices. Define 5 types of sets (subsets
of V) in the following way:

η0 – Set of vertices (S, y) such that S has exactly 2 marked indices.
η1 – Set of vertices (S, y) such that S has no marked index and y is not a marked

index.
η2 – Set of vertices (S, y) such that S has no marked index and y is a marked index.
η3 – Set of vertices (S, y) such that S has exactly 1 marked index and y is not a

marked index.
η4 – Set of vertices (S, y) such that S has exactly 1 marked index and y is a marked

index.

Table10.1 has a short description of sets η� for 0 ≤ � ≤ 4 and their cardinalities.
Define 5 unit vectors
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Table 10.1 Short description of sets η� for 0 ≤ � ≤ 4 and their cardinalities

Set Cardinality

η0 |S ∩ {i1, i2}| = 2 y /∈ {i1, i2} |η0| = (N−2
r−2

)
(N − r)

η1 |S ∩ {i1, i2}| = 0 y /∈ {i1, i2} |η1| =(N−2
r

)
(N − r − 2)

η2 |S ∩ {i1, i2}| = 0 y ∈ {i1, i2} |η2| = 2
(N−2

r

)

η3 |S ∩ {i1, i2}| = 1 y /∈ {i1, i2} |η3| =
2
(N−2
r−1

)
(N − r − 1)

η4 |S ∩ {i1, i2}| = 1 y ∈ {i1, i2} |η4| = 2
(N−2
r−1

)

|η�〉 = 1√|η�|
∑

(S,y)∈η�

|S, y〉. (10.19)

Note that
〈
ηk

∣∣η�

〉 = δk� because sets η� are nonintersecting. Those vectors define a
five-dimensional subspace of the Hilbert space, which is invariant under the action
of U , that is, there are 25 entries (URED)k j such that

U |η�〉 =
4∑

k=0

(URED)k�|ηk〉, (10.20)

where

URED =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r−3
r+1 0 0 4

√
2
√
r−1

√
a−1

(r+1)a
2
√
2
√
r−1(2−a)

(r+1)a

0 a−4
a

2
√
2
√
a−2

a 0 0

0 2
√
2(1−r)

√
a−2

(r+1)a
(r−1)(a−4)

(r+1)a
2
√
r(a−2)

(r+1)a
4
√
r
√
a−1

(r+1)a

0 4
√
2
√
r
√
a−2

(r+1)a
2
√
r(4−a)

(r+1)a
(r−1)(a−2)

(r+1)a
2(r−1)

√
a−1

(r+1)a

2
√
2
√
r−1

r+1 0 0 2(3−r)
√
a−1

(r+1)a
(r−3)(a−2)

(r+1)a

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and a = N − r (Exercise10.9). A vector |v〉 = [v0, v1, v2, v3, v4]T in the five-
dimensional subspace spanned by {|0〉, |1〉, |2〉, |3〉, |4〉} is mapped to the large
Hilbert space as |V 〉 = v0|η0〉 + v1|η1〉 + v2|η2〉 + v3|η3〉 + v4|η4〉, that is,

|V 〉 =
4∑

�=0

〈
�
∣∣v〉 |η�〉. (10.21)

The eigenvalues of URED are eigenvalues of U , and the eigenvectors of URED are
mapped to eigenvectors ofU (Exercise10.12). The converse is not true, that is, there
are eigenvalues ofU that are not eigenvalues ofURED and there are eigenvectors ofU
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that cannot be obtained from eigenvectors ofURED . The space reduction is useful only
if the initial state of the algorithm comes from a reduced vector. Using Eq. (10.19), we
can check that the sum of vectors

√|η�| |η�〉 is the uniform superposition of vectors
of the computational basis of the large Hilbert space. Using the normalization factor
of vector |ψ(0)〉 given by Eq. (10.12), define vector

|ψ0〉 =
4∑

�=0

〈
�
∣∣ψ0

〉 |�〉 (10.22)

in the five-dimensional reduced space, where

〈
�
∣∣ψ0

〉 =
√|η�|√(N
r

)
(N − r)

. (10.23)

It is straightforward to check that |ψ0〉 is mapped to |ψ(0)〉 (Exercise10.13). This
means that the action ofU on |ψ(0)〉 can be obtained from the action ofURED on |ψ0〉.

The goal now is to find the spectral decomposition of URED . The characteristic
polynomial of URED is

∣∣λI5 −URED

∣∣ = (λ − 1)
(
λ2 − 2λ cosω1 + 1

) (
λ2 − 2λ cosω2 + 1

)
, (10.24)

where

cosω1 = 1 − 2 N

(r + 1)(N − r)
, (10.25)

cosω2 = 1 − 4 (N − 1)

(r + 1)(N − r)
. (10.26)

The eigenvalues of URED are 1, eiω1 , eiω2 , eiω3 , and eiω4 , where ω3 = −ω1 and ω4 =
−ω2.

The (+1)-eigenvector is

|ψ0〉 = 1√
N

√
N − 1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
r
√
r − 1

√
N − r − 2

√
N − r − 1

√
2

√
N − r − 1

√
2
√
r
√
N − r − 1

√
2
√
r

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10.27)

which coincides with vector |ψ0〉 given by Eq. (10.22) (Exercise10.14), that is, the
initial state in the reduced space is a (+1)-eigenvector of URED . The eigenvector
associated with eiω1 is
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|ψ1〉 = 1

2
√
a
√
N

√
N − 2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 a
√
r − 1

−2
√
r
√
a − 2

√
a − 1 + 2 i

√
N

√
a − 2

−2
√
2
√
r
√
a − 1 − i

√
2
√
N (a − 2)

√
2
√
a − 1 (N − 2 r) + i

√
2
√
r
√
N

√
2 (N − 2 r) − i

√
2
√
r
√
N

√
a − 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where a = N − r . The eigenvector associated with eiω3 is the complex conjugate of
|ψ1〉 that is, |ψ3〉 = |ψ1〉∗. The eigenvector associated with eiω2 is

|ψ2〉 = 1

2
√
a
√
N − 1

√
N − 2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
2 a

√
a − 1

√
2
√
r
√
a − 2

√
r − 1 − 2 i

√
r
√
N − 1

2
√
r
√
r − 1 + i

√
2
√
r
√
N − 1

√
a − 2

2 (1 − a)
√
r − 1 + i

√
2
√
a − 2

√
N − 1

−√
2
√
a − 1

(√
2
√
r − 1 + i

√
a − 2

√
N − 1

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The eigenvector associated with eiω4 is |ψ4〉 = |ψ2〉∗. This completes the spectral
decomposition of URED . It can be checked (Exercise10.15) that the eigenvectors
satisfy the completeness relation I5 = ∑4

j=0

∣∣ψ j
〉〈
ψ j

∣∣ and

URED = |ψ0〉〈ψ0| +
4∑
j=1

eiω j
∣∣ψ j

〉〈
ψ j

∣∣. (10.28)

It is still missing to check the effect of R on a vector that comes from a reduced
vector in order to confirm that R maintains invariant the subspace. The reduction
schemeworks only if Rmaps the initial state |ψ(0)〉 into a vector that can be obtained
from a vector in the reduced space. R inverts the sign of the marked states, which
are states |S, y〉 such that |S ∩ {i1, i2}| = 2. R does nothing on the other states. Set
η0 comprises the marked vertices, then R|η0〉 = −|η0〉 and R|η�〉 = |η�〉 if � �= 0.
Then, R preserves the structure of the reduced space. The reduced version of R is

RRED = I5 − 2|0〉〈0|. (10.29)

The evolution operator of the algorithm in the original Hilbert space is U = Ut2 R.
On the five-dimensional subspace, the reduced evolution operator is

URED = (URED)
t2 RRED (10.30)

and can be written as
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Fig. 10.3 Eigenvalues of
URED (blue point) and URED

(red cross) for N = 50. The
eigenvalue of URED with the
smallest positive argument is
denoted by eiλ

URED =
(
|ψ0〉〈ψ0| +

4∑
j=1

eit2ω j
∣∣ψ j

〉〈
ψ j

∣∣)RRED , (10.31)

where RRED is given by (10.29). To obtain the state in the reduced subspace that is
mapped to the full final state |ψ(t1)〉, we have to calculate

∣∣ψ f
〉 = (

URED

)t1 |ψ0〉, (10.32)

where |ψ0〉 is the initial state in the reduced space. Note that |ψ0〉 is not an eigenvector
of URED . The success probability is (Exercise10.16)

psucc = ∣∣〈0∣∣ψ f
〉∣∣2 . (10.33)

Figure10.3 shows the eigenvalues of URED (blue point) and URED (red cross) for N =
50. The eigenvalues that are not real tend to 1 when N goes to infinity, and they
are interlaced for all values of N . It is interesting to compare the behavior of those
eigenvalues with the behavior of the complex eigenvalues of the evolution operator
of Grover’s algorithm.

To calculate the success probability,we employ theprincipal eigenvalue technique
described in Sect. 9.2 on p. 178, which requires the fulfillment of three conditions
(Exercise10.17). The coefficients A, B, and C given by Eqs. (9.17)–(9.19) on p. 180
are
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A = 2
∣∣〈0∣∣ψ0

〉∣∣2 , (10.34)

B = −
4∑

k=1

∣∣〈0∣∣ψk
〉∣∣2 sin (ωk t2)

1 − cos(ωk t2)
, (10.35)

C =
4∑

k=1

∣∣〈0∣∣ψk
〉∣∣2

1 − cos(ωk t2)
. (10.36)

Note that the nontrivial eigenvalues of (URED)
t2 are eiωk t2 for 1 ≤ k ≤ 4. Using that

ω3 = −ω1 and ω4 = −ω2, we obtain B = 0. Simplifying Eqs. (10.34)–(10.36), we
obtain

A = 2 r (r − 1)

N (N − 1)
, (10.37)

B = 0, (10.38)

C = N − r

N − 2

(
N − r − 1

(N − 1)(1 − cos(ω2t2))
+ 2 (r − 1)

N (1 − cos(ω1t2))

)
. (10.39)

Using Eq. (9.28) on p. 182, the success probability as a function of the number
of steps t is given by

p(t) =
∣∣〈0∣∣ψ0

〉∣∣2
AC

sin2 λt, (10.40)

where

λ =
√
A√
C

. (10.41)

The largest success probability is obtained by taking t = 2π/λ and choosing t2 that
minimizes C . Recall from Sect. 9.2 that the minimization of C plays a key role to
improve the algorithm’s efficiency. Since the last term of C in (10.39) tends to 0
for large N , we discard the last term, and the best t2 is the one that maximizes
(1 − cos(ω2t2)), which is t2 = π/ω2. Using (10.26), the asymptotic expansion of
π/ω2 yields

t2 = π

ω2
= π

√
r

2
√
2

+ O (1) . (10.42)

Using this value of t2 and calculating the asymptotic expansion of C , we obtain

C = 1

2
+ cot2

(
π

2
√
2

)
1√
r

+ O
(
r−1

)
(10.43)

and the probability as a function of time reduces to
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p(t) =
(
1 − cot2

(
π

2
√
2

)
2√
r

)
sin2

(
2t√
r

)
. (10.44)

The optimal t is

t1 = π

4

√
r + O(1) (10.45)

and

psucc = 1 − cot2
(

π

2
√
2

)
2√
r

+ O
(
r−1

)
. (10.46)

Exercise 10.9. Use matrices uα from Exercise10.10 and uβ from Exercise10.11 to
find URED .

Exercise 10.10. The goal of this exercise is to find a five-dimensional matrix asso-
ciated with Uα.

Use Eq. (10.2) to show that

〈
αS

∣∣η�

〉 = c�√|η�|
√
N − r

,

where c0 = (N − r)δ|S∩{i1,i2}|=2, c1 = (N − r − 2)δ|S∩{i1,i2}|=0, c2 = 2δ|S∩{i1,i2}|=0,
c3 = (N − r − 1)δ|S∩{i1,i2}|=1, c4 = δ|S∩{i1,i2}|=1, where δ|S∩{i1,i2}|= j is equal to 1 if
|S ∩ {i1, i2}| = j and 0 otherwise.

Show that

∑
S∈Sr|S∩{i1,i2}|=0

|αS〉 = 1√
N − r

(√|η1| |η1〉 + √|η2| |η2〉
)

and find similar equations when |S ∩ {i1, i2}| = 1 and |S ∩ {i1, i2}| = 2.
Use the above equations and Eq. (10.3) to find the entries (uα)k j of

Uα|η�〉 =
4∑

k=0

(uα)k�|ηk〉.

Check your results with

uα =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0

0 a−4
a

2
√
2
√
a−2

a 0 0

0 2
√
2
√
a−2

a
4−a
a 0 0

0 0 0 a−2
a

2
√
a−1
a

0 0 0 2
√
a−1
a

2−a
a

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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where a = N − r .

Exercise 10.11. The goal of this exercise is to find a five-dimensional matrix asso-
ciated with Uβ . Show that

〈
β[S,y]

∣∣η�

〉 = d�√|η�|
√
r + 1

,

where d0 = (r − 1)δk2, d1 = (r + 1)δk0, d2 = δk1, d3 = rδk1, d4 = 2δk2, where k =
|(S ∪ {y}) ∩ {i1, i2}|.

Define the following sets

Dk = {[S, y] ∈ V/∼ : |(S ∪ {y}) ∩ {i1, i2}| = k}

for 0 ≤ k ≤ 2 and show that

∑
[S,y]∈D0

∣∣β[S,y]
〉 = 1√

r + 1

√|η1| |η1〉,
∑

[S,y]∈D1

∣∣β[S,y]
〉 = 1√

r + 1

(√|η2| |η2〉 + √|η3| |η3〉
)

,

∑
[S,y]∈D2

∣∣β[S,y]
〉 = 1√

r + 1

(√|η0| |η0〉 + √|η4| |η4〉
)

.

Use those equations and (10.6) to find the entries (uβ)k� of

Uβ |η�〉 =
4∑

k=0

(uβ)k�|ηk〉.

Check your results with

uβ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r−3
r+1 0 0 0 2

√
2
√
r−1

r+1

0 1 0 0 0

0 0 1−r
r+1

2
√
r

r+1 0

0 0 2
√
r

r+1
r−1
r+1 0

2
√
2
√
r−1

r+1 0 0 0 3−r
r+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Exercise 10.12. Use Eqs. (10.20) and (10.21) to show that the eigenvalues of URED

are eigenvalues of U and the eigenvectors of URED are mapped to eigenvectors of U .

Exercise 10.13. Show that η�1 ∩ η�2 = ∅ if �1 �= �2 and∪4
�=0η� = V . Use those facts

and Eq. (10.21) to show that |ψ0〉 is mapped to |ψ(0)〉.
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Exercise 10.14. Show that vector |ψ0〉 given by Eq. (10.27) is equal to the vector
described by Eqs. (10.22) and (10.23).

Exercise 10.15. Show that the eigenvectors ofURED satisfy the completeness relation
I5 = ∑4

j=0

∣∣ψ j
〉〈
ψ j

∣∣ and Eq. (10.28).

Exercise 10.16. Show that psucc given by Eq. (10.33) is equal to psucc given by
Eq. (10.17).

Exercise 10.17. Show that the principal eigenvalue technique can be applied to the
algorithm of element distinctness, that is, check or show that:

1. The initial condition is a (+1)-eigenvector of the nonmodified evolution operator.
2. The phaseλ of the principal eigenvalue eiλ of themodified evolution operatorURED

ismuch smaller than the phase of the principal eigenvalue eiω1t2 of the nonmodified
evolution operator URED , that is, λ � ω1t2 when N � 1.

3. Show that ∣∣〈ψ0

∣∣λ〉∣∣2 + ∣∣〈ψ0

∣∣λ′〉∣∣2 = 1 − O
(
1/

√
r
)

and use this result to show that |ε| (see Eq. (9.8) on p. 178) can be disregarded for
large N .

10.3.2 Number of Queries

The complexity analysis of Sect. 10.3.1 does not take into account the number of times
the list of elements is queried. In order to fill this gap,we give the complete description
of the algorithm and highlight the steps that perform queries. The algorithm uses two
registers. A vector of the computation basis has the form

|S, y〉 ⊗ ∣∣x ′
1, . . . , x

′
r+1

〉
,

where (S, y) is a vertex label and x ′
i ∈ [M], whereM is an upper bound for the values

of the list elements. The Hilbert spaces of the registers have
(N
r

)
(N − r) and Mr+1

dimensions, respectively.

Initial Setup

The initial condition is
|ψ(0)〉|0, . . . , 0〉, (10.47)

where |ψ(0)〉 is given by Eq. (10.12). The first step is to query each xi for i ∈ S.
Suppose that S = {i1, . . . , ir }, then the next state is

1√(N
r

)
(N − r)

∑
(S,y)∈V

|S, y〉∣∣xi1 , . . . , xir , 0
〉
, (10.48)
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where xi is the i th element of the list. The elements of S and the first r slots of the
second register are in one-to-one correspondence. The number of queries in this step
is r , and it is performed only once.

Main Block

1. Repeat this block of two steps the following number of times: t1 =
⌊

π
4

√
r
⌉
, where

�·� is the nearest integer.
(a) Apply a conditional phase flip operator R that inverts the phase of

|S, y〉∣∣x ′
1, . . . , x

′
r+1

〉
if and only if both marked indices i1 and i2 are in S, that

is,

R|S, y〉∣∣x ′
1, . . . , x

′
r+1

〉 =
{

−|S, y〉∣∣x ′
1, . . . , x

′
r+1

〉
, if i1, i2 ∈ S,

|S, y〉∣∣x ′
1, . . . , x

′
r+1

〉
, otherwise.

(b) Repeat Subroutine 1 the following number of times: t2 =
⌊

π
√
r

2
√
2

⌉
.

2. Measure the first register and check whether S has a 2-collision using a classical
algorithm.

Subroutine 1

1. Apply operator Uα given by (10.3) to the first register.
2. Apply oracle O defined by

O|S, y〉∣∣x ′
1, . . . , x

′
r+1

〉 = |S, y〉∣∣x ′
1, . . . , x

′
r+1 ⊕ xy

〉
,

which queries element xy and adds xy to x ′
r+1 in the last slot of the second register.

3. Apply operator U
EXT

β , which is an extension of (10.6), defined by

U
EXT

β = 2
∑

x ′
1,...,x

′
r+1

∑
[S,y]∈V/∼

∣∣∣βx ′
1,...,x

′
r+1

[S,y]
〉〈

β
x ′
1,...,x

′
r+1

[S,y]
∣∣∣ − I,

where

∣∣∣βx ′
1,...,x

′
r+1

[S,y]
〉

= 1√
r + 1

∑
y′∈S∪{y}

∣∣S ∪ {y} \ {y′}, y′〉∣∣π(x ′
1), . . . ,π(x ′

r+1)
〉

(10.49)
and π is a permutation of the slots of the second register induced by the permu-
tation of the indices of the first register.

4. Apply oracle O.

Note that when the input is given by (10.48), the output of step 2 of Subrou-
tine 1 has the elements of S and the first r slots of the second register in one-to-one
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correspondence and the last slot of the second register is xy . This one-to-one corre-
spondence is maintained for each term in sum (10.49) and π(x ′

r+1) = xy′ . This means
that for the analysis of the algorithm the second register is “redundant” in the sense
that it can be reproduced if we know S and y in the state |S, y〉 of the first register.
When we eliminate the second register, as we have done earlier, U

EXT

β becomes Uβ

and Uα ⊗ I becomes Uα.
The number of quantum queries is the number of times oracle O is used plus the

number of queries in the initial setup. This yields (2 t1t2 + r), which is O
(
N 2/3

)
.

There is an overhead of r classical queries after the measurement, which is also
O

(
N 2/3

)
.

Note that no queries are required in the action of the conditional phase flip R.
This is a central point in the algorithm because oracle O updates the information in
the second register by querying only one element. When the walker moves from one
vertex (S, y) to the next (S′, y′), under the action of either Uα or Uβ , sets S and S′
differ by one element at most. This setup minimizes the number of queries. Operator
Uα plays the role of a coin by diffusing the values of y that are not in S and operator
Uβ plays the role of the shift by moving the new values of y into S.

Exercise 10.18. Use the approximation

ln

(
N

r

)
≈ r ln

N

r

valid when N � r � 1 to show that the algorithm uses O (r (ln N + lnM)) qubits
of memory.

Exercise 10.19. The goal of this exercise is to apply Tulsi’s modification described
in Sect. 9.2.2 on p. 183 in order to propose a new optimal algorithm for the element
distinctness problem.

Set t2 = 1, that is, use the evolution operator

U0 = UR,

and show that the success probability as a function of the number of steps tends to
zero when N increases. Show that Tulsi’s modification of U0 with η ≈ 1/(2

√
r) can

enhance the success probability to O(1) by taking O(r) steps. Show that the number
of queries is O(N 2/3). Check that the three conditions are fulfilled.

10.3.3 Example

The algorithm presented in this chapter is so complex that an example is welcome.
Take the list x = (39, 45, 39, 28) with N = 4 elements. Then, r = 2. Let us focus
on Subroutine 1. Consider state
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|ψ0〉 = |{1, 2}, 3〉|39, 45, 0〉,

which belongs to the initial state (10.48). Let us start with Step 1 of Subroutine 1,
that is, apply Uα. The action of Uα on |S, y〉 keeps the same S and outputs a sum of
all y /∈ S, that is

|ψ1〉 = c0|{1, 2}, 3〉|39, 45, 0〉 + c1|{1, 2}, 4〉|39, 45, 0〉.

In this case, c0 = 0 and c1 = 1 because the blue polygons in Fig. 10.1 have two
vertices only. Next step applies oracle O, which outputs

|ψ2〉 = |{1, 2}, 4〉|39, 45, 28〉.

At this point, the entire first and second registers are in one-to-one correspondence
at a cost of one query only.

Next step is to apply U
EXT

β to |ψ2〉. The action of U
EXT

β on |{y1, . . . , yr }, y〉
outputs all cyclic permutations of ({y1, . . . , yr }, y), that is, |{y, y1, . . . , yr−1}, yr 〉,
|{yr , y, y1, . . . , yr−2}, yr−1〉, and so on.1 Besides, the elements in the slots of the
second register also permute. Then,

|ψ3〉 =c0|{1, 2}, 4〉|39, 45, 28〉+
c1|{1, 4}, 2〉|39, 28, 45〉+
c2|{2, 4}, 1〉|45, 28, 39〉,

where c1 = −1/3 and c1 = c2 = 2/3. Note that the one-to-one correspondence is
kept because the second register was also permuted. We have to query one more time
to clear the last slot of the second register before applyingUα. Apply oracleO again,
which outputs

|ψ4〉 =c0|{1, 2}, 4〉|39, 45, 0〉+
c1|{1, 4}, 2〉|39, 28, 0〉+
c2|{2, 4}, 1〉|45, 28, 0〉.

That is exactly what we need to go back to Step 1 of Subroutine 1, which applies
Uα, and Step 2, and so on t2 times.

Let us analyze the Main Block. If we apply the conditional phase flip R to |ψ4〉,
nothing changes because there are no states with repeated entries in the second
register. On the other hand, if we apply Subroutine 1 to state

∣∣ψ′
0

〉 = |{1, 2}, 4〉|39, 45, 0〉,

1Set S must be stored in a unique way independent of how it was created by choosing a suitable
data structure. In the example, we display S sorted in increasing order, that is, after performing the
cyclic permutation, S is sorted.
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the output of Step 4 prime will be (4 → 3 and 28 → 39 in Step 4)

∣∣ψ′
4

〉 =c′
0|{1, 2}, 3〉|39, 45, 0〉+
c′
1|{1, 3}, 2〉|39, 39, 0〉+
c′
2|{2, 3}, 1〉|45, 39, 0〉,

and the action ofR will invert the sign of term |{1, 3}, 2〉|39, 39, 0〉. Notice that the
same result is obtained by applying R given by Eq. (10.9) to the first register.

This example helps to understand why we can disregard the second register in the
analysis of Sect. 10.3. Oracle O is necessary for querying the elements of the list,
which allows operatorR to invert the phase of the marked states. If we suppose that
operator R as described by Eq. (10.9) is available, we can calculate the running time
and the success probability by disregarding the second register, that is, by eliminating
O and by replacing R by R.

Further Reading

The element distinctness problem has a long history. In classical computing, the
optimal lower bound for the model of comparison-based branching programs was
obtained by Yao [342]. Classical lower bounds have been obtained in general models
in Refs. [34, 127].

A related problem is the collision problem, where a two-to-one function f is
given and we have to find x and y such that f (x) = f (y). Quantum lower bounds
for the collision problem were obtained by Aaronson and Shi [2] and by Kutin [196].
Brassard, Høyer, and Tapp [60] solved the collision problem in O(N 1/3) quantum
steps achieving the lower bound. If the element distinctness problem can be solved
with N queries, then the collision problem can be solved with O(

√
N ) queries [2].

Quantum lower bounds for the element distinctness problem were obtained by
Aaronson and Shi [2] and Ambainis [15]. Buhrman et al. [64] described a quantum
algorithm that uses O(N 3/4) queries. Ambainis’s optimal algorithm for the element
distinctness problem firstly appeared in [14] and was published in [16]. Ambainis’s
algorithm used a new quantum walk framework on a bipartite graph, which was
generalized by Szegedy [307]. In a strict sense, Ambainis’ quantum walk is not is
not an instance of Szegedy’s model, because the graph employed by Ambainis is
a nonsymmetric bipartite graph.2 On the other hand, a new efficient algorithm for
the element distinctness problem was described by using an instance of Szegedy’s
model on the duplicated graph of the Johnson graph by Santha [290]. None of those
versions have obtained the optimal values for t1 and t2, which were given for the
first time in [265]. The material of this chapter was based on [265], which addressed
the general case (k-collision). Since Szegedy’s model is entirely included in the
staggered model, the version using the Johnson graph can also be converted into
a 2-tessellable staggered quantum walk using the line graph of the bipartite graph
obtained from the duplication of the Johnson graph.

2It is important to stress that Ambainis’s algorithm employs a quantum walk on a bipartite graph
that is neither a Johnson graph nor the duplication of a Johnson graph.
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Ambainis’s algorithm was used to build a quantum algorithm for triangle finding
by Magniez, Santha, and Szegedy [226] and to subset finding by Childs and Eisen-
berg [80]. Santha [290] surveyed the application of Szegedy’s quantum walk to the
element distinctness problem and for other related search problems, such as matrix
product verification and group commutativity. Tani [309] described implementa-
tions of quantum-walk-based algorithms for claw finding. Childs [79] described
the element distinctness algorithm in terms of the continuous-time quantum walk
model [113]. Belovs [37] applied learning graphs to present quantum algorithms
with a smaller number of queries for the k-distinctness problem. Belovs et al. [38]
presented quantum walk algorithms for the 3-collision element distinctness problem
with O(N 5/7). Rosmanis [282] addressed quantum adversary lower bounds for the
element distinctness problem. Kaplan [168] used the element distinctness algorithm
in the context of quantum attacks against iterated block ciphers. Jeffery, Magniez,
and de Wolf [164] analyzed parallel quantum queries for the element distinctness
problem. Abreu et al. [94] described a useful simulator for Ambainis’s algorithm.

The description of the evolution operator of the element distinctness algorithm in
the staggered model [264, 269] appeared in Abreu’s master thesis [93].



Chapter 11
Szegedy’s Quantum Walk

In this chapter, we describe Szegedy’s model, which is a collection of discrete-time
coinless quantum walks on symmetric bipartite digraphs. A symmetric bipartite
digraph can be obtained from an underlying digraph by a duplication process. The
underlying digraph defines a classicalMarkov chain , and Szegedy’smodel is usually
said to be the quantized version of this Markov chain.

Before entering the quantum context, we review some relevant classical concepts,
which are the discrete-time classical Markov chains and the hitting time. The most
known formula for calculating the classical hitting time uses the stationary distri-
bution. However, there is an alternative formula that does not rely on the stationary
distribution and requires the use of sinks, which are vertices with outdegree zero.
This formula can be generalized to the quantum context.

We start by describing Szegedy’s model on symmetric bipartite graphs, which are
obtained from underlying simple graphs via a duplication process. Then, we address
digraphs that have at least one sink (or marked vertex). The duplication process
produces a bipartite digraph. Szegedy’s quantum walk takes place on the bipartite
digraph, and the quantum hitting time is defined using this quantum walk. We show
how the evolution operator is obtained from the stochastic matrix of the underlying
digraph, and we exemplify the whole scheme using the complete graph.

11.1 Discrete-Time Markov Chains

In this section, we review discrete-time Markov chains in a way that complements
the topics addressed in Sect. 3.2 on p.23. A detailed review of the classical hitting
time is left to Appendix C. A classical discrete-time stochastic process is a sequence
of random variables X0, X1, X2, . . . denoted by {Xt : t ∈ N}. Xt is the state of the
stochastic process at time t and X0 is the initial state. We suppose that the state space
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S is discrete, for instance, S = N. A Markov chain is a stochastic process, whose
future depends only on the present state, that is,

Prob(Xt+1 = j | Xt = i, Xt−1 = in−1, . . . , X0 = i0) = Prob(Xt+1 = j | Xt = i)

for all t ≥ 0 and i0, . . . , i, j ∈ S. Define pi j = Prob(Xt+1 = j | Xt = i) and assume
that pi j does not depend on t (time-homogeneous Markov chain). Matrix P with
entries pi j for i, j ∈ S is called the transition matrix (or right stochastic matrix) of
the chain and has the following properties: pi j ≥ 0 and

∑
j∈S pi j = 1 for all i ∈ S.

Any time-homogeneous Markov chain can be represented by a digraph (directed
graph) �(V, A), where the vertex set V is the state space S and A is the arc set. Arc
(i, j) is in A if and only if pi j > 0. If the transition matrix is symmetric, then the
digraph representing the Markov chain reduces to a simple graph. A random walk
on � can be cast into the Markov chain formalism.

A state i is called absorbing if pii = 1. In this case, pi j = 0 for all j �= i , which
means that if the Markov chain reaches state i , it will be stuck there forever because
the probability to go to any other state different from i is zero. In terms of graph
representation, an absorbing state is represented by a sink, which is a vertex that has
outdegree equal to zero.

11.2 Markov Chain-Based Quantum Walk

Szegedy’s quantum walk is defined on a bipartite digraph obtained by duplicating a
digraph (called underlying digraph) associated with a discrete-time Markov chain.
For simplicity, in this section we address the case with no marked vertices, which
has only simple graphs. Figure11.1 shows an example of a bipartite graph (second
graph) obtained from the simple graph (first graph) of a Markov chain with three
states S = {0, 1, 2}. If x1 is adjacent to x2 and x3 in the underlying graph, then x1
must be adjacent only to y2 and y3 in the bipartite graph. The same must hold for x2
and x3. The description of the duplication process in a general setting is as follows.
Each edge {xi , x j } of the underlying graph, which connects the adjacent vertices xi

x1

xx3 x2

x1

x2

x3

y1

y2

y3

Fig. 11.1 Example of an underlying graph with three vertices and the bipartite graph generated
by the duplication process. In this case, there is no marked vertex. The classical random walk is
defined on the first graph and the quantum walk is defined on the second graph
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and x j , corresponds to two edges {xi , y j } and {yi , x j } in the bipartite graph. The
reverse process can also be defined, that is, we can obtain the underlying graph from
the bipartite graph.

Consider a bipartite graph with sets X and Y of equal cardinalities obtained from
the duplication process. Let x and y be vertices of X and Y , respectively. Define pxy
as the inverse of the degree of vertex x , if y is adjacent to x , otherwise pxy = 0. For
example, if x is adjacent to only two vertices y1 and y2 in set Y , then pxy1 = pxy2 =
1/2. Analogously, we define qyx as the inverse of the degree of vertex y. The entries
pxy and qyx satisfy

∑

y∈Y
pxy = 1 ∀x ∈ X, (11.1)

∑

x∈X
qyx = 1 ∀y ∈ Y. (11.2)

Note that pxy = qxy and pxy are symmetric since the bipartite graph is undirected
and there is an identification between X and Y .

The quantum walk on the bipartite graph has an associated Hilbert space Hn2 =
Hn ⊗ Hn , where n = |X | = |Y |.1 The computational basis of the first factor is

{|x〉 :
x ∈ X

}
and of the second is

{|y〉 : y ∈ Y
}
. The computational basis ofHn2 is

{|x, y〉 :
x ∈ X, y ∈ Y

}
. Instead of using probabilitymatrices P and Q of the classical random

walk, the entries of which are pxy and qyx , we define operators A : Hn → Hn2 and
B : Hn → Hn2 as follows:

A =
∑

x∈X
|αx 〉〈x |, (11.3)

B =
∑

y∈Y

∣
∣βy
〉〈y|, (11.4)

where

|αx 〉 = |x〉 ⊗
⎛

⎝
∑

y∈Y

√
pxy |y〉

⎞

⎠ , (11.5)

∣
∣βy
〉 =

(
∑

x∈X

√
qyx |x〉

)

⊗ |y〉. (11.6)

The dimensions of A and B are n2 × n. Another way to write (11.3) and (11.4) is

1The sizes of X and Y need not necessarily be equal. The terminology bipartite quantum walk
would be more precise to describe this case.
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A|x〉 = |αx 〉, (11.7)

B|y〉 = ∣
∣βy
〉
, (11.8)

that is, multiplying matrix A by the x th vector of the computational basis of Hn is
the x th column of A. Therefore, the columns of matrix A are the vectors |αx 〉 and the
columns of matrix B are the vectors

∣
∣βy
〉
. Using (11.5) and (11.6) along with (11.1)

and (11.2), we obtain

〈
αx

∣
∣αx ′

〉 = δxx ′ , (11.9)
〈
βy

∣
∣β′

y

〉 = δyy′ . (11.10)

Then, we have

ATA = In, (11.11)

BTB = In. (11.12)

These equations imply that the actions of A and B preserve the norm of vectors. So,
if |μ〉 is a unit vector inHn , then A|μ〉 is a unit vector inHn2 . The same regarding B.

Let us investigate the product in the reverse order. Using (11.3) and (11.4), we
obtain

AAT =
∑

x∈X
|αx 〉〈αx |, (11.13)

BBT =
∑

y∈Y

∣
∣βy
〉〈
βy

∣
∣. (11.14)

Using (11.11) and (11.12), we have (AAT)2 = AAT and (BBT)2 = BBT. So, let us
define the projectors

ΠA = AAT, (11.15)

ΠB = BBT. (11.16)

Equations (11.13) and (11.14) show that ΠA projects a vector in Hn2 on subspace
A = span

{|αx 〉 : x ∈ X
}
and ΠB projects on subspace B = span

{∣
∣βy
〉 : y ∈ Y

}
.

After obtaining the projectors, we can define the associated reflection operators,
which are

RA = 2ΠA − In2 , (11.17)

RB = 2ΠB − In2 . (11.18)

RA reflects a vector inHn2 through subspace A. We can check this in the following
way:RA leaves invariant any vector in A, that is, if |ψ〉 ∈ A, thenRA|ψ〉 = |ψ〉, as
can be confirmed by (11.17). On the other hand, RA inverts the sign of any vector
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orthogonal toA, that is, if |ψ〉 ∈ A⊥ or |ψ〉 is in the kernel ofA, thenRA|ψ〉 = −|ψ〉.
A vector inHn2 can be written as a linear combination of a vector in A and another
one in A⊥. The action of RA leaves the component in A unchanged and inverts the
sign of the component in A⊥. Geometrically, this is a reflection through A, as if A
is the mirror andRA|ψ〉 is the image of |ψ〉. The same is true forRB with respect to
subspace B.

Now let us analyze the relation between subspaces A and B. The best way is to
analyze the angles between vectors in basis

{|αx 〉 : x ∈ X
}
and vectors in

{∣
∣βy
〉 :

y ∈ Y
}
. Define the inner product matrix C so that Cxy = 〈

αx

∣
∣βy
〉
. Using (11.5) and

(11.6), we can express the entries of C in terms of the transition probabilities as
Cxy = √

pxyqyx . In matrix form, we write

C = ATB, (11.19)

which can be obtained from (11.3) and (11.4). C is a n-dimensional matrix called
discriminant, which is not normal in general. The eigenvalues and eigenvectors
of C do not play an important role in this context. On the other hand, the singular
values and vectors of C , which are quantities conceptually close to eigenvalues and
eigenvectors, do play. They coincide with the ones of the Markov chain transition
matrix for the symmetric case and will be analyzed ahead.

Exercise 11.1. The goal of this exercise is to generalize the formulas of this section
when the cardinality of set X is different from the cardinality of set Y . Let |X | = m
and |Y | = n. What are the dimensions of matrices A, B, and C in this case? What
formulas of this section explicitly change?

Exercise 11.2. Consider the complete bipartite graph when X has a single element
and Y has two elements. Show thatRA is the Pauli matrix σx andRB is the identity
matrix I2.

11.3 Evolution Operator

Weare now ready to define a bipartite quantumwalk associatedwith transitionmatrix
P of the underlying graph. Let us define the evolution operator as

WP = RB RA, (11.20)

where RA and RB are the reflection operators given by (11.17) and (11.18). At
time t , the state of the quantum walk is (WP)t applied to the initial state. Note that
the structure of this walk is different from the structure of the coined quantum walk,
which employs a coin and a shift operator. The new definition has some advantages.
In particular, the quantum hitting time can be naturally defined as a generalization
of the classical hitting time. It can be shown that the quantum hitting time for this
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quantum walk on a finite bipartite graph is quadratically smaller than the classical
hitting time of a random walk on the underlying graph.

The analysis of the evolution of the quantum walk can be performed if we know
the spectral decomposition of WP . The spectral decomposition associated with the
nontrivial eigenvalues can be calculated in terms of the singular values and vectors
of matrix C defined by (11.19), as discussed in the following sections.

Exercise 11.3. The goal of this exercise is to determine the conditions that makes
state

|ψ(0)〉 = 1√
n

∑

x ∈ X
y ∈ Y

√
pxy |x, y〉

be a 1-eigenvector of WP . Show that the action ofRA leaves |ψ(0)〉 invariant. Does
the action of RB leave |ψ(0)〉 invariant? Under what conditions?

11.4 Singular Values and Vectors of the Discriminant

The singular value decomposition theorem states that there are unitary matrices U
and V such that

C = UDV †, (11.21)

where D is a n-dimensional diagonal matrix with nonnegative real entries. Usually,
the diagonal elements are sorted with the largest element occupying the first posi-
tion. These elements are called singular values and are uniquely determined once
given matrix C . In the general case, matrices U and V are not uniquely determined.
They can be determined by applying the spectral theorem to matrix C†C . C†C is a
positive semidefinite Hermitian matrix, that is, its eigenvalues are nonnegative real
numbers. Then, C†C admits a spectral decomposition and the square root

√
C†C is

well defined.Written on the basis of eigenvectors ofC†C ,
√
C†C is a diagonalmatrix

where each diagonal element is the square root of the corresponding eigenvalue of
C†C .

Let λ2
i and |νi 〉 be the eigenvalues and eigenvectors of C†C . Assume that

{|νi 〉 :
1 ≤ i ≤ n

}
is an orthonormal basis. Then,

C†C =
n∑

i=1

λ2
i |νi 〉〈νi | (11.22)

and √
C†C =

n∑

i=1

λi |νi 〉〈νi |. (11.23)
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Now we show how to find U and V . For each i such that λi > 0, define

|μi 〉 = 1

λi
C |νi 〉. (11.24)

Using Eqs. (11.11), (11.12), and that
{|νi 〉 : 1 ≤ i ≤ n

}
is an orthonormal basis, we

obtain 〈
μi

∣
∣μ j
〉 = δi j , (11.25)

for all i, j such thatλi andλ j are positive. For the eigenvectors in the kernel of
√
C†C ,

define
∣
∣
∣μ′

j

〉
= ∣
∣ν j
〉
. However, with this extension we generally lose the orthogonality

between vectors |μi 〉 and
∣
∣
∣μ′

j

〉
. We can apply the Gram–Schmidt orthonormalization

process to redefine vectors
∣
∣
∣μ′

j

〉
such that they are orthogonal to the vectors that do

not belong to the kernel, and we call them
∣
∣μ j
〉
. In the end, we can obtain a complete

set satisfying orthonormality condition (11.25). With vectors |νi 〉 and |μi 〉, we obtain
U and V using equations

U =
n∑

i=1

|μi 〉〈i |, (11.26)

V =
n∑

i=1

|νi 〉〈i |. (11.27)

|νi 〉 and |μi 〉 are the singular vectors, and λi are the corresponding singular values.
They obey the following equations:

C |νi 〉 = λi |μi 〉, (11.28)

CT|μi 〉 = λi |νi 〉, (11.29)

for 1 ≤ i ≤ n. Note that |μi 〉 and |νi 〉 have a dual behavior. In fact, they are called
the left and right singular vectors, respectively.

By left multiplying (11.28) by A and (11.29) by B, we obtain

ΠA B|νi 〉 = λi A|μi 〉, (11.30)

ΠB A|μi 〉 = λi B|νi 〉. (11.31)

We have learned earlier that the action of operators A and B preserves the norm of
the vectors. Since |μi 〉 and |νi 〉 are unit vectors, A|μi 〉 and B|νi 〉 are also unit vectors.
The action of projectors either decreases the norm of vectors or maintains it invariant.
Using (11.30), we conclude that the singular values satisfy inequalities 0 ≤ λi ≤ 1.
Therefore, λi can be written as λi = cos θi , where 0 ≤ θi ≤ π/2. The geometric
interpretation of θi is the angle between vectors A|μi 〉 and B|νi 〉. In fact, using
(11.19) and (11.28) we obtain that the inner product of A|μi 〉 and B|νi 〉 is
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λi = cos θi = 〈μi |AT B|νi 〉. (11.32)

Exercise 11.4. Show that U and V given by (11.26) and (11.27) are unitary. Show
that (11.21) is satisfied for these U and V .

Exercise 11.5. Show that if λi �= λ j , then the vector space spanned by A|μi 〉 and
B|νi 〉 is orthogonal to the vector space spanned by A

∣
∣μ j
〉
and B

∣
∣ν j
〉
.

Exercise 11.6. The objective of this exercise is to use matrix CC† instead of C†C
to obtain the singular values and vectors of C .

1. Show that if |ν〉 is an eigenvector of C†C associated with the eigenvalue λ2, then
C |ν〉 is an eigenvector of CC† with the same eigenvalue.

2. Use C† to define vectors |μi 〉 in (11.24) and interchange the roles of |μi 〉 and |νi 〉
to define U and V .

3. Show that the new matrices U and V are unitary and satisfy (11.21).

11.5 Eigenvalues and Eigenvectors of the Evolution
Operator

Recall that A and B are the vector spaces spanned by vectors |αx 〉 and
∣
∣βy
〉
, respec-

tively. Note that the set of vectors A
∣
∣μ j
〉
for 1 ≤ j ≤ n is an orthonormal basis ofA

and the set of vectors B
∣
∣ν j
〉
for 1 ≤ j ≤ n is an orthonormal basis of B. Let us start

with the spectrum of WP .

Lemma 11.1. (Konno, Sato, Segawa) The characteristic polynomial of WP is

det(λIN − WP) = (λ − 1)N−2n det
(
(λ + 1)2 In − 4λCTC

)
.

Proof. Exercise11.7 �
Lemma11.1 shows that there are at least (N − 2n) (+1)-eigenvalues and the

remaining 2n eigenvalues of WP can be obtained from equation

det
(
(λ + 1)2 In − 4λCTC

) = 0.

Using that In = ∑n
j=1

∣
∣ν j
〉〈
ν j

∣
∣ and Eq. (11.22), we obtain

det

⎛

⎝
n∑

j=1

(
(λ + 1)2 − 4λλ2

j

)∣
∣ν j
〉〈
ν j

∣
∣

⎞

⎠ = 0.

Then,
n∏

j=1

(
λ2 − 2 (2λ2

j − 1)λ + 1
) = 0.
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For each j , we obtain two eigenvalues of WP , which are

λ = (2λ2
j − 1) ± 2λ j

√
λ2
j − 1.

Using that λ j = cos θ j , we obtain

λ = e±2iθ j .

This result shows that the eigenvalues of the evolution operator WP are either (+1)
or can be obtained from the transition matrix of the underlying graph.

The next lemmas are also useful.

Lemma 11.2. 1. If |ψ〉 ∈ A ∩ B + A⊥ ∩ B⊥, then WP |ψ〉 = |ψ〉.
2. If |ψ〉 ∈ A ∩ B⊥ + A⊥ ∩ B, then WP |ψ〉 = −|ψ〉.
Proof. If |ψ〉 ∈ A ∩ B, then |ψ〉 is invariant under the action of both RA and RB

and is a (+1)-eigenvector of WP . If |ψ〉 ∈ A⊥ ∩ B⊥, then both RA and RB inverts
the sign of |ψ〉, which is therefore a (+1)-eigenvector of WP . If |ψ〉 ∈ A ∩ B⊥, then
|ψ〉 is invariant under the action ofRA and inverts the sign underRB and is a (−1)-
eigenvector of WP . If |ψ〉 ∈ A⊥ ∩ B, then |ψ〉 is invariant under the action of RB

and inverts the sign under RA and is a (−1)-eigenvector of WP . �

Lemma 11.3. Let dim(A ∩ B) = k. Then,

dim(A⊥ ∩ B⊥) = N − 2n + k.

Proof. Using thatH = (A + B) ⊕ (A + B)⊥ and (A + B)⊥ = A⊥ ∩ B⊥, we obtain
dimH = dim(A + B) + dim(A⊥ ∩ B⊥). Then, N = 2n − dim(A ∩ B) +
dim(A⊥ ∩ B⊥). The result follows when we use dim(A ∩ B) = k. �

The following theorem holds.

Theorem 11.4. (Szegedy) The spectrum of WP obeys:

1. The eigenvalues ofWP with 0 < θ j ≤ π/2 are e±2iθ j for j = 1, . . . , n − k,where
k is the multiplicity of singular value 1. The corresponding normalized eigen-
vectors are ∣

∣
∣θ±

j

〉
= 1√

2 sin θ j

(
A
∣
∣μ j
〉− e±iθ j B

∣
∣ν j
〉)

. (11.33)

2. A ∩ B + A⊥ ∩ B⊥ is the (+1)-eigenspace of WP.A ∩ B is spanned by A
∣
∣μ j
〉
,

where
∣
∣μ j
〉
are the left singular vectors of C with singular value 1.

3. A ∩ B⊥ + A⊥ ∩ B is the (−1)-eigenspace of WP.A ∩ B⊥ is spanned by A
∣
∣μ j
〉
,

where
∣
∣μ j
〉
are the left singular vectors of C with singular value 0, and A⊥ ∩ B

is spanned by B
∣
∣ν j
〉
, where

∣
∣ν j
〉
are the right singular vectors of C with singular

value 0.
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Proof. Let us start with Item 1. Let 1 ≤ j ≤ n − k be a fixed integer and assume that
0 < θ j ≤ π/2. This means that vectors A

∣
∣μ j
〉
and B

∣
∣ν j
〉
are noncollinear. Using the

definition of WP , we obtain

WP A
∣
∣μ j
〉 = −A

∣
∣μ j
〉+ 2λ j B

∣
∣ν j
〉
,

WP B
∣
∣ν j
〉 = −2λ j A

∣
∣μ j
〉+ (4λ2

j − 1)B
∣
∣ν j
〉
.

Using that 2λ j = (
eiθ j + e−iθ j

)
, we have

4λ2
j − 1 = e2iθ j + e−2iθ j + 1.

Using the above equations, we obtain

WP
(
A
∣
∣μ j
〉− e±iθ j B

∣
∣ν j
〉) = e±2iθ j

(
A
∣
∣μ j
〉− e±iθ j B

∣
∣ν j
〉)

.

Now we check that

∥
∥A
∣
∣μ j
〉− e±iθ j B

∣
∣ν j
〉∥
∥2 = (〈

μ j

∣
∣AT − e∓iθ j

〈
ν j

∣
∣BT

) (
A
∣
∣μ j
〉− e±iθ j B

∣
∣ν j
〉)

= 2 − e±iθ j
〈
μ j

∣
∣ATB

∣
∣ν j
〉− e∓iθ j

〈
ν j

∣
∣BTA

∣
∣μ j
〉

= 2 sin2 θ j .

Then,
∣
∣
∣θ±

j

〉
are unit eigenvectors of WP with eigenvalues e±2iθ j . From Lemma11.1,

e±2iθ j with 0 < θ j < 1 are the only eigenvalues with nonzero complex part. The
corresponding eigenvectors do not belong to the intersecting spaces described in
Items 2 and 3. On the other hand, if θ j = π/2 (singular value 0), then the correspond-
ing eigenvectors are in A ∩ B⊥ + A⊥ ∩ B because A

∣
∣μ j
〉
and B

∣
∣ν j
〉
are orthogonal

(Exercise11.8). The remaining eigenvectors have eigenvalue 1 (θ j = 0).
Let us address Item 2. Using Lemma11.2, we know that any vector in A ∩ B +

A⊥ ∩ B⊥ is a (+1)-eigenvector. The reverse is also true. In fact, using the proof of
Item 1, we know that there are k (+1)-eigenvectors inA ∩ B and from Lemma11.3,
there are (N − 2n + k) (+1)-eigenvectors in A⊥ ∩ B⊥. Then, A ∩ B + A⊥ ∩ B⊥
is the (+1)-eigenspace of WP . If A

∣
∣μ j
〉 ∈ A ∩ B, then A

∣
∣μ j
〉 = B

∣
∣ν j
〉
and θ j = 0

(λ j = 1). There are exactly k linearly independent vectors A
∣
∣μ j
〉
, where k is the

multiplicity of singular value 1 and k = dim(A ∩ B). Those vectors span A ∩ B.
Let us address Item 3. Using Lemma11.2, we know that any vector inA ∩ B⊥ +

A⊥ ∩ B is a (−1)-eigenvector. The reverse is also true. In fact, using the proof
of Item 1, all (−1)-eigenvectors have θ j = π/2 and belong either to A ∩ B⊥ or to
A⊥ ∩ B. Then,A ∩ B⊥ + A⊥ ∩ B is the (−1)-eigenspace ofWP . The set of vectors
A
∣
∣μ j
〉
spans A ∩ B⊥ and the set of vectors B

∣
∣ν j
〉
spans A⊥ ∩ B. �

Table11.1 summarizes the results of the spectral decomposition of WP obtained
viaTheorem11.4.There are 2(n − k)-eigenvectors ofWP associatedwith eigenvalues
e±2iθ j when θ j > 0. The expressions of those eigenvectors are given by Eq. (11.33).
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Table 11.1 Eigenvalues and normalized eigenvectors ofWP obtained from the singular values and
vectors of C , where k is the multiplicity of the singular value 1 of C and n is the dimension of C

Eigenvalue Eigenvector Range

e±2iθ j

∣
∣
∣θ±

j

〉
= A|μ j 〉−e± iθ j B|ν j 〉√

2 sin θ j
1 ≤ j ≤ n − k

1
∣
∣θ j
〉 = A

∣
∣μ j
〉

n − k + 1 ≤ j ≤ n

1
∣
∣θ j
〉 = no expression 2n − k + 1 ≤ j ≤ n2

Angles θ j are obtained from the singular values λ j using cos θ j = λ j . The eigenvectors
∣
∣θ j
〉
, for

2n − k + 1 ≤ j ≤ n2, cannot be obtained by the method described in this section, but we know
that they have eigenvalue 1

Note that Theorem 11.4 can be used to find eigenvectors of the evolution operator
WP only when the singular values and vectors of the discriminant matrix can be
explicitly found. Inmost cases, the calculation of the singular values and vectors is too
difficult a task. Besides, the above theorem does not describe the (N − 2n + k) (+1)-
eigenvectors that span A⊥ ∩ B⊥. However, the (+1)-eigenvectors are not needed in
the calculation of the quantum hitting time.

Exercise 11.7. The goal of this exercise is to prove Lemma11.1. Two properties of
the determinant are useful here: (1) det(λM) = λn det(M) for any n × n matrix M
and any scalar λ, (2) det(λIn − M1M2) = det(λIm − M2M1) for any n × m matrix
M1 and m × n matrix M2.

Using the definition of WP , show that

det(λI − WP) = (λ − 1)n
2
det

(

I − 2BBT (2AAT − I )M−
λ − 1

)

det(M+),

where

M± = In2 ± 2

λ ∓ 1
AAT ,

and (show this)
M+M− = In2

and (show this too)

det(M+) =
(

λ + 1

λ − 1

)n

.

Using those results to show that

det(λI − WP) = (λ − 1)n
2−n(λ + 1)n det

(

I − 2

λ − 1
BBT

(
2λ

λ + 1
AAT − I

))

.

To conclude the proof, use Eq. (11.19) and property (2) described in the beginning
of this exercise.
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Exercise 11.8. Show that if the singular value λ j is equal to 0, then A
∣
∣μ j
〉
and B

∣
∣ν j
〉

are orthonormal (−1)-eigenvectors of WP . Show that the (−1)-eigenvectors that
span A ∩ B⊥ + A⊥ ∩ B can be written as

A
∣
∣μ j
〉± iB

∣
∣ν j
〉

√
2

.

11.6 Quantum Hitting Time

The quantum walk defined earlier does not search any specific vertex because we
have not marked any vertex yet. This section is devoted to describing how Szegedy’s
quantum walk finds a marked vertex. There are two tasks: (1) Some vertices must be
marked (let M be the set of marked vertices) and (2) a running time must be defined.

The empty vertex of the first graph in Fig. 11.2 is calledmarked vertex because it
is a sink with a loop. To obtain the bipartite digraph (second graph), we follow the
same duplication process described at the beginning of Sect. 11.2. All edges incident
to a marked vertex are incident arcs, and an extra edge connecting twin marked
vertices is added.

The quantumhitting time is defined usingSzegedy’s quantumwalk on the bipartite
digraph, and it is driven by the evolution operator WP ′ , where P ′ is the modified
stochastic matrix given by

p′
xy =

{
pxy, x /∈ M;
δxy, x ∈ M,

(11.34)

where pxy are the entries of the stochastic matrix P of the bipartite simple graph and
M is the set of marked vertices. When we use operator WP ′ on the bipartite digraph,
the probabilities associated with the marked vertices increase periodically. To find a
marked vertex, we must measure the position of the walker as soon as the probability
of being in M is high. The quantum hitting time tells when we measure the walker’s
position.

x1

xx3 x2

x1

x2

x3

y1

y2

y3

Fig. 11.2 Example of the duplication process with a marked vertex. A marked vertex is a sink
in the underlying digraph with a self loop. The bipartite digraph is generated by the duplication
process. The classical hitting time defined on the first digraph can be compared with the quantum
hitting time of a Szegedy’s quantum walk on the second digraph
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The initial condition of Szegedy’s quantum walk is

|ψ(0)〉 = 1√
n

∑

x ∈ X
y ∈ Y

√
pxy |x, y〉. (11.35)

Note that |ψ(0)〉 is defined using the stochastic matrix of the underlying graph with
unmarked vertices and is invariant under the action of WP , that is, |ψ(0)〉 is a 1-
eigenvector of WP . However, |ψ(0)〉 is not an eigenvector of WP ′ in general. Now
let us define the quantum hitting time.

Definition 11.5 (Quantum Hitting Time). The quantum hitting time HP ′,M of a
quantum walk on the bipartite digraph with the associated evolution operator WP ′

starting from the initial condition |ψ(0)〉 is defined as the smallest number of steps
T such that

F(T ) ≥ 1 − m

n
,

where m is the number of marked vertices, n is the number of vertices of the under-
lying digraph, and

F(T ) = 1

T + 1

T∑

t=0

∥
∥
∥|ψ(t)〉 − |ψ(0)〉

∥
∥
∥
2
, (11.36)

where |ψ(t)〉 is the quantum state at step t , that is, |ψ(t)〉 = (WP ′)t |ψ(0)〉.
Value (1 − m/n) is taken as reference because it is the distance between the uni-

form probability distribution and the uniform probability distribution on the marked
vertices. This distance can be confirmed by using (7.55) of Sect. 7.6 on p.152.

The quantum hitting time depends only on the eigenspaces of WP ′ that are asso-
ciated with eigenvalues different from 1. Or, similarly, the quantum hitting time
depends only on the singular values of C different from 1. Let us show this fact.
Table11.1 summarizes the results on the eigenvalues and eigenvectors of the evolu-
tion operator. Using the notation of this table, we can write the initial condition of
the quantum walk in the eigenbasis as follows:

|ψ(0)〉 =
n−k∑

j=1

(
c+
j

∣
∣
∣θ+

j

〉
+ c−

j

∣
∣
∣θ−

j

〉)
+

n2−n+k∑

j=n−k+1

c j
∣
∣θ j
〉
, (11.37)

where coefficients c±
j are given by

c±
j =

〈
θ±
j

∣
∣ψ(0)

〉
, (11.38)

and satisfy the constraint
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n−k∑

j=1

(∣
∣c+

j

∣
∣2 + ∣

∣c−
j

∣
∣2
)

+
n2−n+k∑

j=n−k+1

∣
∣c j
∣
∣2 = 1. (11.39)

Applying Wt
P ′ to |ψ(0)〉, we obtain

|ψ(t)〉 =
n−k∑

j=1

(
c+
j e

2iθ j t
∣
∣
∣θ+

j

〉
+ c−

j e
−2iθ j t

∣
∣
∣θ−

j

〉)
+

n2−n+k∑

j=n−k+1

c j
∣
∣θ j
〉
. (11.40)

When we take the difference |ψ(t)〉 − |ψ(0)〉, the terms associated with the eigen-
value 1 are eliminated.

Since vectors
∣
∣
∣θ±

j

〉
are complex conjugates and |ψ(0)〉 is real, it follows from

(11.38) that
∣
∣c+

j

∣
∣2 = ∣

∣c−
j

∣
∣2. We will denote both

∣
∣c+

j

∣
∣2 and

∣
∣c−

j

∣
∣2 by

∣
∣c j
∣
∣2 such that

the subindex j characterizes the coefficient. Using (11.37) and (11.40), we obtain

∥
∥
∥|ψ(t)〉 − |ψ(0)〉

∥
∥
∥
2 = 4

n−k∑

j=1

∣
∣c j
∣
∣2
(
1 − T2t (cos θ j )

)
, (11.41)

where Tn is the nth Chebyshev polynomial of the first kind defined by Tn(cos θ) =
cos nθ. F(T ) defined in (11.36) can be explicitly calculated. The result is

F(T ) = 2

T + 1

n−k∑

j=1

∣
∣c j
∣
∣2
(
2 T + 1 −U2T (cos θ j )

)
, (11.42)

where Un are the Chebyshev polynomials of the second kind defined by

Un(cos θ) = sin(n + 1)θ

sin θ
.

Function F(T ) is continuous, and we can select a range [0, T ] containing point 1 −
m/n where F(T ) can be inverted to obtain the quantum hitting time by employing
the following equation:

HP,M =
⌈
F−1

(
1 − m

n

)⌉
. (11.43)

In principle, it is not necessary to define the hitting time as an integer value since it
is an average. If we remove the ceiling function from the above equation, we have
a valid definition. In the example using a complete graph in Sect. 11.8, we use this
alternative definition.
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11.7 Searching Instead of Detecting

The quantum walk defined by the evolution operatorWP ′ was designed such that the
probability of finding a marked element increases during some time. Since the evo-
lution is unitary, the probability of finding a marked element will have an oscillatory
pattern. Then, determining the running time (execution time) of the algorithm is
crucial. If the measurement is delayed, the success probability may be very low. The
quantum hitting time must be close to the time tmax where the probability reaches
the maximum for the first time.

In order to determine tmax and calculate the success probability, we need to find
the analytical expression of |ψ(t)〉. Subtracting (11.40) of (11.37), we obtain

|ψ(t)〉 = |ψ(0)〉 +
n−k∑

j=1

(
c+
j

(
e2iθ j t − 1

) ∣∣
∣θ+

j

〉
+ c−

j

(
e−2iθ j t − 1

) ∣∣
∣θ−

j

〉)
. (11.44)

The probability of finding a marked element is calculated with the projector on the
vector space spanned by the marked elements, which is

PM =
∑

x∈M
|x〉〈x | ⊗ I

=
∑

x∈M

∑

y

|x, y〉〈x, y|. (11.45)

The probability at time t is given by 〈ψ(t)|PM |ψ(t)〉.
In this context, we highlight: (1) The problem of determining whether the set

of the marked elements is empty, called detection problem and (2) the problem of
finding a marked element, called finding problem. In the general case, the detection
problem is simpler than the finding problem because it does not require calculating
the probability of finding a marked element. The detection problem only requires the
calculation of the hitting time. The calculation of the probability of finding a marked
element requires the knowledge of |ψ(t)〉, while the calculation of the hitting time
requires knowledge of |ψ(t)〉 − |ψ(0)〉. In the latter case, we need not calculate the
(+1)-eigenvectors.

11.8 Example: Complete Graphs

The purpose of this section is to calculate the quantum hitting time using complete
graphs as the underlying graph. Let n be the number of vertices. All vertices are
adjacent in a complete graph. If the walker is in one vertex, it can go to n − 1 vertices.
Therefore, the stochastic matrix is
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P = 1

n − 1

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 1 · · · 1
1 0 1 · · · 1
1 1 0 · · · 1
...

...
...

. . .
...

1 1 1 · · · 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

. (11.46)

Multiplying P by (n − 1), we obtain a matrix with all entries equal to 1 minus the
identity matrix. Therefore, we can write P as follows:

P = 1

n − 1

(
n
∣
∣u(n)

〉〈
u(n)

∣
∣− In

)
, (11.47)

where
∣
∣u( j)

〉
is defined by

∣
∣u( j)

〉 = 1√
j

j∑

i=1

|i〉. (11.48)

We number the vertices from 1 to n, such that in this section the computational basis
of the Hilbert space Hn is

{|1〉, . . . , |n〉}. We suppose that the marked vertices are
the last m vertices, that is, x ∈ M if and only if n − m < x ≤ n.

In the definition of the quantum hitting time, the evolution operator uses the
modified stochastic matrix P ′ defined in (11.34) instead of the underlying matrix P .
The entries of matrix P ′ are

p′
xy =

{ 1−δxy
n−1 , 1 ≤ x ≤ n − m;

δxy, n − m < x ≤ n.
(11.49)

All vectors and operators in Sect. 11.2 must be calculated using P ′. Operator C in
(11.19) is important because their singular values and vectors are used to calculate
some eigenvectors of the evolution operator WP ′ . In Sect. 11.2, we have learned that
the entries Cxy are given by

√
p′
xyqyx . Here we are setting qyx = p′

yx . In a complete
graph, we have pxy = pyx . However, p′

xy �= p′
yx , if x and y are in M . Using (11.49)

and analyzing the entries of C , we conclude that

C =
[
PM 0
0 Im

]

, (11.50)

where PM is the matrix obtained from P by eliminating m rows and m columns
corresponding to the marked vertices. We find the singular values and vectors of C
through the spectral decomposition of PM .

The algebraic expression of PM is

PM = 1

n − 1

(
(n − m)

∣
∣u(n−m)

〉〈
u(n−m)

∣
∣− In−m

)
, (11.51)
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where
∣
∣u(n−m)

〉
is obtained from (11.48). Its characteristic polynomial is

det(PM − λI ) =
(

λ − n − m − 1

n − 1

)(

λ + 1

n − 1

)n−m−1

. (11.52)

The eigenvalues are n−m−1
n−1 with multiplicity 1 and −1

n−1 with multiplicity n − m − 1.
Note that if m ≥ 1, then 1 is not an eigenvalue of PM . The eigenvector associated
with eigenvalue n−m−1

n−1 is

|νn−m〉 := ∣
∣u(n−m)

〉
(11.53)

and the eigenvectors associated with the eigenvalue −1
n−1 are

|νi 〉 := 1√
i + 1

(∣
∣u(i)

〉− √
i |i + 1〉

)
, (11.54)

where 1 ≤ i ≤ n − m − 1. The set
{|νi 〉, 1 ≤ i ≤ n − m

}
is an orthonormal basis of

eigenvectors of PM . The verification is oriented in Exercise11.9.

Exercise 11.9. The objective of this exercise is to explicitly check the orthonormal-
ity of the spectral decomposition of PM .

1. Use (11.51) to verify that PM

∣
∣un−m

〉 = n−m−1
n−1

∣
∣un−m

〉
.

2. Show that
〈
u(n−m)

∣
∣νi
〉 = 0, for 1 ≤ i ≤ n − m − 1. Use this fact and (11.51) to

verify that PM |νi 〉 = −1
n−1 |νi 〉.

3. Show that
〈
u(i)
∣
∣i + 1

〉 = 0 and conclude that
〈
u(i)
∣
∣u(i)

〉 = 1, for 1 ≤ i ≤ n − m −
1. Use this fact to show that

〈
νi
∣
∣νi
〉 = 1.

4. Suppose that i < j . Show that
〈
u(i)
∣
∣u( j)

〉 =
√

i
j and

〈
u(i)
∣
∣ j + 1

〉 = 0. Use these

facts to show that
〈
νi
∣
∣ν j
〉 = 0.

Matrix C is Hermitian. Therefore, the nontrivial singular values λi of C defined
in (11.23) are obtained by taking the modulus of the eigenvalues of PM . The right
singular vectors |νi 〉 are the eigenvectors of PM , and the left singular vectors are
obtained from (11.24). If an eigenvalue of PM is negative, the left singular vector is the
negative of the corresponding eigenvector of PM . These vectors must be augmented
with m zeros to have the dimension compatible with C . Finally, submatrix Im in
(11.50) adds to the list the singular value 1 with multiplicity m and the associated
singular vectors | j〉, where n − m + 1 ≤ j ≤ n. Table11.2 summarizes these results.

Eigenvalues and eigenvectors ofWP ′ that can be obtained from the singular values
and vectors of C are described in Table11.1. Table11.3 reproduces these results for
a complete graph. It is still missing n2 − 2n + m 1-eigenvectors.

The initial condition is given by (11.35), which reduces to

|ψ(0)〉 = 1√
n(n − 1)

n∑

x,y=1

(1 − δxy)|x〉|y〉. (11.55)
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Table 11.2 Right and left singular values and vectors of matrix C

Singular value Right singular vector Left singular vector Range

cos θ1 = 1
n−1

∣
∣ν j
〉 −∣∣ν j

〉
1 ≤ j ≤ n − m − 1

cos θ2 = n−m−1
n−1 |νn−m〉 |νn−m〉 j = n − m

cos θ3 = 1 | j〉 | j〉 n − m + 1 ≤ j ≤ n

Vectors |νn−m〉 and |νi 〉 are given by (11.53) and (11.54). Angles θ1, θ2, and θ3 are defined from
the singular values

Table 11.3 Eigenvalues and normalized eigenvectors of WP ′ obtained from the singular values
and vectors of C

Eigenvalue Eigenvector Range

e±2iθ1
∣
∣
∣θ±

j

〉
= −

(
A+e±iθ1 B

)|ν j 〉√
2 sin θ1

1 ≤ j ≤ n − m − 1

e±2iθ2
∣
∣θ±

n−m

〉 =
(
A−e±iθ2 B

)
|νn−m 〉√

2 sin θ2
j = n − m

1
∣
∣θ j
〉 = A| j〉 n − m + 1 ≤ j ≤ n

Only the eigenvectors of WP ′ that are not orthogonal to the initial condition |ψ(0)〉
play a role in the dynamic. Exercise11.10 guides the proof that the eigenvectors

∣
∣θ j
〉
,

n − m + 1 ≤ j ≤ n, are orthogonal to the initial condition. Exercise11.11 guides

the proof that the eigenvectors
∣
∣
∣θ±

j

〉
, 1 ≤ j ≤ n − m − 1, are also orthogonal to

the initial condition. The remaining eigenvectors are
∣
∣θ±

n−m

〉
, associated with the

positive eigenvalue of PM , and the 1-eigenvectors, which has not been addressed
yet. Therefore, the initial condition |ψ(0)〉 can be written as

|ψ(0)〉 = c+∣∣θ+
n−m

〉+ c−∣∣θ−
n−m

〉+ |β〉, (11.56)

where coefficients c± are given by (see Exercise11.12)

c± =
√
n − m

(
1 − e∓iθ2

)

√
2n sin θ2

, (11.57)

where θ2 is defined by

cos θ2 = n − m − 1

n − 1
. (11.58)

Vector |β〉 is the component of |ψ(0)〉 in the 1-eigenspace. The calculation of a basis
of eigenvectors for this eigenspace is hardworking; we postpone this calculation for
now.

Exercise 11.10. To show that
〈
θ j

∣
∣ψ(0)

〉 = 0 when n − m + 1 ≤ j ≤ n, use the
expression for A given by (11.3) and the expression for |αx 〉 given by (11.5), where
pxy and qxy are given by (11.49). Show that
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〈
θ j

∣
∣ψ(0)

〉 =
∑

x∈M

〈
αx

∣
∣ψ(0)

〉
.

Use (11.55) to show that
〈
αx

∣
∣ψ(0)

〉 = 0 if x ∈ M .

Exercise 11.11. To show that
〈
θ±
j

∣
∣ψ(0)

〉
= 0, for 1 ≤ j ≤ n − m − 1, use the

expressions of A and B given by (11.3) and (11.4), and the expressions for |αx 〉
and

∣
∣βy
〉
given by (11.5) and (11.6), where pxy and qxy are given by (11.49). Equa-

tion (11.54) and Exercise11.9 must also be used. The expression of |ψ(0)〉 is given
by (11.55).

Exercise 11.12. The purpose of this exercise is to guide the calculation of coeffi-
cients c± in (11.56), which are defined by

c± = 〈
θ±
n−m

∣
∣ψ(0)

〉
.

Using (11.55) and (11.64), cancel out the orthogonal terms and simplify the result.

Applying Wt
P ′ to |ψ(0)〉—given by (11.56)—using that

∣
∣θ±

n−m

〉
are eigenvectors

associated with eigenvalues e±2iθ2 , and |β〉 is in the 1-eigenspace, we obtain

|ψ(t)〉 = Wt
P ′ |ψ(0)〉

= c+e2iθ2t
∣
∣θ+

n−m

〉+ c−e−2iθ2t
∣
∣θ−

n−m

〉+ |β〉, (11.59)

Using the expression of |ψ(t)〉 and (11.36), we can calculate F(T ). The difference
|ψ(t)〉 − |ψ(0)〉 can be calculated as follows: Using (11.56) and (11.59), we obtain

|ψ(t)〉 − |ψ(0)〉 = c+(e2iθ2t − 1)
∣
∣θ+

n−m

〉+ c−(e−2iθ2t − 1)
∣
∣θ−

n−m

〉
(11.60)

and using (11.57), we obtain

∥
∥
∥|ψ(t)〉 − |ψ(0)〉

∥
∥
∥
2 = ∣

∣c+(e2iθ2t − 1)
∣
∣2 + ∣

∣c−(e−2iθ2t − 1)
∣
∣2

= 4(n − 1)(n − m)

n(2n − m − 2)

(

1 − T2t

(
n − m − 1

n − 1

))

,

where Tn are the Chebyshev polynomials of the first kind. Taking the average and
using

T∑

t=0

T2t

(
n − m − 1

n − 1

)

= 1

2
+ 1

2
U2T

(
n − m − 1

n − 1

)

(11.61)

we obtain

F(T ) = 2 (n − 1) (n − m)
(
2 T + 1 −U2T

(
n−m−1
n−1

))

n (2 n − m − 2) (T + 1)
, (11.62)
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Fig. 11.3 Graph of function
F(T ) (solid line), the line
1 − m

n (dashed line), and the

line 4(n−1)(n−m)
n(2 n−m−2) (dotted line)

for n = 100 and m = 21.
The quantum hitting time is
the time T such that
F(T ) = 1 − m

n , which is
about 1.13

where Un are the Chebyshev polynomials of the second kind. The graph in Fig. 11.3
shows the behavior of function F(T ). F(T ) grows rapidly passing through the dashed
line, which represents 1 − m/n, and oscillates about the limiting value 4(n−1)(n−m)

n(2 n−m−2) .
For n � m, we obtain the hitting time HP,M by inverting the Laurent series of

the equation F(T ) = 1 − m
n . The first terms are

HP,M = j−1
0

(
1
2

)

2

√
n

2m
−

√

1 − 1
4 j−1

0

(
1
2

)2

1 + 2
√

1 − 1
4 j−1

0

(
1
2

)2
+ O

(
1√
n

)

, (11.63)

where j0 is a spherical Bessel function of the first kind or the unnormalized sync
function, and j−1

0

(
1
2

)
is approximately 1.9.

Exercise 11.13. The purpose of this exercise is to obtain (11.61). Use the trigono-
metric representation of Tn and convert the cosine into a sum of exponentials of
complex arguments. Use the formula of the geometric series

∑T
t=0 a

t = aT+1−1
a−1 to

simplify the sum. Convert the result to the form of Chebyshev polynomials of the
second kind.

11.8.1 Probability of Finding a Marked Element

The quantum hitting time is used in search algorithms as the running time. It is
important to calculate the success probability when we use the hitting time. The
calculation of the probability of finding a marked element as a function of time
is more elaborated than the calculation of the hitting time because we explicitly
calculate |ψ(t)〉, that is, we calculate the vectors ∣∣θ±

n−m

〉
and |β〉 that appear in (11.59).

Using (11.3) and (11.4), we obtain
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∣
∣θ±

n−m

〉 = 1√
2 sin θ2

(
A − e±iθ2B

)∣
∣u(n−m)

〉

= 1√
2(n − m) sin θ2

⎛

⎝
n−m∑

x=1

|αx 〉 − e±iθ2
n−m∑

y=1

∣
∣βy
〉
⎞

⎠.

Using (11.5), (11.6), and (11.49), we obtain

∣
∣θ±

n−m

〉 = 1√
2(n − 1)(n − m) sin θ2

⎛

⎝
(
1 − e±iθ2

) n−m∑

x,y=1

(
1 − δxy

)|x〉|y〉

+
n−m∑

x=1

n∑

y=n−m+1

|x〉|y〉 − e±iθ2
n∑

x=n−m+1

n−m∑

y=1

|x〉|y〉
⎞

⎠ . (11.64)

Using (11.57) and (11.58), the expression for the quantum state at time t reduces to

|ψ(t)〉 = 1√
n(n − 1)

⎛

⎝
2(n − 1)T2t

(
n−m−1
n−1

)

2 n − m − 2

n−m∑

x,y=1

(
1 − δxy

)|x〉|y〉

+
(

(n − 1)T2t
(
n−m−1
n−1

)

2 n − m − 2
−U2t−1

(
n − m − 1

n − 1

)) n−m∑

x=1

n∑

y=n−m+1

|x〉|y〉

+
(

(n−1)T2t
(
n−m−1
n−1

)

2 n − m − 2
+U2t−1

(
n − m − 1

n − 1

)) n∑

x=n−m+1

n−m∑

y=1

|x〉|y〉
⎞

⎠

+|β〉. (11.65)

Vector |β〉 can be determined from (11.56), since we know |ψ(0)〉 and
∣
∣θ±

n−m

〉
.

The result is

|β〉 = 1√
n(n − 1)

⎛

⎝ −m

2n − m − 2

n−m∑

x,y=1

(
1 − δxy

)|x〉|y〉

+ n − m − 1

2n − m − 2

n−m∑

x=1

n∑

y=n−m+1

(|x〉|y〉 + |y〉|x〉)

+
n∑

x,y=n−m+1

(
1 − δxy

)|x〉|y〉
⎞

⎠ . (11.66)

The probability of finding a marked element pM(t) after performing a measure-
ment with projectorsPM and I − PM , wherePM is the projector on the vector space
spanned by the marked elements
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Fig. 11.4 Graph of the
probability of finding a
marked vertex as a function
of time for n = 100 and
m = 21. The initial value is
m
n , and the probability has
period π

θ2

PM =
n∑

x=n−m+1

|x〉〈x | ⊗ I

=
n∑

x=n−m+1

n∑

y=1

|x, y〉〈x, y|, (11.67)

is given by 〈ψ(t)|PM |ψ(t)〉. Using (11.65), we obtain

pM(t) = m(m − 1)

n(n − 1)
+ m(n − m)

n(n − 1)

(
n − 1

2 n − m − 2
T2t

(
n − m − 1

n − 1

)

+ U2t−1

(
n − m − 1

n − 1

)

+ n − m − 1

2n − m − 2

)2

(11.68)

the graph of which is shown in Fig. 11.4 for n = 100 and m = 21.
We can determine the critical points of pM(t) by differentiating with respect to

time. The first maximum point occurs at time

tmax =
arctan

(√
2n − m − 2√

m

)

2 arccos

(
n − m − 1

n − 1

) , (11.69)

the asymptotic expansion of which is

tmax = π

4

√
n

2m
− 1

4
+ O

(√
m

n

)

. (11.70)
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Using (11.68), we obtain

pM(tmax) = 1

2
+
√

m

2 n
+ O

(m

n

)
. (11.71)

For any n or m, the probability of finding the marked vertex is greater than 1
2 if the

measurement is performed at time tmax. The time tmax is less than the hitting time—

see (11.63) because π
4
√
2

≈ 0.56 and
j−1
0 ( 1

2 )
2
√
2

≈ 0.67. The success probability of an
algorithm that uses the quantum hitting time as the running time will be smaller than
the probability at time tmax. Evaluating pM at time HP,M and taking the asymptotic
expansion, we obtain

pM(HP,M) = 1

8
j−1
0

(
1

2

)2

+ O

(
1√
n

)

. (11.72)

The first term is about 0.45 and does not depend on n or m. This shows that the
quantum hitting time is a good parameter for the running time of the searching
algorithm.

Exercise 11.14. Using (11.68), show that

1. pM(0) = m
n .

2. pM(t) is a periodic function with period π
θ2
.

3. the maximum points for t ≥ 0 are given by

t j = 1

2θ2
arctan

(
1 + cos θ2

sin θ2

)

+ jπ

2θ2
,

where j = 0, 1, . . ..

Exercise 11.15. Show that in the asymptotic limit n � m, the expression of the
success probability is

pM(t) = 1

2
sin2(2tθ2) + O

(
1√
n

)

.

Further Reading

The quantum walk model described in this chapter was introduced by Szegedy
in [307]. The definition of the quantum hitting time presented in Sect. 11.6 was
based on [307]. Reference [308] is also useful. Lemma11.1 was proved by Konno,
Sato, and Segawa [189]. The theory of classical Markov chains is described in many
references, for instance, [11, 215, 235, 245].

Szegedy’s quantum walk has many points in common with the bipartite quantum
walk introduced by Ambainis to obtain the optimal algorithm for the element dis-
tinctness problem [14]. Despite the overlap, Ambainis’ quantumwalk cannot be con-
sidered an instance of Szegedy’s model in a strict sense because the graph employed
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by Ambainis is a nonsymmetric bipartite graph and the searching uses an oracle,
while the searching in Szegedy’s model uses sinks in symmetric bipartite digraphs.
It is more precise to state that Ambainis’ quantum walk is an instance of a bipartite
quantum walk. Szegedy’s model on the duplicated graph of the Johnson graph was
used by Santha [290] to obtain a new alternate algorithm for the element distinct-
ness problem. A new version of the element distinctness was described in [265] by
converting the original Ambainis’ algorithm into an instance of a 2-tessellable stag-
gered quantumwalk. The new version is simpler and describes the optimal values for
obtaining an asymptotic 100% success probability. Since Szegedy’s model is entirely
included in the staggered model [269], the version using the Johnson graph can also
be converted into a 2-tessellable staggered quantum walk by using the line graph
of the bipartite graph obtained from the duplication of a Johnson graph.

An extension of Szegedy’s model for ergodic Markov chains was introduced
in [195, 224, 225]. The main problem that these references address is to show that
the hitting time is of the order of the detection time. Reference [224] uses Tulsi’s
modification [315] to amplify the probability of finding a marked element, but can
only be applied to symmetrical ergodic Markov chains. Reference [195] proposed
a more general algorithm which is able to find a marked element with a quadratic
speedup. Szegedy’s model helped the development of new quantum algorithms faster
than their classical counterparts. Reference [226] presented an algorithm for finding
triangles in a graph. Reference [223] described an algorithm to test the commutativity
of black box groups. The calculation of the quantum hitting time in complete graphs
was presented in [292]. Master’s thesis [159] presented an overview of the Szegedy’s
hitting time and the algorithm to test the commutativity of groups.

Quantum circuits for Szegedy’s quantumwalks were presented in References [77,
213]. Large sparse electrical networks were analyzed in [323] using Szegedy’s quan-
tum walk. Reference [157] analyzed a quantum walk similar to Szegedy’s quantum
walk on the path. Chiang and Gomez [76] analyzed the hitting time with perturba-
tions. References [211, 254] used Szegedy’s walk to the quantum Pagerank algo-
rithm for determining the relative importance of nodes in a graph. Segawa [295]
analyzed recurrent properties of the underlying random walk and the localization of
the corresponding Szegedy’s quantum walk. Higuchi et al. [145] analyzed the rela-
tion between a twisted version of Szegedy’s model with the Grover walk. Dunjko
and Briegel [107] analyzed mixing times in Szegedy’s model. Santos [291] ana-
lyzed Szegedy’s searching model with queries (oracle-based instead of sink-based
searching). Ohno [250] addressed the unitary equivalence of one-dimensional quan-
tum walks and presented a necessary and sufficient condition for a one-dimensional
quantum walk to be a Szegedy walk. Wong [330] used Szegedy’s model to obtain a
coined quantum walk on weighted graphs. Ho et al. [147] derived the time-averaged
distribution of Szegedy’s walk in relation to the Ehrenfest model. Reference [29]
analyzed limiting probability distribution of Szegedy’s quantum walk.



Appendix A
Linear Algebra for Quantum Computation

The goal of this appendix is to compile the definitions, notations, and facts of linear
algebra that are important for this book. Quantum computation has inherited linear
algebra from quantum mechanics as the supporting language for describing this
area. It is essential to have a solid knowledge of the basic results of linear algebra
to understand quantum computation and quantum algorithms. If the reader does not
have this base knowledge, we suggest reading some basic references recommended
at the end of this appendix.

A.1 Vector Spaces

A vector space V over the field of complex numbersC is a nonempty set of elements
called vectors together with two operations called vector addition and multiplication
of a vector by a scalar in C. The addition operation is associative and commutative
and satisfies the following axioms:

• There is an element 0 ∈ V , such that, for each v ∈ V , v + 0 = 0 + v = v (exis-
tence of neutral element).

• For each v ∈ V , there exists u = (−1)v in V such that v + u = 0 (existence of
inverse element).

0 is called zero vector. The scalar multiplication operation satisfies the following
axioms:

• a.(b.v) = (a.b).v (associativity),
• 1.v = v (1 is the neutral element of multiplication),
• (a + b).v = a.v + b.v (distributivity over sum of scalars),
• a.(v + w) = a.v + a.w (distributivity over vector addition).

where v, w ∈ V and a, b ∈ C.
A vector space can be infinite, but in most applications in quantum computation,

finite vector spaces are used and are denoted by C
n , where n is the number of

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0
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dimensions. In this case, the vectors have n complex entries. In this book, we rarely
use infinite spaces, and in these few cases, we are interested only in finite subspaces.
In the context of quantum mechanics, infinite vector spaces are used more frequently
than finite spaces.

A basis for Cn consists of exactly n linearly independent vectors. If {v1, . . . , vn}
is a basis for Cn , then an arbitrary vector v can be written as

v =
n∑

i=1

aivi ,

where coefficients ai are complex numbers. The dimension of a vector space is the
number of basis vectors and is denoted by dim(V ).

A.2 Inner Product

The inner product is a binary operation (·, ·) : V × V �→ C, which obeys the fol-
lowing properties:

1. (·, ·) is linear in the second argument

(
v,

n∑

i=1

aivi

)
=

n∑

i=1

ai (v, vi ) .

2. (v1, v2) = (v2, v1)
∗.

3. (v, v) ≥ 0. The equality holds if and only if v = 0.

In general, the inner product is not linear in the first argument. The property in
question is called conjugate-linear.

There is more than one way to define an inner product on a vector space. In C
n ,

the most used inner product is defined as follows: If

v =
⎡

⎢⎣
a1
...

an

⎤

⎥⎦ , w =
⎡

⎢⎣
b1
...

bn

⎤

⎥⎦ ,

then

(v, w) =
n∑

i=1

a∗
i bi .

This expression is equivalent to the matrix product of the transpose–conjugate vector
v† and w.
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Two vectors v1 and v2 are orthogonal if the inner product (v1, v2) is zero. We
also introduce the notion of norm using the inner product. The norm of v, denoted
by ‖v‖, is defined as

‖v‖ = √(v, v).

A normalized vector or unit vector is a vector whose norm is equal to 1. A basis is
said orthonormal if all vectors are normalized and mutually orthogonal.

A finite vector space with an inner product is called a Hilbert space and denoted
byH. In order to an infinite vector space be a Hilbert space, it must obey additional
properties besides having an inner product. Since we deal primarily with finite vector
spaces, we use the term Hilbert space as a synonym for vector space with an inner
product. A vector subspace (or simply subspace) W of a finite Hilbert space V is
also a Hilbert space. The set of vectors orthogonal to all vectors of W is the Hilbert
space W⊥ called orthogonal complement. V is the direct sum of W and W⊥, that
is, V = W ⊕ W⊥. A N -dimensional Hilbert space is denoted byHN to highlight its
dimension. A Hilbert space associated with a system A is denoted byHA or simply
A. If A is a subspace of H, then H = A + A⊥, which means that any vector in H
can be written as a sum of a vector in A and a vector in A⊥.

Exercise A.1. LetA andB be subspaces ofH. Show that dim(A + B) = dim(A) +
dim(B) − dim(A ∩ B),

(A + B)⊥ = A⊥ ∩ B⊥, and
(A ∩ B)⊥ = A⊥ + B⊥.

Exercise A.2. Give one example of subspacesA andB ofC3 such that (A ∩ B)⊥ �=
A ∩ B⊥ + A⊥ ∩ B + A⊥ ∩ B⊥.

A.3 The Dirac Notation

In this review of linear algebra, we use the Dirac or bra–ket notation, which was
introduced by the English physicist Paul Dirac in the context of quantum mechanics
to aid algebraic manipulations. This notation is very easy to grasp. Several alternative
notations for vectors are used, such as v and �v. The Dirac notation uses |v〉. Up to this
point, instead of using boldface or an arrow over letter v, we put letter v between a
vertical bar and a right angle bracket. Ifwe have an indexed basis, that is, {v1, . . . , vn},
in the Dirac notation we use the form {|v1〉, . . . , |vn〉} or {|1〉, . . . , |n〉}. Note that if
we are using a single basis, letter v is unnecessary in principle. Computer scientists
usually start counting from 0. So, the first basis vector is usually called v0. In the
Dirac notation we have

v0 = |0〉.

Vector |0〉 is not the zero vector; it is only the first vector in a collection of vectors.
The zero vector is an exception, whose notation is not modified. Here we use the
notation 0.

Suppose that vector |v〉 has the following entries in a basis
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|v〉 =
⎡

⎢⎣
a1
...

an

⎤

⎥⎦ .

The dual vector is denoted by 〈v| and is defined by

〈v| = [a∗
1 · · · a∗

n

]
.

Vectors and their duals can be seen as column and row matrices, respectively. The
matrix product of 〈v| and |v〉, denoted by

〈
v
∣∣v
〉
, is

〈
v
∣∣v
〉 =

n∑

i=1

a∗
i ai ,

which coincides with (|v〉, |v〉). Then, the norm of a vector in the Dirac notation is

∥∥|v〉∥∥ =
√〈

v
∣∣v
〉
.

If {|v1〉, . . . , |vn〉} is an orthonormal basis, then

〈
vi
∣∣v j
〉 = δi j ,

where δi j is the Kronecker delta. We use the terminology ket for the vector |v〉 and
bra for the dual vector 〈v|. Keeping consistency, we use the terminology bra–ket for〈
v
∣∣v
〉
.

It is also very common to see the matrix product of |v〉 and 〈v|, denoted by |v〉〈v|,
known as the outer product, whose result is a n × n matrix

|v〉〈v| =
⎡

⎢⎣
a1
...

an

⎤

⎥⎦ · [a∗
1 · · · a∗

n

]

=
⎡

⎢⎣
a1a∗

1 · · · a1a∗
n

. . .

ana∗
1 · · · ana∗

n

⎤

⎥⎦ .

The key to the Dirac notation is to always view kets as column matrices, bras as
row matrices, and recognize that a sequence of bras and kets is a matrix product,
hence associative, but noncommutative.
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A.4 Computational Basis

The computational basis of Cn is {|0〉, . . . , |n − 1〉}, where

|0〉 =

⎡

⎢⎢⎢⎣

1
0
...

0

⎤

⎥⎥⎥⎦ , . . . , |n − 1〉 =

⎡

⎢⎢⎢⎣

0
0
...

1

⎤

⎥⎥⎥⎦ .

This basis is also known as canonical basis. A few times we use the numbering
of the computational basis beginning with |1〉 and ending with |n〉. In this book,
when we use a small-caption Latin letter within a ket or bra, we are referring to the
computational basis. Then, the following expression is always valid

〈
i
∣∣ j
〉 = δi j .

The normalized sum of all computational basis vectors defines vector

|D〉 = 1√
n

n−1∑

i=0

|i〉,

which we call diagonal state. When n = 2, the diagonal state is given by |D〉 = |+〉,
where

|+〉 = |0〉 + |1〉√
2

.

Exercise A.3. Calculate explicitly the values of |i〉〈 j | and
n−1∑

i=0

|i〉〈i |

in C3.

A.5 Qubit and the Bloch Sphere

The qubit is a unit vector in vector space C2. An arbitrary qubit |ψ〉 is represented
by

|ψ〉 = α |0〉 + β |1〉,

where coefficients α and β are complex numbers and obey the constraint
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Fig. A.1 Bloch sphere. The
state |ψ〉 of a qubit is
represented by a point on the
sphere

θ

φ

|ψ〉

x

y

z
|0〉

|1〉

|α|2 + |β|2 = 1.

The set {|0〉, |1〉} is the computational basis of C2, and α, β are called amplitudes
of state |ψ〉. The term state (or state vector) is used as a synonym for unit vector in
a Hilbert space.

In principle, we need four real numbers to describe a qubit, two for α and two for
β. The constraint |α|2 + |β|2 = 1 reduces to three numbers. In quantum mechanics,
two vectors that differ from a global phase factor are considered equivalent. A
global phase factor is a complex number of unit modulus multiplying the state. By
eliminating this factor, a qubit can be described by two real numbers θ and φ as
follows:

|ψ〉 = cos
θ

2
|0〉 + eiφ sin

θ

2
|1〉,

where 0 ≤ θ ≤ π and 0 ≤ φ < 2π . In the notation above, state |ψ〉 can be rep-
resented by a point on the surface of a sphere of unit radius called Bloch sphere.
Numbers θ and φ are spherical angles that locate the point that describes |ψ〉, as
shown in Fig. A.1. The vector showed there is given by

⎡

⎣
sin θ cosφ

sin θ sin φ

cos θ

⎤

⎦ .

When we disregard global phase factors, there is a one-to-one correspondence
between the quantum states of a qubit and the points on the Bloch sphere. State |0〉
is the north pole of the sphere because it is obtained by taking θ = 0. State |1〉 is the
south pole. States

|±〉 = |0〉 ± |1〉√
2
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are the intersection points of the x-axis and the sphere; states (|0〉 ± i|1〉)/√2 are
the intersection points of the y-axis with the sphere.

The representation of classical bits in this context is given by the poles of the
Bloch sphere, and the representation of the probabilistic classical bit, that is, 0 with
probability p and 1 with probability 1 − p, is given by the point on z-axis with
coordinate 2p − 1. The interior of the Bloch sphere is used to describe states of a
qubit in the presence of decoherence.

Exercise A.4. Using the Dirac notation, show that opposite points on the Bloch
sphere correspond to orthogonal states.

Exercise A.5. Suppose you know that the state of a qubit is either |+〉 with proba-
bility p or |−〉 with probability 1 − p. If this is the best you know about the state of
the qubit, where on the Bloch sphere would you represent this qubit?

A.6 Linear Operators

Let V and W be vector spaces, {|v1〉, . . . , |vn〉} a basis for V , and A a function
A : V �→ W that satisfies

A
(
∑

i

ai |vi 〉
)

=
∑

i

aiA(|vi 〉),

for any complex numbers ai . A is called a linear operator from V to W . The
term linear operator on V means that both the domain and codomain of A are
V . The composition of linear operators A : V1 �→ V2 and B : V2 �→ V3 is also a
linear operator C : V1 �→ V3 obtained through the composition of their functions:
C(|v〉) = B(A(|v〉)). The sum of two linear operators, both from V to W , is defined
by formula (A + B)(|v〉) = A(|v〉) + B(|v〉).

The identity operator I on V is a linear operator such that I(|v〉) = |v〉 for all
|v〉 ∈ V . The null operator O on V is a linear operator such that O(|v〉) = 0 for all
|v〉 ∈ V .

The rank of a linear operator A on V is the dimension of the image of A. The
kernel or nullspace or support of a linear operator A on V is the set of all vectors
|v〉 such that A(|v〉) = 0. The dimension of the kernel is called the nullity of the
operator. The rank–nullity theorem states that rank(A) + nullity(A) = dim(V ).

Fact

If we specify the action of a linear operatorA on a basis of vector space V , the action
of A on any vector in V can be determined by using the linearity property.
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A.7 Matrix Representation

Linear operators are represented by matrices. Let A : V �→ W be a linear operator.
Let {|v1〉, . . . , |vn〉} and {|w1〉, . . . , |wm〉} be orthonormal bases for V and W , re-
spectively. Thematrix representation ofA is obtained by applyingA to every vector
in the basis of V and expressing the result as a linear combination of basis vectors
of W , as follows:

A (∣∣v j
〉) =

m∑

i=1

ai j |wi 〉,

where index j run from 1 to n. Therefore, ai j are entries of am × n matrix, which we
call A. In this case, expressionA (∣∣v j

〉)
, whichmeans functionA applied to argument∣∣v j

〉
, is equivalent to the matrix product A

∣∣v j
〉
. Using the outer product notation, we

have

A =
m∑

i=1

n∑

j=1

ai j |wi 〉
〈
v j

∣∣.

Using the above equation and the fact that the basis of V is orthonormal, we can
verify that the matrix product of A and

∣∣v j
〉
is equal to A (∣∣v j

〉)
. The key to this

calculation is to use the associativity of matrix multiplication:

(|wi 〉
〈
v j

∣∣)|vk〉 = |wi 〉
( 〈

v j

∣∣vk
〉 )

= δ jk |wi 〉.

In particular, the matrix representation of the identity operator I in any orthonor-
mal basis is the identity matrix I and the matrix representation of the null operator
O in any orthonormal basis is the zero matrix.

If the linear operator C is the composition of the linear operators B and A, the
matrix representation of C is obtained by multiplying the matrix representation of B
with that of A, that is, C = BA.

When we fix orthonormal bases for the vector spaces, there is a one-to-one corre-
spondence between linear operators and matrices. In C

n , we use the computational
basis as a reference basis, so that the terms linear operator and matrix are taken as
synonyms. We also use the term operator as a synonym for linear operator.

Exercise A.6. Suppose B is an operator whose action on the computational basis
of the n-dimensional vector space V is

B| j〉 = ∣∣ψ j
〉
,

where
∣∣ψ j
〉
are vectors in V for all j .

1. Obtain the expression of B using the outer product.
2. Show that

∣∣ψ j
〉
is the j th column in the matrix representation of B.
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3. Suppose that B is the Hadamard operator

H = 1√
2

[
1 1
1 −1

]
.

Redo the previous items using operator H .

A.8 Diagonal Representation

Let A be an operator on V . If there exists an orthonormal basis {|v1〉, . . . , |vn〉} of V
such that

A =
n∑

i=1

λi |vi 〉〈vi |,

we say that A admits a diagonal representation or, equivalently, A is diagonalizable.
The complex numbers λi are the eigenvalues of A and |vi 〉 are the corresponding
eigenvectors. A vector |ψ〉 is an eigenvector of A if there is a scalar λ, called eigen-
value, so that

A|ψ〉 = λ|ψ〉.

Any multiple of an eigenvector is also an eigenvector. If two eigenvectors are asso-
ciated with the same eigenvalue, then any linear combination of these eigenvectors
is an eigenvector. The number of linearly independent eigenvectors associated with
the same eigenvalue is the multiplicity of that eigenvalue. We use the short notation
“λ-eigenvectors” for eigenvectors associated with eigenvalues λ.

If there are eigenvalues with multiplicity greater than one, the diagonal represen-
tation is factored out as follows:

A =
∑

λ

λPλ,

where index λ runs only on the distinct eigenvalues and Pλ is the projector on
the eigenspace of A associated with eigenvalue λ. If λ has multiplicity 1, Pλ =
|v〉〈v|, where |v〉 is the unit eigenvector associated with λ. If λ has multiplic-
ity 2 and |v1〉, |v2〉 are linearly independent unit eigenvectors associated with λ,
Pλ = |v1〉〈v1| + |v2〉〈v2| and so on. The projectors Pλ satisfy

∑

λ

Pλ = I.

An alternative way to define a diagonalizable operator is by requiring that A is
similar to a diagonal matrix.Matrices A and A′ are similar if A′ = M−1AM for some
invertible matrix M . We have interest only in the case when M is a unitary matrix.
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The term diagonalizable used here is narrower than the one used in the literature
because we are demanding that M be a unitary matrix.

The characteristic polynomial of a matrix A, denoted by pA(λ), is the monic
polynomial

pA(λ) = det(λI − A).

The roots of pA(λ) are the eigenvalues of A. Usually, the best way to calculate the
eigenvalues of a matrix is via the characteristic polynomial. For a two-dimensional
matrix U , the characteristic polynomial is given by

pU (λ) = λ2 − tr(U ) λ + det(U ).

IfU is a real unitary matrix, the eigenvalues have the form e±iω and the characteristic
polynomial is given by

pU (λ) = λ2 − 2λ cosω + 1.

Exercise A.7. Suppose that A is a diagonalizable operator with eigenvalues ±1.
Show that

P±1 = I ± A

2
.

A.9 Completeness Relation

The completeness relation is so useful that it deserves to be highlighted. Let {|v1〉, . . .,
|vn〉} be an orthonormal basis of V . Then,

I =
n∑

i=1

|vi 〉〈vi |.

The completeness relation is the diagonal representation of the identity matrix.

Exercise A.8. If {|v1〉, . . . , |vn〉} is an orthonormal basis, it is straightforward to
show that

A =
m∑

i=1

n∑

j=1

ai j |wi 〉
〈
v j

∣∣

implies

A
∣∣v j
〉 =

m∑

i=1

ai j |wi 〉.

Prove the reverse, that is, given the above expressions for A
∣∣v j
〉
, use the completeness

relation to obtain A. [Hint: Multiply the last equation by
〈
v j

∣∣ and sum over j .]
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A.10 Cauchy–Schwarz Inequality

Let V be a Hilbert space and |v〉, |w〉 ∈ V . Then,

∣∣ 〈v
∣∣w
〉 ∣∣ ≤

√〈
v
∣∣v
〉 〈

w
∣∣w
〉
.

A more explicit way of presenting the Cauchy–Schwarz inequality is

∣∣∣∣∣
∑

i

viwi

∣∣∣∣∣

2

≤
(
∑

i

|vi |2
)(
∑

i

|wi |2
)

,

which is obtained when we take |v〉 =∑i v
∗
i |i〉 and |w〉 =∑i wi |i〉.

A.11 Special Operators

Let A be a linear operator on Hilbert space V . Then, there exists a unique linear
operator A† on V , called adjoint operator, that satisfies

(|v〉, A|w〉) = (A†|v〉, |w〉) ,

for all |v〉, |w〉 ∈ V .
The matrix representation of A† is the transpose–conjugate matrix (A∗)T . The

main properties of the dagger or transpose–conjugate operation are

1. (A B)† = B†A†

2. |v〉† = 〈v|
3.
(
A|v〉)† = 〈v|A†

4.
(|w〉〈v|)† = |v〉〈w|

5.
(
A†
)† = A

6.
(∑

i ai Ai
)† =∑i a

∗
i A

†
i

The last property shows that the dagger operation is conjugate-linear when applied
on a linear combination of operators.

Normal Operator

An operator A on V is normal if A†A = AA†.

Spectral Theorem

An operator A on V is diagonalizable if and only if A is normal.

Unitary Operator

An operator U on V is unitary if U †U = UU † = I .
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Facts about Unitary Operators

Unitary operators are normal. They are diagonalizable with respect to an orthonormal
basis. Eigenvectors of a unitary operator associated with different eigenvalues are
orthogonal. The eigenvalues have unit modulus, that is, they have the form eiα , where
α is a real number . Unitary operators preserve the inner product, that is, the inner
product ofU |v1〉 andU |v2〉 is equal to the inner product of |v1〉 and |v2〉. The action
of a unitary operator on a vector preserves its norm.

Hermitian Operator

An operator A on V is Hermitian or self-adjoint if A† = A.

Facts about Hermitian Operators

Hermitian operators are normal. They are diagonalizable with respect to an orthonor-
mal basis. Eigenvectors of a Hermitian operator associated with different eigenvalues
are orthogonal. The eigenvalues of a Hermitian operator are real numbers. A real
symmetric matrix is Hermitian.

Orthogonal Projector

An operator P on V is an orthogonal projector if P2 = P and P† = P .

Facts about Orthogonal Projectors

The eigenvalues are equal to 0 or 1. If P is an orthogonal projector, then the orthog-
onal complement I − P is also an orthogonal projector. Applying a projector to a
vector either decreases its norm or maintains invariant. In this book, we use the term
projector as a synonym for orthogonal projector. We use the term nonorthogonal
projector explicitly to distinguish this case. An example of a nonorthogonal projector
on a qubit is P = |1〉(〈0| + 〈1|). Note that P is not normal in this example.

Positive Operator

An operator A on V is said positive if
〈
v
∣∣A
∣∣v
〉 ≥ 0 for any |v〉 ∈ V . If the inequality

is strict for any nonzero vector in V , then the operator is said positive definite.

Facts about Positive Operators

Positive operators are Hermitian. The eigenvalues are nonnegative real numbers.

Exercise A.9. Consider matrix

M =
[
1 0

1 1

]
.

1. Show that M is not normal.
2. Show that the eigenvectors of M generate a one-dimensional space.
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Exercise A.10. Consider matrix

M =
[
1 0

1 −1

]
.

1. Show that the eigenvalues of M are ±1.
2. Show that M is not unitary nor Hermitian.
3. Show that the eigenvectors associated with distinct eigenvalues of M are not

orthogonal.
4. Show that M has a diagonal representation.

Exercise A.11. 1. Show that the product of two unitary operators is a unitary
operator.

2. The sum of two unitary operators is necessarily a unitary operator? If not, give
a counterexample.

Exercise A.12. 1. Show that the sum of two Hermitian operators is a Hermitian
operator.

2. The product of two Hermitian operators is necessarily a Hermitian operator? If
not, give a counterexample.

Exercise A.13. Show that A†A is a positive operator for any operator A.

A.12 Pauli Matrices

The Pauli matrices are

σ0 = I =
[
1 0
0 1

]
,

σ1 = σx = X =
[
0 1
1 0

]
,

σ2 = σy = Y =
[
0 −i
i 0

]
,

σ3 = σz = Z =
[
1 0
0 −1

]
.

These matrices are unitary and Hermitian, and hence their eigenvalues are equal to
±1. Putting in another way: σ 2

j = I and σ
†
j = σ j to j = 0, . . . , 3.

The following facts are extensively used:

X |0〉 = |1〉, X |1〉 = |0〉,
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Z |0〉 = |0〉, Z |1〉 = −|1〉.

Pauli matrices form a basis for the vector space of 2 × 2 matrices. Therefore, an
arbitrary operator that acts on a qubit can be written as a linear combination of Pauli
matrices.

Exercise A.14. Consider the representation of the state |ψ〉 of a qubit on the Bloch
sphere. What is the representation of states X |ψ〉, Y |ψ〉, and Z |ψ〉 relative to |ψ〉?
What is the geometric interpretation of the action of the Pauli matrices on the Bloch
sphere?

A.13 Operator Functions

If we have an operator A on V , we ask whether it is possible to calculate
√
A, that

is, to find an operator whose square is A? It is more interesting to ask ourselves
whether it makes sense to use an operator as an argument of an arbitrary function
f : C �→ C, such as the exponential or logarithmic function. If f is analytic, we use
the Taylor expansion of f (x) and replace x by A. This will not work for the square
root function. There is an alternate route for lifting f if operator A is normal. Using
the diagonal representation, A can be written in the form

A =
∑

i

ai |vi 〉〈vi |,

where ai are the eigenvalues and the set {|vi 〉} is an orthonormal basis of eigenvec-
tors of A. We extend the application of a function f : C �→ C to the set of normal
operators as follows. If A is a normal operator, then

f (A) =
∑

i

f (ai )|vi 〉〈vi |.

The result is an operator defined on the same vector space V .
If the goal is to calculate

√
A, first A must be diagonalized, that is, we must

determine a unitary matrix U such that A = UDU †, where D is a diagonal matrix.
Then, we use the fact that

√
A = U

√
DU †, where

√
D is calculated by taking the

square root of each diagonal element.
IfU is the evolution operator of an isolated quantum systemwhose state is |ψ(0)〉

initially, the state at time t is given by

|ψ(t)〉 = Ut |ψ(0)〉.

Usually, the most efficient way to calculate state |ψ(t)〉 is to obtain the diagonal
representation of the unitary operator U , described as
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U =
∑

i

λi |vi 〉〈vi |,

and to calculate the t th power of U , which is

Ut =
∑

i

λt
i |vi 〉〈vi |.

The system state at time t will be

|ψ(t)〉 =
∑

i

λt
i

〈
vi
∣∣ψ(0)

〉 |vi 〉.

The trace of a matrix is another type of operator function. In this case, the result
of applying the trace function is a complex number defined as

tr(A) =
∑

i

aii ,

where aii is the i th diagonal element of A. In the Dirac notation,

tr(A) =
∑

i

〈vi |A|vi 〉,

where {|v1〉, . . . , |vn〉} is an orthonormal basis of V . The trace function satisfies the
following properties:

1. (Linearity) tr(aA + bB) = a tr(A) + b tr(B),

2. (Commutativity) tr(AB) = tr(BA),

3. (Cyclic property) tr(A B C) = tr(CA B).

The third property follows from the second one. Properties 2 and 3 are valid when A,
B, and C are not square matrices (AB, ABC , and CAB must be square matrices).

The trace function is invariant under the similarity transformation, that is,
tr(M−1AM) = tr(A), where M is an invertible matrix. This implies that the trace
does not depend on the basis choice for the matrix representation of A.

A useful formula involving the trace of operators is

tr(A|ψ〉〈ψ |) = 〈ψ∣∣A∣∣ψ 〉 ,

for any |ψ〉 ∈ V and any A on V . This formula is easily proved using the cyclic
property of the trace function.

Exercise A.15. Using the method of applying functions to matrices described in
this section, find all matrices M such that
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M2 =
[
5 4

4 5

]
.

Exercise A.16. If f is analytic and A is normal, show that f (A) using the Taylor
expansion is equal to f (A) using the spectral decomposition.

A.14 Norm of a Linear Operator

Given a vector space V over the complex numbers, a norm on V is a function
‖ ‖ : V → R with the following properties:

• ‖a|ψ〉‖ = |a| ‖|ψ〉‖,
• ‖|ψ〉 + ∣∣ψ ′〉‖ ≤ ‖|ψ〉‖ + ‖∣∣ψ ′〉‖,
• ‖|ψ〉‖ ≥ 0,
• ‖|ψ〉‖ = 0 if and only if |ψ〉 = 0,

for all a ∈ C and all |ψ〉, ∣∣ψ ′〉 ∈ V ,
The set of all linear operators on a Hilbert spaceH is a vector space over the com-

plex numbers because it obeys the properties demanded by the definition described
in Sect. A.1. It is possible to define more than one norm on a vector space, and let
us start with the following norm.

Let A be a linear operator on a Hilbert space H. The norm of A is defined as

‖A‖ = max〈
ψ

∣∣ψ
〉
=1

∣∣〈ψ
∣∣A
∣∣ψ
〉∣∣ ,

where the maximum is over all normalized states |ψ〉 ∈ H.
The next norm is induced from an inner product. The Hilbert–Schmidt inner

product (also known as Frobenius inner product) of two linear operators A and B is

(A, B) = tr
(
A†B

)
.

Now, we can define another norm (trace norm) of a linear operator A on a Hilbert
space H as

‖A‖tr =
√
tr
(
A†A

)
.

In a normed vector space, the distance between vectors |ψ〉 and ∣∣ψ ′〉 is given by
‖|ψ〉 − ∣∣ψ ′〉‖. Then, it makes sense to speak about distance between linear operators
A and B, which is the nonnegative number ‖A − B‖.
Exercise A.17. Show that ‖U‖ = 1 if U is a unitary operator.

Exercise A.18. Show that the inner product (A, B) = tr(A†B) satisfies the proper-
ties described in Sect. A.2.
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Exercise A.19. Show that ‖U‖tr = √
n if U is a unitary operator on Cn .

Exercise A.20. Show that both norms defined in this section satisfy the properties
described at the beginning of this section.

A.15 Tensor Product

Let V and W be finite Hilbert spaces with basis {|v1〉, . . ., |vm〉} and {|w1〉, . . .,
|wn〉}, respectively. The tensor product of V and W , denoted by V ⊗ W , is a (mn)-
dimensional Hilbert space with basis {|v1〉 ⊗ |w1〉, |v1〉 ⊗ |w2〉, . . . , |vm〉 ⊗ |wn〉}.
The tensor product of a vector in V and a vector in W , such as |v〉 ⊗ |w〉, also
denoted by |v〉|w〉 or |v,w〉 or |v w〉, is calculated explicitly via the Kronecker
product, defined ahead. An arbitrary vector in V ⊗ W is a linear combination of
vectors |vi 〉 ⊗ ∣∣w j

〉
, that is, if |ψ〉 ∈ V ⊗ W , then

|ψ〉 =
m∑

i=1

n∑

j=1

ai j |vi 〉 ⊗ ∣∣w j
〉
.

The tensor product is bilinear, that is, linear with respect to each argument:

1. |v〉 ⊗ (a |w1〉 + b |w2〉
) = a |v〉 ⊗ |w1〉 + b |v〉 ⊗ |w2〉,

2.
(
a |v1〉 + b |v2〉

)⊗ |w〉 = a |v1〉 ⊗ |w〉 + b |v2〉 ⊗ |w〉.
A scalar can always be factored out to the beginning of the expression:

a
(|v〉 ⊗ |w〉) = (

a|v〉)⊗ |w〉 = |v〉 ⊗ (a|w〉).

The tensor product of a linear operator A on V and B on W , denoted by A ⊗ B,
is a linear operator on V ⊗ W defined by

(
A ⊗ B

)(|v〉 ⊗ |w〉) = (
A|v〉)⊗ (B|w〉).

In general, an arbitrary linear operator on V ⊗ W cannot be factored out as the
tensor product of the form A ⊗ B, but it can be written as a linear combination of
operators of the form Ai ⊗ Bj . The above definition is easily extended to operators
A : V �→ V ′ and B : W �→ W ′. In this case, the tensor product of these operators is
(A ⊗ B) : (V ⊗ W ) �→ (V ′ ⊗ W ′).

In quantum mechanics, it is very common to use operators in the form of external
products, for example, A = |v〉〈v| and B = |w〉〈w|. The tensor product of A and B
is represented by the following equivalent ways:
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A ⊗ B = (|v〉〈v|)⊗ (|w〉〈w|)
= |v〉〈v| ⊗ |w〉〈w|
= |v,w〉〈v,w|.

If A1, A2 are operators on V and B1, B2 are operators on W , then

(A1 ⊗ B1) · (A2 ⊗ B2) = (A1 · A2) ⊗ (B1 · B2).

The inner product of |v1〉 ⊗ |w1〉 and |v2〉 ⊗ |w2〉 is defined as

(|v1〉 ⊗ |w1〉 , |v2〉 ⊗ |w2〉
) = 〈

v1
∣∣v2
〉 〈

w1

∣∣w2
〉
.

The inner product of vectors written as a linear combination of basis vectors is
calculated by applying the linear property to the second argument and the conjugate-
linear property on the first argument of the inner product. For example,

((
n∑

i=1

ai |vi 〉
)

⊗ |w1〉 , |v〉 ⊗ |w2〉
)

=
(

n∑

i=1

a∗
i

〈
vi
∣∣v
〉
)
〈
w1

∣∣w2
〉
.

The inner product definition implies that

∥∥ |v〉 ⊗ |w〉 ∥∥ = ∥∥ |v〉 ∥∥ · ∥∥ |w〉 ∥∥.

In particular, the tensor product of unit norm vectors is a unit norm vector.
When we use matrix representations of operators, the tensor product is calculated

explicitly via the Kronecker product. Let A be am × n matrix and B a p × q matrix.
Then,

A ⊗ B =
⎡

⎢⎣
a11B · · · a1n B

. . .

am1B · · · amn B

⎤

⎥⎦ .

The dimension of the resulting matrix is mp × nq. The Kronecker product is used
for matrices of any dimension, particularly for two vectors,

[
a1
a2

]
⊗
[
b1
b2

]
=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1

⎡

⎣
b1

b2

⎤

⎦

a2

⎡

⎣
b1

b2

⎤

⎦

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1b1

a1b2

a2b1

a2b2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
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The tensor product is an associative and distributive operation, but noncommu-
tative, that is, |v〉 ⊗ |w〉 �= |w〉 ⊗ |v〉 if v �= w. Most operations on a tensor product
are performed term by term, such as

(A ⊗ B)† = A† ⊗ B†.

If both operators A and B are special operators of the same type, as the ones defined
in Sect. A.11, then the tensor product A ⊗ B is also a special operator of the same
type. For example, the tensor product of Hermitian operators is a Hermitian operator.

The trace of a Kronecker product of matrices is

tr(A ⊗ B) = trA trB,

while the determinant is

det(A ⊗ B) = (det A)m (det B)n,

where n is the dimension of A and m of B.
If the diagonal state of the vector space V is |D〉V and of space W is |D〉W , then

the diagonal state of space V ⊗ W is |D〉V ⊗ |D〉W . Therefore, the diagonal state of
space V⊗n is |D〉⊗n , where V⊗n means V ⊗ · · · ⊗ V with n terms.

Exercise A.21. Let H be the Hadamard operator

H = 1√
2

[
1 1
1 −1

]
.

Show that

〈i |H⊗n| j〉 = (−1)i · j√
2n

,

where n represents the number of qubits and i · j is the binary inner product, that is,
i · j = i1 j1 + · · · + in jn mod 2, where (i1, . . . , in) and ( j1, . . . , jn) are the binary
decompositions of i and j , respectively.

A.16 Quantum Gates, Circuits, and Registers

A quantum circuit is a pictorial way to describe a quantum algorithm. The input lies
on the left-hand side of the circuit and the quantum information flows unchanged
through thewires, from the left to right, until finding aquantumgate, which is a square
box with the name of a unitary operator. The quantum gate represents the action of
the unitary operator, which transforms the quantum information and releases it to
the wire on the right-hand side. For example, the algebraic expression |+〉 = H |0〉
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is represented by the circuit1

|0〉 H |+〉.

If a measurement is performed, the representation is

|0〉 H

{
0,

1.

A meter represents a measurement in the computational basis, and a double wire
conveys the classical information that comes out of the meter. In the example, the
state of the qubit right before the measurement is (|0〉 + |1〉)/√2. If the qubit state
is projected on |0〉 after the measurement, the output is 0, otherwise 1.

The controlled NOT gate (CNOT or C(X)) is a 2-qubit gate defined by

CNOT |k〉|�〉 = |k〉Xk |�〉,

and represented by the circuit
|k〉 • |k〉
|�〉 Xk |�〉.

The qubit marked with the black full point is called control qubit, and the qubit
marked with the ⊕ sign is called the target qubit.

The Toffoli gate C2(X) is a 3-qubit controlled gate defined by

C2(X) | j〉|k〉|�〉 = | j〉|k〉X jk |�〉,

and represented by the circuit
| j〉 • | j〉
|k〉 • |k〉
|�〉 X jk |�〉.

The Toffoli gate has two control qubits and one target qubit.
These gates can be generalized. The generalized Toffoli gate Cn(X) is a (n + 1)-

qubit controlled gate defined by

Cn(X) | j1〉...| jn〉| jn+1〉 = | j1〉...| jn〉X j1... jn | jn+1〉.

When defined using the computational basis, the state of the target qubit inverts if
and only if all control qubits are set to one. There is another case in which the state
of the target qubit inverts if and only if all control qubits are set to zero. In this case,
the control qubits are depicted by empty controls (empty white points) instead of full
controls (full black points), such as

1The circuits were generated with package Q-circuit.
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| j〉 | j〉
|k〉 |k〉
|�〉 X jk |�〉,

whose algebraic representation is

| j1〉| j2〉| j3〉 �−→ | j1〉| j2〉X (1− j1)(1− j2)| j3〉.

It is possible to mix full and empty controls. Those kinds of controlled gates are
called generalized Toffoli gates.

A register is a set of qubits treated as a composite system. In many quantum
algorithms, the qubits are divided into two registers: one for the main calculation
from where the result comes out and one for the draft (calculations that will be
discarded).

Suppose we have a register with two qubits. The computational basis is

|0, 0〉 =

⎡

⎢⎢⎣

1
0
0
0

⎤

⎥⎥⎦ |0, 1〉 =

⎡

⎢⎢⎣

0
1
0
0

⎤

⎥⎥⎦ |1, 0〉 =

⎡

⎢⎢⎣

0
0
1
0

⎤

⎥⎥⎦ |1, 1〉 =

⎡

⎢⎢⎣

0
0
0
1

⎤

⎥⎥⎦ .

An arbitrary state of this register is

|ψ〉 =
1∑

i=0

1∑

j=0

ai j |i, j〉

where coefficients ai j are complex numbers that satisfy the constraint

∣∣a00
∣∣2 + ∣∣a01

∣∣2 + ∣∣a10
∣∣2 + ∣∣a11

∣∣2 = 1.

To help to generalize to n qubits, it is usual to compress the notation by converting
the base-2 notation to the base-10 notation. The computational basis for a two-qubit
register in the base-10 notation is {|0〉, |1〉, |2〉, |3〉}. In the base-2 notation, we can
determine the number of qubits by counting the number of digits inside the ket; for
example, |011〉 refers to three qubits. In the base-10 notation, we cannot determine
what is the number of qubits of the register. The number of qubits is implicit. At any
point, we can go back, write the numbers in the base-2 notation, and the number of
qubits will be clear. In the compact notation, an arbitrary state of a n-qubit register
is

|ψ〉 =
2n−1∑

i=0

ai |i〉

where coefficients ai are complex numbers that satisfy the constraint
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2n−1∑

i=0

∣∣ai
∣∣2 = 1.

The diagonal state of a n-qubit register is the tensor product of the diagonal state of
each qubit, that is, |D〉 = |+〉⊗n .

A set of universal quantum gates is a finite set of gates that generates any unitary
operator through tensor and matrix products of gates in the set. Since the number of
possible quantum gates is uncountable even in the 1-qubit case, we require that any
quantum gate can be approximated by a sequence of universal quantum gates. One
simple set of universal gates is CNOT, H , X , T (or π/8 gate), and T †, where

T =
[
1 0
0 e

iπ
4

]
.

To calculate the time complexity of a quantum algorithm, we have to implement a
circuit of the algorithm in terms of universal gates in the best way possible. The time
complexity is determined by the depth of the circuit.

For instance, Fig. A.2 shows the decomposition of the Toffoli gate into universal
gates. The right-hand circuit has only universal gates (15 gates) and depth 12.

A Toffoli gate with empty controls can be decomposed in terms of a standard
Toffoli gate and X gates as depicted in the right-hand circuit of Fig. A.3.

Figure A.4 shows the decomposition of a 6-qubit generalized Toffoli gate with
five full controls into Toffoli gates. If the generalized Toffoli gate has n controls, we
use (n − 2) ancilla2 qubits initially in state |0〉. The ancilla qubits are interlaced with
the controls starting from the second control.

Exercise A.22. Show that the diagonal state of a n-qubit register is |D〉 = |+〉⊗n or
equivalently |D〉 = H⊗n|0, . . . , 0〉.

• • • • T •

• = • • T T †

H T † T T † T H

Fig. A.2 Decomposition of a Toffoli gates into universal gates

Fig. A.3 Converting empty
controls into full controls

X • X

= X • X

2Ancilla means auxiliary.
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• • •
• • •

− − −− |0〉 • • |0〉
• • •

− − −− = |0〉 • • |0〉
• • •

− − −− |0〉 • |0〉
• •

Fig. A.4 Decomposition of a generalized 6-qubit Toffoli gate intoToffoli gates. This decomposition
can be easily extended for generalized Toffoli gates with any number of control qubits

Exercise A.23. Let f be a function with domain {0, 1}n and codomain {0, 1}m .
Consider a 2-register quantum computer with n andm qubits, respectively. Function
f can be implemented by using operator U f defined in the following way:

U f |x〉|y〉 = |x〉|y ⊕ f (x)〉,

where x has n bits, y has m bits, and ⊕ is the binary sum (bitwise xor).

1. Show that U f is a unitary operator for any f .
2. If n = m and f is injective, show that f can be implemented on a 1-register

quantum computer with n qubits.

Exercise A.24. Show that the circuits of Fig. A.4 are equivalent. Find the number
of universal gates in the decomposition of a generalized Toffoli gate with n1 empty
controls and n2 full controls. Find the depth of the circuit.

Exercise A.25. Show that the controlled Hadamard C(H) can be decomposed into
universal gates as depicted in the following circuit.

• •=
H T † T † H T † T H T T

Further Reading

There are many good books on linear algebra. For an initial contact, Refs. [24, 28,
200, 305] are good options; for a more advanced approach, Refs. [148, 150, 199] are
good options; for those who have mastered the basics and are only interested in the
application of linear algebra to quantum computation, Ref. [248] is recommended,
especially for the decomposition of unitary gates into universal gates. Linear algebra
for quantum algorithms is addressed in [209]. The Dirac notation is clearly and
comprehensively presented in [287].



Appendix B
Graph Theory for Quantum Walks

Graph theory is a large area of mathematics with a wide range of applications,
especially in computer science. It is impossible to overstate the importance of graph
theory for quantum walks. In fact, graph theory for quantum walks is as important
as linear algebra for quantum computation.

In the quantum walk setting, the graph represents positions and directions for the
walker’s shift. It is not mandatory to use the graph vertices as the walker’s position.
Any interpretation is accepted if it employs the graph structure so that the physical
meaning reflects the graph components. For example, it makes no sense to have a
quantum walk model in which the walker can jump over some vertices, for instance,
a model on the line in which the walker can jump from vertex 1 to vertex 3, skipping
vertex 2. If it is allowed to jump from vertex 1 to vertex 3, it means that there is an
edge or arc linking vertex 1 to vertex 3 and the underlying graph is not the line.

A solid basis on graph theory is required to understand the area of quantum walk.
This appendix focuses on the main definitions of graph theory used in this work with
some brief examples and should not be used as the first contact with graph theory.
At the end of this appendix, introductory and advanced references for starters and
for further reading are given.

B.1 Basic Definitions

A simple graph 
(V, E) is defined by a set V (
) of vertices or nodes and a set
E(
) of edges so that each edge links two vertices and two vertices are linked by
at most one edge. Two vertices linked by an edge are called adjacent or neighbors.
The neighborhood of a vertex v ∈ V , denoted by N (v), is the set of vertices adjacent
to v. Two edges that share a common vertex are also called adjacent. A loop is an
edge whose endpoints are equal. Multiple edges are edges having the same pair of
endpoints. A simple graph has no loops nor multiple edges. In simple graphs, the
edges can be named by the endpoints like an unordered set {v, v′}, where v and v′
are vertices.

© Springer Nature Switzerland AG 2018
R. Portugal, Quantum Walks and Search Algorithms, Quantum Science
and Technology, https://doi.org/10.1007/978-3-319-97813-0
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The degree of vertex v is the number of edges incident to the vertex and is denoted
by d(v). The maximum degree is denoted by �(
), and the minimum degree is
denoted by δ(
). A graph is d-regular if all vertices have degree d, that is, each
vertex has exactly d neighbors. The handshaking lemma states that every graph has
an even number of vertices with odd degree, which is a consequence of the degree
sum formula ∑

v∈V
d(v) = 2|E |.

A path is a list v0, e1, v1, . . . , ek , vk of vertices and edges such that edge ei has
endpoints vi−1 and vi . A cycle is a closed path.

Agraph is connectedwhen there is a path between every pair of vertices; otherwise
it is called disconnected. An example of connect graph is the complete graph, which
denoted by KN where N is the number of vertices, and is a simple graph in which
every pair of distinct vertices is connected by an edge.

A subgraph 
′(V ′, E ′), where V ′ ⊂ V and E ′ ⊂ E , is an induced subgraph of

(V, E) if it has exactly the edges that appear in 
 over the same vertex set. If
two vertices are adjacent in 
, they are also adjacent in the induced subgraph. It is
common to use the term subgraph in place of induced subgraph.

A graph 
 is H-free if 
 has no induced subgraph isomorphic to graph H . Take
for instance a diamond graph, which is a graph with four vertices and five edges
consisting of a K4 minus one edge or two triangles sharing a common edge. A graph
is diamond-free if no induced subgraph is isomorphic to a diamond graph.

The adjacency matrix M of a simple graph 
(V, E) is the symmetric square
matrix whose rows and columns are indexed by the vertices and whose entries are

Mvv′ =
{
1, if {v, v′} ∈ E(
),

0, otherwise.

The Laplacian matrix L of a simple graph 
(V, E) is the symmetric square matrix
whose rows and columns are indexed by the vertices and whose entries are

Lvv′ =

⎧
⎪⎨

⎪⎩

d(v), if v = v′,
−1, if {v, v′} ∈ E(
),

0, otherwise.

Note that L = D − A, where D is the diagonal matrix whose rows and columns
are indexed by the vertices and whose entries are Dvv′ = d(v)δvv′ . The symmetric
normalized Laplacian matrix is defined as Lsym = D−1/2LD−1/2.

Most of the times in this book, the term graph is used in place of simple graph.
We also use the term simple graph to stress that the graph is undirected and has no
loops nor multiple edges.
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B.2 Multigraph

A multigraph is an extension of the definition of graph that allows multiple edges.
Many books use the term graph as a synonym of multigraph. In a simple graph, the
notation {v, v′} is an edge label. In a multigraph, {v, v′} does not characterize an
edge and the edges can have their own identity or not. For quantum walks, we need
to give labels for each edge (each one has its own identity). Formally, an undirected
labeled multigraph G(V, E, f ) consists of a vertex set V , an edge multiset E , and
an injective function f : E → �, whose codomain � is an alphabet for the edge
labels.

B.3 Bipartite Graph

A bipartite graph is a graph whose vertex set V is the union of two disjoint sets
X and X ′ so that no two vertices in X are adjacent and no two vertices in X ′ are
adjacent. A complete bipartite graph is a bipartite graph such that every possible
edge that could connect vertices in X and X ′ is part of the graph and is denoted by
Km,n , where m and n are the cardinalities of sets X and X ′, respectively. Km,n is the
graph that V (K ) = X ∪ X ′ and E(K ) = {{x, x ′} : x ∈ X, x ′ ∈ X ′}.
Theorem B.1. (König) A graph is bipartite if and only if it has no odd cycle.

B.4 Intersection Graph

Let {S1, S2, S3, . . .} be a family of sets. The intersection graph of this family of
sets is a graph whose vertices are the sets and two vertices are adjacent if and only
if the intersection of the corresponding sets is nonempty, that is, G(V, E) is the
intersection graph of family {S1, S2, S3, . . .} if V = {S1, S2, S3, . . .} and E(G) =
{{Si , Sj } : Si ∩ Sj �= ∅} for all i �= j .

B.5 Clique, Stable Set, and Matching

A clique is a subset of vertices of a graph such that its induced subgraph is complete.
Amaximal clique is a clique that cannot be extended by including one more adjacent
vertex, that is, it is not contained in a larger clique. A maximum clique is a clique of
maximum possible size. A clique of size d is called a d-clique. A set with one vertex
is a clique. Some references in graph theory use the term “clique” as synonym of
maximal clique. We avoid this notation here.



274 Appendix B: Graph Theory for Quantum Walks

A clique partition of a graph 
 is a set of cliques of 
 that contains each edge of

 exactly once. A minimum clique partition is a clique partition with the smallest
set of cliques. A clique cover of a graph 
 is a set of cliques of 
 that contains each
edge of 
 at least once. A minimum clique cover is a clique cover with the smallest
set of cliques.

A stable set is a set of pairwise nonadjacent vertices.
A matching M ⊆ E is a set of edges without pairwise common vertices. An edge

m ∈ M matches the endpoints of m. A perfect matching is a matching that matches
all vertices of the graph.

B.6 Graph Operators

Let C be the set of all graphs. A graph operator O : C −→ C is a function that maps
an arbitrary graph G ∈ C to another graph G ′ ∈ C.

B.6.1 Clique Graph Operator

A clique graph K (
) of a graph 
 is a graph such that every vertex represents
a maximal clique of 
 and two vertices of K (
) are adjacent if and only if the
underlying maximal cliques in 
 share at least one vertex in common.

The clique graph of a triangle-free graph G is isomorphic to the line graph of G.

B.6.2 Line Graph Operator

A line graph (or derived graph or interchange graph) of a graph 
 (called root
graph) is another graph L(
) so that each vertex of L(
) represents an edge of 


and two vertices of L(
) are adjacent if and only if their corresponding edges share
a common vertex in 
.

The line graph of amultigraph is a simple graph. On the other hand, given a simple
graph G, it is possible to determine whether G is the line graph of a multigraph H ,
for instance, via the following theorems:

Theorem B.2. (Bermond and Meyer) A simple graph G is a line graph of a multi-
graph if and only if there exists a family of cliques C in G such that

1. Every edge {v, v′} ∈ E(G) belongs to at least one clique ci ∈ C.
2. Every vertex v ∈ V (G) belongs to exactly two cliques ci , c j ∈ C.

A graph is reduced from a multigraph if the graph is obtained from a multigraph
by merging multiple edges into single edges.
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Theorem B.3. (Bermond andMeyer)A simple graph is a line graph of a multigraph
H if and only if the graph reduced from H is the line graph of a simple graph.

It is possible to determine whether G is the line graph of a bipartite multigraph
via the following theorem.

Theorem B.4. (Peterson) A simple graph G is a line graph of a bipartite multigraph
if and only if K (G) is bipartite.

B.6.3 Subdivision Graph Operator

A subdivision (or expansion) of a graph G is a new graph resulting from the sub-
division of one or more edges in G. The barycentric subdivision subdivides all
edges of the graph or a multigraph and produces a new bipartite simple graph. If
the original graph is G(V, E), the barycentric subdivision generates a new graph
BS(G) = 
(V ′, E ′), whose vertex set is V ′(
) = V (G) ∪ E(G) and an edge {v, e},
where v ∈ V and e ∈ E , belongs to E ′(
) if and only if v is incident to e.

B.6.4 Clique–Insertion Operator

The clique–insertion operator replaces each vertex v of a graph G by a maximal
d(v)-clique, creating a new graph C I (G). Figure B.1 shows an example of a clique
insertion, which replaces a vertex of degree 5 by a 5-clique. Note that the new clique
is a maximal clique. Using the degree sum formula, the number of vertices of the
clique–inserted graph is |V (C I (G))| = 2|E(G)|.

There is a relation between the clique–inserted graph and the line graph of the
subdivision graph (called para-line graph).

Fig. B.1 Example of a clique insertion.A degree-5 vertex (left-hand graph) is replaced by a 5-clique
(right-hand graph)
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Theorem B.5. (Sampathkumar) The para-line graph of G is isomorphic to the
clique–inserted graph C I (G).

B.7 Coloring

A coloring of a graph is a labeling of the vertices with colors so that no two vertices
sharing the same edge have the same color. The smallest number of colors needed to
color a graph 
 is called chromatic number, denoted by χ(
). A graph that can be
assigned a coloring with k colors is k-colorable and is k-chromatic if its chromatic
number is exactly k.

Theorem B.6. (Brooks) χ(
) ≤ �(
) for a graph 
, unless 
 is a complete graph
or an odd cycle.

The complete graph with N vertices has χ(
) = N and �(
) = N − 1. Odd
cycles have χ(
) = 3 and�(
) = 2. For these graphs the bound χ(
) ≤ �(
) + 1
is the best possible. In all other cases, the bound χ(
) ≤ �(
) is given by Brooks’
theorem.

The concept of coloring can be applied to the edge set of a loop free graph. An
edge coloring is a coloring of the edges so that no vertex is incident to two edges of
the same color. The smallest number of colors needed for an edge coloring is called
the chromatic index or edge-chromatic number, denoted by χ ′(
).

Theorem B.7. (Vizing) A graph 
 of maximal degree �(
) has edge-chromatic
number �(
) or �(
) + 1, that is, �(
) ≤ χ ′(
) ≤ �(
) + 1.

Since at least �(
) colors are always necessary for edge coloring, the set of
all graphs may be partitioned into two classes: (1) class 1 graphs for which �(
)

colors are sufficient and (2) class 2 graphs for which �(
) + 1 colors are necessary.
Examples of graphs in class 1 are: complete graphs KN for even N , bipartite graphs.
Examples of graph in class 2 are: regular graphs with an odd number of vertices
N > 1 (includes complete graphs KN for odd N ≥ 3), Petersen graph. To determine
whether an arbitrary graph is in class 1 is NP-complete. There are asymptotic results
in literature showing that the proportion of graphs in class 2 is very small.

Given a graph 
 in class 2, we describe two ways to modify the graph in order
to create a new graph in class 1: (1) Add a leaf to each vertex of 
, or (2) make an
identical copy of 
 and add edges connecting the pairs of identical vertices.

B.8 Diameter

The geodesic distance (simply distance) between two vertices in graph G(V, E) is
the number of edges in a shortest path connecting them. The eccentricity ε(v) of a
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vertex v is the greatest geodesic distance between v and any other vertex, that is, it is
how far a vertex is from the vertex most distant from it in the graph. The diameter d
of a graph is d = maxv∈V ε(v), that is, it is the maximum eccentricity of any vertex
in the graph or the greatest distance between any pair of vertices.

B.9 Directed Graph

A directed graph or digraph G is defined by a vertex set V (G), an arc set A(G), and
a function assigning each arc an ordered pair of vertices. We use the notation (v, v′)
for an ordered pair of vertices, where v is the tail and v′ is the head, and (v, v′) is
called directed edge or simply arc. A digraph is a simple digraph if each ordered
pair is the head and tail of at most one arc. The underlying graph of a digraph G is
the graph obtained by considering the arcs of G as unordered pairs.

If (v, v′) and (v′, v) are in A(G), the set with (v, v′) and (v′, v) is called a pair
of symmetric arcs. A symmetric directed graph G or symmetric digraph is a digraph
whose arc set comprises pairs of symmetric arcs, that is, if (v, v′) ∈ A(G), then
(v′, v) ∈ A(G). Figure B.2 depicts an example of a symmetric digraph G and its
underlying simple graph H .

The outdegree d+(v) is the number of arcs with tail v. The indegree d−(v) is the
number of arcs with head v. The definitions of out-neighborhood, in-neighborhood,
minimum and maximum indegree and outdegree are straightforward generalizations
of the corresponding undirected ones. A local sink or simply sink is a vertex with
outdegree zero, and a local source or simply source is a vertex with indegree zero.
A global sink is a vertex which is reached by all other vertices. A global source A is
a vertex which reaches all other vertices.

A directed cycle graph is a directed version of a cycle graph, where all edges are
oriented in the same direction. A directed acyclic graph is a finite directed graph with
no directed cycles. The moral graph of a directed acyclic graph G is a simple graph
that is obtained from the underlying simple graph of G by adding edges between all
pairs of vertices that have a common child (in G).

Fig. B.2 Example of a symmetric digraph G and its underlying simple graph H
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B.10 Some Named Graphs

B.10.1 Johnson Graphs

Let [N ] be the set {1, . . . , N }. There are
(N
k

)
k-subsets of [N ], where a k-subset

is a subset of [N ] with k elements. Let us define the Johnson graph J (N , k). The
vertices of J (N , k) are the k-subsets of [N ], and two vertices are adjacent if and only
if their intersection has size (k − 1). If k = 1, J (N , 1) is the complete graph KN .
J (N , k) and J (N , N − k) are the same graphs after renaming the vertices. J (N , k)
is a regular graph with degree k (N − k). The diameter of J (N , k) is min(k, N − k).

B.10.2 Kneser Graphs

Let [N ] be the set {1, . . . , N }. A k-subset is a subset of [N ] with k elements. The
Kneser graph KGN ,k is the graph whose vertices are the k-subsets, and two vertices
are adjacent if and only if the two corresponding sets are disjoint. If k = 1, KGN ,1 is
the complete graph KN . KGN ,k is a regular graph with degree

(N−k
k

)
. The diameter

of KGN ,k is �(k − 1)/(N − 2k)� + 1. The Petersen graph, depicted in Fig. B.3, is
a Kneser graph KG5,2. It is in class 2 because it is 3-regular and its edge-chromatic
number is 4.

B.10.3 Cayley Graphs

ACayley graph
(G, S) encodes the structure of a groupG described by a generating
set S in the context of abstract algebra.

Definition B.8. A group is a nonempty set G together with a binary operation ·
(called product), which satisfies the following requirements:

• (Closure) For all a, b in G, a · b is also in G.
• (Associativity) For all a, b, c in G, (a · b) · c = a · (b · c).

Fig. B.3 Petersen graph
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• (Identity) There exists an identity element e in G such that, for every element a in
G, a · e = e · a = a.

• (Inverse) For eacha inG, there exists an element b inG, such thata · b = b · a = e,
where e is the identity element. Element b is denoted by a−1.

The order of a group is its number of elements. A group is finite if its order is
finite. A group is commutative or abelian if the binary operation is commutative. A
generating set of a group G is a subset S ⊂ G such that every element of G can be
expressed as the product of finitely many elements of S and their inverses. From now
on, we suppose that S is finite. S is called symmetric if S = S−1, that is, whenever
s ∈ S, s−1 is also in S.

A subgroup of a group G is a subset H of G such that H is a group with the same
product operation of G. No proper subgroup of group G can contain a generating set
of G.

The Cayley graph 
(G, S) is a directed graph defined as follows. The vertex set
V (
) is G, and the arc (a, b) is in A(
) if and only if b = a · s for some s ∈ S,
where a, b ∈ G.

If S is symmetric and e �= S, the Cayley graph 
(G, S) is a |S|-regular simple
graph. It is a difficult problem to decide whether a Cayley graph of a group described
by a symmetric generating set is in class 1 or class 2. There is a remarkable conjecture
studied over decades:

Conjecture B.9. (Stong) All undirected Cayley graphs of groups of even order are
in class 1.

Further Reading

Graph theory has many applications, and it is easy to get lost and waste time after
taking some wrong direction. No danger comes from those introductory books [53,
139, 314, 326]. Before starting to read an advanced book, check whether it is really
necessary to go further. In the context of quantum walks, the survey [58] is use-
ful. Harary’s book [138] is excellent (there is a new edition by CRC Press). Other
suggestions are [75, 102, 121]. Wikipedia (English version) is an excellent place to
obtain quickly the definition or the main properties of a concept in graph theory, and
http://www.graphclasses.org is a Web site used by researchers in graph
theory. Some results compiled in this Appendix are described in papers [259, 289,
304, 318, 347].



Appendix C
Classical Hitting Time

Consider a connected, nondirected, and non-bipartite graph Γ (X, E), where X =
{x1, . . . , xn} is the vertex set and E is the edge set. The hitting time of a classical
random walk on this graph is the expected time for the walker to reach a marked
vertex for the first time, once given the initial conditions. We may have more than
one marked vertex defined by a subset M ∈ X . In this case, the hitting time is the
expected time for the walker to reach a vertex in M for the first time.

If px x ′(t) is the probability of the walker to reach x ′ for the first time at time t
having left x at t = 0, the hitting time from vertex x to x ′ is

Hx x ′ =
∞∑

t=0

t px x ′(t). (C.1)

Define Hx x = 0 when the departure and arrival vertices are the same.
For example, the probability px x ′(t) at time t = 1 when x �= x ′ for the complete

graph with n vertices is 1/(n − 1), because the walker has n − 1 possible vertices
to move in the first step. To arrive at vertex x ′ at time t = 2 for the first time, the
walker must visit one of n − 2 vertices different from x and x ′. The probability
is (n − 2)/(n − 1). After this visit, it must go directly to vertex x ′, which occurs
with probability 1/(n − 1). Therefore, px x ′(2) = (n − 2)/(n − 1)2. Generalizing
this argumentation, we obtain px x ′(t) = (n − 2)t−1/(n − 1)t . Then,

Hx x ′ =
∞∑

t=0

t
(n − 2)t−1

(n − 1)t
.

Using the identity
∑∞

t=0 tα
t = α/(1 − α)2, which is valid for 0 < α < 1, we obtain

Hx x ′ = n − 1. (C.2)

Usually, the hitting time depends on x and x ′, but the complete graph is an exception.
In the general case, Hx x ′ can be different from Hx ′x .

© Springer Nature Switzerland AG 2018
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The notion of hitting time from a vertex to a subset can be formalized as follows:
Suppose that M is a nonempty subset of X with cardinality m and define pxM(t) as
the probability that the walker reaches any of the vertices in M for the first time at
time t having left x at t = 0. The hitting time from x to M is

HxM =
∞∑

t=0

t pxM(t). (C.3)

Again, we define HxM = 0 if x ∈ M .
Let us use an extended notion of hitting time when the walker starts from a

probability distribution. In the former case, the probability to depart from vertex x
is 1 and the probability to depart from any other vertex is 0. Suppose that the walker
starts with a distribution σ , that is, at the initial time the probability of the walker to
be at vertex x is σx . The most used initial distributions are the uniform distribution
σx = 1/n and the stationary distribution, which is defined ahead. In any case, the
initial distribution must satisfy

∑
x∈X σx = 1. The hitting time from σ to M is

HσM =
∑

x∈X
σx HxM . (C.4)

That is, HσM is the expected value of the hitting time HxM from x to M weighted
with distribution σ .

Exercise C.1. Show that for the complete graph

HxM = n − 1

m

if x /∈ M .

Exercise C.2. Show that for the complete graph

HσM = (n − m)(n − 1)

mn

if σ is the uniform distribution. Why HσM ≈ HxM for n � m?

C.1 Hitting Time Using the Stationary Distribution

Equations (C.1) and (C.3) are troublesome for the practical calculation of the hitting
time of random walks on graphs. Fortunately, there are alternative methods. The
best-known method uses a recursive method. Let us illustrate this method using the
complete graph. We want to calculate Hx x ′ . The walker departs from x and moves
directly to x ′ with probability 1/(n − 1) spending one time unit. With probability
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(n − 2)/(n − 1), the walker moves to vertex x ′′ different from x ′ and therefore it
spends one time unit plus the expected time to go from x ′′ to x ′, which is Hx x ′ . We
have established the following recursive equation:

Hx x ′ = 1

n − 1
+ n − 2

n − 1

(
1 + Hx x ′

)
, (C.5)

the solution of which is equal to (C.2).
This method works for an arbitrary graph. If Vx is the neighborhood of x , the

cardinality of Vx is the degree of x denoted by d(x). To help this calculation, we
assume that the distance between x and x ′ is greater than 1. So, the walker will depart
from x and will move to the neighboring vertex x ′′ with probability 1/d(x) spending
one time unit. Now, we must add this result to the expected time to move from x ′′ to
x ′. This has to be performed for all vertices x ′′ in the neighborhood of x . We obtain

Hx x ′ = 1

d(x)

∑

x ′′∈Vx

(
1 + Hx ′′ x ′

)
. (C.6)

Equation (C.5) is a special case of (C.6), because for the complete graphd(x) = n − 1
and Hx ′′ x ′ = Hx x ′ unless x ′′ = x ′. The case x ′′ = x ′ generates the first term in (C.5).
The remaining n − 2 cases generate the second term. This shows that (C.6) is general
and the distance between x and x ′ need not be greater than 1. However, we cannot
take x = x ′ (distance 0) since the left-hand side is zero and the right-hand side is not.

The goal now is to solve (C.6) in terms of the hitting time Hx x ′ . This task is
facilitated if (C.6) is converted to the matrix form. If H is a square n-dimensional
matrix with entries Hx x ′ , the left-hand side will be converted into H and the right-
hand side must be expanded. Using that

px x ′ =
{ 1

d(x) , if x ′ is adjacent to x;
0, otherwise,

(C.7)

we obtain the following matrix equation:

H = J + PH + D, (C.8)

where J is a matrix with all entries equal to 1, P is the right stochastic matrix, and
D is a diagonal matrix that should be introduced to validate the matrix equation for
the diagonal elements. P is also called transition matrix or probability matrix, as we
have discussed in Chap. 3.

The diagonal matrix D can be calculated using the stationary distribution π ,
which is the distribution that satisfies equation πT · P = πT . It is also called limiting
or equilibrium distribution. For connected, nondirected, and non-bipartite graphs
Γ (X, E), there is always a limiting distribution. By left multiplying (C.8) by πT , we
obtain
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Dx x = − 1

πx
,

where πx is the x th entry of π .
Equation (C.8) can be written as (I − P)H = J + D. When we try to find H

using this equation, we deal with the fact that (I − P) is a noninvertible matrix,
because 1 is a 0-eigenvector of (I − P), where 1 is the vector with all entries equal
to 1. This means that equation (I − P)X = J + D has more than one solution X .
In fact, if matrix X is a solution, then X + 1 · vT is also a solution for any vector v.
However, having at hand a solution X of this equation does not guarantee that we
have found H . There is a way to verify whether X is a correct solution by using that
Hx x must be zero for all x . A solution of equation (I − P)X = J + D is

X = (I − P + 1 · πT
)−1

(J + D), (C.9)

as can be checked by solving Exercise C.3. Now we add a term of type 1 · vT to
cancel out the diagonal entries of X , and we obtain

H = X − 1 · vT , (C.10)

where the entries of vector v are the diagonal entries of X , that is, vx = Xx x .

Exercise C.3. Let
M = I − P + 1 · πT .

1. Show that M is invertible.
2. Using equations πT · P = πT , P · 1 = 1, and

M−1 =
∞∑

t=0

(I − M)t ,

show that

M−1 = 1 · πT +
∞∑

t=0

(
Pt − 1 · πT

)
.

3. Show that solution (C.9) satisfies equation (I − P)X = J + D.
4. Show that matrix H given by (C.10) satisfies Hx x = 0.

Exercise C.4. Find the stochastic matrix of the complete graph with n vertices.
Using the fact that the stationary distribution is uniform in this graph, find matrix X
using (C.9) and then find matrix H using (C.10). Check the results with (C.2).
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C.2 Hitting Time Without the Stationary Distribution

There is an alternative method for calculating the hitting time that does not use the
stationary distribution. We describe the method using HσM as defined in (C.4). The
vertices in M are called marked vertices. Consider the symmetric digraph whose
underlying graph is Γ (X, E). Now we define a modified digraph, which is obtained
from the symmetric digraph by converting all arcs leaving the marked vertices into
loops, whilemaintaining unchanged the incoming ones. This means that if the walker
reaches a marked vertex, the walker will stay there forever. To calculate the hitting
time, the original undirected graph and the modified digraph are equivalent. How-
ever, the stochastic matrices are different. Let us denote the stochastic matrix of the
modified graph by P ′, whose entries are

p′
xy =

{
pxy, x /∈ M;
δxy, x ∈ M.

(C.11)

What is the probability of finding the walker in X\M at time t before visiting M?
Let σ (0) be the initial probability distribution on the vertices of the original graph
viewed as a row vector. Then, the distribution after t steps is

σ (t) = σ (0) · Pt . (C.12)

Let 1 be the column n-vector with all entries equal to 1. Define 1X\M as the column
n-vector with n − m entries equal to 1 corresponding to the vertices that are in X\M
and m entries equal to zero corresponding to the vertices are in M . The probability
of finding the walker in X\M at time t is σ (t) · 1X\M . However, this expression is not
useful for calculating the hitting time, because the walker has already visited M . We
want to find the probability of the walker being in X\M at time t having not visited
M . This result is obtained if we use matrix P ′ instead of P in (C.12). In fact, if the
evolution is driven by matrix P ′ and the walker has visited M , it remains imprisoned
in M forever. Therefore, if the walker is found in X\M , it has certainly not visited
M . The probability of finding the walker in X\M at time t without having visited
M is σ (0) · (P ′)t · 1X\M .

In (C.3), we have calculated the average time to reach a marked vertex for the
first time employing the usual formula for calculating weighted averages. When the
variable t assumes nonnegative integer values, there is an alternative formula for
calculating this average. This formula applies to this context because time t is the
number of steps. Let T be the number of steps to reach a marked vertex for the first
time, and let p(T ≥ t) be the probability of reaching M for the first time for any
number of steps T equal to or greater than t . If the initial condition is distribution σ ,
the hitting time can be equivalently defined by formula

Hσ M =
∞∑

t=1

p(T ≥ t). (C.13)
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To verify the equivalence of this new formula with the previous one, note that

p(T ≥ t) =
∞∑

j=t

p(T = j), (C.14)

where p(T = t) is the probability of reaching M for the first time with exactly t
steps. Using (C.14) and (C.13), we obtain

Hσ M =
∞∑

j=1

j∑

t=1

p(T = j)

=
∞∑

j=1

j p(T = j). (C.15)

This last equation is equivalent to (C.3).
We can give another interpretation for probability p(T ≥ t). If the walker reaches

M at T ≥ t , then in the first t − 1 steps it will still be in X\M , that is, it will be on one
of the unmarked vertices without having visited M . We have learned in a previous
paragraph that the probability of the walker being in X\M at time t without having
visited M is σ (0) · (P ′)t−1 · 1X\M . Then,

p(T ≥ t) = σ (0) · (P ′)t−1 · 1X\M . (C.16)

Define PM as a square (n − m)-matrix obtained from P by deleting the rows and
columns corresponding to vertices ofM . DefineσM and1M using the sameprocedure.
Analyzing the entries that do not vanish after multiplying the matrices on the right-
hand side of (C.16), we conclude that

p(T ≥ t) = σ
(0)
M

· Pt−1
M

· 1M . (C.17)

Using the above equation and (C.13), we obtain

Hσ M = σ
(0)
M

·
( ∞∑

t=0

Pt
M

)
· 1M

= σ
(0)
M

· (I − PM

)−1 · 1M . (C.18)

Matrix (I − PM) is always invertible for connected, nondirected, and non-bipartite
graphs. This result follows from the fact that 1 is not an eigenvector of PM , and hence
(I − PM) has no eigenvalue equal to 0.

The strategy used to obtain (C.18) is used to define the quantum hitting time in
Szegedy’s model.
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Exercise C.5. Use (C.18) to find the hitting time of a random walk on the complete
graph with n vertices, and compare the results with Exercises C.1 and C.2.

Further Reading

The classical hitting time is described inmany references, for instance, [11, 215, 235,
245]. The last chapter of [235] describes in detail the Perron–Frobenius theorem,
which is important in the context of this appendix.
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