
Springer Series in Solid-State Sciences 193

Strong Fermion 
Interactions in 
Fractional Quantum 
Hall States 

Shashikant Mulay
John J. Quinn
Mark Shattuck

Correlation Functions



Springer Series in Solid-State Sciences

Volume 193

Series editors

Bernhard Keimer, Stuttgart, Germany
Roberto Merlin, Ann Arbor, MI, USA
Hans-Joachim Queisser, Stuttgart, Germany
Klaus von Klitzing, Stuttgart, Germany



The Springer Series in Solid-State Sciences consists of fundamental scientific books
prepared by leading researchers in the field. They strive to communicate, in a
systematic and comprehensive way, the basic principles as well as new
developments in theoretical and experimental solid-state physics.

More information about this series at http://www.springer.com/series/682

http://www.springer.com/series/682


Shashikant Mulay • John J. Quinn
Mark Shattuck

Strong Fermion Interactions
in Fractional Quantum Hall
States
Correlation Functions

123



Shashikant Mulay
Department of Mathematics
University of Tennessee
Knoxville, TN, USA

John J. Quinn (deceased )
Knoxville, USA

Mark Shattuck
Department of Mathematics
University of Tennessee
Knoxville, TN, USA

and

Researcher at the Institute for Computational
Science (2017–present)

Ton Duc Thang University
Ho Chi Minh City, Vietnam

ISSN 0171-1873 ISSN 2197-4179 (electronic)
Springer Series in Solid-State Sciences
ISBN 978-3-030-00493-4 ISBN 978-3-030-00494-1 (eBook)
https://doi.org/10.1007/978-3-030-00494-1

Library of Congress Control Number: 2018954036

© Springer Nature Switzerland AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-00494-1


Preface

A trial wave function Wðz1; . . . ; zNÞ of a system of Fermions can always be
expressed as the product of an antisymmetric Fermion factor

Q
1� i\j�Nðzi � zjÞ,

and a symmetric correlation factor G :¼ Gðz1; . . . ; zNÞ arising from Coulomb
interactions. Here, zi is the complex coordinate of the ith Fermion. One can rep-
resent the Coulomb interactions diagrammatically as a multigraph on N vertices
with edges representing the correlation factors. For Jain states at filling factor
” ¼ p=q\1=2, the value of the single particle angular momentum l satisfies the
relation 2l ¼ ”�1N � c” , where c” ¼ qþ 1� p is the finite size shift. The value of
ð2l;NÞ defines the function space of the 2lþ 1 states into which one must insert
N Fermions. This imposes a number of conditions on the correlation factor
G. Knowing the value of the total angular momentum L for IQL states and for states
containing quasielectrons (or quasiholes) from Jain’s mean field composite Fermion
picture allows one to determine the exact conditions G must satisfy. The depen-
dence of the pair interaction energy VðL2Þ on the pair angular momentum L2
suggests a small number of correlation diagrams for a given value of L. We have
proposed an intuitive approach which determines the symmetric correlation factor
G associated with a correlation diagram. In [1–4], this intuitive approach and its
applications are briefly presented. For small values of N, our approach is justified
via the observed agreement with numerical diagonalization studies. For systems in
Jain IQL states, our approach has led to the discovery of ‘minimal (energy) con-
figurations’ corresponding to all filling factor ”\1=2. These minimal configura-
tions are easily appreciated as natural generalizations of the Laughlin configuration
to the case of a general ”\1=2. The main objective of this monograph is to explain
in detail the physics as well as the mathematics of our theory of correlation factors.
Thus, Chap. 1 builds up a careful justification and detailed motivation for our
intuitive approach, while the second builds the mathematical concepts and tools
needed for rigorous proofs. The last two sections of Chap. 2 deal with concrete
applications that focus on the computation of the correlation factors G. The classical
theory of semi-invariants of binary forms is closely related to the mathematical
considerations in our approach. Moreover, the theorems presented in the third

v



section of Chap. 2 make a novel contribution to invariant theory, and hence, they
are of interest from a purely mathematical standpoint. Our desire to present this
attractive symbiosis between the theory of invariants and the correlation polyno-
mials G serves as one of the motivations for this monograph. The first Appendix A
is devoted to proving that our intuitive approach is indeed applicable to the
Moore-Read state and essentially reproduces the known trial wave function. In the
second Appendix B, we pose some currently unresolved problems closely related to
the mathematics in Chap. 2 and brought to light by our investigations [3, 4]. The
last appendix records some light computational procedures that we have used. We
have striven to make this monograph as broadly accessible as possible so that it can
be used as a text in an advanced course dealing with the fractional quantum Hall
effect.
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Chapter 1
Fermion Correlations

1.1 Introduction

Solid state theory developed from Sommerfeld’s realization [1] that simple metals
could be described in terms of a gas of free quantum mechanical electrons that
obeyed the Pauli exclusion principle [2]. The electrical and thermal conductivities,
heat capacity, spin susceptibility and compressibility predicted by this free electron
model agreed with experimental observations in simple metals like Al, Na, and K.
Early work on the effect of the periodic potential of the solid on the single electron
eigenstates [3] led to the concept of energy bands and band gaps, and to some
understanding ofwhy some solidsweremetals, somewere insulators, and otherswere
semiconductors [4]. During the early decades of solid state theory, the description
of the electronic states rested on the “single particle” picture.

In the middle of the last century, scientists began to question why Sommer-
feld’s simple model worked so well. The model completely neglected the strong
Coulomb interaction V (r) = ∑

i< j e
2
∣
∣r i − r j

∣
∣−1

of the electrons with one another.
Treating V (r) in first order perturbation theory added an exchange energy Ex (k) =
− (

e2kF/2π
) [

2 + k2F−k2

kkF
ln

(
kF+k
kF−k

)]
to the free electron kinetic energy E(k) =

�
2k2/2m. In these equations, kF is the Fermi wave number, and it is given by

kF = (
3π2n0

)1/3
, where n0 is the electron density. The exchange energy ruined

the agreement with some of the experimental results. In addition, going beyond
first order perturbation theory led to divergences. Feynman diagrams depicting the
Coulomb interaction to any order in perturbation theory were used in evaluating the
ground state energy [5]. Summing certain sets of diagrams to infinite order before
integrating over the wave vector removed the divergences that resulted from the long
range of the Coulomb interaction. Several authors [6, 7] emphasized the polarization
of the electron gas by a moving charged particle, following up on the pioneering
work of Lindhard [8, 9]. The “self-energy ”of a single excited electron interacting
with the polarization cloud that it induces around itself was evaluated [6]. The effec-
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2 1 Fermion Correlations

tive potential W was evaluated in the self–consistent Hartree approximation, and
the self-energy given by �0 (k,ω) = G0

(
k − k ′,ω − ω′)W0

(
k ′,ω′). Of course, the

right-hand side is to be summed over k ′ and ω′. G0 is the non-interacting electron
propagator (orGreens function) andW0 and�0 are the effective potential and electron
self-energy in lowest non-trivial order. It was demonstrated that the self-consistent
Hartree approximation gave the sameW0 as the random phase approximation (RPA).
Corrections to the RPA, using G in place of G0 and an effective interaction W in
place ofW0 have been studied [10, 11], but the RPA results are only slightly changed.

Landau [12] had already proposed a phenomenological Fermi liquid theory to
describe the effect of short range many-body interactions in liquid 3He. The notion
of quasiparticles (QPs), elementary excitations that satisfied Fermi–Dirac statistics
and included interaction with the ground state, gave rise to important new concepts
in solid state theory. Silin [13] made use of Landau’s ideas to study the properties of a
metallic liquid with long range Coulomb interactions. In all of these approaches, the
starting point was still the single particle eigenstates and the Fermi–Dirac distribution
function.

During the last two decades, novel systems have been discovered in which many-
body interactions appear to dominate over single particle energies. The ultimate
example of such a system is the fractional quantum Hall effect. At very large values
of a dc magnetic field B0 applied perpendicular to the plane on which the electrons
are confined, the massively degenerate single particle Landau levels (LLs) disappear
from the problem of determining the ground state and the low energy excitations
of the system. Only the Coulomb energy scale Vc � e2/λ, where λ = (�c/eB0)

1/2

is the magnetic length, is relevant to the low energy spectrum. The incompressible
quantum liquid (IQL) states discovered by Tsui et al. [14] result from this interaction.

In this chapter, we review the families of IQL states observed experimentally and
how they are interpreted. We concentrate on methods that are essential to our expla-
nation, particularly on Laughlin–Jastrow type correlation functions [15] and Jain’s
mean field composite Fermion (MFCF) picture [16, 17]. The former is obviously
a very good approximation for IQL states with filling factor ν equal to the recip-
rocal of an odd integer m. The validity of Jain’s MFCF picture has been justified
by our group at the University of Tennessee and its collaborators [18], but only if
the interaction energy V (L2) of a pair of Fermions as a function of the pair angular
momentum L2 = 2l − R2 satisfies certain necessary conditions. Here l is the sin-
gle particle angular momentum of the Fermion, and R2, the relative pair angular
momentum, must be an odd integer. We present a very brief review of Laughlin’s
remarkable insight into the nature of the correlations giving rise to IQL states, and to
his fractionally charged excitations, quasielectrons (QEs) and quasiholes (QHs). We
discuss Haldane’s idea that the problem of putting fractionally charged quasiparticles
(QPs) into a QP Landau level was essentially the same problem as that of putting the
electrons into the original electron Landau level. We review Jain’s remarkable com-
posite Fermion (CF) picture and demonstrate that it correctly predicts the families of
IQL states at filling factors ν = n(2pn ± 1)−1, where n and p are positive integers.
These states correspond to integrally filled composite Fermion Landau levels. The
Jain–Laughlin sequence of MFCF states (with n a positive integer) is the most robust
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set of fractional quantum Hall states observed experimentally. Chen and Quinn [19]
introduced an “effective CF angular momentum” l∗0 = l − p(N − 1) associated with
the lowest CF Landau level (CFLL0). For N = 2l∗0 + 1, this level is exactly filled
and a Jain IQL state results. If N > 2l∗0 + 1, then N − (2l∗0 + 1) particles must be
placed in the next angular momentum shell with l∗1 = l∗0 + 1; these are CFQEs. If
N < 2l∗0 + 1, there will be 2l∗0 + 1 − N CFQHs in CFLL0. Thus we have lQH = l∗0
and lQE = l∗1 = l∗0 + 1. For any given value of l, the single electron angular momen-
tum, one can obtain the number of QEs in the partially filled shell (or the number
of QHs in the partially unfilled shell). The lowest band of angular momentum states
will contain the minimum number of CFQP excitations consistent with the values of
2l and N . The value of (2l, N ) defines the function space of the N electron system.

1.2 The Integral and the Fractional Quantum Hall Effects

The Hamiltonian describing the motion of an electron confined to move on the xy-
plane in the presence of a dc magnetic field B = B0 ẑ perpendicular to the plane
is simply H = (2μ)−1

[
p + e

c A (r)
]2
. The vector potential A (r) in the symmet-

ric gauge can be taken as A (r) = 1
2 B0

(−yx̂ + x ŷ
)
, giving ∇ × A = B0 ẑ. The

Schrödinger equation (H − E)� (r) = 0 has eigenstates �nm (r,φ) = eimφunm(r)
with eigenvalues Enm = 1

2�ωc (2n + 1 + m + |m|), where n ≥ 0 and m are integers
and ωc = eB0/μc is the cyclotron frequency. The radial wave function is given by
unm (r) = χ|m| exp

(−χ2/2
)
L |m|
n

(
χ2

)
, where χ2 = 1

2 (r/λ)2, L |m|
n is an associated

Laguerre polynomial [18, 20], Ł|m|
0 is independent of χ, and L |m|

1 is proportional to(|m| + 1 − χ2
)
. It is apparent from the eigenvalues that the single particle spec-

trum consists of highly degenerate levels. The lowest level has n = 0 and m =
0,−1,−2, . . ., and its eigenfunction can be written �0m ∝ z|m| exp

(−|z|2/4λ2
)
,

where z stands for re+iφ. For a finite size sample of area A = πR2, the number of
single particle states in the lowest Landau level is Nφ = B0A/φ0, where φ0 = �c/e
is the quantum of flux. The filling factor ν is defined as N/Nφ, so that ν−1 is simply
equal to the number of flux quanta of the dcmagnetic field B0 per electron.When ν is
an integer, there is an energy gap between the last filled state and the first empty one.
This makes the electron system incompressible, because an infinitesimal decrease
in area A can be accomplished only at the expense of promoting an electron across
the finite energy gap. This incompressibility is responsible for the integral quantum
Hall effect [21, 22]. The energy gaps between the single particle energy levels are
the source of the incompressibility.

The observation of an incompressible quantumHall state in a fractionally filled 2D
Landau level [14] was quite unexpected. The behavior of themagneto-resistivity (ρxx

and ρxy) was very similar at filling factor ν = 1/3 to that observed at ν = 1, 2, . . . .
However, there was no gap within the single partial filled Landau level. A gap could
result only from the interactions among the electrons. Laughlin [15] proposed that
the IQL states observed at filling factor ν equal to the reciprocal of an odd integer m
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resulted because all of the electron pairs were able to avoid pair states with relative
angular momentum R2 (R2 ≡ 2l − L2) smaller than m (or separation smaller than
m1/2λ). The avoided pair states had the largest Coulomb repulsion, and avoiding all
such states should give an energy minimum. Laughlin proposed a many-body wave
function at ν = m−1 given by

�m (1, 2, . . . , N ) = exp

(−∑
k |zk |2

4λ2

)∏

i< j

zi j
|m|. (1.1)

Form = 1, the product
∏

i< j zi j (where zi = ri e+iφi ) is just the Fermion factor which

keeps the non-interacting electrons apart. The remaining factor, G = ∏
i< j z

|m−1|
i j , is

a symmetric correlation factor caused by the Coulomb interactions. It is not difficult
to see that ν = m−1, so that m = 1 corresponds to a filled LL0, and that m = 3
corresponds to a one third filled level. Laughlin also showed that the elementary
excitations of the IQL state could be described as fractionally charged QEs and QHs.
Both localized and extended states of the quasiparticles were required to understand
the behavior of ρxx and ρxy .

The first explanation of the FQH states at filling factors ν = n (1 + 2pn)−1 with
n > 1 was given by Haldane [23, 24]. He assumed that the dominant interaction
between quasiparticles was the short range part of the pair interaction. If this interac-
tionwere sufficiently similar to the Coulomb interaction in electron LL0, the problem
of putting NQP QPs into a QP Landau level would be essentially the same as the origi-
nal problem of putting N electrons into electron LL0. The number of QP states in the
QP Landau level could not exceed N , the original number of electrons. This led Hal-
dane to the condition N = 2pNQP in place of Laughlin’s condition Nφ = (2p + 1) N
for the electron IQL states. He picked an even integer 2p in place of Laughlin’s odd
2p + 1 because he considers the QPs to be Bosons instead of Fermions. Haldane’s
hierarchy of IQL states contained all odd denominator fractional filling.

1.3 Jain’s Composite Fermion Approach

Jain [16, 17] introduced a simple composite Fermion picture by attaching to each
electron (via a gauge transformation) a flux tube which carried an even number, 2p,
of magnetic flux quanta. This “Chern–Simons”(CS) flux [25] has no effect on the
classical equations ofmotion since theCSmagnetic field b (r) = 2pφ0

∑
i δ (r − r i )

vanishes at the position r i of each electron (it is assumed that no electron senses its
own Chern–Simons flux). Here φ0 is the quantum of flux, and the sum is over all
electron coordinates r i . This CS transformation results in a much more complicated
many-body Hamiltonian which includes a CS vector potential a (r) given by

a (r) = αφ0

∫

d2ri
ẑ × (r − ri )

(r − ri )2
ψ† (r i )ψ (r i ) (1.2)
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in addition to the vector potential A (r) of the dc magnetic field. In (1.2), α is a
constant (it is equal to 2p when an even number of flux quanta are attached to each
electron), andψ† (r i ) (orψ (r i )) creates (or annihilates) an electron at position r i . The
new Hamiltonian (with A (r) replaced by [A (r) + a (r)]) simplifies when the mean
field (MF) approximation is made. This is accomplished by replacing the density
operator ψ† (r)ψ (r) in the CS vector potential and in the Coulomb interaction by its
MFvaluens , the uniformMFelectron density. The resultingMFHamiltonian is a sum
of single particleHamiltonians inwhich an effectivemagnetic field B∗ = B − αφ0ns
appears. TheCoulomb interaction disappears because theMF electron charge density
−ens is canceled by the fixed uniform background introduced in order to have charge
neutrality. For α = 2p, Jain called the particles composite Fermions; they consisted
of an electron and the CS flux tube attached to it. In the MF approximation [16, 17],
the effective CF filling factor ν∗ satisfied the equation (ν∗)−1 = ν−1 − 2p, i.e., the
number of flux quanta per electron due to the dc magnetic field B0 less the CS flux
per electron introduced in the CS transformation. When ν∗ is equal to an integer
n = ±1,±2, . . . , then ν = n (1 + αn)−1. For α = 2, this generates IQL Hall states
at ν = 1/3,

2/5,
3/7, . . . and ν = 1, 2/3, 3/5, . . . . These are the most prominent FQH

states observed experimentally, and they correspond to integrally filled CF Landau
levels.

It is convenient to take the 2D surface on which the electrons reside to be a sphere
of radius R = (A/2π)1/2 with a magnetic monopole of strength 2Q flux quanta at
its center causing a radial magnetic field of magnitude B0 = 2Q (�c/e) /

(
4πR2

)
.

This spherical geometry [23, 24] has the advantage of a finite surface area with
full rotational symmetry. The single particle angular momentum l has a projection lz
satisfying−l ≤ lz ≤ l.On the plane z = 0, the allowedvalues ofmz , the z-component
of angularmomentum,must belong to the set g0 = {0, 1, 2, . . . , 2l}. The total angular
momentum L of the N particle system has a projection Lz on the sphere. On the
plane, M is defined as the sum over all electrons of the value ofmz for each electron.
Because lz andmz differ by l, it is clear Lz = M − Nl. The eigenstates on the sphere

can be written as
∣
∣
∣L , Lz

〉
and on the plane as

∣
∣
∣MR, MCM

〉
, where M = MR + MCM

is the sum of relative and center of mass angular momenta. Interaction energies
depend only on L but not Lz , and only on MR but not MCM [18]. It is apparent
that MR = Nl − L and MCM = L + Lz . To construct an N electron product state
of angular momentum L = 0, a linear combination of product states with Lz = 0 is
required, implying that L = Nl − M .

As noted earlier [19], Chen andQuinn introduced an effective CF angularmomen-
tum l∗0 satisfying the relation l∗0 = l − p (N − 1), where 2p is the number of flux
quanta attached to each electron in the CS transformation. In the spherical geometry,
this results from taking an effective monopole strength, 2Q∗ = 2Q − 2p (N − 1),
seen by each composite Fermion. Then Q∗ = l∗0 is the CF angular momentum. For
CFLL0 (lowest CF Landau level) filled and CFLL1 completely empty, 2l∗0 = N − 1,
and an integrally filled CF state results. If 2l∗0 	= N − 1, CFQEs of angular momen-
tum lQE = l∗0 + 1 (or CFQHs of angular momentum lQH = l∗0 ) occur. In Table 1.1,
we give the values [18] of 2Q∗, nQH, nQE, lQH, lQE, and L for a system of N = 10
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Table 1.1 The effective CF Monopole strength 2Q∗, the number of CF quasiparticles (quasiholes
−nQH andquasielectronsnQE), the quasiparticle angularmomenta lQH, lQE and the angularmomenta
L of the lowest lying band of multiplets for a ten electron system at 2Q from 25 to 29

2Q 29 28 27 26 25

2Q∗ 11 10 9 8 7

nQH 2 1 0 0 0

nQE 0 0 0 1 2

lQH 5.5 5 4.5 4 3.5

lQE 6.5 6 5.5 5 4.5

L 10, 8, 6, 4, 2, 0 5 0 5 8, 6, 4, 2, 0

electrons when 2Q ranges from 25 to 29. The total angular momentum L is obtained
by addition of QP angular momenta of nQP quasiparticles treated as Fermions.

In the mean field approximation, the CFQPs do not interact with one another.
Therefore, the states with twoQEs (L = 0 ⊕ 2 ⊕ 4 ⊕ 6 ⊕ 8) andwith twoQHs (L =
0 ⊕ 2 ⊕ 4 ⊕ 6 ⊕ 8 ⊕ 10) should form degenerate bands. Numerical diagonalization
of the ten electron system clearly shows that the two quasiparticles states are not
degenerate. The deviation of the energies E (L) from their non-interacting energy
E0 = 2EQP gives their pair interaction energy as a function of their pair angular
momentum L2 up to a constant which does not influence correlations. Figure1.1
shows E (L), the energy as a function of total angular momentum for the ten electron
system. It is apparent that Jain’s MFCF picture gives the correct values of L for
the lowest band of states obtained by exact numerical diagonalization (within the
subspace of the partially filled LL).

For large systems (e.g., N>14), numerical diagonalization of the electron-electron
interactions becomes difficult, so we have investigated the low lying energy states
by determining the number of QEs and QHs (nQE or nQH), their angular momenta
lQE and lQH, and their interaction energies VQE (L2) and VQH (L2). Since nQE (or
nQH) is much smaller than N , and lQE (and lQH) much smaller than l, the electron
angular momentum, we can easily diagonalize these smaller systems. One exam-
ple [18] is shown in Fig. 1.2 for the case (2l, N ) = (29, 12), which corresponds to(
2lQE, nQE

) = (9, 4). The low lying states of the electron system are very close to
those of the four QE system, suggesting that description in terms of QP excitations
interacting via VQP (L2) is reasonable.

1.4 The Composite Fermion Hierarchy

Sitko et al. [26] introduced a very simple CF hierarchy picture in an attempt to under-
stand Haldane’s hierarchy of Laughlin correlated daughter states and Jain’s sequence
of IQL states with integrally filled CF LLs. Jain’s MFCF picture neglected interac-
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Fig. 1.1 The spectra of ten electrons in the lowest Landau level calculated on a Haldane sphere
with 2Q from 25 to 29. The open circles and solid lines mark the lowest energy bands with the
fewest composite fermion quasiparticles. (See [18], for example, and references therein)

tions between QPs. The gaps causing incompressibility were energy separations
between the filled and lowest empty single particle CF LLs. Not all odd denominator
fractions occurred in the Jain sequence ν = n (2pn ± 1)−1, where n and p are non-
negative integers. Themissing IQL stateswere oneswith partially filledCFQP shells.
The energy gap causing their incompressibility resulted from residual interactions
between the CF QPs. For an initial electron filling factor ν0, the relation between ν0
and ν∗

0 , the effective CF filling factor, satisfied ν−1
0 = (

ν∗
0

)−1 + 2p0, and gave rise to
the Jain stateswhen ν∗

0 was equal to an integer n.What happens if ν∗
0 is not an integer?

It was suggested [26] that then one couldwrite ν∗
0 = n1 + ν1, where n1 was an integer

and ν1 represented the filling factor of the partially filled CF QP shell. If Haldane’s
assumption that the pair interaction energy VQP (L2), as a function of the angular
momentum L2 of the QP pair, was sufficiently similar to V0 (L2), the interaction
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Fig. 1.2 Energy spectra for N = 12 electrons in LL0 with 2l = 29, and for N = 4 QEs in CF LL1
with 2l = 9. The energy scales are the same, but the QE spectrum was determined using VQE (R)

as the pair psuedopotential (up to an arbitrary constant). (See [18])

energy of the electrons in the LL0, then one could reapply the CF transformation to
the CF QPs by writing

(
ν∗
1

)−1 = ν−1
1 − 2p1. Here, ν1 is the CF QP filling factor and

2p1 is the number of CS flux quanta added to the original CFQPs to produce a second
generation of CFs. For ν∗

1 = n2, an integer, this results in ν1 = n2 (2p1n2 ± 1)−1,

and a daughter IQL state at ν−1
0 = 2p1 + [

n1 + n2(2p1n2 + 1)−1
]−1

. This new odd
denominator fraction does not belong to the Jain sequence. If ν∗

1 is not an integer,
then set ν∗

1 = n2 + ν2 and reapply the CF transformation to the CFQE in the newQP
shell of filling factor ν2. In general, one finds at the lth generation of the CF hierarchy,
that this procedure generates Haldane’s continued fraction leading to IQL states at
all odd denominator fractional electron fillings. The Jain sequence is a special case
in which ν∗

0 = n gives an integral filling of the first CF QP shell, and the gap is the
separation between the last filled and first empty CF levels.

TheCF hierarchy picturewas tested by Sitko et al. for the simple case of (2l, N ) =
(18, 8) for LL0 by comparing its prediction to the result obtained through exact
numerical diagonalization. For this case, 2l∗0 = 2l − 2

(
N − 1

) = 18 − 2
(
7
) = 4.

Therefore, CF LL0 can accommodate 2l∗0 + 1 = 5CFs. The three remaining CFs
must go into CF LL1 as CF QEs of angular momentum lQE = l∗0 + 1 = 3. This gen-
erates a band of states with L = 0 ⊕ 2 ⊕ 3 ⊕ 4 ⊕ 6. This is exactly what is found
for the lowest energy band of states obtained by numerical diagonalization shown in
Fig. 1.3. Reapplying the CF transformation to the first generation of CF QEs would
generate 2l∗1 = 2l∗0 − 2

(
nQE − 1

) = 4 − 2 (2) = 0, giving an L = 0 daughter IQL
state if the CF hierarchy were correct. Clearly, the lowest energy state obtained in the
numerical diagonalization does not have angular momentum L = 0 as predicted by
the CF hierarchy. The L = 0 and L = 3 multiplets clearly have higher energies than
the other threemultiplets. Sitko et al. conjectured that this must have resulted because
the psuedopotential VQE (L2) was not sufficiently similar to that of electrons in LL0
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Fig. 1.3 Low energy
spectrum of 8 electrons at
2l = 18. The lowest band
contains 3 QEs, each with
lQE = 3. Reapplying the CS
mean-field approximation to
these QEs would predict an
L = 0 daughter state
corresponding to ν = 4/11.
The data makes it clear that
this is not valid. (See [26])

to support Laughlin correlations. Laughlin correlations are essential for forming a
next generation of CFs.

The QEs and QHs have residual interactions that are more complicated than the
simple Coulomb interaction in LL0. We have already seen, from Fig. 1.1d and e, that
we can obtain VQP (L2) up to an overall constant from numerical diagonalization
of N -electron systems in LL0. More careful estimates of VQE (R) and VQH (R)

(where R = 2l − L2, and L2 is the pair angular momentum) are shown in Fig. 1.4.
We define a psuedopotential to be harmonic if it increases with L2 as VH (L2) =
A + BL2 (L2 + 1), where A and B are constants. ForLL0, the actual psuedopotential
V (L2) always increases with L2 more rapidly than VH (L2). For QEs in CF LL1,
the psuedopotential VQE (L2) has minima at L2 = 2l − 1 and at L2 = 2l − 5, and
a maximum at L2 = 2l − 3. This oscillatory behavior of the interaction energy of
a QE pair must be responsible for the failure of the CF hierarchy prediction of an
L = 0 IQL state.

1.5 Justification of the CF Approach

Pan et al. [27] found IQL states of electrons in LL0 that do not belong to the Jain
sequence of integrally filled CF states. One example is the ν = 4/11 filling factor of
a state that is assumed to be fully spin polarized. Numerical diagonalization studies
of fully spin polarized systems did not find an L = 0 IQL ground state at νQE =
1/3, which would result in an IQL state at electron filling factor of ν = 4/11. In
addition, Pan et al. found strong minima in ρxx at even denominator filling factors
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Fig. 1.4 The pseudopotentials of a pair of quasielectrons (left) and quasiholes (right) in Laughlin
ν = 1/3 (top) and ν = 1/5 (bottom) states, as a function of relative angular momentumR. Different
symbols mark data obtained in the diagonalization of from 6 to 11 electrons

(ν = 3/8 and ν = 3/10) suggesting the existence of IQL states that can’t be part
of the CF hierarchy. Our research group has made an important contribution to
this field, by rigorously proving [28–32] under which conditions Jain’s elegant CF
approach correctly predicts the angularmomentummultiplets belonging to the lowest
energy sector of the spectrum for any value of the applied magnetic field. Because
there is no small parameter in this strongly interacting many-body system, our proof
does not involve treating fluctuations beyond the MF by a perturbation expansion. It
involves proving some rigorous mathematical theorems and applying them, together
with well-known concepts frequently used in atomic and nuclear physics. We do
not review the arguments on why and when Jain’s MFCF picture correctly predicts
the angular momentum multiplets in the lowest band but urge the interested reader
to look at [28–32]. Our rigorous theorem that should be emphasized states that
for a harmonic pair psuedopotential VH (L2) = A + BL2 (L2 + 1), every multiplet∣
∣
∣l N , Lα

〉
with the same value of total angular momentum L has the same energy,

Eα (L) = N

[
1

2
(N − 1) A + B (N − 2) l (l + 1)

]

+ BL (L + 1) , (1.3)

independent of multiplet index α. This means that a harmonic psuedopotential
VH (L2) does not cause correlations (i.e., does not remove the degeneracy of mul-
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Fig. 1.5 Pair interaction pseudopotentials as a function of relative angular momentum R2 for
electrons in the LL0 (a), LL1 (b) and for the QEs of the Laughlin ν = 1/3 state by Lee et al. [33,
34] (squares), and by Wójs et al. [29, 30] (triangles). (See [18])

tiplets having the same value of total angular momentum L). Only the deviation
�V (L2) defined by �V (L2) = V (L2) − VH (L2) results in correlations. The sim-
plest model for �V (L2) is one with only short range anharmonic behavior,

�V (L2) = kδ (L2, 2l − 1) . (1.4)

If k > 0, it is apparent that the lowest energy multiplet for each value of total angular
momentum L is the one which avoids (to the maximum possible extent) having pairs
with L2 = LMAX

2 = 2l − 1. This is just what is meant by Laughlin correlations, and
is the reason why the Laughlin trial wave function for the ν = 1/3 filled state is the
exact solution to a short range pair interaction psuedopotential. If k < 0, then the
lowest energy state (when ν is not too small) for each value of L is the one with

PLα

(
LMAX
2

)
, the probability that

∣
∣
∣l N , Lα

〉
has pairs with pair angular momentum

L2 = LMAX
2 , having a maximum value. This corresponds to forming pairs with L2 =

LMAX
2 = 2l − 1. It is important to emphasize that V (L2) rises faster than VH (L2) at

all values of L2 for electrons inLL0. InLL1, this is not true for 2l − 1 ≥ L2 ≥ 2l − 5.
Thus in LL1, we do not expect Laughlin correlations for filling factor ν = 1/3.

In Fig. 1.5, we display V (R2), where R2 = 2l − L2 for a) electrons in LL0,
b) electrons in LL1, and c) QEs in CFLL1. It is clear that for QEs of the ν =
1/3 filled IQL state, VQE (L2) is not increasing with L2 faster than the harmonic
psuedopotential. In fact, unlike V0 (L2) and V1 (L2), it is not even a monotonically
increasing function of L2. Therefore,we certainly donot expect Laughlin correlations
among the CFQEs in CFLL1.

Moore and Read [35] treated the ν = 5/2 state (thought of as ν = 2 + 1/2) as a
half filled spin polarized state of LL1 with both spin states of LL0 occupied. They
suggested that the state had “pairing correlations ” similar to those occurring in
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Fig. 1.6 The pseudopotentialsVQE(R2) andVQH(R2) for aQEsof ν = 1/3 state,bQHsof ν = 1/3
state, and c QHs of ν = 2/5 state. (See [19])

superconductors. We expect the QEs of the Laughlin ν = 1/3 state to form pairs
because VQE (L2) has a maximum atR2 ≡ 2l − L2 equal to 3 and 7, and a minimum
atR2 = 1 and 5. A schematic of VQE (R2) vsR2 is shown in Fig. 1.6a for QEs of the
ν = 1/3 Laughlin IQL, (b) for QHs of the ν = 1/3 Laughlin state, and (c) for QHs
of the ν = 2/5 Jain state.

The simplest way of picturing paired states is to introduce a pair angular momen-
tum lP = 2l − 1 and form NP = N/2 such pairs. The pairs cannot get too close to
one another without violating the Pauli principle. One would normally think of pairs
of Fermions as Bosons, but in two dimensional systems we can alter the particle
statistics by using a Chern–Simons transformation. We introduce a Fermion pair
(FP) angular momentum lFP satisfying the equation

2lFP = 2lP − γF (NP − 1) . (1.5)

For a single pair, lFP = 2l − 1. As NP increases, the allowed values of the total
angular momentum are restricted to values less than or equal to 2lFP. The value of
the constant γF is determined by requiring that the FP filling factor be equal to unity
when the single Fermion filling factor has an appropriate value. For lP = 2l − 1, this
value corresponds to single Fermion filling ν = 1. Setting ν−1

FP = (2lFP + 1) /NP,
ν−1 = (2l + 1) /N , and NP = N/2 gives ν−1

FP = 4ν−1 − 3, (i.e., γF = 3), so that
νFP = 1 when ν = 1. The factor of 4 multiplying ν−1 results from the pairs having a
charge of −2e, and NP being equal to N/2. This procedure allows the Fermion pairs
to be Laughlin correlated instead of the individual electrons being so. It predicts that
an IQL state at ν1 = 1/2 occurs when 2l = 2N − 3 as found by Moore and Read.

Wehave applied the same idea to the quasielectrons and quasiholes of theLaughlin
ν = 1/3 state, and to quasiholes of the Laughlin–Jain ν = 2/5 state. QHs of ν = 1/3
state reside in CF LL0, but both QEs of the ν = 1/3 state and the QHs of the ν = 2/5
state reside in CF LL1.

If we assume that the QEs form pairs and treat the pairs as Fermions, then (1.5)
gives the relation between the effective FP angular momentum lFP, and the QE angu-
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lar momentum l, and the relation between the effective FP filling factor νFP, and
the QE filling factor νQE. If we take νFP = m−1, when m is an odd integer, we can
obtain the value of νQE corresponding to the Laughlin correlated state of FPs (pairs
of quasielectrons with lP = 2l − 1). Exactly the same procedure can be applied to
QHs in CF LL1 since VQE (R) and VQH (R) are qualitatively similar at small values
ofR. Here, we are assuming that VQE (R) and VQH (R) are dominated by their short
range behaviorR ≤ 5. The QH psuedopotential is not as well determined forR > 5
because it requires larger N electron systems thanwe can treat numerically. The elec-
tron filling factor is given by ν−1 = 2 + (

1 + νQE
)−1

or by ν−1 = 2 + (
2 − νQH

)−1
.

This results in the values of ν in qualitative agreement with experimental results.

1.6 Numerical Diagonalization Studies

Confirmation of the Laughlin explanation of when IQL ground states occur can
be found through numerical diagonalization of the Coulomb interaction between
electrons. For �ωc large compared to the Coulomb energy scale Vc � e2/λ, only
the subspace of the lowest Landau level (LL0) is relevant to determining the low
energy states in the spectrum. Numerical diagonalization is usually performed in
Haldane’s spherical geometry. A concise explanation of this set-up is as follows.
There is a one-to-one correspondence between N electrons in a plane described by
coordinates (r,φ) and the N electrons on a sphere described by (l, lz). For the plane,
the z-component of angular momentum takes on the values m = 0, 1, . . . , Nφ and
the total z-component of angular momentum is M = ∑N

i=1 mi , where mi is the z-
component of the angularmomentumof particle i .M is the sumof the relative angular
momentum MR and the center of mass angular momentum MCM . On a sphere, the
z-component of the single particle angular momentum is written as lz , and |lz| ≤ l,
where l is the angular momentum in the shell (or Landau level). The total angular
momentum L is the sum of the angular momenta of N Fermions, each with angular
momentum l. N electron states are designated by |L , Lz,α α, where α is used to
label different multiplets with the same value L . It is apparent that M = Nl + Lz

and one can show that MR = Nl − L and MCM = L + Lz . Therefore, for a state of
angular momentum L = 0, MR must be equal to Nl. In general, the value of L for
a given correlation function G is determined by the equation L = Nl − KF − KG ,
where KF = N (N − 1)/2 is the number of CF-lines appearing in the Fermi function
F and KG is the number of CF-lines appearing in the correlation function G. For
L = 0, this relation was given by [36]. In Haldane’s spherical geometry, the N
electron system is confined to move on the surface of a sphere of radius R, with a
magnetic monopole of strength 2Q flux quanta sitting at the center (2Q is taken to be
an integer). This results in a radial magnetic field of magnitude B0 = 2Qφ0/4πR2.
This geometry avoids boundary conditions, has full rotational symmetry, and contains
a finite number of particles. The single particle eigenfunctions are called monopole

harmonics [37] and can be written as
∣
∣
∣Qlm

〉
. They are eigenfunctions of the single
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particle Hamiltonian Ĥ0, the square of the single particle angular momentum l̂, and
its z-component l̂z . The eigenvalues are given by EQlm = (

�ωc/2Q
) [
l(l + 1) − Q2

]
,

l(l + 1), and m, respectively. The lowest Landau level (or angular momentum shell)
has l equal to Q, half the monopole strength, so LL0 has angular momentum l0 =
Q and the excited LLs have ln = Q + n. The angular momentum shell contains
2l + 1 states with −l ≤ m ≤ l. Note that N particle Fermion states can be written∣
∣
∣m1,m2, . . . ,mN

〉
= C†

NC
†
N−1 . . .C†

1

∣
∣
∣0

〉
, wheremi belongs to the set g0 with |m| ≤ l.

Here,C†
j creates an electronwith z component of angularmomentumequal tom j , and∣

∣
∣0

〉
is the ket for the vacuum state. The interaction Hamiltonian is HI = ∑

i, j e
2/ri j ,

and matrix elements
〈
m ′

1m
′
2 · · ·m ′

N

∣
∣ HI

∣
∣
∣m1m2 · · ·mN

〉
vanish unless

(i) M = ∑
i m

′
i = ∑

i mi , where the sum is over all occupied states, and

(ii)
∣
∣
∣m1m2 · · ·mN

〉
and

∣
∣
∣m ′

1m
′
2 · · ·m ′

N

〉
differ by no more than two members.

The spherical symmetry allows use of the Wigner–Eckart theorem

〈
L ′M ′α′

∣
∣
∣HI

∣
∣
∣LMα

〉
= δLL ′δMM ′

〈
Lα′

∣
∣
∣HI

∣
∣
∣Lα

〉
, (1.6)

and the reduced matrix element on the right hand side is independent of M . The
matrices to be diagonalized are very large but sparse, and standard programs allow
diagonalization for N up to roughly 12 or 14. The numerical results displayed in
Figs. 1.1 and 1.2 are representative of the general results obtained for N ≤ 14. It
should be noted in Fig. 1.1 that there is a gap between the lowest state or band of
states and a quasi continuum above them. It should also be stressed that the spread in
values of energy for the 2QP bands (frames d and e) is small compared to this gap.

A reasonable understanding of the ground states and elementary excitations of
the states in the Laughlin–Jain sequence for partially filled LL0 results from the
agreement of the Laughlin–Jain correlations with the numerical results obtained by
diagonalization within the partially occupied Landau level.

1.7 Correlations and Correlation Diagrams

Laughlin [15] realized that if the interacting electrons could avoid the most strongly
repulsive pair states, an incompressible quantum liquid (IQL) state could result. He
suggested a trial wave function for a filling factor ν equal to the reciprocal of an odd
integer n, in which the correlation function Gn

(
zi j

)
was given by

∏
i< j z

n−1
i j . This

function is symmetric and avoids all pair states with relative pair angular momentum
smaller than n (or all pair separations smaller than rn = n1/2λ). One can represent
this Laughlin correlation function GL diagrammatically by distributing N dots, rep-
resenting N electrons on the circumference of a circle, and drawing double lines,
representing two correlation factors (cfs) connecting each pair. There are 2 (N − 1)
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CF factors in GL
{
zi j

}
emanating from each particle i . Adding (N − 1) CF fac-

tors emanating from each particle due to the Fermion factor F
{
zi j

}
gives a total

of 3 (N − 1) cfs emanating from each particle in the trial wave function �. This
number cannot exceed Nφ = 2l defining the function space (2l, N ) of the LL0.

The other well-known trial wave function is theMoore–Read [35] paired function
describing the IQL state of a half filled spin polarized first excited Landau level
(LL1). This wave function � can be written in the form � = F · GMR, where the

correlation function is taken asGMR = F
{
zi j

}
P f

(
z−1
i j

)
. The second factor is called

the Pfaffian of z−1
i j . It can be expressed as [25, 35]

P f
(
z−1
i j

)
= Â

(
N/2∏

i=1

(z2i−1 − z2i )
−1

)

, (1.7)

where Â is an antisymmetrizing operator and the product is over pairs of electrons.
There has been considerable interest in the Moore–Read paired state and its gen-
eralizations [38–40] based on rather formidable conformal field theory. In [41], we
propose a simple intuitive picture of Moore–Read correlations with the hope that it
might lead to new insight into correlations in strongly interactingmany-body systems
(see Appendix A for a detailed treatment).

For the simple case of an N = 4 particle system, the Pfaffian can be expressed as

P f
(
z−1
i j

)
= Â {

(z12z34)
−1

}

= [
(z12z34)

−1 − (z13z24)
−1 + (z14z23)

−1] . (1.8)

The product of F
{
zi j

}
and P f

(
z−1
i j

)
gives for theMoore–Read correlation function

GMR
{
zi j

} = z13z14z23z24 − z12z14z23z34
+ z12z13z24z34. (1.9)

The correlation diagram forGMR
{
zi j

}
contains four points with a pair of cfs emanat-

ing from each particle i going to different particles j and k. There are three distinct
diagrams shown in Fig. 1.7. Note that GMR is symmetric under permutation, as it

must be, since it is a product of two antisymmetric functions F
{
zi j

}
and P f

{
z−1
i j

}
.

A simpler, but seemingly different, correlation is the quadratic function given by
GQ ≡ Ŝ (

z212z
2
23

)
, where Ŝ is a symmetrizing operator. The correlation diagram for

GQ
{
zi j

}
is shown in Fig. 1.8. GMR and GQ are clearly different. However, when

they are expressed as homogeneous polynomials in the independent variables z1 to
z4 (by simple multiplication), the two polynomials are the same up to normalization
constant. The same was true for an N = 6 particle system, leading to the conjecture
thatGMR

{
zi j

}
was equivalent toGQ

{
zi j

}
for all N [38]. This conjecture was proved
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Fig. 1.7 Moore–Read correlation diagram for N = 4. Dots represent the particles, and solid lines
the cfs zi j . GMR is the symmetric sum of the three diagrams and is given by (1.9)

Fig. 1.8 Quadratic correlation functions. The square of a CF, z2i j , is represented by double lines.
GQ is the sum of the contributions from the three diagrams

by our group before we discovered that Cappelli et al. [39] had already shown the
equivalence.

There are several advantages to the use of GQ. First, it is simpler to parti-
tion N into two subsets A and B of size N/2, (e.g., A = {1, 2, . . . , N/2} and
B = {N/2 + 1, . . . , N }), and define gAB = gAgB = ∏

i< j∈A z
2
i j

∏
k<l∈B z

2
kl for each

(A, B). Then the full correlation function can be written as ŜN {gAB}, where ŜN

symmetrizes gAB over all N particles. This symmetrization is equivalent to sum-
ming gAB over all possible partitions of N into two equal size subsets A and B. In
Fig. 1.9, we show the contribution to GQ for N = 8 particles for a partition in which
A = {1, 3, 5, 7} and B = {2, 4, 6, 8}.

Jain [16, 17] introduced a composite Fermion (CF) picture by attaching to each
electron (via a gauge transformation) a flux tube which carried an even number 2p
of magnetic flux quanta. This Chern–Simons (CS) flux has no effect on the classical
equations of motion since the CS magnetic field b (r) = 2pφ0

∑
i δ (r − r i ) ẑ van-

ishes at the position of each electron (it is assumed that no electron senses its own
CS flux). Here, φ0 is the quantum of flux, and the sum is over all electron coordinates
r i . The classical Lorentz force on the i th electron due to the CS magnetic field is
(−e/c) vi × b (r i ), and b (r i ) caused by the CS flux on every j not equal to i van-
ishes at the position r i . The CFmodel results in amuchmore complicated interaction
Hamiltonian, but simplification results from making a mean field (MF) approxima-
tion in which the CS flux and the electron charge are uniformly distributed over the
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Fig. 1.9 Correlation
diagram for GQ

{
zi j

}
in an

eight electron system due to
the partition A = {1, 3, 5, 7}
and B = {2, 4, 6, 8}. The full
correlation function is the
sum over all distinct
partitions of N into subsets
A and B each containing
N/2 = 4 particles. The trial
wave function is
�Q (1, 2, . . . , 8) =
F

{
zi j

}
GQ

{
zi j

}

entire sample. The average electronic charge −eN/A is canceled by the fixed back-
ground of positive charge introduced to make the total charge vanish. This MFCF
approximation results in a system of N non-interacting CFs (CF = electron plus
attached flux tube) moving in an effective magnetic field b∗ = νb. An effective CF
filling factor ν∗ was introduced satisfying the equation

(
ν∗)−1 = ν−1 − 2p. (1.10)

This resulted in a filled CF level when ν∗ was equal to an integer (ν∗ = n =
±1,±2, . . .) and a IQL daughter state at ν = n (1 + 2pn)−1. This Jain sequence
of states was the most robust set of fractional quantum Hall states observed in exper-
iments.

MakinguseofHaldane’s spherical geometry [23, 24, 37, 38],Chen andQuinn [19]
introduced an effective CF angular momentum l∗ satisfying the relation l∗0 =
l − p

(
N − 1

)
, where 2p is the number of CS flux quanta per electron. The low-

est CF Landau level (CF LL0) could hold (2l∗ + 1) CFs. There would be nQE =
N − (2l∗ + 1) composite Fermion QEs of angular momentum lQE = l∗ + 1, or
nQH = (2l∗ + 1) − N CF QHs of angular momentum lQH = l∗ if 2l∗ + 1 was not
equal to N . This resulted in a lowest band of quasiparticle (QP) states separated by a
gap from the higher energy quasi continuum. This allowed the total angular momen-
tum states in this band to be determined by the addition of angular momenta of
nQP quasiparticles each of angular momentum lQP according to addition of Fermion
angular momenta.

In Table 1.2, we summarize the results of Jain’s MFCF picture of the low energy
states of an N = 4 electron system for values of 2l equal to 9, 8, 7, and 6. These
correspond to the ν = 1/3 filled IQL states and its excited states containing one,
two, and three QEs. The table gives the values of l, the single electron angular
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Table 1.2 Values of l for an N = 4 electron system and the values of l∗0 , nQE, lQE, kM , and L which
result

l l∗0 nQE lQE kM L

4.5 1.5 0 2.5 6 0

4 1 1 2 5 2

3.5 0.5 2 1.5 4 0⊕2

3 0 3 1 3 0

momentum, and the resulting values of l∗0 = l − (N − 1), theCFangularmomentum;
nQE = N − (

2l∗0 + 1
)
, the number of QEs; lQE, the QE angular momentum; kM =

2l − (N − 1), themaximumnumber of correlation factor (CF) lines that can emanate
from an electron in the correlation function G, and the allowed values of the total
angular momentum L which result.

It might seem surprising that Jain’s very simple CF picture correctly predicts the
angular momenta in the lowest band of states for any value of (2l, N ) which defines
the function space of themany-body system. The initial guess that the Chern–Simons
gauge interaction and theCoulomb interaction between fluctuations beyond themean
field canceled is certainly not correct. The gauge field interactions are proportional to
�ωc which varies linearly with B0, the appliedmagnetic field. However, the Coulomb
interactions are proportional to e2/λ (where λ is the magnetic length) and vary as
B1/2. The two energy scales cannot possibly cancel for all values of B0. For very large
values of B, only the Coulomb scale is relevant in determining the low energy band
of states. Our group at the University of Tennessee [18] demonstrated that the MFCF
picture gave a valid description of the lowest band of states if the pair interaction
energy V (L2) increased with increasing L2 faster than the eigenvalue of L̂2

2, the
square of the pair angular momentum.

Knowing this, and the occupancies of CF LLs from Jain’sMFCF picture, makes it
interesting to explore the correlations among the original electrons. We do this using
correlation diagrams for small systems.

1.8 Correlation Diagrams for N = 4

We have already stated that Laughlin correlation can be described by drawing two

CF lines between each pair
〈
i, j

〉
. A CF line between i and j represents a correlation

factor zi j . The wave function � (1, 2, . . . , N ) = F
{
zi j

}
G

{
zi j

}
describing the IQL

state at ν = 1/3 will contain 3 (N − 1)CF lines emanating from each particle i . There
are (N − 1) CF lines associated with F

{
zi j

}
, leaving 2 (N − 1) CF lines associated

withG
{
zi j

}
. The correlation diagram for a Laughlin ν = m−1 filling factor is simple,

because every pair has exactly the same correlations. For other states, like a state
with nQE quasielectrons, the correlations are more complicated.
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Fig. 1.10 One contribution
to G for (2l, N ) = (8, 4)

For simplicity, let’s start by investigating the electron correlations for the N = 4
particle system with values of 2l in the range 9 ≥ 2l ≥ 6. The values of l∗0 , nQE,
lQE, kM , and the total angular momentum L of the lowest energy bands for these
states are given in Table 1.2. We define κF = N (N − 1) /2 as the number of CF
lines appearing in the Fermi function F

{
zi j

}
, and κG as the number appearing in

the correlation function G
{
zi j

}
. Knowing Nl, KF , and the allowed values of total

angular momentum L , we can determine KG for each of the states listed in Table 1.2.
For l = 4.5, 4, and 3, the corresponding values of κG are 12, 8, and 6. For l = 3.5,
there are two multiplets L = 0 (κG = 8) and L = 2 (κG = 6). We also know kM
from the table. With this information, we can construct correlation functions which
have to be symmetric under permutations belonging to the conjugacy class of the
appropriate partition. We show one correlation diagram for each of the values of 2l.
If it is not symmetric, we must apply the appropriate symmetrization operator to the
function to symmetrize it.

For (2l, N ) = (9, 4), there is only a single diagram; it has 2 cfs connecting each
pair of particles. For a one QE state, we must partition (4) into (3, 1). The single
particle i belongs to subset A and the other three j, k, l belong to subset B. The latter
subset has Laughlin correlations z2jk between each pair belonging to B. Particle i
(in subset A) is the QE and has single CF lines connecting it to two of the three
particles in subset B. Figure1.10 shows one such diagram. The diagram corresponds
to z12z13z223z

2
24z

2
34, and this function must be appropriately symmetrized. Notice that

kM = 5, Nl = 16, and κG = 8, giving an L = 2 state for the single QE. For the two
QE states with (2l, N ) = (7, 4), we partition (4) into (2, 2). For example, let one
partition be A = (1, 2) and B = (3, 4). One contribution to the correlation func-
tion is shown in Fig. 1.11. This diagram corresponds to z212z

2
14z

2
23, and it must be

symmetrized. Notice that kM = 4, Nl = 14, and κG = 6, giving L = 2. To obtain
the L = 0 multiplet, we must add two more CF lines. Figure 1.12 shows one dia-
gram for this case. It corresponds to a contribution (z12z23z34z41)

2, and it must be
symmetrized. Now κG = 8, and L = 0 results.

For (2l, N ) = (6, 4) we have three QEs with kM = 3, and we can construct the
diagram shown in Fig. 1.13. When symmetrized, it gives
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Fig. 1.11 One contribution
to G for (2l, N ) = (7, 4) that
gives L = 2

Fig. 1.12 One contribution
to G for (2l, N ) = (7, 4) that
gives L = 0

Fig. 1.13 One contribution
to G for (2l, N ) = (6, 4)

G
{
zi j

} = (z12z34 + z13z24) (z13z42 + z14z32) (z14z23 + z12z43) . (1.11)

For the four electron system, there is only one state of angular momentum L = 0, and
the wave function � = FG agrees exactly with that obtained by standard angular
momentum addition (i.e., using Clebsch–Gordan coefficients).
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1.9 Extension to Larger Systems

For the Moore–Read state, one has 2l = 2N − 3. We let n = N/2 be an integer and
note that 2l = 4n − 3 and kM = 2n − 2.As discussed earlier, we partition N into two
equal size subsets (for example, one partition could be A = {

1, 2, . . . , N/2
}
and B ={

N/2 + 1, . . . , N
}
). We then introduce Laughlin correlations within each subset,

defining gA = ∏
i< j∈A z

2
i j and gB = ∏

k<l∈B z
2
kl . Note that there are no correlations

between particles in different subsets. Then the full correlation function G is equal
to the sum over all possible partitions of N into two subsets A and B, giving

G =
∑

all partitions

gAgB . (1.12)

Note that Nl = n(2l) = n(4n − 3), κF = n (2n − 1), and κG = n (2n − 2). This
yields L = Nl − κF − κG = 0. The requirement that M = 0 was necessary to
describe correlations in a state with L = 0 was first given by Fano et al. [36].

For the Jain state at ν = 2/5, we know that 2l = (
5/2

)
N − 4 = 5n − 4 and kM =

3n − 3. As with the Moore–Read state, we partition N into two equal size subsets A
and B.We take Laughlin correlationwithin each subset giving gA and gB exactly as in
theMoore–Read correlation function. Now, however, we need intersubset correlation
to increase κG in order to offset the increase in Nl from n (4n − 3) to n (5n − 4) if
we want to describe a state with total angular momentum L = 0. This gives a factor
for the case n = 3 of

gAB =
∏

i∈A, j∈B
zi j ŜA

{
(z16 z25 z34)

−1
}
, (1.13)

where ŜA symmetrizes over all permutations belonging to the subgroup generated
by the partition into the subsets A and B. Then finally

G =
∑

all partitions

gAgBgAB .

We observe that Nl = 5n − 4, κF = n(2n − 1), and κG = n(3n − 3), giving L = 0.
One (of the six) diagrams for A = {1, 2, 3} and B = {4, 5, 6} is shown in Fig. 1.14.

The overlap of � ∝ F
{
zi j

}
G

{
zi j

}
with the exact numerical diagonalization

result is almost 99%. We believe that our method should be very good for any value
of N = 2n in both the Moore–Read state and the Jain ν = 2/5 IQL state.

It isworth noting that for N ≥ 6, there ismore than onemultipletwith total angular
momentum L = 0. For example, the diagram in Fig. 1.15 has nine pairs containing
Laughlin correlation factors z2i j , no pairs containing a single CF, and six pairs with
no correlations. It is not an eigenstate of the interacting system, and it has a small
overlap with the numerical diagonalization result for the IQL at ν = 2/5. The reason
for this, even though Nl, kM , κF and κG satisfy all the requirements for an L = 0
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Fig. 1.14 One correlation
diagram for the ν = 2/5,
L = 0 ground state

Fig. 1.15 One diagram
containing correlations z2i j
among 9 of the 15 pairs

state of a (2l, N ) = (11, 6) system, is that the three additional Laughlin correlations
force the removal of the six pairs with single correlation factors. Because of how
V (L2) behaves with increasing L2, it is not energy efficient to turn six pairs that
avoid L2 ≤ 2l − 2 in G into three pairs that avoid L2 ≤ 2l − 3. We are continuing
to study other correlations, since at present we can not rigorously prove that the ones
we have selected on the basis of physical intuition are unique.

In Fig. 1.16, we show one correlation diagram containing seven pairs with Laugh-
lin correlations and four with a single correlation factor. As in Fig. 1.15, it satisfies
all the requirements for a state with total angular momentum zero. However, the
replacement of z15z24z26z35 in Fig. 1.14 by z14z225z36 in Fig. 1.16 increases the repul-
sive interaction energy. The correlation configurations of Figs. 1.15 and 1.16 both
could contribute to the trial wave function of an excited L = 0 state, but they have
essentially no overlap with the IQL ground state at ν = 2/5. In principle, all possible
configurations could contribute to the eigenstates with L = 0; however, the configu-
ration in Fig. 1.14, or either one of the configurations in Fig. 2.4 below (they all yield

https://doi.org/10.1007/978-3-030-00494-1_2
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Fig. 1.16 One diagram
containing correlations z2i j
among 7 of the 15 pairs

the same correlation function), gives the lowest interaction energy and has almost
perfect overlap with the L = 0 ground state determined by numerical diagonaliza-
tion. This offers valuable insight into the correlations. One can study the L = 0 states
for different model pseudopotentials to determine how correlations change as V (L2)

is varied.
It is useful to introduce the symbol n j defined as the number of pairs in a corre-

lation diagram connected by j correlation factors. Because V (L2), the interaction
energy of a pairwith pair angularmomentum L2, increasesmore rapidlywith increas-
ing L2 than L2(L2 + 1), the lowest energy states will be those that avoid the largest
allowed values of L2. For the system of N = 6 electrons, the ν = 2/5 ground state
has (2l, N ) = (11, 6) and κG = 18. Restricting j to be at most 2, the allowed states
can be characterized by triples (n2, n1, n0) with n2 + n1 + n0 = 15 and 2n2 + n1 =
κG = 18. Thus, the possible states are (9, 0, 6), (7, 4, 4), (6, 6, 3), (4, 10, 1) and
(3, 12, 0). All diagrams corresponding to these triples must also have non-vanishing
symmetrization to contribute to the eigenstate. The behaviour of the psuedopotential
V (L2) for electrons in LLO yields the lowest energy state when pairs having large
values of the pair angular momentum are avoided to the maximum possible extent.
For a correlation diagram, the associated values of n j allow for an intuitive insight
into the interaction energy.
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Chapter 2
Correlation Functions

2.1 Introduction

In this chapter, our focus is on providing a comprehensive and mathematically rigor-
ous treatment of the correlation diagrams and their associated correlation functions.
From the previous chapter, recall that a correlation diagram for N (where N is tac-
itly assumed to be at least 3) indistinguishable Fermions graphically exhibits the
potencies of their mutual correlations. In purely mathematical terms, such a diagram
is an undirected, loopless multi-graph on N vertices. Here, the term multi-graph
simply means a graph in which there may be multiple (albeit, finitely many) edges
between a vertex-pair. In what follows, we regard correlation diagram and multi-
graph as equivalent terms. Let � be a multi-graph on N vertices with some chosen
labeling of its vertices by numbers 1, 2, . . . ,N . Then, to � corresponds a product of
the terms (zi − zj)pij , denoted by μ(�), in which z1, . . . , zN are indeterminates and
for 1 ≤ i < j ≤ N , the nonnegative integer pij is the number of edges between the
vertices labeled i and j (in �). In the classical theory of invariants, μ(�) is called
the graph-monomial of �. Note that since our N Fermions are indistinguishable, we
must consider each of the possible choices of vertex-labelings, for the correlation
diagram under consideration, on an equal footing. Twomulti-graphs �1 and �2, each
withN labeled vertices, are said to be isomorphic provided one can be obtained from
the other by a relabeling of its vertices (see Fig. 2.1 for an example of isomorphic
multi-graphs).

The isomorphism class of a correlation diagram whose vertices are labeled by
1, . . . ,N is to be thought of as a configuration of correlated Fermions; nonisomorphic
correlation diagrams correspond to distinct configurations. So, a configuration is a set
of N ! correlation diagrams. Each correlation diagram of a given configuration has its
graph-monomial. The correlation function of a configuration is defined to be the sum
(or, if preferred, it can also be defined as the average) of the graph-monomials associ-
ated with that configuration. In other words, if we pick one correlation diagram � for
the configuration of N Fermions and let f (z1, . . . , zN ) := μ(�), then the correlation
function of the configuration is the symmetrization of f , i.e.,

∑
f (zσ(1), . . . , zσ(N )),

where the sum ranges over all permutations σ of {1, 2, . . . ,N }. Clearly, such a cor-
relation function is a homogeneous polynomial symmetric in z1, z2, . . . , zN . If this
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Fig. 2.1 Isomorphic multi-graphs on 6 vertices

Fig. 2.2 Equivalent configurations; IQL state, N = 4, ν = 1/3

correlation function is identically zero, then we deem the configuration as nonex-
istent. If correlation functions of two configurations are the same up to a nonzero
numerical (rational) factor, then the configurations are regarded as equivalent. In
Fig. 2.2, the correlation function of the configuration corresponding to the diagram
on the right is 2-times that of the same for the diagram on the left (the sixth exam-
ple following Theorem 12 presents an even more interesting case of this type of
equivalence).

It is worth noting that on account of the symmetries inherent to a given multi-
graph �, it can very well be the case that certain distinct labelings of the vertices of �
yield the same graph-monomial. From a computational point of view, the correlation
function of a configuration is easier to deal with when its corresponding set of graph-
monomials is small and hence multi-graphs with many intrinsic symmetries are
perhaps more desirable. In the extremal example of a multi-graph in which the
number of edges between any two vertices is the same integer e (i.e., pij = e for
1 ≤ i < j ≤ N ), there are at most two distinct graph-monomials for the associated
configuration; in fact, these graph-monomials differ only by a factor of ±1. Recall
that such is precisely the case if we consider the Laughlin configuration for the IQL
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state with filling factor ν = 1/(2p + 1) (forcing pij = e = 2p). In general, a simple
exercise in algebra shows that the graph-monomial of a correlation diagram of N
Fermions is a symmetric polynomial in the variables z1, z2, . . . , zN if and only if
there is an integer p such that pij = 2p for all 1 ≤ i < j ≤ N .

For a system of N correlated Fermions, the individual angular momenta of the
Fermions together with the filling factor ν, dictate an upper bound d on the degree
of a vertex (i.e., the number of edges emanating from a vertex) in any corresponding
correlation diagram, whereas the total angular momentum L of the system mandates
that the corresponding correlation function be a homogeneous polynomial of (total)
degree (Nd/2) − L in z1, . . . , zN . Generally, there are several possible configurations
that meet these dictated requirements; their number increases rather steeply with
increasing values of N . To determine which of these configurations actually exist, it
is essential to ascertain the nonzero-ness of their corresponding correlation functions.
This is a nontrivial task when the associated correlation diagram has vertex-pairs that
are connected by an odd number of edges. Even more challenging is the problem
of determining, in some concrete manner, the set of equivalence classes of these
configurations. The simplest, but comparatively rare, example that can be worked
out by hand is afforded by a system of 4 Fermions in an IQL state with filling factor
2/5; in this case, each vertex of a correlation diagram must have degree 3 and then it
turns out that there is only one existent configuration. Another interesting example
is that of a system of 4 Fermions in an IQL state with filling factor 1/3. In this case,
each correlation diagram is a 6-regular multi-graph on 4 vertices. Of course, one of
these is the (clearly existent) Laughlin configuration of Fermions corresponding to
the multi-graph on 4 vertices with each pair of vertices connected by exactly 2 edges.
But in addition to the Laughlin configuration, there are 6 other existing configurations
as in Table 2.1.

In general, if L = 0 for a configuration, then it turns out that each vertex in any
of its correlation diagrams must have the same maximum allowed degree d . An
undirected, loopless multi-graph each of whose vertices has the same degree d , is
said to be d-regular. The problem of counting the number of distinct configurations
of N Fermions with L = 0 and a prescribed filling factor ν translates to counting the
number of isomorphism classes of d -regular, loopless multi-graphs on N vertices.
We wish to point out that at present, this counting problem appears to be largely
open and it is a subject of ongoing research (see [1]). In the third section of this
chapter, we establish Theorems 7–12 which help ascertain the existence of several
configurations of N Fermions (for arbitrary N ). Presently, the problem of classifying
configurations up to equivalence remains unsolved even for the known set of existent
configurations.

For N Fermions in an IQL state with filling factor ν = n/(2pn ± 1) < 1/2,
we have L = 0 and d = ((2p − 1)n ± 1)((N/n) − 1). In particular, if ν = 1/3 and
hence d = 2(N − 1), thanks to gtools [2], MAPLE, and SAGE, we can present at
least a small sample of the relevant counts in Table2.2. As already observed, the
Laughlin configuration, where there are exactly 2p edges between each pair of ver-
tices, is singularly distinguished among the multitude of existent configurations for
the filling factor ν = 1/(2p + 1) due mainly to the following two facts:
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Table 2.1 N = 4 & ν = 1/3; existent IQL configurations
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Table 2.2 Apparent and existent configurations, IQL state, ν = 1/3

No. of Fermions 2 3 4 5 6 7

No. of apparent configurations 1 1 7 37 2274 864863

No. of existent configurations 1 1 7 33 1137 844578

Fig. 2.3 Correlations
between two teams when
(n, b, a) = (3, 2, 1)

(1) the graph-monomial of its unique correlation diagram is a symmetric polyno-
mial, and (2) the pair correlations are as small as possible. Taking a broader view
of this distinction allows us to formulate a fitting generalization of the Laughlin
configuration to the case of N Fermions in an IQL state with any filling factor
ν = n/(2pn ± 1) < 1/2, where N is a multiple of n. First, we isolate a relatively
small pool of special configurations which we feel should be the prominent contrib-
utors to the lower energy states. Imagine that the N Fermions formm := N/n teams,
where each team has nmembers with distinct denominations (or ranks, or positions)
and there is no mutual correlation (repulsion) whatsoever within each team; so the
only correlations are the inter-team correlations. Furthermore, the pattern of corre-
lations between any two teams is independent of the choice of teams, i.e., the teams
are essentially indistinguishable. Given a pair of teams, we stipulate at most two
possible types of inter-team correlations: repulsion of potency b between the mem-
bers of similar denominations and repulsion of potency a between the members of
dissimilar denominations (which exist only when n ≥ 2). So, the n denominations
are also essentially indistinguishable. If the Fermions in such a configuration are
regrouped by denominations, then we obtain n groups containing m Fermions each,
where for each group, the intra-group correlations are of the same potency b and
the total correlation potency between two groups is (the even integer) m(m − 1)a
(see remarks preceding Theorem 13). The graphic in Fig. 2.3 illustrates correlations
between two such teams, each containing three Fermions, for the ν = 3/7 IQL state;
specifically, n = 3, b = 2 and a = 1.

Now the condition L = 0 translates to the requirement

(n − 1)a + b = (2p − 1)n ± 1. (∗)

As long as either n = 1 or a and b both are positive, we are assured of an existent
configuration (see Theorem 8 and its corollary). Also, if a, b both are even integers,
then too we have an existent configuration (see Theorem 7). On the other hand, if
a = 0 and n is even, thenwe have a non-existent configuration (see remarks preceding
Theorem 13). In any case, we identify this pool as the set of balanced configurations.
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Fig. 2.4 The minimal configurations; IQL state, N = 6, ν = 2/5

Note that for n = 1, i.e., ν = 1/(2p + 1), there is just one balanced configuration;
this unique configuration is the familiar Laughlin configuration. Further, we define
minimal configurations to be those balanced configurations for which max{a, b} is at
its least possible value. Obviously, the Laughlin configuration is the unique minimal
configuration when n = 1. Fortunately, we find that there is a unique such ‘minimal’
solution to our constraint (∗) provided n ≥ 3: namely,

(a, b) =
{

(2p − 1, 2p) if ν = n/(2pn + 1) and
(2p − 1, 2p − 2) if ν = n/(2pn − 1),

and in the exceptional case of n = 2, mirror-symmetrically, (2p, 2p − 1) and (2p −
2, 2p − 1) are the only additional respective solutions. Since a, b both are clearly
positive in each of the cases, existence of minimal configurations is assured by our
theorems. Observe that the total number of correlations between any two teams of
n Fermions in a minimal configuration is the even integer (2p − 1)n2 ± n. There-
fore, if we regard each team as a ‘super particle’, then the configuration of these
m super particles is of Laughlin type. For 4 Fermions in the IQL state with filling
factor ν = 2/5, there is exactly one existent configuration and that configuration is
also clearly a minimal configuration. In fact, if N = 4 and ν = 2/(4p ± 1) < 1/2,
then the two aforementioned solutions to (∗) correspond to the same configuration.
For 6 Fermions in the IQL state with filling factor ν = 2/5, the three nonisomorphic
correlation diagrams in Figs. 2.4 and 2.5 identify the only existent balanced configu-
rations. Moreover, the two diagrams in Fig. 2.4 correspond to the only two minimal
configurations; interestingly, these two minimal configurations have the same cor-
relation function, i.e., they are equivalent configurations. In contrast, for a general
N = 2m, it is not known whether the two minimal configurations corresponding to
ν = 2/(4p ± 1) < 1/2 are equivalent.

The inbuilt symmetry of a correlation diagram for a minimal configuration
implies that there are only N !/(n!m!) distinct corresponding graph-monomials (see
Theorem 13); thus, up to the factor of n!m!, the associated correlation function is
the sum of these fewer graph-monomials. Given a system of N correlated Fermions
with a filling factor ν, it is of some interest to isolate the configurations whose cor-
responding multi-graphs are such that each vertex-pair has an even (possibly zero)
number of edges between them. There need not exist any such configuration for
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Fig. 2.5 A balanced
non-minimal configuration;
IQL state, N = 6, ν = 2/5

unrestricted values of N and ν, as demonstrated by the case of 4 Fermions in the
IQL state with filling factor 2/5. Nevertheless, the results established in this chapter
allow explicit constructions of an array of configurations of this kind. This chapter
ends with sections that provide many detailed examples and specific applications of
our theorems. For the above defined balanced configurations, especially for the min-
imal configurations, the correlation-statistics in an associated correlation diagram is
useful for energy-computation (see the last section of the first chapter). For exam-
ple, consider the correlation function of a minimal configuration of N Fermions of
angular momentum � in an IQL state with ν = n/(2pn + 1), where n ≥ 3. In this sys-
tem, the proportion uncorrelated Fermion-pairs is (n − 1)/(N − 1), the proportion
of (2p)-correlated Fermion-pairs is (N − n)/n(N − 1) and the remaining Fermion-
pairs are (2p − 1)-correlated. So, for a psuedopotential V0, the energy of the system
is expected to vary directly with

(n − 1)

(N − 1)
V0(2� − 1) + (n − 1)(N − n)

n(N − 1)
V0(2� − 2p) + (N − n)

n(N − 1)
V0(2� − 2p − 1).

Note that, as N grows larger, the proportion of uncorrelated pairs (i.e., correlation
factors of type 1 in the trial wave function) becomes negligible and the proportion
of (2p − 1)-correlated pairs (i.e., correlation factors of type 2p in the trial wave
function) tends to dominate.

Optimistically, generalizing from the IQL systems, one can expect to formulate
analogous definitions of ‘balanced’ and ‘minimal’ for systems containing quasi-
electrons. At present, there is very limited understanding of how this can be done in
full generality. Consequently, we are content to deal with systems containing m QEs
in a single angular momentum shell above N − m Fermions in an IQL state with the
filling factor ν = 1/3. Even under these restrictions, we are able to construct existent
configurations of minimal type in only a handful of cases. Luckily, aided by a few
brute force computations, we manage to cover the ground when N ≤ 8. Here, the
first stumbling block is the explicit computation of all possible values of the total
angular momentum L; for unlike in the case of an IQL state, L can assume several
positive values. Of course, having determined the set of possible values of L, the
major difficulty still lies in finding existent configurations of the required type. We
have surmounted this difficulty for m = 1, 2,N/2, (N + 1)/2, (N/2) + 1 (see the
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last section). In each of these cases, we identify a selection of existent configurations
in which the maximal occurring pair-correlation potency (defined as the ‘bound’ in
the third section of this chapter) is at its lowest possible value.

It is well-known that the symmetrized graph-monomial of an undirected loop-
less multi-graph is a so called relative semi-invariant of a (generic) binary form of
degree N (see the remark preceding Theorem 2). If the multi-graph is d -regular, then
the associated symmetrized graph-monomial is a relative invariant of the degree N
binary form (see Theorem 5). What is of key interest in our context is the fact that the
symmetrized graph-monomials of the d -regular multi-graphs on N vertices consti-
tute a generating set for the vector space (over the rational numbers) formed by the
relative invariants of degree d and weight Nd/2 (see Theorem 5). So, for a system
of N correlated Fermions with filling factor ν and L = 0, the set of all correlation
functions of the corresponding configurations spans the vector space of the relative
invariants of weight Nd/2, where d is the aforementioned bound dictated by the
parameters of the system. For such a system, it follows that we can hope to find at
least one nonzero correlation function if and only if this vector space is nonzero,
and the configurations associated with our system form a single equivalence class
if and only if the vector space is one-dimensional. Since a generating function for
dimensions of vector spaces of relative invariants (as well as relative semi-invariants)
has been known for over a century and a complete list of pairs (N ,Nd/2) for which
the corresponding space of invariants is nonzero has been recently determined (see
Theorem 6), there is a noteworthy symbiosis between the the theory of correlation
functions of Fermion-configurations and the theory of invariants. The relative invari-
ance of the correlation functions under consideration should have been at the least
anticipated, if not prescribed, in view of the spherical geometry encountered in the
sixth section of the first chapter. Heuristically, if our N Fermions are confined to
move on the surface of a sphere, then to assign complex numbers to their positions,
we should first regard the sphere as a complex projective line and then project from
the infinity identified by a choice of projective coordinates. It is then natural to require
that the correlation function associated with the configuration is relatively invariant
under the projective coordinate changes. More formally, let CN (CP1) denote the
(standard) configuration space of N indistinguishable particles on a sphere. Recall
that the configuration space of N indistinguishable particles on a manifold M is

CN (M ) := MN \ DN

SN
,

where DN denotes the so called big diagonal, i.e., the subset of ordered N -tuples
of points of M with at least two coincident points. There is a natural action of
SL2(C), or more precisely, of PSL2(C), on CN (CP1) and our correlation functions
G(z1, . . . , zN ) are functions well-defined on the orbits of this action (see Theorem 3
and the last section of this chapter). An interesting related fact is that when N ≥ 6,
the space of orbits, i.e., the quotient space CN (CP1)/PSL2(C), is the moduli space
of hyperelliptic curves of genus (N − 2)/2 (there is no known relationship between
existent configurations and the moduli of hyperelliptic curves). The configuration
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space CN (CP1) may be identified as the complement of the discriminant hypersur-
face in CPN by identifying each point of CN (CP1) as a binary form of degree N
(e.g., see [3]). The Zariski-closure of the set of points of CN (CP1), where the corre-
lation function of a configuration vanishes, is a hypersurface inCPN . The exclusion-
locus for the corresponding configuration is then defined to be the union of this
hypersurface (‘configuration-exclusion’) and the discriminant hypersurface (‘Pauli-
exclusion’). Unless ν = 1/(2p + 1), the exclusion-locus of a balanced configuration
of 4 ormore correlated Fermions in the IQL statewith filling factor ν < 1/2 is strictly
larger than the discriminant hypersurface.

Ever since the theory of invariants was founded, explicit construction of
(semi-) invariants has been of extensive interest. Though our motivation for the
explicit constructions of invariants and semi-invariants formulated in Theorems 7–12
lies in building correlation functions for systems of (strongly) correlated Fermions,
these theorems can also be viewed from a purely invariant theoretic standpoint; for
example, a reader familiar with the classical theory of invariants will appreciate
Theorem12 and its corollary giving a construction of an infinite family of skew-
invariants (i.e., relative invariants of odd weight). Another good instance of the
symbiosis between the physics of correlation functions and the theory of relative
semi-invariants is the fact that for systems ofN correlated Fermions containing QEs,
the possible values of the total angularmomentumL are exactly those half-integers for
which there exists a nonzero relative semi-invariant of weight (Nd∗/2) − L (where
d∗ is dictated by the system under consideration; for details, see the last section of
this chapter). In Appendix B, we pose some open problems that have naturally arisen
from our investigation; these too can be regarded as purely invariant-theoretic.

We close this introduction with remarks on the contents of sections that follow.
With the desire to make our treatment compactly self-contained, we have provided
a short rigorous primer on the basic theory of invariants in the next section. This
primer is designed to be broadly accessible and it is specially tailored to suit our
context. For a deeper, more comprehensive treatment of the theory of invariants
of binary forms, the interested reader may wish to consult either the classic [4] or
the more contemporary exposition [5]. In the third section, we prove theorems that
provide explicit constructions of invariants and semi-invariants. Subsequent sections
present applications of these theorems to determine existent configurations.Although
multi-graphs can be visually pleasing, it is undoubtedly simpler to deal with their
adjacency matrices in attempting to prove precise results. Thus the reader will find
our definitions and theorems formulated in the language of matrices. To meet the
demands of clarity and rigor, our definitions, theorems, proofs, etc., are phrased in
technical (mathematical) terms. To ease the reader’s burden of navigating through
these needed technicalities, plenty of explanatory remarks and illustrative concrete
examples are included.

Notation and Preliminaries

In the rest of this chapter, Z denotes the set of ordinary integers, N denotes the
set of nonnegative integers, Q denotes the set of rational numbers and as in the
introduction, C denotes the set of complex numbers. Given a function f defined on a
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set S, by f (S), we mean the set {f (a) | a ∈ S}. Adhering to the standard practice, we
let |S| denote the cardinality of a set S. Likewise, we tacitly follow the convention
that −∞ is the maximum of the empty set and ∞ is the minimum of the empty
set. The reader is assumed to be familiar with abstract algebraic notions such as
groups, rings, integral domains, fields, morphisms, characteristic, degree, order, etc.
For the basic definitions and theorems of abstract algebra needed in the following
sections, any one of the standard graduate-texts on abstract algebra should suffice;
our choice of a rather comprehensive and advanced reference for abstract algebra is
the two-volume text [6]. All rings considered in this chapter are tacitly assumed to
be commutative rings with a nonzero multiplicative identity 1 (often called ‘unity’).
In the next section, where definitions and theorems in the theory of invariants are
presented, we do consider integral domains and fields of positive characteristic since
this permits full generality from a purely mathematical point of view. The reader
mainly interested from the standpoint of physics may very well suppose that all
the fields encountered here contain the rational numbers (thereby assuming their
characteristic to be zero).

2.2 Invariant-Theoretic Essentials

In this section, we only consider commutative rings with nonzero unity. As usual,
GL(n, k) denotes the multiplicative group of n × n invertible matrices having entries
in an integral domain k and SL(n, k) denotes the subgroup of GL(n, k) consisting of
matrices of determinant 1. Since degree of a rational function plays a crucial role in
this section, it is helpful to briefly recall its definition and basic properties. Consider
a rational function f in a set of indeterminates z; say f = P/Q for some nonzero
polynomials P and Q in z having coefficients in an integral domain k. Then the
degree of f is defined to be the difference between the (usual) degrees of P and Q,
i.e., deg( f ) = deg(P) − deg(Q). By convention, 0 has degree−∞. Let g be another
rational function in z with coefficients in k. Recall that the degree of f g is the sum
of the degrees of f and g, whereas the degree of f + g is bounded above by the
maximum of the degrees of f and g. Moreover, the degree of f + g is the maximum
of the degrees of f and g whenever f and g have unequal degrees.

Definitions Let N be a positive integer, let k be a commutative ring with 1 �= 0 and
let X , z1, . . . , zN be indeterminates.

1. Given I := (i1, . . . , iN ) ∈ N
N , let zI stand for the power-product zi11 · · · ziNN . A

polynomial f ∈ k[z1, . . . , zN ] is expressed as

f =
∑

I∈NN

c(I) zI , where c(I) ∈ k for all I ∈ N
N .

Define the support of f to be the set
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suppt(f ) := {
I ∈ N

N
∣
∣ c(I) �= 0

}
.

Let l(f ) denote the maximum of suppt(f )with respect to the lexicographic order-
ing of NN (by convention, the maximum of the empty set is (−∞, . . . ,−∞)).
By the leading coefficient of f , we mean c(l(f )).

2. Let {e1, . . . , eN } ⊂ k[z1, . . . , zN ] denote the usual elementary symmetric poly-
nomials in {z1, . . . , zN }; they are defined by the equation

XN + e1X
N−1 + · · · + eN :=

N∏

i=1

(X + zi).

3. Assume N is a unit of k. Define polynomials {y1, . . . , yN−1} ⊂ k[z1, . . . , zN ] by
the equation

XN + y1X
N−2 + · · · + yN−1 :=

N∏

i=1

(

X + zi − (z1 + · · · + zN )

N

)

.

4. By SN , we denote the group of all permutations of {1, . . . ,N }. Let

SymmN : k[z1, . . . , zN ] → k[z1, . . . , zN ]

be the (k-linear) Symmetrization operator defined by

SymmN (f (z1, . . . , zN )) :=
∑

σ∈SN
f (zσ(1), . . . , zσ(N )).

A polynomial f ∈ k[z1, . . . , zN ] is said to be symmetric provided

f (zσ(1), . . . , zσ(N )) = f (z1, . . . , zN ) for all σ ∈ SN .

Remarks

1. It is straightforward to verify that

k[{zi − zj | 1 ≤ i < j ≤ N }] = k[(z1 − z2), . . . , (z1 − zN )],

and since (z1 − z2), . . . , (z1 − zN ) are algebraically independent over k, the ring
on the right is (naturally isomorphic to) a polynomial ring in N − 1 indetermi-
nates.

2. The elementary symmetric polynomials e1, . . . , eN are algebraically independent
over k. So, k[e1, . . . , eN ] is a polynomial ring in N variables.

3. For 1 ≤ j ≤ N , we have
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l(ej) = (a1, . . . , aN ), where ai :=
{
1 if 1 ≤ i ≤ j,
0 if j + 1 ≤ i ≤ N .

Note that the leading coefficient of ej is 1 for 1 ≤ j ≤ N .

Lemma 1 For a := (a1, . . . , aN ) ∈ N
N , let ea denote the product ea11 ea22 · · · eaNN .

Given d := (d1, . . . , dN ) ∈ N
N , we have l(ea) = d if and only if aN = dN and

ai = di − di+1 for 1 ≤ i ≤ N − 1. In particular, given a d := (d1, . . . , dN ) ∈ N
N

such that di ≥ di+1 for 1 ≤ i ≤ N − 1, there is a unique a := (a1, . . . , aN ) ∈ N
N

with l(ea) = d.

Proof By the last of the above remarks, l(ea) = (d1, . . . , dN ), where

dm =
N∑

i=m

ai for 1 ≤ m ≤ N .

In particular, di ≥ di+1 for 1 ≤ i ≤ N − 1. For each positive integer r, let Ur denote
the r × r lower-triangular matrix [uij], where uij := 1 for 1 ≤ j ≤ i ≤ r. Note that
Ur is in SL(r,Z) for all positive integers r. Elements of Nr are regarded as 1 × r
(row) matrices. The above displayed equations for the components of d amount to
the matrix equation d = aUN . Fix a d := (d1, . . . , dN ) ∈ N

N such that d1 ≥ d2 ≥
· · · ≥ dN . By induction on N , we construct an a := (a1, . . . , aN ) ∈ N

N such that
l(ea) = d . More precisely, we show that

dU−1
n = (d1 − d2, d2 − d3, . . . , dn−1 − dn, dn)

for all positive integers n. To start with, for n = 1, let a1 := d1. Henceforth, assume
n ≥ 2. Observe that

Un =
[
Un−1 0
αn−1 1

]

and U−1
n =

[
U−1

n−1 0
−αn−1U

−1
n−1 1

]

,

where αn−1 is the 1 × (n − 1) matrix with all entries 1. Letting δn−1 := (d1, . . . ,
dn−1), we get

dU−1
n = ((δn−1 − dnαn−1)U

−1
n−1, dn).

By our induction hypothesis,

(δn−1 − dnαn−1)U
−1
n−1 = (d1 − d2, d2 − d3, . . . , dn−1 − dn).

Identifying N
n−1 × N with N

n completes the inductive step. Invertibility of Un

ensures the asserted uniqueness. �
Theorem 1 Let k be a commutative ring with 1 �= 0.

(i) A polynomial φ(z1, . . . , zN ), with coefficients in k, is symmetric in z1, . . . , zN if
and only if φ(z1, . . . , zN ) ∈ k[e1, . . . , eN ].
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(ii) Assume N is a unit of k. Then,

k[e1, y1, . . . , yN−1] = k[e1, . . . , eN ].

(iii) Assume N is a unit of k. Then,

k[y1, . . . , yN−1] = k[e1, . . . , eN ] ∩ k[(z1 − z2), . . . , (z1 − zN )].

Proof Clearly, k[e1, . . . , eN ] consists of symmetric polynomials. Conversely, fix a
nonzero symmetric polynomial f ∈ k[z1, . . . , zN ]. Since f is symmetric, given an a ∈
suppt(f ) and a θ ∈ SN , it follows that θ(a) ∈ supp(f ). Let d := l(f ) and let c(d) ∈ k
denote the leading coefficient of f . Say d = (d1, . . . , dN ). Since for each permutation
θ ∈ SN , we must have d = l(f ) ≥ θ(d), it follows that d1 ≥ d2 ≥ · · · ≥ dN . By the
above Lemma 1, there is an a ∈ N

N such that l(ea) = d . Then, l(f − c(d)ea) < d .
Moreover, f − c(d)ea is symmetric. Since there are only finitely many elements of
N

N that are strictly less than d , a finite iteration of this procedure yields the zero
polynomial. This proves (i).

Let f (X ) := XN + e1XN−1 + · · · + eN . Observe that yi is the coefficient of
XN−i−1 in g(x) := f (X − e1/N ) for 1 ≤ i ≤ N − 1, i.e., g(X ) = XN + y1XN−2 +
· · · + yN−1. It follows that k[e1, y1, . . . , yN−1] ⊆ k[e1, . . . , eN ]. Since f (X ) =
g(X + e1/N ), we infer that k[e1, . . . , eN ] ⊆ k[e1, y1, . . . , yN−1]. This proves (ii).

From the definition of y1, . . . , yN−1, it follows that

g(X ) =
N∏

i=1

(

X − (z1 − zi) + · · · + (zN − zi)

N

)

.

Also, we have zj − zi = (z1 − zi) − (z1 − zj) for 1 ≤ i, j ≤ N . Then,

k[y1, . . . , yN−1] ⊆ k[e1, . . . , eN ] ∩ k[(z1 − z2), . . . , (z1 − zN )].

Let p be an element of the intersection appearing on the right in the above contain-
ment. In view of (ii), we have

p =
m∑

i=0

λie
m−i
1 ,

where m is a nonnegative integer and λi ∈ k[y1, . . . , yN−1] for 0 ≤ i ≤ m. Let t be
an indeterminate and substitute zi + t for each zi in the above equality. Since p and
the λj are in k[(z1 − z2), . . . , (z1 − zN )], our substitution leaves them unchanged,
whereas e1 changes to e1 + Nt and N �= 0 in k. From the algebraic independence
of t, e1, y1, . . . , yN−1 over k, it follows that m = 0, i.e., p is in k[y1, . . . , yN−1]. This
proves (iii). �
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Corollary Let k be an integral domain such that N is a unit of k. For a polynomial
f ∈ k[z1, . . . , zN ], consider the following.
(i) f ∈ k[y1, . . . , yN−1].
(ii) f is symmetric in z1, . . . , zN and f (z1 + c, . . . , zN + c) = f (z1, . . . , zN ) for all

c ∈ k.
(iii) f is symmetric in z1, . . . , zN and f (z1 + t, . . . , zN + t) = f (z1, . . . , zN ) for an

indeterminate t.

Then, (i) ⇒ (ii), (iii) ⇒ (i) and if k is infinite, then (ii) ⇒ (iii). In particular, if k is
infinite, then (i), (ii) and (iii) are equivalent.

Proof It is straightforward to see that (i) implies (ii) in view of assertion (iii) of
Theorem 1. Now assume k is infinite and (ii) holds. Write

f (z1 + t, . . . , zN + t) − f (z1, . . . , zN ) =: g0t
d + · · · + gd − f ,

with gi ∈ k[z1, . . . , zN ] for 0 ≤ i ≤ d . By assumption, the substitution t = c, where
c ∈ k, makes the left side of the above equation 0. Hence the polynomial on the right,
which is a polynomial in t with coefficients in an integral domain k[z1, . . . , zN ], has
k as a subset of its roots. Since a nonzero polynomial in t having coefficients in
an integral domain can have only finitely many roots in that integral domain, the
infinitude of k forces the polynomial on the right to be identically zero. Thus (ii)
implies (iii). Finally, letting uj := z1 − zj for 2 ≤ j ≤ N , we have k[z1, . . . , zN ] =
k[z1, u2, . . . , uN ]. Now let

f (z1, . . . , zN ) = f (z1, z1 − u2, . . . , z1 − uN ) =: h0zr1 + · · · + hr,

where hi are in k[u2, . . . , uN ]. Since eachmember of k[u2, . . . , uN ] is invariant under
the translation of the zi by t, assumption (iii) leads to the equation

h0(z1 + t)r + · · · + hr = h0z
r
1 + · · · + hr.

Comparing the t-degree of both sides, we conclude that r = 0, i.e., f = h0 ∈
k[u2, . . . , uN ]. Moreover, f being symmetric, assertion (iii) of Theorem 1 assures
that f ∈ k[y1, . . . , yN−1]. Thus (iii) implies (i). �

Definitions Let k be a commutative ring with 1 �= 0 and let e0 be an indeterminate.

1. Given a polynomial f ∈ k[e0, e1, . . . , eN ], where

f :=
∑

cm1m2...mN

(
N∏

i=0

emi
i

)

with cm1m2...mN ∈ k, define its e-weighted degree to be
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max

{
N∑

i=1

i mi

∣
∣
∣
∣
∣
cm1m2...mN �= 0

}

.

f is said to be e-weighted homogeneous of e-weighted degree d if

N∑

i=1

i mi = d whenever cm1m2...mN �= 0.

2. Assume N is a unit of k. Given a polynomial f ∈ k[y1, . . . , yN−1], where

f :=
∑

cm1m2...mN−1

(
N−1∏

i=1

ymi
i

)

with cm1m2...mN ∈ k, define its y-weighted degree to be

max

{
N−1∑

i=1

(i + 1)mi

∣
∣
∣
∣
∣
cm1m2...mN−1 �= 0

}

.

f is said to be y-weighted homogeneous of y-weighted degree d if

N−1∑

i=1

(i + 1)mi = d whenever cm1m2...mN−1 �= 0.

3. For integersm and d , letW (m, d ,N ) be the set of f ∈ k[e0, e1, . . . , eN ] such that
f is e-weighted homogeneous of e-weighted degree m and f is homogeneous in
e0, . . . , eN of degree d . Also, let V (m, d ,N ) be the set of v ∈ k[e1, . . . , eN ] such
that v is e-weighted homogeneous of e-weighted degree m and the total degree
of v in e1, . . . , eN is at most d .

4. Assume N is a unit of k. Let ∂ and D be the k-derivations of k[e0, e1, . . . , eN ]
such that ∂e1 = Ne0, ∂e0 = 0, ∂yi = 0 for 1 ≤ i ≤ N − 1, DeN = 0 and Dei =
(i + 1)ei+1 for 0 ≤ i ≤ N − 1. Let ∂1 be the k-derivation of k[e1, y1, . . . , yN−1]
such that ∂1e1 = N and ∂1yi = 0 for 1 ≤ i ≤ N − 1.

5. Assume k is a field and N is a unit of k. For nonnegative integers m and d , define
Hk(m,N ) to be the subset of k[y1, . . . , yN−1] consisting of polynomials that are
y-weighted homogeneous of y-weighted degree m. Elements of Hk(m,N ) are
called semi-invariants of weight m of the binary form X N + e1XN−1Y + · · · +
ejX N−jY j + · · · + eNYN .

6. Let Hk(m, d ,N ) := {h ∈ Hk(m,N ) | h has total degree ≤ d in e1, . . . , eN }.
7. For integers m, d and a positive integer n, define p(m, d , n) to be the cardinality

of the (finite) set
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P(m, d , n) :=
{

(a1, . . . , an) ∈ N
n

∣
∣
∣
∣

n∑

r=1

ar ≤ d ,

n∑

r=1

rar = m

}

.

Remarks

1. The zero polynomial is regarded to be e-weighted (resp. y-weighted) homoge-
neous of every e-weighted (resp. y-weighted) degree.

2. Clearly, W (m, d ,N ) and V (m, d ,N ) are k-subspaces of k[e0, e1, . . . , eN ]. Fur-
thermore, V (m, d ,N ) is a k-subspace of k[e1, . . . , eN ] of dimension p(m, d ,N ).

3. The set W (m, d ,N ) consists of degree d homogenizations of the polynomials in
V (m, d ,N ) with respect to e0, i.e.,

W (m, d ,N ) =
{

ed0 f

(
e1
e0

, . . . ,
eN
e0

) ∣
∣
∣
∣ f ∈ V (m, d ,N )

}

.

4. Note that Hk(m,N ) is a k-linear subspace of k[y1, . . . , yN−1] and Hk

(m, d ,N ) is a k-subspace of Hk(m,N ). Note that Hk(1,N ) = 0. From the
Corollary to Theorem 1, it follows that if m ≥ 1, thenHk(m, 1,N ) = 0.

5. Assume N ≥ 3. Then, for each integer m ≥ 2, we can find nonnegative integers
i, j such that 2i + 3j = m and hence yi1y

j
2 is in Hk(m,N ); so, Hk(m,N ) �= 0 for

all m ≥ 2.
6. Given a member of Hk(m,N ), its total degree in e1, . . . , eN can not be readily

detected, e.g., the polynomial 6y31 + 40y1y3 + 9y22 ∈ Hk(6, 4) has total degree 4
in e1, e2, e3, e4. Thus, in general, it is difficult to determine whether a particular
member of Hk(m, d ,N ) is nonzero.

7. Obviously, p(m, d , n) = 0 if eitherm < 0 or d < 0 orm > nd . Also, p(0, d , n) =
1 if d ≥ 0. Note that p(m, d , n) is the number of partitions of m into at most d
parts with each part at most n.

Theorem 2 Let k be a commutative ring with 1 �= 0.

(i) Let f be a nonzero element of k[e1, . . . , eN ]. The e-weighted degree of f is d if
and only if the total degree of f in z1, . . . , zN is d . Moreover, f is e-weighted
homogeneous of e-weighted degree d if and only if f is homogeneous of degree
d in z1, . . . , zN .

(ii) Assume N is a unit of k. Let f be a nonzero element of k[y1, . . . , yN−1]. The
y-weighted degree of f is d if and only if the total degree of f in z1, . . . , zN is
d . Moreover, f is y-weighted homogeneous of y-weighted degree d if and only
if f is homogeneous of degree d in z1, . . . , zN .

(iii) Let f be a nonzero element of k[e1, . . . , eN ]. The total degree of f in e1, . . . , eN
is d if and only if the zi-degree of f is d for 1 ≤ i ≤ N.

(iv) Assume that k is a field. Suppose 0 �= f ∈ k[z1 − z2, . . . , z1 − zN ] is homoge-
neous of total degree m in z1, . . . , zN . If the zi-degree of f is di for 1 ≤ i ≤ N,
then 2m ≤ d1 + · · · + dN .

(v) Assume that k is a field containing Q and m, d are nonnegative integers such
that 2m ≤ dN + 1. Then ∂ maps W (m, d ,N ) onto W (m − 1, d ,N ).
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(vi) Assume that k is a field containing Q and m, d are nonnegative integers. If
2m > dN, then Hk(m, d ,N ) = 0. If 2m ≤ dN, then, as a vector space over k,
Hk(m, d ,N ) has dimension p(m, d ,N ) − p(m − 1, d ,N ).

Proof Since each ei is a homogeneous polynomial of degree i in z1, . . . , zN , any
power-product of e1, . . . , eN is also a homogeneous polynomial in z1, . . . , zN . Now
for f as in (i), first assume that f is e-weighted homogeneous of e-weighted degree
d . Then f is clearly homogeneous of degree d in z1, . . . , zN . Moreover, since
k[e1, . . . , eN ] is k-isomorphic to k[z1, . . . , zN ], f is also a nonzero polynomial in
z1, . . . , zN . Conversely, if f is homogeneous of degree d in z1, . . . , zN , then its
e-weighted degree is clearly d and furthermore, f must be e-weighted homoge-
neous. The rest of the assertion (i) follows easily.

Next, let f be as in (ii). Since yi is homogeneous of degree i + 1 in z1, . . . , zN for
1 ≤ i ≤ N − 1, our assertion follows by an argument entirely similar to the argument
in the proof of (i).

To prove (iii), let f be as in (iii) and first suppose that the total degree of f in
e1, . . . , eN is d . Since each ei is of degree 1 in zN , the zN -degree of f can not exceed
d . Thus it suffices to prove (iii) by assuming f to be homogeneous in e1, . . . , eN .
Let f = g(z1, . . . , zN ). Let u0 = 1, uN = 0 and u1, . . . , uN−1 denote the elementary
symmetric functions of z1, . . . , zN−1, i.e.,

XN−1 +
N−1∑

i=1

uiX
N−1−i =

N−1∏

i=1

(X + zi).

Assume that the zN -degree of (f or equivalently, of) g is strictly less than d . Let t be
an indeterminate and let

h(t) := td g
(
z1, . . . , zN−1,

zN
t

)
.

Then we have h(0) = 0. Now observe that

t ei
(
z1, . . . , zN−1,

zN
t

)
= zNui−1 + tui

for 1 ≤ i ≤ N − 1 and teN (z1, . . . , zN−1, zN/t) = zNuN−1. Hence

h(t) = f (zN + tu1, . . . , zNuN−2 + tuN−1, zNuN−1).

But then, by substituting t = 0, we get the equation

0 = f (zN , . . . , zNuN−2, zNuN−1) = zdN f (1, u1, . . . , uN−1).

This is absurd since f is nonzero and u1, . . . , uN−1 are algebraically independent
over k. In conclusion, the zN -degree of f is d . Using the fact that f is symmetric in
z1, . . . , zN , we conclude that the zi-degree of f is d for 1 ≤ i ≤ N . By what has been
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shown, if the zi-degree of f is d for 1 ≤ i ≤ N , then the total degree of f in e1, . . . , eN
can neither exceed d nor be strictly less than d . Thus (iii) is fully established.

To prove (iv), we rely on the fact that the polynomial ring k[z1 − z2, . . . , z1 −
zN ] is a unique factorization domain. Since f is nonzero and z1 − zN is irre-
ducible, there is a unique nonnegative integer s such that f = (z1 − zN )sg, where
g ∈ k[z1 − z2, . . . , z1 − zN ] is relatively prime to z1 − zN . In particular, g = h0 +∑

i≥1 hi(z1 − zN )i, where hi ∈ k[z1 − z2, . . . , z1 − zN−1] for i ≥ 0 and h0 �= 0.More-
over, g is homogeneous of total degree m − s in z1, . . . , zN , the z1-degree of g is
d1 − s, the zN -degree of g is dN − s and the zi-degree of g is di for 2 ≤ i ≤ N − 1.
It follows that hi is homogeneous of total degree m − s − i in z1, . . . , zN−1 for
i ≥ 0. The rest of the proof proceeds by induction on N . If N = 2, then s = m
and d1 = s = d2; so, 2m ≤ d1 + d2. Henceforth, assume N ≥ 3 and let ri denote
the zi-degree of h0 for 1 ≤ i ≤ N − 1. Clearly, r1 ≤ d1 + dN − 2s and ri ≤ di for
2 ≤ i ≤ N − 1. By the induction hypothesis, 2(m − s) ≤ r1 + · · · + rN−1. Hence
2m − 2s ≤ d1 + dN − 2s + d2 + · · · + dN−1, i.e., 2m ≤ d1 + · · · + dN as asserted.
Thus (iv) holds.

With the hypotheses and notation of (v), first observe that for 1 ≤ r ≤ N ,

er = 1

Nr

(
N

r

)

er1 +
r−1∑

j=1

1

Nr−j−1

(
N − j − 1

r − j − 1

)

er−j−1
1 yj

and hence ∂er = (N − r + 1)er−1. It is now readily verified that for h ∈ W (m, d ,N ),
we have ∂h ∈ W (m − 1, d ,N ). So, ∂ restricts to a k-linear transformation from
W (m, d ,N ) to W (m − 1, d ,N ). In particular, ∂m+1h = 0 for all h ∈ W (m, d ,N ).
Likewise, D restricts to a k-linear transformation from W (m − 1, d ,N ) to
W (m, d ,N ). Thus, for each positive integer s, the compositions ∂sDs, Ds∂s are
k-linear operators on W (m, d ,N ). Moreover, given a nonnegative integer i, it is
readily verified that

(∂D − D∂)h = (Nd − 2m + 2i)h for all h ∈ W (m − i, d ,N ),

i.e., ∂D − D∂ = (Nd − 2m + 2i)Im−i, where Im−i denotes the identity operator on
W (m − i, d ,N ). Likewise, for any positive integer s, we clearly have the following
equality of k-linear operators on k[e0, e1, . . . , eN ]:

∂Ds − Ds∂ =
s∑

i=1

Di−1(∂D − D∂)Ds−i.

Hence for α ∈ W (m − s, d ,N ),

∂Dsα − Ds∂α =
s∑

i=1

Di−1(Nd − 2m + 2i)Im−iD
s−iα = s(Nd − 2m + s + 1)Ds−1α.
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Given h ∈ W (m − 1, d ,N ), let hs := Ds−1∂s−1h. Then, note that h1 = h, Dhs ∈
W (m, d ,N ) for all s and hs = 0 for all s ≥ m + 1. Substituting α = ∂s−1h in the
above displayed identity leads to the system of equations:

∂Dhs − hs+1 = s(Nd − 2m + s + 1)hs for all s ≥ 1.

Since h ∈ W (m − 1, d ,N ) and 2m ≤ Nd + 1, we have hm+1 = 0 and most impor-
tantly, (Nd + s + 1 − 2m) ≥ 1 for all s ≥ 1. So, starting from the mth equation in
the above system and substituting backwards, we get

h = ∂h∗, where h∗ :=
m∑

j=1

(−1)j−1

j!∏j
i=1(Nd − 2m + i + 1)

Dhj ∈ W (m, d ,N ).

This proves (v).
Lastly, consider the space Hk(m, d ,N ), where m, d are nonnegative integers.

Suppose 0 �= h ∈ Hk(m, d ,N ) and let di denote the zi-degree of h for 1 ≤ i ≤ N .
Then, by (iii), we have di ≤ d for 1 ≤ i ≤ N and hence (iv) implies that 2m ≤ d1 +
· · · + dN ≤ Nd . Consequently,Hk(m, d ,N ) = 0 for pairs (m, d)with 2m > Nd . Let
the kernel of ∂1 be

Ker(∂1) := {v ∈ k[e1, y1, . . . , yN−1] | ∂(v) = 0}.

Since k is assumed to have characteristic zero, it is clear that Ker(∂1) = k[y1, . . . ,
yN−1]. Suppose 2m ≤ Nd + 1 and let v ∈ V (m − 1, d ,N ). Let h ∈ W (m − 1, d ,N )

be such that v = h(1, e1, . . . , eN ). By (v), there is an h∗ ∈ W (m, d ,N )with ∂h∗ = h.
Observe that for v∗ := h∗(1, e1, . . . , eN ), we have v∗ ∈ V (m, d ,N ) and ∂1v

∗ = v. In
other words, if 2m ≤ Nd + 1, then ∂1 restricts to a surjective k-linear transformation
from V (m, d ,N ) onto V (m − 1, d ,N ). Next, for 1 ≤ r ≤ N − 1, we have

yr = (−1)r+1

Nr+1

(
N

r + 1

)

er+1
1 +

r+1∑

j=1

(−1)r+1−j

N r+1−j

(
N − j

r + 1 − j

)

er+1−j
1 ej.

So, yr is e-weighted homogeneous of e-weighted degree r + 1 for 1 ≤ r ≤ N − 1.
Each v ∈ V (m, d ,N ) has a unique expression v = u0 + · · · + uiei1 + · · · , where ui ∈
k[y1, . . . , yN−1] for all i ∈ N. For 1 ≤ j ≤ N − 1, yj is e-weighted homogeneous as
well as y-weighted homogeneous of the same weighted degree j + 1. This allows
us to infer that ui is y-weighted homogeneous of y-weighted degree m − i for all
i ∈ N. In particular, v ∈ k[y1, . . . , yN−1] if and only if v = u0 ∈ Hk(m, d ,N ), i.e.,
V (m, d ,N ) ∩ Ker(∂1) = Hk(m, d ,N ). So ∂1 induces a k-linear isomorphism

V (m, d ,N )

Hk(m, d ,N )
∼= V (m − 1, d ,N ).

Thus, Hk(m, d ,N ) has dimension p(m, d ,N ) − p(m − 1, d ,N ). �
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Remarks

1. Suppose 0 �= h ∈ Hk(m, d ,N ) and 2m = Nd . Then, in view of (iii) and (iv) of
the above theorem, the total degree of h in e1, . . . , eN must be d .

2. It is easy to verify that if h := edN ∈ W (Nd , d ,N ), then there does not exist h∗ ∈
W (Nd + 1, d ,N ) such that ∂h∗ = h.

3. Assume k is a field containing Q. We may have Hk(m, d ,N ) = 0 even when
2m ≤ Nd , e.g., Hk(5, 3) is easily seen to have k-basis {y1y2} and in this case,
since y1y2 has total degree 5 in e1, e2, e3, we have Hk(5, 4, 3) = 0. Note that
p(5, 4, 3) = p(4, 4, 3).

4. From (vi) of the above theorem, we infer that if 2m ≤ Nd + 1, then p(m, d ,N ) ≥
p(m − 1, d ,N ) and p(m, d ,N ) ≤ p(m − 1, d ,N ) if 2m ≥ Nd + 2. Since
Hk((Nd + 1)/2, d ,N ) = 0 by (vi), we have p((Nd + 1)/2, d ,N ) = p((Nd −
1)/2, d ,N ).

Definitions Let k be a field.

1. Let s, t, u, v be indeterminates and define polynomials A0, . . . ,AN in
k[e1, . . . , eN , s, t, u, v] by

N∑

i=0

AiX
N−i := (sX + t)N +

N∑

j=1

ej(sX + t)N−j(uX + v)j.

2. Define rational functions E1, . . . ,EN by setting

Ej := Aj

A0
for 1 ≤ j ≤ N .

3. By a binary invariant of type (N , d) (and of weight w), we mean a polynomial
f ∈ k[e1, . . . , eN ] which is either 0 or of total degree d in e1, . . . , eN and such
that for some nonnegative integer w,

Ad
0 f (E1, . . . ,EN ) = (sv − tu)wf (e1, . . . , eN ).

4. A polynomial g ∈ k[z1, . . . , zN ] is called a binary invariant of type (N , d) pro-
vided g ∈ k[e1, . . . , eN ] and (as such) it is a binary invariant of type (N , d).

5. Let α be an indeterminate. Given an M := [mij] ∈ SL(2, k), define

M (α) := m11α + m12

m21α + m22
.

6. A polynomial f ∈ k[z1, . . . , zN ] is said to be a relative SL(2, k)-invariant of type
(N , d) if f is symmetric in z1, . . . , zN and

f (M (z1), . . . ,M (zN )) =
{

N∏

r=1

1

(m21zr + m22)d

}

f (z1, . . . , zN )
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for all M := [mij] ∈ SL(2, k).

Remarks

1. If g is a nonzero binary invariant of type (N , d), then comparing the total degrees
in s, t, u, v of both sides of the equation

Ad
0φ(E1, . . . ,EN ) = (sv − tu)w · g,

we see that 2w = Nd .
2. In particular, if Nd is odd, then there does not exist a nonzero binary invariant of

type (N , d).

Theorem 3 Let k be a field and let g ∈ k[z1, . . . , zN ] be a nonzero polynomial. Let

f (X ) := (X + z1)(X + z2) · · · (X + zN ) = XN + e1X
N−1 + · · · + eN .

Consider the following properties.

(i) g is a binary invariant of type (N , d).
(ii) g is a relative SL(2, k)-invariant of type (N , d).
(iii) g is symmetric in z1, . . . , zN and for an indeterminate t, we have

(1) g(t2z1, . . . , t2zN ) = tNd g(z1, . . . , zN ),

(2) g(z1 + t, . . . , zN + t) = g(z1, . . . , zN ), and

(3) g
(

tz1
z1+t , . . . ,

tzN
zN+t

)
=
(

tN

f (t)

)d
g(z1, . . . , zN ).

Then (i) ⇒ (ii) and (iii) ⇒ (i); if k is infinite, (ii) ⇒ (iii). In particular, if k is infinite,
then assertions (i), (ii), (iii) are equivalent.

Proof Assume g is a binary invariant of type (N , d). Say g = φ(e1, . . . , eN ) ∈
k[e1, . . . , eN ]. As before, let s, t, u, v be indeterminates. Observe that

(sX + t)N +
N∑

j=1

ej(sX + t)N−j(uX + v)j =
N∏

i=1

(uzi + s)
N∏

i=1

(

X + vzi + t

uzi + s

)

.

It at once follows thatA0 is thefirst product appearing on the right, i.e.,A0 = uN f (s/u)
and

Ej = Aj

A0
= ej

(
vz1 + t

uz1 + s
, . . . ,

vzN + t

uzN + s

)

for 1 ≤ j ≤ N . Thus, there is a nonnegative integer w such that

g

(
vz1 + t

uz1 + s
, . . . ,

vzN + t

uzN + s

)

= φ(E1, . . . ,EN ) = (sv − tu)w

Ad
0

g(z1, . . . , zN ).
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Given anM := [mij] in SL(2, k), substitute v = m11, t = m12, u = m21 and s = m22

in the above equation and use the fact that M has determinant 1. Then g is seen to
be a relative SL(2, k)-invariant of type (N , d). So (ii) follows from (i).

Now assume (ii) and assume k to be an infinite field. Observe that for any c ∈ k,
we have

g

(
z1 + c

0z1 + 1
, . . . ,

zN + c

0zN + 1

)

= g(z1 + c, . . . , zN + c) = g(z1, . . . , zN ).

From the Corollary to Theorem 1, it follows that

g(z1 + t, . . . , zN + t) = g(z1, . . . , zN )

for an indeterminate t. Likewise, for any 0 �= b ∈ k, we have

g

(
bz1 + 0

b−1
, . . . ,

bzN + 0

b−1

)

= g(b2z1, . . . , b
2zN ) = bNd g(z1, . . . , zN );

also, letting a := 1/b, we have

g

(
az1

z1 + a
, . . . ,

azN
zN + a

)

=
{

N∏

r=1

ad

(zr + a)d

}

g(z1, . . . , zN ).

Now the polynomial g(t2z1, . . . , t2zN ) − tNd g(z1, . . . , zN ) is a polynomial in t with
coefficients in k[z1, . . . , zN ] and vanishes for all substitutions t = b with 0 �= b ∈
k. Since k is infinite, this polynomial is identically 0, i.e., g(t2z1, . . . , t2zN ) =
tNd g(z1, . . . , zN ). Next, choose a positive integer m such that

f (t)m g

(
tz1

z1 + t
, . . . ,

tzN
zN + t

)

is in k[z1, . . . , zN ][t]. Then regard the polynomial

f (t)d+m g

(
tz1

z1 + t
, . . . ,

tzN
zN + t

)

− tNd f (t)mg(z1, . . . , zN )

as a polynomial in the indeterminate t with coefficients in k[z1, . . . , zN ]. From our
assumption, it follows that the above polynomial vanishes for all substitutions t = a,
where 0 �= a ∈ k. Since k is infinite, this polynomial must be identically zero. Hence

g

(
tz1

z1 + t
, . . . ,

tzN
zN + t

)

= tNd

f (t)d
g(z1, . . . , zN ).

In this manner, we have shown that (ii) implies (iii).
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Finally, assume (iii) holds. At the outset, note that by the assumed equation (1),
g is homogeneous of degree Nd/2 in z1, . . . , zN . In particular, Nd must be an even
integer. Let s, t, u, v be new indeterminates and λ := √

sv − ut (in a quadratic field-
extension of k(s, t, u, v)). Letting α := λ/s, the assumed properties (1) and (2) of g
imply

g

(

α2z1 + t

s
, . . . ,α2zN + t

s

)

= αNdg(z1, . . . , zN ).

Now letβ := s/u and for 1 ≤ j ≤ N , substituteβzj/(zj + β) in place of zj in the above
equation. Then, using the assumed property (3) of g and simplifying, we derive the
equality

g

(
vz1 + t

uz1 + s
, . . . ,

vzN + t

uzN + s

)

= λNd

uNd f (s/u)d
g(z1, . . . , zN ).

If g = φ(e1, . . . , eN ) ∈ k[e1, . . . , eN ], then as seen in the initial part of this proof,
the left side of the above equality is simply φ(E1, . . . ,EN ) and A0 = uN f (s/u). So,
defining w := (Nd)/2, we see that w is a nonnegative integer and

Ad
0φ(E1, . . . ,EN ) = (sv − ut)w φ(e1, . . . , eN ).

Finally, observe that since each Ej has degree 0 in e1, . . . , eN but A0 has degree
1 in e1, . . . , eN , the left side of the equation has degree at most d in e1, . . . , eN .
Hence φ(e1, . . . , eN ) has degree at most d in e1, . . . , eN . Suppose φ(e1, . . . , eN )

has degree strictly less than d in e1, . . . , eN . Then the left side of the equation can
be written in the form A0ψ(A0, . . . ,AN ), where ψ(A0, . . . ,AN ) is homogeneous as a
polynomial inA0, . . . ,AN . Substituting s = −z1 and u = 1 in the above equation, we
note that A0 = f (−z1) = 0 and hence the left side of the above equation is zero. But
(−z1v − t)w �= 0 and since g �= 0, we have φ(e1, . . . , eN ) �= 0. This contradiction
forces φ(e1, . . . , eN ) to be of degree exactly d in e1, . . . , eN . �

Example The most frequently encountered familiar binary invariant is the discrim-
inant. If F(X ) := (X − z1)(X − z2) · · · (X − zN ) (a monic polynomial in X with
roots z1, . . . , zN ), then

discX (F) :=
∏

1≤i<j≤N

(zi − zj)
2

is, by definition, the discriminant (or X -discriminant) of F . It is straightforward to
verify properties (1), (2) and (3) listed in (iii) of the above theorem; so, discX (F)

is indeed a binary invariant of type (N , 2N − 2) (having weight N (N − 1)). Many
more examples of this type follow.
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Definitions Let k be a field.

1. Given an N × N matrix A := [aij] with integer entries, let ri denote the sum of
the entries in the ith row of A for 1 ≤ i ≤ N and define

ρ(A) := (r1, . . . , rN ) .

2. Given an N × N matrix A := [aij], where each aij is a nonnegative integer, letting
z stand for the vector (z1, . . . , zN ), define

δ(z, A) :=
∏

1≤i<j≤N

(zi − zj)
aij .

3. LetE(N ) denote the set of allN × N symmetricmatricesA := [aij] such that each
aij is a nonnegative integer and aii = 0 for 1 ≤ i ≤ N . For V := (d1, . . . , dN ) ∈
Z
N , let E(N ,≤ V ) be the subset of E(N ) consisting of all A ∈ E(N ) such that

letting ρ(A) := (r1, . . . , rN ) we have ri ≤ di for 1 ≤ i ≤ N . Let E(N , V ) be the
subset consisting of A ∈ E(N ,≤ V ) such that ρ(A) = V . If V = (d , d , . . . , d),
then E(N ,≤ V ) is denoted by E(N ,≤ d) and E(N , V ) is denoted by E(N , d).

4. Let Hk(N ,m) be the set of all g ∈ k[z1 − z2, . . . , z1 − zN ] such that g is homo-
geneous of degree m in z1, . . . , zN .

5. Let V := (d1, . . . , dN ), where each di is a nonnegative integer. Define
Hk(N ,m, V ) to be the set of all g ∈ Hk(N ,m) such that the zi-degree of g is
di for 1 ≤ i ≤ N .

Remarks

1. IfV := (d1, . . . , dN ) andE ∈ E(N , V ), then observe that δ(z, E) is homogeneous
of degreem in z1, . . . , zN , where 2m = d1 + · · · + dN and the zi-degree of δ(z, E)

is di for 1 ≤ i ≤ N .
2. For E(N , V ) to be nonempty, it is necessary that s := d1 + · · · + dN is an even

integer and 2di ≤ s for 1 ≤ i ≤ N . Clearly, E(2, V ) is nonempty if and only if
d1 = d2. In general, we are not aware of any conditions on (N , V ) that are known
to be necessary and sufficient for E(N , V ) to be nonempty. Presently, we merely
point out the following obvious fact. Suppose d1 + · · · + dN is an even integer.
Let P(N − 1, d1) be the set of all ordered (N − 1)-tuples a := (a2, . . . , aN ) of
integers ai such that 0 ≤ ai ≤ di for 2 ≤ i ≤ N and a2 + · · · + aN = d1. Given
a ∈ P(N − 1, d1), letW (a) := (d2 − a2, . . . , dN − aN ) and observe that the sum
(d2 − a2) + · · · + (dN − aN ) is also an even integer. Then the cardinality of
E(N , V ) equals the sum of the cardinalities of E(N − 1,W (a)) as a ranges over
P(N − 1, d1).

3. A member of E(N , d) can be thought of as the adjacency matrix of a d -regular
(multi-) graph (without self-edges) on N vertices. If P is an N × N permutation
matrix and E ∈ E(N , d), then PEP−1 is also in E(N , d). Thus SN acts on E(N , d)

by conjugation. The resulting conjugacy classes are clearly in bijective correspon-
dence with the isomorphism classes of d -regular (loopless, multi-) graphs on N
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vertices. To the best of our knowledge, there is no known formula for counting the
distinct (meaning pairwise nonisomorphic) d -regular (loopless, multi-) graphs on
N vertices (for general d andN ). For more on this enumeration and related recent
results, the reader is referred to [1].

Theorem 4 Let k be a field, let N ≥ 2 be an integer and let d1, . . . , dN be nonneg-
ative integers.

(i) Let g ∈ Hk(N ,m) be a nonzero polynomial such that the zi-degree of g is di for
1 ≤ i ≤ N. Then

m ≤ 1

2
(d1 + · · · + dN ).

(ii) Let V := (d1, . . . , dN ). Then, Hk(N ,m, V ) is contained in the k-linear span of
the set

B(N ,m, V ) := {δ(z, E) | E ∈ E(N ,≤ V )} ∩ Hk(N ,m).

(iii) Let V := (d1, . . . , dN ). If 2m = d1 + · · · + dN , then Hk(N ,m, V ) is contained
in the k-linear span of the set

μ(N , V ) := {δ(z, E) | E ∈ E(N , V )}.

(iv) Assume that N ! is nonzero in k. Then, Hk(m, d ,N ) is the k-linear span of the
set

{SymmN (δ(z,E)) | E ∈ E(N ,≤ d) and δ(z,E) has degree m}.

Proof At the outset, we observe that Hk(N ,m) is exactly the set of polynomials that
are homogeneous of degreem as polynomials in z1 − z2, . . . , z1 − zN . So, (i) follows
from (iv) of Theorem 2.

We prove (ii) by lexicographic induction on (N , dN ). If N = 2, then clearly
Hk(2,m, V ) is empty unless d1 = d2 = m and since

Hk(2,m, V ) = {c(z1 − z2)
m | c ∈ k},

it is indeed a subset of the k-linear span of B(2,m, V ) = {(z1 − z2)m}. Henceforth,
assume N ≥ 3. Let 0 �= g ∈ Hk(N ,m, V ). Let e := dN and

g = h0z
e
N + h1z

e−1
N + · · · + he,

where h0 �= 0 and hi is homogeneous of degree m − e + i in z1, . . . , zN−1 for
0 ≤ i ≤ e. Let t be an indeterminate. Since g(z1 + t, . . . , zN + t) = g(z1, . . . , zN ),
comparison of the coefficient of zeN on both sides of this equation, we deduce that
h0(z1 + t, . . . , zN−1 + t) = h0(z1, . . . , zN−1). Hence
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h0 ∈ Hk(N − 1,m − e,W ),

where W := (d1 − b1, . . . , dN−1 − bN−1) and bi is an integer such that 0 ≤ bi ≤ di
for 1 ≤ i ≤ N − 1. By our induction hypothesis, Hk(N − 1,m − e,W ) is a subset
of the k-linear span of B(N − 1,m − e,W ). In particular, if dN = 0, then bi = 0
for 1 ≤ i ≤ N − 1 and we are done. Upon considering E ∈ E(N − 1,W ) such that
δ(z,E) is homogeneous of degree m − e in z1, . . . , zN−1, one concludes

2(m − e) = 2(m − dN ) = (d1 − b1) + · · · + (dN−1 − bN−1).

Since 2m ≤ d1 + · · · + dN by (i), we infer that b1 + · · · + bN−1 ≥ dN . Choose non-
negative integers aj ≤ bj for 1 ≤ j ≤ N − 1 such that

a1 + · · · + aN−1 = e = dN .

It follows that for any � ∈ B(N − 1,m − e,W ), we clearly have

δ := �

N−1∏

j=1

(zj − zN )aj ∈ B(N ,m, V )

and the zN -degree of δ is exactly dN . Consequently,

h := h0

N−1∏

j=1

(zj − zN )aj

is in the k-linear span of B(N ,m, V ) and there is a 0 �= c ∈ k such that the zN -
degree of h0zeN − ch is at most dN − 1. Now g − ch ∈ Hk(N ,m,U ) for some U :=
(q1, . . . , qN ) with qi ≤ di for 1 ≤ i ≤ N − 1 and qN < dN . Then, by our induction
hypothesis, Hk(N ,m,U ) is contained in the k-linear span of B(N ,m,U ). Since
B(N ,m,U ) ⊆ B(N ,m, V ), assertion (ii) is established.

To verify (iii), observe that if E ∈ E(N ,≤ V ) \ E(N , V ), then by (i), the total
degree of δ(z,E) in z1, . . . , zN is strictly less than m.

Assertion (iv) follows from the definition of Hk(m, d ,N ) and (iii). �

Remarks

1. As noted earlier, there does not exist any nonzero semi-invariant of degree 1;
hence SymmN (δ(z,E)) = 0 for all 0 �= E ∈ E(N ,≤ 1).

2. For k of characteristic 0, the above theorem is generally attributed to Cayley. Our
treatment follows article no. 89 of [7].
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Definition Let k be a field. Let N and d be positive integers with N ≥2.

1. Let Invk(N , d) denote the k-linear subspace of k[z1, . . . , zN ] consisting of all
binary invariants of type (N , d). Let dinvk(N , d) denote the dimension of
Invk(N , d) as a vector space over k.

2. Define

G(N , d ,X ) := (1 − XN+1)(1 − XN+2) · · · (1 − XN+d )

(1 − X 2)(1 − X 3) · · · (1 − X d )
.

Theorem 5 Let k be a field. Let d and N be positive integers such that N ≥ 2.

(i) For E ∈ E(N , d), the polynomial SymmN (δ(z, E)) is a binary invariant of type
(N , d).

(ii) Assume that N ! is a nonzero element of k. Then Invk(N , d) is the k-linear span
of

M (N , d) := {SymmN (δ(z, E)) | E ∈ E(N , d)}.

(iii) Assume that N ! is a nonzero element of k. Then,

Invk(N , d) = Hk(Nd/2, d ,N ).

(iv) G(N , d ,X ) and G(N , d ,X )/(1 − X ) are polynomials in X of degree Nd + 1
and Nd respectively. For each integer m, p(m, d ,N ) is the coefficient of X m in
G(N , d ,X )/(1 − X ). Moreover, we have

G(d ,N ,X ) = G(N , d ,X ) = (−1) · XNd+1 · G(N , d ,X−1).

(v) Assume that Q ⊆ k and m is a nonnegative integer with 2m ≤ Nd. Then the
dimension ofHk(m, d ,N ) (as a vector space over k) is the coefficient of X m in
G(N , d ,X ). In particular, dinvk(N , d) is the coefficient of X Nd/2 inG(N , d ,X ).

(vi) (Hermite Reciprocity) Assume that Q ⊆ k. Then, dinvk(N , d) = dinvk(d ,N ).

Proof IfNd is odd, thenboth assertions hold trivially.Henceforth, assumeNd to be an
even integer. Fix an E ∈ E(N , d), let h(z1, . . . , zN ) := δ(z, E) and g := SymmN (h).
To prove (i), we proceed to verify (iii) of Theorem 3. Let f (X ) be as in Theorem 3.
First note that h is homogeneous of degree w := Nd/2 in z1, . . . , zN and hence

g(t2z1, . . . , t
2zN ) = SymmN (tNdh) = tNdg(z1, . . . , zN ).

Also, since h is translation-invariant, we have

g = SymmN (h(z1 + t, . . . , zN + t)) = SymmN (h(z1, . . . , zN )).
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Next, note that

(
tzi

zi + t
− tzj

zj + t

)eij

=
(

t2

(zi + t)(zj + t)

)eij

(zi − zj)
eij

for all 1 ≤ i < j ≤ N . Hence

h

(
tz1

z1 + t
, . . . ,

tzN
zN + t

)

= tNd

f (t)d
h(z1, . . . , zN ).

Since the first factor is symmetric in z1, . . . , zN , it follows that g is a binary invariant
of type (N , d).

We proceed to prove (ii). By (i), each member of the k-linear span ofM (N , d) is a
binary invariant of type (N , d). Let g ∈ k[z1, . . . , zN ] be a nonzero binary invariant of
type (N , d). By (iii) of Theorem 2, the zi-degree of g is d for 1 ≤ i ≤ N . Also, from
the remarks just preceding Theorem 3, g is homogeneous of degree w := Nd/2. By
(iii) of Theorem 3, g ∈ k[z1 − z2, . . . , z1 − zN ]. Thus letting V := (d , . . . , d), we
have g ∈ Hk(N , w, V ). Now, by (iii) of Theorem 4, g is in the k-linear span of the set
μ(N , V ). Recall thatE(N , V ) = E(N , d) and hence SymmN (g) is in the k-linear span
of the set M (n, d). Since g is symmetric in z1, . . . , zN , we have SymmN (g) = N ! g.
Finally, N ! being a nonzero element of k, (ii) readily follows.

It suffices to prove (iii) with the additional assumption that Nd is an even
integer. The first remark following Theorem 2 together with (iv) of Theorem 4
imply that Hk(Nd/2, d ,N ) is the k-linear span of the set M (N , d). So, by (ii),
Hk(Nd/2, d ,N ) = Invk(N , d).

To prove (iv), let Ci(X ) be the polynomials defined by the equation

∑

i∈N
Ci(X )Y i = 1

∏N
j=0(1 − X jY )

=
N∏

j=0

( ∞∑

r=0

X jrY r

)

.

Observe that p(m, d ,N ) is the coefficient of XmY d in the power-series expansion of
the product on the extreme right. Clearly, each Ci(X ) is a polynomial in X having
integer coefficients (which are all positive). Also,

(1 − XN+1Y ) ·
∑

i∈N
Ci(X )X iY i = (1 − XN+1Y )

∏N+1
j=1 (1 − X jY )

as well as
(1 − XN+1Y )
∏N+1

j=1 (1 − X jY )
= (1 − Y ) ·

∑

i∈N
Ci(X )Y i.

From the above equations we infer that for i ≥ 1,

(1 − X i) · Ci(X ) = (1 − XN+i) · Ci−1(X )
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and hence
G(N , i,X ) = (1 − X ) · Ci(X ).

Thus G(N , d ,X )/(1 − X ) and G(N , d ,X ) are polynomials in X with integer coef-
ficients; their degrees are easily seen to be Nd and Nd + 1, respectively. Also,
p(m, d ,N ) is evidently the coefficient of Xm in G(N , d ,X )/(1 − X ). It is straight-
forward to verify that G(N , d ,X ) satisfies the equations asserted in (iv).

Assuming Q ⊆ k and 2m ≤ Nd , assertion (vi) of Theorem 2 assures that as
a vector space over k, Hk(m, d ,N ) has dimension p(m, d ,N ) − p(m − 1, d ,N ).
By (iv), p(m, d ,N ) is the coefficient of Xm in G(N , d ,X )/(1 − X ) and hence
p(m, d ,N ) − p(m − 1, d ,N ) is the coefficient of Xm in G(N , d ,X ). Consequently,
in view of (iii), dinvk(N , d) is the coefficient of XNd/2 inG(N , d ,X ). Thus (v) holds.

Lastly, (vi) follows from (v) and the equality G(N , d ,X ) = G(d ,N ,X ) estab-
lished in (iv). �

Remarks

1. From (ii) of Theorem 5, it follows that Invk(N , d) has a basis that is a subset of
Z[z1, . . . , zN ].

2. We have G(N , d ,X ) = G(N , d − 1,X ) + X dG(N − 1, d ,X ).
3. It is useful to observe that

(
N + d

d

)

q

= G(N , d , q)

(1 − q)
,

where the left side stands for the (Gaussian) q-binomial coefficient.
4. For relatively small values of N and d , the number dinvk(N , d) may be large, for

example: dinvk(15, 18) = 8899, dinvk(20, 21) = 903256.

Theorem 6 Let N , d be positive integers both ≥ 2. Let k be a field containing Q.
Then dinvk(N , d) = 0 if and only if one of the following holds.

(i) Nd is an odd integer.
(ii) N = 2 and d is odd.
(iii) N is odd and d = 2.
(iv) N = 2 + 4m for some positive integer m and d = 3.
(v) N = 3 and d = 2 + 4m for some positive integer m.
(vi) N = 5 and d ∈ {6, 10, 14}.
(vii) N = 6 and d ∈ {3, 5, 7, 9, 11, 13}.
(viii) N = 7 and d ∈ {6, 10}.
(ix) N = 9 and d = 6.
(x) N = 10 and d ∈ {3, 5, 7}.
(xi) N = 11 and d = 6.
(xii) N = 13 and d = 6.
(xiii) N = 14 and d ∈ {3, 5}.
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Remarks

1. The above Theorem 6 is established by J. Dixmier (see [8], as well as
[9, Proposition 4.2]).

2. We mention two easily verified corollaries of Theorem 6. First is the fact that
if N ≥ 15, d ≥ 4 (or if N ≥ 4, d ≥ 15) and Nd is even, then dinvk(N , d) ≥ 1.
Second is the fact that if N is an integer multiple of 4, then dinvk(N , d) ≥ 1 for
all d ≥ 2 (or, reciprocally, if d is an integer multiple of 4, then dinvk(N , d) ≥ 1
for all N ≥ 2).

2.3 Constructions of Semi-invariants

The polynomials and rational functions considered in this section have coefficients
in an integral domain of characteristic zero. Since the notion of u-adic order, or
simply u-order of a rational function plays a crucial role in our proofs, it is helpful
to briefly recall a few basic definitions and properties related to order. As before, let
z1, . . . , zN be indeterminates. Suppose k is a unique factorization domain and u is a
prime element of the unique factorization domain k[z1, . . . , zN ]. Then, the u-order
of a nonzero polynomial h ∈ k[z1, . . . , zN ] is defined to be the largest nonnegative
integerm such that h = umv for some v ∈ k[z1, . . . , zN ]; by convention, the u-order of
0 is∞. More generally, for a rational function f := P/QwithP, Q in the polynomial
ring k[z1, . . . , zN ], the u-order of f is defined to be the u-order of Pminus the u-order
of Q. For any two rational functions f , g in z1, . . . , zN with coefficients in k, it holds
that the u-order of f g is the sum of their respective u-orders whereas the u-order of
f + g is bounded below by the minimum of the u-orders of f and g. Moreover, the
u-order of f + g equals the minimum of the u-orders of f and g whenever f and g
have unequal u-orders.

Definitions Let N ≥ 2 be an integer. As before, let k be a field containing Q, let
z1, . . . , zN be indeterminates and let z stand for (z1, . . . , zN ).

1. For positive integers m, n, define D(m,n) to be the m × n matrix [cij], where

cii :=
{
0 if i = j,
1 if i �= j.

By Dn, we mean the n × n matrix D(n,n).
2. The discriminant �(z) ∈ Q[z1, . . . , zN ] is defined by

�(z) :=
∏

1≤i<j≤N

(zi − zj)
2.
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3. Let m be a positive integer and let σ ∈ Sm denote the m-cycle (12 · · ·m). Given
an ordered m-tuple

a := (a(1), . . . , a(m)),

let cirmat(a) denote the m × m circulant matrix [cij] determined by a, i.e., for
1 ≤ i, j ≤ m, let

cij := a(σ1−i(j)).

4. Let m, n be positive integers such that mn = N . Let a, c be indeterminates. Let
u := (u(1), . . . , u(m)) be defined by

u(i) :=
{
2c if 1 ≤ i ≤ m−1

2 ,

0 otherwise.

Let M0(m, n, a, c) be the N × N symmetric matrix defined as an n × n block-
matrix [Mij], where, for 1 ≤ i, j ≤ n,

Mij :=
⎧
⎨

⎩

2aDm if i = j,
cirmat(u) if i < j,
cirmat(u)T if i > j.

Examples

M0(3, 2, a, c) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 2a 2a 2c 0 0
2a 0 2a 0 2c 0
2a 2a 0 0 0 2c
2c 0 0 0 2a 2a
0 2c 0 2a 0 2a
0 0 2c 2a 2a 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

M0(5, 2, a, c) =
⎡

⎣
2aD5 U

UT 2aD5

⎤

⎦ ,

where

U :=

⎡

⎢
⎢
⎢
⎢
⎣

2c 2c 0 0 0
0 2c 2c 0 0
0 0 2c 2c 0
0 0 0 2c 2c
2c 0 0 0 2c

⎤

⎥
⎥
⎥
⎥
⎦

.

Let k be a field containing the rational numbers and let z = (z1, . . . , zN ) be as
in the above definitions. Recall that given an N × N matrix A := [aij], the product∏

(zi − zj)aij ranging over 1 ≤ i < j ≤ N is denoted by δ(z,A). Below we review
Theorem 2 of [10].
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Theorem 7

(i) Let n be a positive integer and for 1 ≤ i ≤ n, let gi ∈ Q(z1, . . . , zN ) be such
that g1 �= 0. Then, g21 + g22 + · · · + g2n �= 0. In particular, given a 0 �= g ∈
Q(z1, . . . , zN ) and a nonempty subset S ⊆ SN , we have

∑

σ∈S
g(zσ(1), . . . , zσ(N ))

2 �= 0.

(ii) Let m, n, a, c be positive integers such that 3 ≤ m ≤ nm = N and m is odd.
Then, letting M0 := M0(m, n, a, c), we have M0 ∈ E(N , (2a + cn − c)(m − 1))
and SymmN (δ(z,M0)) �= 0.

Proof To prove (i), let h := g21 + g22 + · · · + g2n . For 1 ≤ i ≤ n, let pi, qi ∈
Q[z1, . . . , zN ] be polynomials such that giqi = pi and qi �= 0. Note that g1 �= 0
implies p1 �= 0. Now since f := p1q1q2 · · · qn is a nonzero polynomial, there exists
(a1, . . . , aN ) ∈ Q

N such that f (a1, . . . , aN ) �= 0. Fix such (a1, . . . , aN ) and let
ci := gi(a1, . . . , aN ) for 1 ≤ i ≤ n. Then each ci is a rational number and c1 �= 0.
Since c21 > 0 and (c22 + · · · + c2n) ≥ 0, we have h(a1, . . . , aN ) > 0. In particular,
h �= 0. This proves (i).

To prove (ii), letMij denote the ijthm × m block ofM0 (as in the definition ofM0).
If 1 ≤ i < j ≤ n, thenMij being a circulant matrix andm being odd, each row-sum as
well as each column-sum ofMij is exactly c(m − 1). Now it is easily verified thatM0

is a member ofE(N , (2a + cn − c)(m − 1)). Since each entry ofM0 is a nonnegative
even integer, there exists a nonzero polynomial g ∈ k[z1, . . . , zN ] such that

SymmN (δ(z,M0)) =
∑

σ∈SN
σ(g(z1, . . . , zN ))2.

Therefore, (ii) follows from (i). �

Definitions LetN be an integer such that 2 ≤ N . As before, let k be a field containing
Q, let z1, . . . , zN be indeterminates and let z stand for (z1, . . . , zN ).

1. Given a subset B of {1, 2, . . . ,N }, let

π(B) := {(i, j) ∈ B × B | i < j}.

The set π(B) is tacitly identified with the set of all 2-element subsets of the set B,
i.e.,

π(B) = {{i, j} | i, j ∈ B and i �= j}.

By π[N ], we mean the set π({1, . . . ,N }).
2. Given a subset C ⊆ π[N ] and a function ε : C → N, the image of (i, j) ∈ C via

ε is denoted by ε(i, j). A nonnegative integer w is identified with the constant
function C → N that maps each member of C to w.
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3. For a subset C ⊆ π[N ] and a function ε : C → N, define

v(z,C, ε) :=
∏

(i,j)∈C
(zi − zj)

ε(i,j).

By convention, v(z,∅, ε) = 1.
4. Let p be a positive integer and n : 0 = n0 < n1 < · · · < np = N be a sequence

of integers. For 1 ≤ r ≤ p, let

Sr(n) := {i | nr−1 + 1 ≤ i ≤ nr}

and for i ∈ Sr(n), define

χ(n, i) := |{s | 1 ≤ s ≤ p, (ns − ns−1) < (i − nr−1)}| ,
wi(n) := (2a − c)(nr − nr−1 − 1) + c(N + χ(n, i) − p).

Let a, c be indeterminates and letM (n, a, c) denote theN × N symmetric matrix
[u(i, j)] whose upper-triangular entries are defined by

u(i, j) :=
⎧
⎨

⎩

2a if (i, j) ∈ π(Sr(n)),
0 if (i, j) = (ε + nr−1, ε + ns−1) with r < s,
c otherwise.

5. Let m, n be positive integers such that m ≥ 2. Let a, c be indeterminates. Let
M (m, n, a, c) denote the (mn) × (mn) symmetric matrix [a(i, j)] whose entries
are defined by

a(i, j) :=
⎧
⎨

⎩

2a if l1 = l2 and r1 �= r2,
0 if r1 = r2,
c otherwise,

where l1, l2, r1, r2 are integers such that (i, j) = (l1m + r1, l2m + r2), 0 ≤
l1, l2 ≤ n − 1 and 1 ≤ r1, r2 ≤ m.

Remarks

1. There is an obvious bijective correspondence between functions ε from π[N ] to
N and N × N symmetric matrices [aij] having

aii = 0 for 1 ≤ i ≤ N

given by the prescription

aij = aji = ε(i, j) for 1 ≤ i < j ≤ N .
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2. Given an integer sequence

n : 0 = n0 < n1 < · · · < np = N ,

and integers a, c as in the above definition, M (n, a, c) is realized as a p × p
block-matrix [Mij], where

Mrr = 2aDnr−nr−1 for 1 ≤ r ≤ p

and if 1 ≤ r �= s ≤ p, then

MT
sr = Mrs := cD(nr−nr−1, ns−ns−1).

3. Likewise, M (m, n, a, c) is seen to be an n × n block-matrix [Mij], where

Mrr = 2aDm for 1 ≤ r ≤ n,

and if 1 ≤ r �= s ≤ p, then MT
sr = Mrs := cDm. Some examples follow.

Examples

1. Let N = 4, p = 3 and n := 0 < 1 < 3 < 4. Then M (n, a, c) can be viewed in a
block-format, where the block-sizes are 1 = 1 − 0, 2 = 3 − 1 and 1 = 4 − 3:

M (n, a, c) =

⎡

⎢
⎢
⎣

0 0 c 0
0 0 2a 0
c 2a 0 c
0 0 c 0

⎤

⎥
⎥
⎦ .

Suppose 2a and c are positive integers and view M (n, a, c) as the adjacency-
matrix (or the edge-matrix) of a undirected, loopless multi-graph on 4 vertices
labeled by 1, 2, 3, 4. Then, from vertex 1 there are exactly c edges all of which
terminate in vertex 3, from vertex 2 there are exactly 2a edges all of which
terminate in vertex 3, etc. By changing vertex-label 1 to 2, vertex-label 2 to 3 and
vertex-label 3 to 1, we obtain an isomorphic multi-graph whose adjacency matrix
is in the middle on the right side of the following equation:

M (n, a, c) =

⎡

⎢
⎢
⎣

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

0 c 2a c
c 0 0 0
2a 0 0 0
c 0 0 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

⎤

⎥
⎥
⎦ .
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2. For N = 8 and m = 4, we have

M (4, 2, a, c) :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 2a 2a 2a 0 c c c
2a 0 2a 2a c 0 c c
2a 2a 0 2a c c 0 c
2a 2a 2a 0 c c c 0
0 c c c 0 2a 2a 2a
c 0 c c 2a 0 2a 2a
c c 0 c 2a 2a 0 2a
c c c 0 2a 2a 2a 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Consider the multi-graph on vertices 1, . . . , 8 having adjacency matrix M (4, 2,
a, c). Label vertices 2, 3, 4, 5, 6, 7 as 3, 5, 7, 2, 4, 6 respectively to obtain an
isomorphic multi-graph. Then the adjacency matrix of this later multi-graph is:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 2a c 2a c 2a c
0 0 c 2a c 2a c 2a
2a c 0 0 2a c 2a c
c 2a 0 0 c 2a c 2a
2a c 2a c 0 0 2a c
c 2a c 2a 0 0 c 2a
2a c 2a c 2a c 0 0
c 2a c 2a c 2a 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

It is straightforward to verify that the above matrix is the product

P · M (4, 2, a, c) · PT ,

where P is the 8 × 8 permutation-matrix corresponding to the product of disjoint
cycles: (2 3 5)(4 7 6).

Now we focus our attention on a special type of N × N symmetric matrix with
nonnegative integer entries. Firstly, each of these is expressible as a q × q (q, a
positive integer) block-matrix [Cij], where the size of Crr is mr × mr and the block-
sizes are nondecreasing positive integers, i.e., 1 ≤ mr ≤ mr+1 for 1 ≤ r < q. For
convenience, let m0 = 0. Then, clearly

0 = m0 < m1 ≤ m2 ≤ · · · ≤ mq and
q∑

i=1

mi = N .

Secondly, we require each diagonal block to be a zero matrix, i.e., Crr = 0 for 1 ≤
r ≤ q. Since we consider only the symmetric matrices, Crs = CT

sr for 1 ≤ r ≤ s ≤ q.
Such a matrix is completely determined by the entries in its strict upper-triangle.
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So, as seen in the above definitions, it suffices to consider the function ε : π[N ] → N

corresponding to the matrix. Corresponding to the sequence m : 0 = m0 < m1 ≤
m2 ≤ · · · ≤ mq, define

Ar(m) :=
⎧
⎨

⎩
i +

r−1∑

j=0

mj

∣
∣
∣
∣
∣
∣
1 ≤ i ≤ mr

⎫
⎬

⎭

for 1 ≤ r ≤ q. Then, for 1 ≤ r < s ≤ q, the block Crs (which is a mr × ms matrix)
consists of entries ε(i, j) with (i, j) ∈ Ar(m) × As(m). Also, note that ε(i, j) = 0 for
all (i, j) ∈ π(Ar(m)), 1 ≤ r ≤ q. Now we define a special property which plays a
crucial role in ensuring that SymmN (v(z,π[N ], ε)) is a nonzero polynomial.

Definition Let m be as above and let ε : π[N ] → N be a function. We say ε is
m-excellent provided it satisfies the property (1) below and at least one of the two
properties (2) and (3) that follow.

(1) ε(i, j) = 0 if and only if (i, j) ∈ π(Ar(m)) with 1 ≤ r ≤ q.
(2) For 1 ≤ r < s ≤ q, there is a nonnegative integer b(mr,ms), depending only on

(mr,ms), such that

∑
(i,j)∈Ar(m)×As(m) ε(i, j) = b(mr,ms), and

if mr = ms, then b(mr,ms) is an even integer.

(3) For 1 ≤ r < s ≤ q,

∑
(i,j)∈Ar(m)×As(m) ε(i, j) is an even integer.

Remarks Fix m as above and let excellence mean m-excellence.

1. Property (1) in the definition of excellence is equivalent to the requirement that
Crr = 0 for 1 ≤ r ≤ q and each entry of Crs is positive if 1 ≤ r < s ≤ q.

2. Given a matrix B, let ‖B‖ denote the sum of all entries of B. Then, property (2)
in the definition of excellence can be paraphrased as follows: if matrices Cij and
Crs are of the same size (i.e., if mi = mr and mj = ms), then ‖Cij‖ = ‖Crs‖ and if
Crs is a square matrix (i.e., if mr = ms), then ‖Crs‖ is an even integer.

3. Property (3) in the definition of excellence is satisfied if and only if ‖Crs‖ is an
even integer for all 1 ≤ r ≤ s ≤ q.

4. Note that ifm1 < m2 < · · · < mq, then the property (2) in the definition of excel-
lence always holds (it is vacuously satisfied).

5. It is important to observe that the properties (2) and (3) in the definition of excel-
lence are independent, i.e., while any one of them is satisfied the other may fail
to hold; the following examples illustrate this fact.
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Examples Consider the symmetric matrices M1 and M2 below.

M1 :=

⎡

⎢
⎢
⎣

0 2 1 4
2 0 2 3
1 2 0 0
4 3 0 0

⎤

⎥
⎥
⎦ , M2 :=

⎡

⎢
⎢
⎣

0 2 1 3
2 0 2 4
1 2 0 0
3 4 0 0

⎤

⎥
⎥
⎦ .

Note that we have q = 3, m1 = 1 = m2 and m3 = 2. Let εi : π[4] → N be the func-
tion associated withMi for i = 1, 2. Then, ε1 satisfies properties (1) and (2) but does
not satisfy property (3). On the other hand, ε2 satisfies properties (1) and (3) but does
not satisfy property (2).

Definitions We continue to use the above notation. In particular, letm be the integer
sequence 0 = m0 < m1 ≤ m2 ≤ · · · ≤ mq with m1 + · · · + mq = N .

1. Define
π[m] :=

⋃

1≤r<s≤q

Ar(m) × As(m).

2. For θ ∈ SN and (i, j) ∈ π[N ], let

θ(i, j) :=
{

(θ(i), θ(j)) if θ(i) < θ(j),
(θ(j), θ(i)) if θ(j) < θ(i).

3. For θ ∈ SN and 1 ≤ r ≤ q, let

Br(m, θ) := {i | 1 ≤ i ≤ N and θ(i) ∈ Ar(m)}.

4. For θ ∈ SN , let
R(m, θ) :=

⋃

1≤r≤q

π (Br(m, θ)) .

5. Let G(m) := {
θ ∈ SN

∣
∣ θ(i, j) ∈ π[m] for all (i, j) ∈ π[m]}.

Remarks

1. Note that

π[m] = π[N ] \
q⋃

i=1

π(Ai(m)).

2. The second of the above definitions prescribes an action of SN on π[N ]; hence-
forth, we tacitly identify SN as a subgroup of the group of permutations of π[N ]
via this action.

3. Since Bi(m, θ) = θ−1(Ai(m)), it is evident that Bi(m, θ) has cardinality mi for
1 ≤ i ≤ q and the sets B1(m, θ), . . . ,Bq(m, θ) partition {1, . . . ,N }.
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Example Let N = 4, q = 3, and m : 0 < 1 ≤ 1 < 3. Then, A1(m) = {1}, A2(m) =
{2}, A3(m) = {3, 4} and π[m] = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4)}. Observe that
G(m) consists of 4 permutations: namely, the identity permutation, the transpo-
sitions (1, 2), (3, 4) and their product θ := (1, 2)(3, 4). Consequently, we have
B1(m, θ) = {2} = A2(m),B2(m, θ) = {1} = A1(m) andB3(m, θ) = {3, 4} = A3(m).
Also, R(m, θ) = {(3, 4)}. Now η ∈ S4 \ G(m) if and only if {η(3), η(4)} �= {3, 4} if
and only if R(m, η) �= {(3, 4)} if and only if π ∩ R(m, η) �= ∅.
Lemma 2 We continue to use the above notation. Fix a sequence m as above with
q ≥ 2 and fix a θ ∈ G(m). Then, given r with 1 ≤ r ≤ q, there is a unique integer
r(m, θ) such that the following holds.

(i) We have 1 ≤ r(m, θ) ≤ q and Br(m, θ) = Ar(m,θ)(m). In particular, the
sequence θ(A1(m)), . . . , θ(Aq(m)) is a permutation of A1(m), . . . ,Aq(m).

(ii) For 1 ≤ r < s ≤ q, we have

π[m] ∩ (Ar(m,θ) × As(m,θ)

) �= ∅ if and only if r(m, θ) < s(m, θ).

(iii) For 1 ≤ r ≤ q, we have mr(m,θ) = mr.
(iv) Let θ ∈ SN . Then, π[m] ∩ R(m, θ) = ∅ if and only if θ ∈ G(m).

Proof Since θ ∈ G(m), given an ordered pair (i, j) ∈ π(Ar(m)) with 1 ≤ r ≤ q, it is
clear that there is a unique swith 1 ≤ s ≤ q such that θ(i, j) ∈ π(As(m)). For an swith
1 ≤ s ≤ q, choose i ∈ Br(m, θ) ∩ As(m). Then, for any j ∈ As(m)with j �= i, wemust
have θ(i, j) ∈ π(Ar(m)) and hence j ∈ Br(m, θ). It follows that As(m) ⊆ Br(m, θ).
If 1 ≤ s < p ≤ q are such that As(m) ∪ Ap(m) ⊆ Br(m, θ), then an (i, j) ∈ As(m) ×
Ap(m) is in π whereas θ(i, j) is in π(Ar(m)). But this is impossible since θ ∈ G(m).
Thus we have established assertion (i). Observe that r(m, θ) �= s(m, θ) for 1 ≤ r <

s ≤ q and hence assertion (ii) holds. Since Br(m, θ) has cardinality mr , the equality
Br(m, θ) = Ar(m,θ) established in (i) verifies assertion (iii). To prove (iv), observe
that π[N ] is partitioned by the sets θ−1(π[m]) and R(m, θ). So, π[m] ∩ R(m, θ) = ∅
if and only if π[m] = θ−1(π[m]) if and only if θ ∈ G(m). �

Before proceeding to the general setting, it is helpful to consider a concrete exam-
ple which illustrates the role played by the excellence of ε in ensuring nontriviality
of SymmN (v(z,π[N ], ε)). Let us consider the case of N = 4, q = 3, m1 = 1 = m2

and m3 = 2. Assume ε(i, j) = 0 if and only if (i, j) = (3, 4). So, μ := v(z,π[4], ε)
is given by

μ = (z1 − z2)
ε(1,2)(z1 − z3)

ε(1,3)(z1 − z4)
ε(1,4)(z2 − z3)

ε(2,3)(z2 − z4)
ε(2,4).

To explore whether Symm4(μ) is nonzero, firstly, we substitute z1 = tx1 + t1, z2 =
tx2 + t2, z3 = tx3 + t3, z4 = tx4 + t3 in Symm4(μ), where t, x1, x2, x3, x4 and t1, t2, t3
are new indeterminates. After this substitution, we examine each summand in
Symm4(μ) for divisibility by t. Recall, from the example just prior to Lemma 2,
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that in our case the associated G(m) has only four members: identity, transposi-
tion (1, 2), transposition (3, 4) and θ := (1, 2)(3, 4). Applying each of these to μ
respectively, we obtain μ1 := μ,

μ2 := (z2 − z1)ε(1,2)(z2 − z3)ε(1,3)(z2 − z4)ε(1,4)(z1 − z3)ε(2,3)(z1 − z4)ε(2,4),
μ3 := (z1 − z2)ε(1,2)(z1 − z4)ε(1,3)(z1 − z3)ε(1,4)(z2 − z4)ε(2,3)(z2 − z3)ε(2,4),
μ4 := (z2 − z1)ε(1,2)(z2 − z4)ε(1,3)(z2 − z3)ε(1,4)(z1 − z4)ε(2,3)(z1 − z3)ε(2,4).

Since μi is not a multiple of (z3 − z4), after the aforementioned substitution, μi is
not divisible by t for 1 ≤ i ≤ 4. Moreover, letting t = 0 after the substitution, μ1,
μ2, μ3, μ4 are transformed respectively to ν1, ν2, ν3, ν4, where ν3 = ν1, ν4 = ν2,

ν1 := (t1 − t2)ε(1,2)(t1 − t3)ε(1,3)+ε(1,4)(t2 − t3)ε(2,3)+ε(2,4),

ν2 := (t2 − t1)ε(1,2)(t2 − t3)ε(1,3)+ε(1,4)(t1 − t3)ε(2,3)+ε(2,4).

Observe that ε satisfies the excellence property (2) if and only if ε(1, 2) is even
and ε(1, 3) + ε(1, 4) = ε(2, 3) + ε(2, 4) and in such a case we have ν1 + ν2 + ν3 +
ν4 = 4ν1. On the other hand, ε satisfies the excellence property (3) if and only
if each of ε(1, 2), ε(1, 3) + ε(1, 4), ε(2, 3) + ε(2, 4) is even. Thus excellence of
ε ensures that ν1 + ν2 + ν3 + ν4 �= 0. Next, consider a permutation η ∈ S4 \ G(m).
Then, there is some (i, j) ∈ π[4] such that (i, j) �= (3, 4) and η(i, j) = (3, 4). For this
(i, j), excellence property (1) satisfied by εmakes sure that ε(i, j) �= 0 and so, η(μ) is
divisible by t(x3 − x4). It now follows that after our substitution, Symm4(μ) − 4ν1 is
divisible by t, assuming property (2). Of course, since ν1 is nonzero and independent
of the variable t, our Symm4(μ) must be nonzero to begin with. The same conclusion
is reached if property (3) holds. For treating the case of general N and m, we need
some preparatory definitions and a lemma.

Definitions Let m : 0 < m1 ≤ · · · ≤ mq be as above. Assume q ≥ 2. Let t, t1, . . . ,
tq, x1, . . . , xN be indeterminates. Let x stand for (x1, . . . , xN ), T stand for (t1, . . . , tq)
and let k[t,T , x] stand for k[t, t1, . . . , tq, x1, . . . , xN ].
1. Given f ∈ k[t,T ,X ], by the x-degree (resp. T-degree) of f , we mean the total

degree of f in the indeterminates x1, . . . , xN (resp. t1, . . . , tq).
2. Define φ : k[z] → k[t,T , x] to be the injective k-homomorphism of rings given

by
φ(zi) := txi + tr, if i ∈ Ar(m) with 1 ≤ r ≤ q.

3. For θ ∈ G(m), define Vθ(m, ε) := φ(θ(v(z,π[m], ε))) and let

V (m, ε) :=
∑

θ∈G(m)

Vθ(m, ε).

4. Let d(m) :=∑(i,j)∈π[m] ε(i, j).
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Lemma 3 Fix m : 0 < m1 ≤ · · · ≤ mq as above. Assume q ≥ 2.

(i) Given θ ∈ SN , (i, j) ∈ π[N ] and 1 ≤ r, s ≤ q, we have

φ(zθ(i) − zθ(j)) = t(xθ(i) − xθ(j)) + (tr − ts)

if and only if (θ(i), θ(j)) ∈ Ar(m) × As(m). In particular,

φ(zθ(i) − zθ(j)) = t(xθ(i) − xθ(j)) if and only if (i, j) ∈ R(m, θ).

(ii) Suppose ε is m-excellent and θ ∈ G(m). Let fθ(t,T , x) := Vθ(m, ε). Then,
fθ(0,T , x) �= 0, fθ(0,T , x) is homogeneous in T and the T-degree of fθ(0,T , x)
is d(m).

(iii) Suppose ε is m-excellent. Let f (t,T , x) := V (m, ε). Then, f (0,T , x) �= 0,
f (0,T , x) �= 0 is homogeneous in T of T -degree d(m).

Proof Assertion (i) can be verified in a straightforward manner. We proceed to prove
(ii). For an ordered pair (r, s) with 1 ≤ r, s ≤ q, define

Sθ(m, r, s) := π[m] ∩ (Ar(m,θ) × As(m,θ))

and note that Sθ(m, r, s) = ∅ if s(m, θ) < r(m, θ). It is straightforward to verify that

fθ(0,T , x) =
∏

1≤r<s≤q

⎛

⎝
∏

(i,j)∈Sθ(m,r,s)

(tr − ts)
ε(i,j) ·

∏

(i,j)∈Sθ(m,s,r)

(ts − tr)
ε(i,j)

⎞

⎠ .

Firstly, suppose the m-excellence property (2) holds. Then, for 1 ≤ r < s ≤ q, we
have

∑

(i,j)∈Sθ(m,r,s)

ε(i, j) =
{
0 if s(m, θ) < r(m, θ),
b(mr,ms) if r(m, θ) < s(m, θ).

Further, if 1 ≤ r < s ≤ q are such that s(m, θ) < r(m, θ), then

ms = ms(m,θ) ≤ mr(m,θ) = mr =⇒ ms = ms(m,θ) = mr(m,θ) = mr

and hence (2) assures that b(mr,ms) is even. So, m-excellence property (2) implies

fθ(0,T , x) =
∏

1≤r<s≤q

(tr − ts)
b(mr ,ms).

Secondly, suppose the m-excellence property (3) holds. Then, it allows us to infer
the existence of a nonzero homogeneous (in T ) polynomial gθ ∈ Q[T ] such that
fθ(0,T , x) = g2θ . In either case, note that fθ(0,T , x) is homogeneous in T of T -degree
d(m). So, (ii) holds. Lastly, if ε satisfies m-excellence property (2), then in view of
the above,
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f (0,T , x) = |G(m)| ·
∏

1≤r<s≤q

(tr − ts)
b(mr ,ms)

is indeed a nonzero T -homogeneous polynomial of T -degree d(m). On the other
hand, if ε satisfies m-excellence property (3), then as observed above, we have

f (0,T , x) =
∑

θ∈G(m)

g2θ ,

which is nonzero by (i) of Theorem 7 and obviously it is a T -homogeneous polyno-
mial of T -degree d(m). This proves (iii). �

Now we are ready to state and prove one of our main results. The following
theorem is a slightly stronger version of Theorem 3 of [10] with a more streamlined
proof.

Theorem 8 We continue to employ the above notation. In particular, let m : 0 =
m0 < m1 ≤ · · · ≤ mq be as above. Assume that q ≥ 2.

(i) Suppose ε is excellent. Then,

SymmN (v(z,π[N ], ε)) �= 0.

(ii) Suppose 2a, c, p are positive integers (a is allowed to be a half-integer which
need not be an integer) and n : 0 = n0 < n1 < · · · < np = N is a sequence of
integers such that for each positive integer r,

2 · a · |{i | 1 ≤ i ≤ p, ni − ni−1 = r}| is an even integer.

Let M := M (n, a, c) and W := (w1, . . . , wN ), where wi := wi(n) for 1 ≤ i ≤
N. Then, we have M ∈ E(N , W ) and SymmN (δ(z, M )) �= 0.

Proof Let μ := v(z,π[N ], ε). In view of the excellence property (1) of ε, we have
μ = v(z,π[m], ε). For θ ∈ SN \ G(m), define Uθ(m, ε) := φ(θ(μ)) and let

U (m, ε) :=
∑

θ∈SN \G(m)

Uθ(m, ε).

Then, it is clear that

φ (SymmN (μ)) = V (m, ε) +U (m, ε).

From (iv) of Lemma 2 it follows that for each θ ∈ SN \ G(m), the t-order ofUθ(m, ε)
is positive, i.e., the polynomialUθ(m, ε) is divisible by t in the ring k[t,T , x]. Hence
the t-order of U (m, ε) is also positive. On the other hand, by (iii) of Lemma 3, the
t-order of V (m, ε) is 0, i.e., the polynomial V (m, ε) is not divisible by t in the ring
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k[t,T , x]. Consequently, φ (SymmN (μ)) �= 0. But then, SymmN (μ)must be nonzero.
Thus assertion (i) holds.

Now let n and M be as in (ii). It is straightforward to verify that M belongs to
E(N ,W ). Next, let q := max {ni − ni−1 | 1 ≤ i ≤ p} and for 1 ≤ r ≤ q, let

�(r) := {1 ≤ i ≤ p | (ni − ni−1) ≥ r} and Jr := { r + ni−1 | i ∈ �(r)} .

Let γ(r) denote the cardinality of �(r). Obviously, Jr has cardinality γ(r) ≥ 1 for
1 ≤ r ≤ q, and the sets J1, . . . , Jq form a partition of {1, . . . ,N }. Let e(i, j) denote
the (i, j)th entry of M . Then e(i, j) = 0 if and only if (i, j) ∈ Jr × Jr for some r
with 1 ≤ r ≤ q. Also, e(i, j) = 2a if and only if (i, j) ∈ Jr × Js, for some (r, s) with
(i − r) = (j − s) and 1 ≤ r �= s ≤ q. Moreover, it can be easily verified that

∑

(i,j)∈Jr×Js

e(i, j) = cγ(r)γ(s) + (2a − c) · min {γ(r), γ(s)}.

Suppose τ is a permutation of {1, . . . , q} such that γ(τ (i)) ≤ γ(τ (j)) for 1 ≤ i <

j ≤ q. Define m : 0 = m0 < m1 ≤ · · · ≤ mq by setting mi := γ(τ (i)) for 1 ≤ i ≤
q. Then clearly m1 + m2 + · · · + mq = N . Observe that by hypothesis, 2amr is an
even integer for 1 ≤ r ≤ q. Since Jτ (1), Jτ (2), . . . , Jτ (q) clearly form a partition of
{1, 2, . . . ,N }, there exists θ ∈ SN such that

Ar(m) :=
{
θ(i)

∣
∣
∣ i ∈ Jτ (r)

}
=
⎧
⎨

⎩
i +

r−1∑

j=0

mj

∣
∣
∣
∣
∣
∣
1 ≤ i ≤ mr

⎫
⎬

⎭
.

Fix such a permutation θ. Observe that q = 1 if and only if N = p if and only
if M = 0. Since SymmN (δ(z, 0)) = N ! �= 0, we henceforth assume q ≥ 2. Define
ε : π[N ] → N by

ε(i, j) := e(θ−1(i), θ−1(j)) for (i, j) ∈ π[N ].

Then, ε(i, j) = 0 if and only if (i, j) ∈ π(Ar(m)) for 1 ≤ r ≤ q, i.e., ε satisfies the
m-excellence property (1). Moreover, we have

θ(δ(z,M )) =
∏

(i,j)∈π[N ]
(zθ(i) − zθ(j))

e(i,j) = ±
∏

(i,j)∈π[N ]
(zi − zj)

ε(i,j).

Now for 1 ≤ r < s ≤ q, we have

∑

(i,j)∈Ar(m)×As(m)

ε(i, j) =
∑

(i,j)∈Jτ (r)×Jτ (s)

e(i, j)

and hence letting b(mr,ms) := cmrms + (2a − c)mr , it follows that
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∑

(i,j)∈Ar(m)×As(m)

ε(i, j) = b(mr,ms).

Furthermore, (mr, mr) = cmr(mr − 1) + 2amr is clearly an even integer. Thus ε is
m-excellent. As already observed,

SymmN (δ(z,M )) = SymmN (θ(δ(z,M )) = ± SymmN (v(z,π[N ], ε)).

Since SymmN (v(z,π[N ], ε)) �= 0 by assertion (i), assertion (ii) holds. �

Corollary Let m, n be positive integers such that m ≥ 2 and N = mn. For 1 ≤ r <

s ≤ m, define

T (r, s) := {{l1m + r, l2m + s} | 0 ≤ l1, l2 ≤ n − 1}.

As declared before, we identify T (r, s) as a subset of π[N ].
(i) Let α : π[N ] → N be a function such that

α(i, j) = 0 if and only if i ≡ j modm,

and for 1 ≤ r < s ≤ m,

∑

(i,j)∈T (r,s)

α(i, j) is an even integer.

Then, we have
SymmN (v(z,π[N ],α)) �= 0.

(ii) Let 2a, c be positive integers with 2an even. Then,

M := M (m, n, a, c) ∈ E(N , (2a + cn − c)(m − 1))

and SymmN (δ(z,M )) �= 0.

Proof For the proof of (i), the reader is referred to (i) of the Corollary to Theorem 3
of [10]. Since the hypothesis of (ii) differs from the hypothesis of (ii) of the Corollary
to Theorem 3 of [10], we proceed to prove (ii). Let M be as in (ii). Define

n := 0 < m < 2m < · · · < im < · · · < nm = N .

Now it is straightforward to verify that M = M (n, a, c). Either using the block-
format description ofM (m, n, a, c) presented in the remarks following the definition
of M (m, n, a, c), or by (ii) of Theorem 8, we see that M is in E(N , (2a + cn −
c)(m − 1)). Given an integer r, the set {i | 1 ≤ i ≤ n, im − (i − 1)m = r} is empty
if r �= m and {1, 2, . . . , n} if r = m. Since 0 = 2a|∅| is of course an even integer
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and 2an is assumed to be an even integer, the hypotheses of (ii) of Theorem 8 are
satisfied. So, assertion (ii) follows from (ii) of Theorem 8. Alternatively, (ii) can be
derived from (i) (the details are left to the reader). �

Examples Consider the 6 × 6 block-matrices

E1 :=
⎡

⎣
0 C1

CT
1 0

⎤

⎦ and E2 :=
⎡

⎣
0 C2

CT
2 0

⎤

⎦ ,

where

C1 :=
⎡

⎣
3 3 3
3 4 3
3 3 4

⎤

⎦ and C2 :=
⎡

⎣
3 3 3
3 3 4
3 3 4

⎤

⎦ .

Then, brute force computation shows that

Symm6(δ(z,E1)) = 0 and Symm6(δ(z,E2)) �= 0.

Any satisfactory generalization of Theorem 8 should be able to differentiate between
E1 and E2.

As before, let us consider an N × N symmetric matrix with nonnegative integer
entrieswhich is expressible as a q × q (q, a positive integer) block-matrix [Cij], where
the size of Crr is mr × mr and the block-sizes are nondecreasing positive integers,
i.e., 1 ≤ mr ≤ mr+1 for 1 ≤ r < q. Let ε : π[N ] → N be the function associatedwith
[Cij] and let m : 0 = m0 < m1 ≤ · · · ≤ mq. Let A1(m), . . . ,Aq(m) and π[m] be the
sets as above. Of course, each diagonal blockCrr is itself symmetric. Henceforth, we
assume that the diagonal entries of each Crr are all 0. Clearly, each Crr is determined
by the restriction of ε to π(Ar(m)). Let Gr(m) be the group of permutations of the
set Ar(m). Then, we have the following nonvanishing theorem (see [11]). Since this
theorem is used (in an essential way) only in the proof of assertion (iv) of Theorem
12, we have chosen to present an example instead of a formal proof.

Theorem 9 Let the notation be as above. Assume that the following holds.

(i) m1 < m2 < · · · < mq.
(ii) For 1 ≤ r ≤ q, we have

∑

θ∈Gr(m)

θ(v(z,π(Ar(m)), ε)) �= 0.

(iii) For 1 ≤ r ≤ q,

max {ε(i, j) | (i, j) ∈ π(Ar(m))} < min {ε(i, j) | (i, j) ∈ π[m]} .

Then, SymmN (v(z,π[N ], ε)) �= 0.
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Example Let N = 3 and m : 0 < 1 < 2. In this case q = 2, A1(m) = {1} and
A2(m) = {2, 3}. Clearly, π(A1(m)) = ∅, π(A2(m)) = {(2, 3)}, G1(m) has only the
identity permutation and G2(m) consists of the identity permutation together with
the transposition (2, 3). Let μ := v(z,π[3], ε). Then,

μ = (z1 − z2)
ε(1,2)(z1 − z3)

ε(1,3)(z2 − z3)
ε(2,3).

Letμr := v(z,π(Ar(m), ε) for r = 1, 2. Since an empty product is 1,we haveμ1 = 1.
Of course, μ2 = (z2 − z3)ε(2,3). The G1(m)-symmetrization of μ1 is 1 (whence
nonzero). The G2(m)-symmetrization of μ2 is the polynomial (z2 − z3)ε(2,3) + (z3 −
z2)ε(2,3), which is nonzero if and only if ε(2, 3) is an even integer. Henceforth, ε(2, 3)
is tacitly assumed to be an even integer. Note that π[m] = {(1, 2), (1, 3)}. Conse-
quently, G(m) = G2(m). It is more fruitful to regard G(m) as the internal direct
product of its subgroups G1(m) and G2(m). Consider θ ∈ S3 and then substitute
z1 = tx1 + t1, z2 = tx2 + t2, z3 = tx3 + t2 in θ(μ). Firstly, suppose θ ∈ G(m). Then,
the substituted θ(μ) is one of the following two polynomials:

tε(2,3)(x2 − x3)ε(2,3)[t(x1 − x2) + (t1 − t2)]ε(1,2)[t(x1 − x3) + (t1 − t2)]ε(1,3),
tε(2,3)(x3 − x2)ε(2,3)[t(x1 − x3) + (t1 − t2)]ε(1,2)[t(x1 − x2) + (t1 − t2)]ε(1,3).

Denote these by α1, α2 respectively. Let α be defined by: α1 + α2 = tε(2,3) · α.
Then, substituting t = 0 in α yields

(t1 − t2)
ε(1,2)+ε(1,3) · [(x2 − x3)

ε(2,3) + (x3 − x2)
ε(2,3)

]
.

Nonzero-ness of the above polynomial, which is equivalent to nonzero-ness of the
G2(m)-symmetrization of μ2, allows us to infer that the t-order of α1 + α2 is ε(2, 3).
Next, suppose θ ∈ S3 \ G(m). Then, the substituted θ(μ) is one of

tε(1,3)(x2 − x3)ε(1,3)[t(x2 − x1) + (t2 − t1)]ε(1,2)[t(x1 − x3) + (t1 − t2)]ε(2,3),
tε(1,2)(x3 − x2)ε(1,2)[t(x3 − x1) + (t2 − t1)]ε(1,3)[t(x2 − x1) + (t2 − t1)]ε(2,3),
tε(1,2)(x2 − x3)ε(1,2)[t(x2 − x1) + (t2 − t1)]ε(1,3)[t(x3 − x1) + (t2 − t1)]ε(2,3),
tε(1,3)(x3 − x2)ε(1,3)[t(x3 − x1) + (t2 − t1)]ε(1,2)[t(x1 − x2) + (t1 − t2)]ε(2,3).

Name these polynomials β1, β2, β3, β4 respectively. Then, observe that the t-order
of β1 + β2 + β3 + β4 is at least min{ε(1, 2), ε(1, 3)}. At this point, the hypothe-
sis (iii) of Theorem 9 ensures that ε(2, 3) < min{ε(1, 2), ε(1, 3)}, i.e., the sum
α1 + α2 + β1 + β2 + β3 + β4 has t-order ε(2, 3). Thus, Symm3(μ) has to be a
nonzero polynomial. Importantly, we observe that Theorem 9 does offer something
different from Theorem 8 even in this case of N = 3. Suppose each of ε(1, 3),
ε(2, 3) is a strictly positive even integer, ε(1, 2) is a strictly positive odd integer
and ε(1, 2) > ε(2, 3) as well as ε(1, 3) > ε(2, 3). We have only two choices for
blocking-sequences: either 0 < 1 < 2 or 0 < 1 ≤ 1 ≤ 1. Note that in neither case
the excellence properties are satisfied by our ε.
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So far, we have focused our attention on symmetrizations of
∏

(zi − zj)ε(i,j), where
the exponents ε(i, j) were assumed to be nonnegative integers. In the following two
theorems, we prove nonvanishing of the symmetrizations of products of the form∏

(zi − zj)ε(i,j), where each ε(i, j) is a nonpositive integer and the function ε satisfies
certain other conditions. These theorems provide us tools for constructing semi-
invariants of the kind that can not be readily constructed using Theorems 7–9. As to
be expected, we need some new definitions, terminology and notation.

Definitions Let m, n be positive integers and let A := [a(i, j)] be an m × n matrix
with nonnegative integer entries. Let T1, . . . ,Tm be indeterminates and let T stand
for (T1, . . . ,Tm).

1. By max(A), we mean max{a(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
2. For 1 ≤ r ≤ m, define

co(r,A) := {j | 1 ≤ j ≤ n and a(r, j) = max(A)}

and let |co(r,A)| denote the cardinality of co(r,A). Let

co(A) :=
m⋃

r=1

co(r,A).

3. For 1 ≤ r ≤ m, define

sp(r,A) := {j | 1 ≤ j ≤ n and a(r, j) �= 0}

and let |sp(r,A)| denote the cardinality of sp(r,A). Let

sp(A) :=
m⋃

r=1

sp(r,A).

4. For 1 ≤ r ≤ m, define

b(r,A) :=
∑

j∈sp(r,A)\co(A)

a(r, j).

5. For 1 ≤ r < s ≤ m, define

ν(r, s,A) :=
∑

j∈co(s,A)

a(r, j) +
∑

j∈co(r,A)

a(s, j).

6. Define

pol(A,T ) :=
m∏

r=1

Tb(r,A)
r

∏

1≤r<s≤m

(Tr − Ts)
ν(r,s,A).
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7. As usual, let Sm denote the permutation group of {1, . . . ,m}. Given a polynomial
f (T1, . . . ,Tm) ∈ Q[T1, . . . ,Tm] and a permutation θ ∈ Sm, by θ(f (T )), we mean
the polynomial f (Tθ(1), . . . ,Tθ(m)). Define

grp(A) := {θ ∈ Sm | |co(r,A)| = |co(θ(r),A)| for 1 ≤ r ≤ m}

and set
rat(A,T ) := {θ(pol(A,T ))−1 | θ ∈ grp(A)}.

8. For an r × s matrix A := [aij], define the norm of A to be

‖A‖ :=
s∑

j=1

r∑

i=1

aij.

Example Explicitly, let us consider the 3 × 5 matrix

A :=
⎡

⎣
0 2 1 0 2
2 1 0 2 1
1 0 2 1 0

⎤

⎦ .

Then, sincemax(A) stands for the greatest entry of A, we havemax(A) = 2. Observe
that

co(1,A) = {2, 5}, co(2,A) = {1, 4} co(3,A) = {3}

and hence co(A) = {1, 2, 3, 4, 5}. By its very definition, grp(A) consists of the per-
mutations of the rows of A that respect the cardinalities of the sets co(1,A), co(2,A),
and co(3,A). Obviously, each permutation in grp(A) must fix 3 and leave the set
{1, 2} invariant. Thus

grp(A) = {id , τ } < S3,

where id is the identity permutation and τ is the transposition (1, 2). Since sp(r,A) ⊂
{1, 2, 3, 4, 5}, the quantity b(r,A) is an empty sum for r = 1, 2, 3. So, b(r,A) = 0
for r = 1, 2, 3. Note that

ν(1, 2,A) = a(1, 1) + a(1, 4) + a(2, 2) + a(2, 5) = 2,
ν(1, 3,A) = a(1, 3) + a(3, 2) + a(3, 5) = 1,
ν(2, 3,A) = a(2, 3) + a(3, 1) + a(3, 4) = 2.

Now, by its definition, the polynomial pol(A,T ) associated with A is given by

pol(A,T ) = (T1 − T2)
2(T1 − T3)(T2 − T3)

2.
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The set rat(A,T ) consists of reciprocals of pol(A,Tθ(1),Tθ(2),Tθ(3)) as θ ranges over
the permutations in grp(A). Thus rat(A,T ) is the set

{
1

(T1 − T2)2(T1 − T3)(T2 − T3)2
,

1

(T2 − T1)2(T2 − T3)(T1 − T3)2

}

.

The above introduced definitions and terminology equip us to define a criterion
which plays a key role in the formulation as well as the proof of the following
Theorem 10.

Definition Suppose m, n are positive integers and A := [a(i, j)] is an m × n matrix,
where each entry a(i, j) is a nonnegative integer. Then, A is said to be admissible if
the following three requirements are satisfied.

(1) co(r,A) �= ∅ for 1 ≤ r ≤ m and

co(r,A) ∩ co(s,A) = ∅ for 1 ≤ r < s ≤ m.

In other words, at least one entry in each row of A equals max(A) and each
column of A has at most one (possibly none) entry equal to max(A).

(2) rat(A,T ) is a Q-linearly independent set of rational functions.
(3) For each pair (M , r), such that M is a p × q submatrix of A with p, q ≥ 2 and

p + q − 1 = |co(r,A)|, we have ‖M ‖ < (p + q − 1)max(A).

Remarks

1. Let A be an m × n matrix with nonnegative integer entries. If m = 1, then it is
easy to verify that A is admissible. On the other hand, if m ≥ n + 1, then either
some row of A does not have max(A) as an entry or max(A) occurs in at least
two distinct rows of some column of A; in either case, A is not admissible. Note
that the admissibility condition is not symmetric in rows and columns; in fact,
even when m = n, admissibility of A need not guarantee admissibility of AT (an
explicit example is left to the reader to construct).

2. Let A be an m × n matrix with nonnegative integer entries such that A satisfies
the requirement (1) in the definition of admissibility. Now if |co(r,A)| ≤ 2 for
1 ≤ r ≤ m, then the requirement (3) holds vacuously (p + q − 1 ≥ 3 implies
p + q − 1 �= |co(r,A)| for all r).

3. LetA be anm × nmatrix with nonnegative integer entries satisfying requirements
(1) and (3) in the definition of admissibility. If |co(r,A)| �= |co(s,A)| for 1 ≤ r <

s ≤ m, then grp(A) is the trivial group and hence rat(A,T ) contains only one
nonzero rational function. It follows that rat(A,T ) isQ-linearly independent and
thus A is admissible.

4. LetA be anm × nmatrix with nonnegative integer entries satisfying requirements
(1) and (3) in the definition of admissibility. If pol(A,T ) is fixed by each permu-
tation of grp(A), then rat(A,T ) contains only one nonzero rational function and
hence A is admissible.
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5. Let A be an m × n matrix with nonnegative integer entries satisfying require-
ments (1) and (3) in the definition of admissibility and such that grp(A) = {id , θ}
with θ �= id . In this case, observe that A fails to be admissible if and only if
θ(pol(A,T )) = (−1) · pol(A,T ).

6. LetA be anm × nmatrix with nonnegative integer entries satisfying requirements
(1) and (3) in the definition of admissibility and such that ν(r, s,A) = 0 for 1 ≤
r < s ≤ m. Then, pol(A,T ) is the power-product Tb(1,A)

1 · · · Tb(m,A)
m . Since any

subset of power-products of indeterminates T1, . . . ,Tm isQ-linearly independent,
rat(A,T ) is Q-linearly independent. Thus A is admissible.

Examples

1. Let A be the 3 × 5matrix in the example just above the definition of admissibility.
Then, it is clear thatA satisfies the requirement (1) of admissibility. Since rat(A,T )

is the set
{

1

(T1 − T2)2(T1 − T3)(T2 − T3)2
,

1

(T2 − T1)2(T2 − T3)(T1 − T3)2

}

and (T1 − T3), (T2 − T3) are readily seen to beQ-linearly independent, rat(A,T )

isQ-linearly independent. Since |co(r,A)| ≤ 2 for r = 1, 2, 3, the requirement (3)
in the definition of admissibility is vacuously satisfied. Therefore,A is admissible.

2. Consider the 3 × 3 matrix

A :=
⎡

⎣
2 1 1
0 2 1
0 0 2

⎤

⎦ .

Clearly, max(A) = 2, co(1,A) = {1}, co(2,A) = {2} and co(3,A) = {3}. Hence
co(A) = {1, 2, 3} and grp(A) = S3. As in the above example, we have b(r,A) = 0
(an empty sum) for r = 1, 2, 3. Next, observe that

ν(1, 2,A) = a(1, 2) + a(2, 1) = 1,
ν(1, 3,A) = a(1, 3) + a(3, 1) = 1,
ν(2, 3,A) = a(2, 3) + a(3, 2) = 1.

Hence pol(A,T ) = (T1 − T2)(T1 − T3)(T2 − T3). It follows that

rat(A,T ) =
{

1

pol(A,T )
,

−1

pol(A,T )

}

.

Obviously, rat(A,T ) is a Q-linearly dependent set. So, A is not admissible.
3. Supposem, n, d are positive integers and some nonempty sets C1, . . . ,Cm form a

partitionof {1, . . . , n}. LetA := [a(i, j)]be anm × nmatrixwith eacha(i, j)being
a nonnegative integer such that a(i, j) = 0 if j ∈ {1, . . . , n} \ Ci for 1 ≤ i ≤ m and
the maximum of the set {a(i, j) | j ∈ Ci} is d . Then max(A) = d and we have
∅ �= co(r,A) ⊆ Cr for 1 ≤ r ≤ m. In particular, co(r,A) ∩ co(s,A) = ∅ for 1 ≤
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r < s ≤ m. Note that ν(r, s,A) = 0 for 1 ≤ r < s ≤ m and hence (as remarked
above) rat(A,T ) is aQ-linearly independent set. To verify the condition (3) in the
definition of admissibility, supposeM is a p × q submatrix of A such that p ≥ 2,
q ≥ 2 and suppose r is a positive integer ≤ m with p + q − 1 = |co(r,A)|. Since
each column of our matrix A contains at most one nonzero entry, each column of
M contains at most one nonzero entry. Furthermore, since each nonzero entry of
A is at most d , each nonzero entry ofM is at most d . Consequently, ‖M ‖ ≤ qd .
Now p ≥ 2 implies qd < (p + q − 1)d . Thus A is indeed admissible.

Definitions Let m, N be integers with 1 ≤ m ≤ N − 2. Let t, y, T1, . . . ,Tm and
x1, . . . , xN and z1, . . . , zN be indeterminates and let x stand for (x1, . . . , xN ), T stand
for (T1, . . . ,Tm) and z stand for (z1, . . . , zN ).

1. Let A := [a(i, j)] be an m × (N − m) matrix with nonnegative integer entries
a(i, j).

2. Let E(A) ∈ E(N ) be the matrix given in block-form by

E(A) :=
⎡

⎣
0 A

AT 0

⎤

⎦ .

3. For 1 ≤ r ≤ m, let

C(r,A) := {r} ∪ {m + j | j ∈ co(r,A)} and
J (r,A) := {r} ∪ {m + j | j ∈ sp(r,A)}.

4. Define
C(A) := C(1,A) ∪ · · · · · · ∪ C(m,A) and
J (A) := J (1,A) ∪ · · · · · · ∪ J (m,A).

5. For θ ∈ SN , let

Cθ(A) := {θ(C(1,A)), . . . . . . , θ(C(m,A))}.

6. Let ψ : k[z] → k[t, y,T , x, z] be the k-homomorphism of rings such that for
1 ≤ i ≤ N ,

ψ(zi) :=
⎧
⎨

⎩

txi + Tr if i ∈ C(r,A) with 1 ≤ r ≤ m,

yxi if i ∈ J (A) \ C(A),

zi otherwise.

7. Let id ∈ SN denote the identity permutation of {1, . . . ,N }. Define

G(A) := {
θ ∈ SN

∣
∣ θ(J (A)) = J (A)

}
,

H (A) := {
θ ∈ G(A)

∣
∣ Cθ(A) = Cid (A)

}
.
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8. A permutation τ of {1, . . . ,m} is said to be induced by θ ∈ SN provided we have
θ(C(r,A)) = C(τ (r),A) for 1 ≤ r ≤ m.

Lemma 4 Let the notation be as above. Suppose co(r,A) �= ∅ for 1 ≤ r ≤ m and

co(r,A) ∩ co(s,A) = ∅ for 1 ≤ r < s ≤ m.

Then, the following holds.

(i) C(r,A) ∩ C(s,A) = ∅ for 1 ≤ r < s ≤ m.
(ii) ψ is a well-defined injective homomorphism of rings.
(iii) An element θ ∈ H (A) induces a unique permutation τ of {1, . . . ,m}; further-

more, τ ∈ grp(A).
(iv) The z-degree of ψ(θ(δ(z,E(A))) is ≥ 1 if and only if θ ∈ SN \ G(A).

Proof Assertion (i) follows from the hypothesis. In view of (i), the map ψ is at once
seen to be well-defined. Obviously, ψ is an injective k-homomorphism of rings as
asserted in (ii). To prove (iii), fix θ ∈ H (A). By the very definition of H (A), θ deter-
mines a unique permutation τ of {1, . . . ,m} such that θ(C(r,A)) = C(τ (r),A) for
1 ≤ r ≤ m. In particular, |C(r,A)| = |C(τ (r),A)| for 1 ≤ r ≤ m. Now |C(r,A)| =
1 + |co(r,A)| for 1 ≤ r ≤ m and hence |co(r,A)| = |co(τ (r),A)| for 1 ≤ r ≤ m,
i.e., τ ∈ grp(A).

Lastly, we prove (iv). Define μ(z) := δ(z,E(A)). Given θ ∈ G(A), 1 ≤ i ≤ m and
j ∈ J (A) \ {1, . . . ,m}, observe that ψ(zθ(i) − zθ(j)) =

⎧
⎪⎪⎨

⎪⎪⎩

t(xθ(i) − xθ(j)) + Tr − Ts if θ(i) ∈ C(r,A) and θ(j) ∈ C(s,A),

txθ(i) + Tr − yxθ(j) if θ(i) ∈ C(r,A) and θ(j) ∈ J (A) \ C(A),

yxθ(i) − txθ(j) − Tr if θ(i) ∈ J (A) \ C(A) and θ(j) ∈ C(r,A),

yxθ(i) − yxθ(j) if θ(i) ∈ J (A) \ C(A) and θ(j) ∈ J (A) \ C(A).

Thus for θ ∈ G(A), the (total) z-degree of ψ(θ(μ(z))) is 0. Suppose θ ∈ SN \ G(A)

and fix s ∈ J (A) such that θ(s) is not in J (A). If 1 ≤ s ≤ m, then for any j ∈ sp(s,A),
the z-degree of ψ(zθ(s) − zθ(m+j)) is 1. Also, if m < s, then for an r ∈ {1, . . . ,m}
such that s ∈ J (r,A), the z-degree of ψ(zθ(r) − zθ(s)) is 1. Therefore, the z-degree of
ψ(θ(μ(z))) is ≥1 if and only if θ ∈ SN \ G(A). �

Remark In view of (ii) of the above lemma, ψ naturally extends to an injective
k-homomorphism k(z) → k(t, y,T , x, z) of fields. For economy of notation, this
field-homomorphism is also denoted by ψ.

Definitions We continue to use the above notation. Recall that A := [aij] is an m ×
(N − m) matrix with nonnegative integer entries a(i, j).

1. For 1 ≤ r ≤ m, define

α(r,A) :=
∏

j∈co(r,A)

(zr − zm+j) and β(r,A) :=
∏

j∈Jr(A)\C(A)

(zr − zj)
a(r,j).
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2. For 1 ≤ r < s ≤ m, define

ϒ(r, s,A) :=
∏

j∈co(s,A)

(zr − zm+j)
a(r,j)

∏

j∈co(r,A)

(zs − zm+j)
a(s,j).

3. Let
h(A) := ∑

θ∈H (A)
1

θ(δ(z,E(A)))
.

Lemma 5 Let the notation be as above. Assume that A satisfies the admissibility
requirements (1) and (2). Then the t-order of ψ(h(A)) is −2a|co(A)|.
Proof Let μ(z) := δ(z,E(A)) and let ε(i, j) denote the (i, j)th entry of E(A). Then

μ(z) :=
∏

(i,j)∈π[N ]
(zi − zj)

ε(i,j).

Clearly, μ(z) ∈ Q[z] and

μ(z) =
(

m∏

r=1

α(r,A)2aβ(r,A)

)
∏

1≤r<s≤m

ϒ(r, s,A).

Define g ∈ Q[x] by setting

g(x1, . . . , xN ) :=
m∏

r=1

∏

j∈co(r,A)

(xr − xm+j).

For θ ∈ SN , define θ(g(x)) to be the polynomial g(xθ(1), . . . , xθ(N )).
For θ ∈ G(A), let Qθ(t, y,T , x) := ψ(θ(μ(z))) and let

Pθ(t, y,T , x) :=
m∏

r=1

ψ(θ(β(r,A)))
∏

1≤r<s≤m

ψ(θ(ϒ(r, s,A))).

Then, we have

Qθ(t, y,T , x) = Pθ(t, y,T , x)
m∏

r=1

ψ(θ(α(r,A)))2a.

As before, let id denote the identity permutation. Then, set b := |co(A)| and observe
that

Qid (t, y,T , x) = t2ab g(x)2a Pid (t, y,T , x)

and Pid (0, 0,T , x) = c · pol(A,T ), where c ∈ {−1, 1}. Moreover, if θ ∈ H (A) and
τ ∈ grp(A) denotes the permutation induced by θ, then
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Qθ(t, y,T , x) = t2ab θ(g(x))2a Pθ(t, y,T , x)

and Pθ(0, 0,T , x) := c · τ (pol(A,T )). Most importantly, note that c is nonzero and
independent of the choice of θ. It is straightforward to verify that

t2abψ(h(A)) :=
∑

θ∈H (A)

t2ab

Qθ(t, y,T , x)
=

∑

θ∈H (A)

1

θ(g(x))2a Pθ(t, y,T , x)
.

Each summand of the sum on the extreme right is well defined at t = y = 0. Now
for f ∈ rat(A,T ), let

Hf (A) :=
{

θ ∈ H (A)

∣
∣
∣
∣ f = 1

θ∗(pol(A,T ))

}

,

where θ∗ ∈ grp(A) denotes the permutation induced by θ. Evaluation of t2abψ(h(A))

at t = y = 0 yields

(∗) c ·
∑

f ∈ rat(A,T )

⎛

⎝
∑

θ∈Hf (A)

f

θ(g(x))2a

⎞

⎠ .

By (i) of Theorem 7, the inner sum is nonzero provided it is a nonempty sum. In
particular, this inner sum is nonzero when f = 1/pol(A,T ) (since in that case id is in
Hf (A)). By hypothesis, A satisfies the admissibility condition (2) and thus rat(A,T )

is aQ-linearly independent subset ofQ(T ). Hence, rat(A,T ) is also a Q(x)-linearly
independent subset of Q(T , x). So, the t-order of t2abψ(h(A)) is 0. It follows that
ψ(h(A)) has t-order −2ab = −2a|co(A)|. �

Definitions We continue to use the notation introduced above. Recall that A := [aij]
is an m × (N − m) matrix with nonnegative integer entries a(i, j).

1. For θ ∈ SN and 1 ≤ r ≤ m, define

Rr(θ,A) := {
i
∣
∣ 1 ≤ i ≤ m and θ(i) ∈ C(r,A)

}
,

Kr(θ,A)) := {
i
∣
∣m + 1 ≤ i ≤ N and θ(i) ∈ C(r,A)

}
.

2. Let
h∗(A) := ∑

θ∈G(A)\H (A)
1

θ(δ(z,E(A)))
.

Lemma 6 Let the notation be as above. Assume that A satisfies the admissibil-
ity requirements (1) and (3). Then the t-order of ψ(h∗(A)) is strictly greater than
−2a|co(A)|.
Proof Let μ(z) := δ(z,E(A)) and let ε(i, j) denote the (i, j)th entry of E(A). Then,
for (i, j) ∈ π[N ], we have
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ε(i, j) =
⎧
⎨

⎩

a(i, j − m) if 1 ≤ i ≤ m and m + 1 ≤ j ≤ N ,

0 otherwise.

Now fix a permutation θ ∈ G(A) such that θ is not in H (A). Observe that for 1 ≤
r ≤ m, the sets Rr(θ,A) and Kr(θ,A) partition θ−1 (C(r,A)). In particular,

|Rr(θ,A)| + |Kr(θ,A)| = 1 + |co(r,A)|.

Also, note that
θ(μ(z)) = ±

∏

(i,j)∈π[N ]
(zi − zj)

ε(θ−1(i), θ−1(j)).

For (i, j) ∈ π[N ], it is straightforward to verify that the t-order ofψ(zi − zj) is positive
if and only if (i, j) is in π (C(r,A)) for some 1 ≤ r ≤ m. Hence, the t-order of
ψ(θ(μ(z))) is

m∑

r=1

∑

(i,j)∈π(C(r,A))

ε(θ−1(i), θ−1(j)) =
m∑

r=1

∑

(i,j)∈π(θ−1(C(r,A)))

ε(i, j).

Moreover, by focusing on the nonzero summands of the sum on the extreme right
above, we infer that

∑

(i,j)∈π(θ−1(C(r,A)))

ε(i, j) =
∑

(i,j)∈Rr(θ,A)×Kr(θ,A)

a(i, j − m).

For 1 ≤ r ≤ m, lettingMr(θ) denote the (possibly empty) submatrix of A determined
by the row-set Rr(θ,A) and the column-set Kr(θ,A), we clearly have

‖Mr(θ)‖ =
∑

(i,j)∈Rr(θ,A)×Kr(θ,A)

a(i, j − m).

From the above observations, it is evident that

the t-order of ψ(θ(μ(z))) = ‖M1(θ)‖ + · · · + ‖Mm(θ)‖.

If for some r, the corresponding Mr(θ) is empty, then ‖Mr(θ)‖ = 0. If for some
r, the corresponding Mr(θ) has only one row, then ‖Mr(θ)‖ ≤ 2a|co(r,A)|. If for
some r, the correspondingMr(θ) has a single column and at least two rows, then the
admissibility-condition (1) implies that ‖Mr(θ)‖ < 2a|co(r,A)|. If for some r, the
correspondingMr(θ) has two or more rows as well as two or more columns, then the
admissibility-condition (3) guarantees that ‖Mr(θ)‖ < 2a|co(r,A)|. Consequently,
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(∗∗) the t-order of ψ(θ(μ(z))) =
m∑

r=1

‖Mr(θ)‖ ≤ 2a|co(r,A)|.

Furthermore, in view of the admissibility-condition (1) satisfied by A, the ≤ of (∗∗)

is actually = only whenMr(θ) is a row-matrix with each entry equal to 2a for each r
with 1 ≤ r ≤ m, i.e., only when there is a permutation τ of {1, . . . ,m} such that for
1 ≤ r ≤ m,

Rr(θ,A) = {τ (r)} and θ−1 (C(r,A)) ⊆ C(τ (r),A).

Since (by our choice) θ is not inH (A) andH (A) is a subgroup of SN , the permutation
θ−1 is not in H (A). Hence (∗∗) must be a strict inequality. Thus we have proved that
for each θ ∈ G(A) \ H (A), the polynomial ψ(θ(μ(z))) has t-order strictly less than
2a|co(A)|, i.e., the rational function 1/ψ(θ(μ(z))) has t-order strictly greater than
−2a|co(A)|. But then, the t-order of the rational function ψ(h∗(A)) is also strictly
greater than −2a|co(A)|. �

Thanks to the above definitions and lemmas, we can now state and prove an
important nonvanishing theorem (see Theorem 3 of [12]).

Theorem 10 As before, k is a field containing Q, z1, . . . , zN are indeterminates
and z stands for (z1, . . . , zN ). Let m, N be integers such that 1 ≤ m ≤ N − 2. Let
A := [a(i, j)] be an m × (N − m) matrix with nonnegative integer entries a(i, j).
Assume that

(i) max(A) = 2a, where a is a positive integer, and
(ii) A is admissible.

Then, SymmN

(
1

δ(z,E(A))

)
�= 0.

Proof Let μ(z) := δ(z,E(A)). We continue to use the notation introduced above.
First, note that

ψ

⎛

⎝
∑

θ∈G(A)

1

θ(μ(z))

⎞

⎠ = ψ(h(A)) + ψ(h∗(A)).

By Lemma 5, the t-order of ψ(h(A)) is the strictly negative integer −2a|co(A)|
whereas, by Lemma 6, the t-order of ψ(h∗(A)) is strictly greater than −2a|co(A)|.
Hence, ψ(h(A)) + ψ(h∗(A)) �= 0. In particular, h(A) + h∗(A) �= 0. If G(A) = SN ,
then

SymmN

(
1

μ(z)

)

= h(A) + h∗(A) �= 0,

as asserted. Henceforth, assume that G(A) �= SN . Obviously,
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SymmN

(
1

μ(z)

)

= h(A) + h∗(A) +
∑

θ∈SN \G(A)

1

θ(μ(z))
.

By (iv) of Lemma 4, the total z-degree of ψ(θ(μ(z))) is ≥1 if and only if θ ∈ SN \
G(A). Hence, by the elementary properties of the z-degree, the rational function

∑

θ∈SN \G(A)

1

ψ(θ(μ(z)))

has total z-degree at most −1. Since ψ(h(A)) + ψ(h∗(A)) is a nonzero member of
the field k(t, y,T , x), its total z-degree is 0. Consequently,

ψ

(

SymmN

(
1

μ(z)

))

= ψ(h(A)) + ψ(h∗(A)) +
∑

θ∈SN \G(A)

1

ψ(θ(μ(z)))

has total z-degree 0. In particular, SymmN

(
1

μ(z)

)
�= 0. �

Corollary Let m, N be integers such that 1 ≤ m ≤ N − 2 and let A := [a(i, j)] be
an m × (N − m) matrix with nonnegative integer entries a(i, j).

1. Assume that the following holds.

(i) There is a positive integer a such that max(A) = 2a and co(r,A) �= ∅ for
1 ≤ r ≤ m.

(ii) For 1 ≤ j ≤ N − m, we have

m∑

i=1

a(i, j) ≤ 2a,

i.e., each column-sum of A is at most 2a.

Then, letting E(A) ∈ E(N ) be defined as in the above theorem, we have

SymmN

(
1

δ(z,E(A))

)

�= 0.

2. Assume that the following holds.

(i) There is a positive integer a such that max(A) = 2a.
(ii) |co(r,A)| = 1 for 1 ≤ r ≤ m and

co(r,A) ∩ co(s,A) = ∅ for 1 ≤ r < s ≤ m.

(iii) There is a nonnegative integer b < 2a such that for 1 ≤ i, r ≤ m with i �= r
and j ∈ co(r,A), we have a(i, j) = b.
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Then, letting E(A) ∈ E(N ) be defined as in the above theorem, we have

SymmN

(
1

δ(z,E(A))

)

�= 0.

3. Let a, b, c, r, s be positive integers such that b < 2a ≤ 2c and r ≤ s ≤ N − 1. Sup-
pose A := [u1, . . . , uN−1] is the 1 × N − 1 matrix such that ui := 2a for 1 ≤ i ≤
r, ui := b for r + 1 ≤ i ≤ s, and ui = 0 for s + 1 ≤ i ≤ N − 1. Let E(A) ∈ E(N )

be defined as in the above theorem. Then, letting E(r,s)(N ; a, b, c) := 2cDN −
E(A), we have SymmN (δ(z,E(r,s)(N ; a, b, c))) �= 0.

Proof To prove the first two assertions, it suffices to show that under their respective
hypotheses, A is admissible. Firstly, assume that A satisfies the requirements of
assertion 1. It follows from the hypothesis (ii) of assertion 1 that given j ∈ co(A),
there is only one nonzero entry in the jth column of A and that nonzero entry is 2a.
So, we have ν(r, s,A) = 0 for 1 ≤ r < s ≤ m and hence

rat(A,T ) =
{
T−b(1,A)

τ (1) · · · · · ·T−b(m,A)

τ (m)

∣
∣
∣ τ ∈ grp(A)

}
.

Clearly, rat(A,T ) is aQ-linearly independent subset ofQ(T ). SupposeM is a p × q
submatrix of A, where p ≥ 2. By hypothesis (iii) of assertion 1, we have ‖M ‖ ≤ 2aq
and 2aq < 2a(q + 1) ≤ 2a(p + q − 1). Thus, A is readily seen to be an admissible
matrix.

Secondly, suppose A satisfies the requirements of assertion 2. By hypothesis (iii)
of assertion 2, ν(r, s,A) = 2b for 1 ≤ r < s ≤ m. Consequently,

rat(A,T ) =
{
�(T )−b · T−b(1,A)

τ (1) · · · · · · T−b(m,A)

τ (m)

∣
∣
∣ τ ∈ grp(A)

}
.

Now it is straightforward to verify that rat(A,T ) is a Q-linearly independent subset
of Q(T ). Consequently, A is admissible.

Lastly, consider assertion 3. Since δ(z, 2cDn) = �(z)c is symmetric in the vari-
ables z1, . . . , zN , we have

SymmN (δ(z, 2cDn − E(A))) = �(z)c · SymmN

(
1

δ(z,E(A))

)

.

Observe that A satisfies the hypotheses of assertion 1 and hence

SymmN

(
1

δ(z,E(A))

)

�= 0.

So, the product on the right of the above equality is indeed nonzero. �



84 2 Correlation Functions

Definitions Letm, N be integers such thatm ≥ 2 and N ≥ m + 2. Let t, T1, . . . ,Tm
and x1, . . . , xN be indeterminates, let x stand for (x1, . . . , xN ) and let T stand for
(T1, . . . ,Tm).

1. Define
π[m,N ] := {1, . . . ,m} × {m + 1, . . . ,N },
Bm := {(r,m + r) | 1 ≤ r ≤ m}.

2. For θ ∈ SN , let
Bm(N , θ) := {

(i, j) ∈ π[N ] ∣∣ θ(i, j) ∈ B
}
.

3. Let
G(m,N ) := {

θ ∈ SN
∣
∣Bm(N , θ) = Bm

}
.

4. Let σ : k[z] → k[t,T , x] be the k-homomorphism of rings defined by

σ(zi) :=
⎧
⎨

⎩

txi + Ti if 1 ≤ i ≤ m,

txi + Ti−m if m + 1 ≤ i ≤ N .

5. For (i, j) ∈ {1, . . . ,m} × {1, . . . ,m}, let

q1(i, j) := (zi − zm+j)(zj − zm+i),

q2(i, j) := (zi − zj)(zm+j − zm+i).

Remark The above defined map σ is easily seen to be an injective homomorphism
of rings and hence it naturally extends to an injective field-homomorphism k(z) →
k(t,T , x). To economize notation, this field-homomorphism is also denoted by σ.
The definitions and notation introduced above allow us to prove yet another result
ensuring nontriviality of certain symmetrizations (see the fourth corollary toTheorem
3 of [12]).

Theorem 11 Let m, N be integers such that m ≥ 2 and N = 2m. Assume k is a field
containing Q, z1, . . . , zN are indeterminates and let z stand for (z1, . . . , zN ). Let
A := [a(i, j)] be an m × m matrix with nonnegative integer entries a(i, j) satisfying
the following two requirements.

(i) a(i, j) = a(j, i) for 1 ≤ i < j ≤ m, i.e., A is symmetric.
(ii) There are positive integers a, a1, . . . , am such that

a(i, i) = 2ai ≥ 2a for 1 ≤ i ≤ m and 2a > a(i, j) for 1 ≤ i < j ≤ m.

Let E(A) ∈ E(N ) be the matrix given in block-form by
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E(A) :=
⎡

⎣
0 A

AT 0

⎤

⎦ .

Then, SymmN (δ(z,−E(A))) �= 0.

Proof Define μ(z) := δ(z,E(A)). In view of our hypothesis (i),

μ(z) :=
∏

1≤i≤m

(zi − zm+i)
2ai

∏

1≤i<j≤m

[(zi − zm+j)(zj − zm+i)]a(i,j).

Note that Bm ⊆ π[m,N ] and Bm(N , id) = Bm, where id is the identity permutation.
Clearly, the identity permutation is an element ofG(m,N ). For (i, j) ∈ {1, . . . ,m} ×
{1, . . . ,m}, we have q1(i, j) = q1(j, i), q2(i, j) = q2(j, i), and q2(i, i) = 0. Evidently,

μ(z) =
∏

1≤i≤m

q1(i, i)
ai
∏

1≤i<j≤m

q1(i, j)
a(i,j).

Fix θ ∈ G(m,N ) and (i, j) ∈ π[m]. Clearly, θ(p,m + p) ∈ Bm for all (p,m +
p) ∈ Bm and hence {θ(i), θ(m + i)} = {r,m + r} for some 1 ≤ r ≤ m. Likewise,
{θ(j), θ(m + j)} = {s,m + s} for some 1 ≤ s ≤ m. Since i �= j, we have {r,m +
r} ∩ {s,m + s} = ∅. Observe that σ(θ(q1(i, i))) = t2(xi − xm+i)

2 and θ(q1(i, j)) ∈
{q1(r, s), q2(r, s)}. Thus, if i �= j, then for 1 ≤ p ≤ 2, the polynomial

σ(θ(qp(i, j))) − (Tr − Ts)
2 ∈ k[t,T , x]

is divisible by t.
For θ ∈ SN \ G(m,N ), we have

|Bm(N , θ) ∩ Bm| ≤ (m − 1) and |Bm(N , θ) ∩ π[m,N ]| ≤ m.

Using our hypothesis (ii), we deduce that the t-order of σ(θ(μ(z))) is strictly less than
d := 2(a1 + · · · + am). On the other hand, for θ ∈ G(m,N ), there are polynomials
Pθ(x) ∈ k[x] and Qθ(t, x,T ) ∈ k[t, x,T ] such that

σ(θ(μ(z))) = tdPθ(x)
2Qθ(t, x,T ).

Furthermore, from what was observed above, there is a polynomial hθ(T ) ∈ k[T ]
such that Qθ(0, x,T ) = hθ(T )2. Let

v(t, x, T ) :=
∑

θ∈SN \G(m,N )

1

σ(θ(μ(z)))
and w(t, x, T ) :=

∑

θ∈G(m,N )

td

σ(θ(μ(z)))
.

Then σ(SymmN (δ(z,−E(A)))) = v(t, x,T ) + t−dw(t, x,T ).
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Now first note that the t-order of v(t, x,T ) is strictly greater than −d . Secondly,
since

w(0, x,T ) =
∑

θ∈G

(
1

Pθ(x)hθ(T )

)2

,

we have w(0, x,T ) �= 0 by assertion (i) of Theorem 7. In particular, w(t, x,T ) �= 0.
It follows that the t-order of v(t, x,T ) + t−dw(t, x,T ) is exactly −d and hence
SymmN (δ(z,−E(A))) �= 0 as asserted. �

Example We present an example which shows that although the above theorem is
similar in spirit to Theorem 10, it does offer something essentially different. For
example, consider the 6 × 6 symmetric matrix

A :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2 0 1 1 1 1
0 2 1 1 1 1
1 1 2 0 1 1
1 1 0 2 1 1
1 1 1 1 2 1
1 1 1 1 1 2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Clearly, max(A) = 2 and co(r,A) = {r} for 1 ≤ r ≤ 6. So, grp(A) = S6 and
b(r,A) = 0 for 1 ≤ r ≤ 6. Note that A satisfies requirements (1) and (3) for admis-
sibility. It is straightforward to verify that

ν(r, s,A) =
{
0 if either 1 = r < s = 2 or 3 = r < s = 4,
2 otherwise.

As a consequence, we have

pol(A,T ) = (T1 − T2)
−2 · (T3 − T4)

−2 · �, where � :=
∏

1≤r<s≤6

(Tr − Ts)
2.

Since� is symmetric in T1, . . . ,T6, theQ-linear independence of rat(A,T ) is equiv-
alent to the Q-linear independence of the set

R :=
{
(Tθ(1) − Tθ(2))

2(Tθ(3) − Tθ(4))
2
∣
∣
∣ θ ∈ S6

}
.

Letting f1 denote the polynomial

(T1 − T2)
2 (T3 − T4)

2 + (T2 − T3)
2 (T1 − T6)

2 + (T2 − T5)
2 (T1 − T4)

2 +
(T5 − T6)

2 (T1 − T2)
2 + (T3 − T6)

2 (T1 − T4)
2 + (T4 − T5)

2 (T1 − T6)
2 +

(T4 − T5)
2 (T2 − T3)

2 + (T3 − T6)
2 (T2 − T5)

2 + (T5 − T6)
2 (T3 − T4)

2

and letting f2 denote the polynomial
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(T2 − T3)
2 (T1 − T4)

2 + (T3 − T6)
2 (T1 − T2)

2 + (T4 − T5)
2 (T1 − T2)

2 +
(T2 − T5)

2 (T1 − T6)
2 + (T3 − T4)

2 (T1 − T6)
2 + (T5 − T6)

2 (T1 − T4)
2 +

(T3 − T4)
2 (T2 − T5)

2 + (T5 − T6)
2 (T2 − T3)

2 + (T3 − T6)
2 (T4 − T5)

2 ,

it is clear that each of f1, f2 is a Z-linear combination of (pairwise distinct) ele-
ments of the set R. Now it is straightforward to verify that f1 = f2 and hence R is
Q-linearly dependent. Thus, A is not admissible. On the other hand, taking a = a1 =
a2 = a3 = a4 = a5 = a6 = 1, in (ii), we deduce that A satisfies the hypotheses of
Theorem 11.

Definitions Let r, s be positive integers.

1. Let M(r, s) be the set of r × s matrices with nonnegative integer entries.
2. Let M+(r, s) be the set of r × s matrices with positive integer entries.
3. Let M2(r, s) be the set of r × s matrices whose entries are nonnegative even

integers.
4. Given nonnegative integers d and λ, define M(r, s, d ,λ) to be the subset of all

A := [aij] ∈ M(r, s) such that ‖A‖ = λ,

s∑

j=1

aij ≤ d for 1 ≤ i ≤ r and
r∑

i=1

aij ≤ d for 1 ≤ j ≤ s.

5. Define
M+(r, s, d ,λ) := M(r, s, d ,λ) ∩ M+(r, s) and
M2(r, s, d ,λ) := M(r, s, d ,λ) ∩ M2(r, s).

Remark Given A ∈ M(r, s), it is clear that A is in M(r, s, d ,λ) (respectively, in
M+(r, s, d ,λ), in M2(r, s, d ,λ)) if and only if AT is in M(s, r, d ,λ) (respectively,
inM+(s, r, d ,λ), inM2(s, r, d ,λ)).

Lemma 7 Suppose d, λ are nonnegative integers and r, s are positive integers.

(i) M(r, s, d ,λ) is nonempty if and only if λ ≤ min{rd , sd}.
(ii) M+(r, s, d ,λ) is nonempty if and only if d ≥ max{r, s} and

rs ≤ λ ≤ min{rd , sd}.

(iii) M2(r, s, d ,λ) is nonempty if and only if λ is even and

λ

2
≤ min

{

r

⌊
d

2

⌋

, s

⌊
d

2

⌋}

.

(iv) Suppose r ≥ 2 and 2λ ≤ rd . Then there exists an A ∈ E(r,≤ d) such that
‖A‖ = 2λ.

Proof If A ∈ M(r, s, d ,λ), then obviously ‖A‖ ≤ min{rd , sd}. Conversely, assume
that λ is a nonnegative integer such that λ ≤ min{rd , sd}. We prove the existence of a
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matrix A ∈ M(r, s, d ,λ) by induction on max{r, s}. If r = s = 1, then our assertion
clearly holds. Henceforth, suppose max{r, s} ≥ 2. Note that we may assume r ≤ s,
without loss of generality. If λ ≤ min{rd , (s − 1)d}, then our induction hypothesis
ensures the existence of B ∈ M(r, s − 1, d ,λ); choosing such a B and by letting A be
the block-matrix [B, 0], we have A ∈ M(r, s, d ,λ). If λ > min{rd , (s − 1)d}, then
we must have r = s and (r − 1)d < λ ≤ rd . Hence 0 < (λ − (r − 1)d) ≤ d . Since
r ≥ 2 in this case, our induction hypothesis ensures the existence of B ∈ M(r −
1, r − 1, d , (r − 1)d). Choose such a B and let A be the block-matrix with rows
[B, 0] and [0,λ − (r − 1)d ]. Then, it is easy to verify that A is inM(r, r, d ,λ). This
establishes (i).

If A ∈ M+(r, s, d ,λ), then d ≥ max{r, s} and rs ≤ ‖A‖ ≤ min{rd , sd}. Con-
versely, assume that d ≥ max{r, s} and λ is a positive integer such that rs ≤ λ ≤
min{rd , sd}. We prove the existence of a matrix A ∈ M+(r, s, d ,λ) by induction
on max{r, s}. If r = s = 1, then our assertion clearly holds. Henceforth, suppose
max{r, s} ≥ 2.Again,without loss of generality,we assume that r ≤ s. First, consider
the case where r < s. In this case, we have d ≥ s ≥ 2, r ≤ (s − 1), and rs ≤ λ ≤ rd .
Observe that r(s − 1) ≤ (λ − r) ≤ r(d − 1) and hence our induction hypothesis
ensures the existence of B ∈ M+(r, s − 1, d − 1,λ − r). Pick such a B and let A
be the block-matrix [B,C], where C denotes the r × 1 column with all entries 1.
Then A is easily seen to be in M+(r, s, d ,λ). Next, consider the case where r =
s ≥ 2. If λ ≤ (r − 1)(d − 1) + 2r − 1, then since d − 1 ≥ r − 1, 0 < (r − 1)2 ≤
(λ − 2r + 1) ≤ (r − 1)(d − 1), our induction hypothesis ensures the existence of
B ∈ M+(r − 1, r − 1, d − 1,λ − 2r + 1). Pick such a B and let A be the block-
matrix with rows [B,C] and [CT , 1], where C denotes the (r − 1) × 1 column with
all entries 1. It follows that A ∈ M+(r, r, d ,λ). Lastly, if r = s ≥ 2 and 2r + (r −
1)(d − 1) ≤ λ ≤ rd , then 2 ≤ (λ − rd − r + d + 1) ≤ d − (r − 1). Now, using our
induction hypothesis, pick a B ∈ M+(r − 1, r − 1, d − 1, (r − 1)(d − 1)) and let A
be the block-matrixwith rows [B,C] and [CT ,λ − rd − r + d + 1],whereC denotes
the (r − 1) × 1 column with all entries 1. As before, one easily verifies that A is a
member of M+(r, r, d ,λ). This proves (ii).

Thirdly, suppose A := [aij] ∈ M2(r, s, d ,λ). Then clearly λ is an even integer
and (1/2)A ∈ M(r, s, �d/2�,λ/2) and hence by (i), (λ/2) ≤ min{r, s} · �d/2�. Con-
versely, if λ is an even integer satisfying the necessary inequality, then by (i),
M(r, s, �d/2�,λ/2) is nonempty. Now for any B ∈ M(r, s, �d/2�,λ/2), we clearly
have 2B ∈ M2(r, s, d ,λ). Thus (iii) holds.

Finally, suppose r ≥ 2 and 2λ ≤ rd . If d = 0, then let A = 0. Henceforth, assume
d to be a positive integer. Firstly, assume r = 2m for a positive integer m. Using
the fact that λ ≤ md , choose nonnegative integers a1, . . . , am such that ai ≤ d for
1 ≤ i ≤ m and a1 + · · · + am = λ. Letting A be the block-diagonal matrix with m
diagonal blocks a1D2, . . . , amD2, it follows thatA ∈ E(r,≤ d) and ‖A‖ = 2λ. Next,
suppose r = 2m + 1 and d = 2n, wherem and n are positive integers. Using the fact
that λ ≤ rn, choose nonnegative integers a1, . . . , ar such that ai ≤ n for 1 ≤ i ≤ r
and a1 + · · · + ar = λ. Let A be the unique r × r symmetric matrix [uij], where for
1 ≤ i ≤ j ≤ r,
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uij :=
⎧
⎨

⎩

ai if j = i + 1,
ar if i = 1 and j = r,
0 otherwise.

Then A is easily seen to be in E(r,≤ d) and ‖A‖ = 2λ. Now suppose r = 2m + 1
and d = 2n + 1, where m and n are positive integers. In this case, we have r ≥ 3
and λ ≤ rn + m. If λ ≤ rn, then in view of the above argument, we can choose a
matrixA ∈ E(r,≤ (d − 1)) such that ‖A‖ = 2λ; observe thatA is also inE(r,≤ d).
So it suffices to restrict to the case where rn + 1 ≤ λ ≤ rn + m. Now, using the
fact 0 ≤ (λ − m) ≤ rn, choose nonnegative integers a1, . . . , ar such that ai ≤ n for
1 ≤ i ≤ r and a1 + · · · + ar = λ − m. Let A be the unique r × r symmetric matrix
[uij], where for 1 ≤ i ≤ j ≤ r,

uij :=

⎧
⎪⎪⎨

⎪⎪⎩

ai + 1 if i is odd and j = i + 1,
ai if i is even and j = i + 1,
ar if i = 1 and j = r,
0 otherwise.

It is straightforward to verify that A ∈ E(r,≤ d) and ‖A‖ = 2λ. Thus assertion (iv)
is established. �.

The following Theorem12 presents some applications of Theorems 8–9 that allow
us to construct various types of semi-invariants in a systematic way.

Theorem 12 Let N , d and λ be positive integers such that N ≥ 3. As before, let
z1, . . . , zN be indeterminates and let z stand for (z1, . . . , zN ).

(i) Supposem is apositive integer such that2(N − d) ≤ 2m < N andm(N − m) ≤
λ ≤ md. Then, there exists a matrix E ∈ E(N ,≤ d) such that
SymmN (δ(z,E)) is a nonzero homogeneous polynomial (with integer coeffi-
cients) of degree λ having zi-degree ≤ d for 1 ≤ i ≤ N.

(ii) Suppose λ is even and

λ ≤ 2

⌊
N

2

⌋⌊
d

2

⌋

.

Then, there exists a matrix E ∈ E(N ,≤ d) such that the entries of E are even
numbers and SymmN (δ(z,E)) is a nonzero homogeneous polynomial (with inte-
ger coefficients) of degree λ having zi-degree ≤ d for 1 ≤ i ≤ N.

(iii) Suppose N , λ are even, 2d ≥ N, and

N 2

4
≤ λ ≤ Nd

2
.

Then, there exists a matrix E ∈ E(N ,≤ d) such that SymmN (δ(z,E)) is a
nonzero homogeneous polynomial (with integer coefficients) of degree λ having
zi-degree ≤ d for 1 ≤ i ≤ N.
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(iv) Suppose b, w are nonnegative integers and m is a positive integer such that

(1) m < N − m,

(2) d ≥ (2b + 1)(N − m),

(3) 2w ≤ min
{
Nb, m

⌊
d−N+m

2

⌋}
and

(4) λ = m(2b + 1)(N − m) + 2w.

Then, there exists a matrix E ∈ E(N ,≤ d) such that SymmN (δ(z,E)) is a
nonzero homogeneous polynomial (with integer coefficients) of degree λ having
zi-degree ≤ d for 1 ≤ i ≤ N.

(v) Assume there exists an ordered triple (a,m, u) of positive integers such that

(1) 2 ≤ m ≤ N − 2,
(2) λ = mu + am(m − 1) and
(3) N − m ≤ u ≤ min{(N − m)� d

m�, d − 2a(m − 1)}.

Then, there exists a matrix E ∈ E(N ,≤ d) such that SymmN (δ(z,E)) is a
nonzero homogeneous polynomial (with integer coefficients) of degree λ having
zi-degree ≤ d for 1 ≤ i ≤ N.

Proof Suppose m is as in (i). Let m1 := m and m2 := N − m. Then m1 < m2 and
m1 + m2 = N . Let setsA1,A2 be defined as in Theorem8. In view of the hypothesis in
(i), assertion (ii) of the aboveLemma7assures thatM+(m,N − m, d ,λ) is nonempty.
Choose a matrix

C := [c(i, j)] ∈ M+(m,N − m, d ,λ)

and let E be the block-matrix

E :=
[

0 C
CT 0

]

.

Then E is in E(N ,≤ d). Define ε : π[N ] → N by setting

ε(i, j) :=
{
0 if (i, j) ∈ π(Ar) with 1 ≤ r ≤ 2,
c(i, j − m) if (i, j) ∈ A1 × A2.

Then ε satisfies conditions (1) and (2) of Theorem 8 and letting μ(z, ε) be as in
Theorem 8, we have μ(z, ε) = δ(z,E). Now (i) follows from (i) of Theorem 8.

Secondly, assume λ satisfies the requirements of (ii). Let m be a positive integer
such that 2m ≤ N and λ ≤ 2m�d/2�. Then, assertion (iii) of the above Lemma 7
assures that M2(m,N − m, d ,λ) is nonempty. Choose a matrix

C ∈ M2(m,N − m, d ,λ)

and let E be the block-matrix
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E :=
⎡

⎣
0 C

CT 0

⎤

⎦ .

Then E is in E(N ,≤ d) and the entries of E are even numbers. Since δ(z,E) is
a square of a nonzero homogeneous polynomial in Q[z1, . . . zN ], assertion (i) of
Theorem 7 allows us to infer that SymmN (δ(z,E)) �= 0. Thus (ii) holds.

Next, suppose N , d , λ satisfy the requirements of (iii). Let m1 = m2 = N/2.
Then m1 ≤ m2 and m1 + m2 = N . Let sets A1, A2 be defined as in Theorem 8. Now
assertion (ii) of the above Lemma 7 assures that M+(N/2,N/2, d ,λ) is nonempty.
Choose a matrix

C := [c(i, j)] ∈ M+(N/2,N/2, d ,λ)

and let E be the block-matrix

E :=
⎡

⎣
0 C

CT 0

⎤

⎦ .

Then E is in E(N ,≤ d). Define ε : π[N ] → N by setting

ε(i, j) :=
{
0 if (i, j) ∈ π(Ar) with 1 ≤ r ≤ 2,
c
(
i, j − N

2

)
if (i, j) ∈ A1 × A2.

Then ε satisfies conditions (1) and (2) (also (1) and (3)) of Theorem 8 and letting
μ(z, ε) be as in Theorem 8, we have μ(z, ε) = δ(z,E). Hence (iii) follows from (i)
of Theorem 8.

Let b,m and w be as in (iv). To begin with, note that N − m ≥ 2 and d − m(2b +
1) ≥ (2b + 1). Define nonnegative integers d1, d2 by

d1 := min

{

b,

⌊
d − (2b + 1)(N − m)

2

⌋}

and d2 := b.

In view of (3), there are nonnegative integers w1, w2 such that w = w1 + w2, 2w1 ≤
md1, and 2w2 ≤ (N − m)d2. LetC be them × (N − m)matrix each of whose entries
equals 2b + 1. LetA1 ∈ E(m,≤ d1) be such that ‖A1‖ = 2w1. Ifm = 1, thenA1 = 0.
If m ≥ 2, then existence of A1 is ensured by (iv) of the above Lemma 7. Let A2 ∈
E(N − m, d2) be such that ‖A2‖ = 2w2. Existence of A2 is ensured by (iv) of the
above Lemma. Let E ∈ E(N ,≤ d) be the block-matrix

E :=
⎡

⎣
2A1 C

CT 2A2

⎤

⎦ .
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Then, clearly ‖E‖ = 2λ. By (i) of Theorem 7, we have

Symmm(δ(z1, . . . , zm, 2A1)) �= 0 �= Symm(N−m)(δ(z1, . . . , zN−m, 2A2)).

Since each entry of either of 2A1, 2A2 is at most 2bwhereas each entry ofC is strictly
greater than 2b, Theorem 9 guarantees that SymmN (δ(z,E)) �= 0. Thus (iv) stands
verified.

Lastly, fix an integer triple (a,m, u) satisfying conditions (1)–(3) listed in (v). Let
C be any m × (N − m) matrix with positive integer entries, having each row-sum
exactly u and each column-sum≤ d . Using the fact that u ≤ (N − m)�d/m�, choose
positive integers a1, a2, . . . , aN−m so that mai ≤ d for 1 ≤ i ≤ N − m and

u = a1 + a2 + · · · + aN−m,

and let C be them × (N − m) matrix each of whose rows equals [a1, a2, . . . , aN−m].
Clearly, for any such C, we have ‖C‖ = mu. Let E be the block-matrix

E :=
⎡

⎣
2aDm C

CT 0

⎤

⎦ .

It is straightforward to verify that E is in E(N ,≤ d) and ‖E‖ = 2λ. Now define
q := m + 1,mi := 1 for 1 ≤ i ≤ q − 1 andmq := N − m. Then 1 ≤ m1 ≤ · · · ≤ mq

andm1 + · · · + mq = N . Let ε(i, j) be the (i, j)th entry of E for 1 ≤ i < j ≤ N . Then
ε satisfies the requirements (1) and (2) of Theorem 8 and thus our assertion follows
from (i) of Theorem 8. �

Corollary

(i) Let α, β, γ be positive integers such that

(α + 1) ≤ β ≤ 2(α − 1) and
γ(β − α)

β − 1
is an integer.

Then there exists a nonzero binary invariant Iαβγ of type (2α, βγ). Moreover, if
each of α, β, γ is odd, then Iαβγ is a skew binary invariant, i.e., a nonzero binary
invariant of odd (total) degree in z1, . . . , zN .

(ii) Let s and t be positive integers such that s + 1 ≤ t ≤ 2s − 1. Then to each
positive integer pair (r, v) corresponds a nonzero binary invariant I of type
(2(2sv + 1), rt(2tv + 1)); moreover, if r and t both are odd, then I is a skew
binary invariant.

Proof Define N := 2α, d := βγ, λ := αβγ,

a := γ(β − α)

β − 1
, m := β, and u := γ(2α − β).
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Then, it is straightforward to verify that our λ and (a,m, u) satisfy the hypotheses
of assertion (v) of Theorem 11. Let E be defined as in the proof of that assertion,
where C has positive integer entries, each row-sum equal to γ(2α − β) and each
column-sum less than or equal to βγ, e.g., we may let C be the β × (2α − β) matrix
having each entry equal to γ. Then, E ∈ E(N ,≤ d), ‖E‖ = 2αβγ and by (v), we
have SymmN (δ(z,E)) �= 0. Moreover, since each row-sum of CT is exactly d , we
have E ∈ E(N , d). Thus (i) follows from assertion (i) of Theorem 5. Assertion (ii)
follows from (i) by specializing α to (2sv + 1), β to (2tv + 1), and γ to rt. �
Remarks

1. Suppose f and g are rational functions of z1, . . . , zN (with coefficients in an
integral domain) such that SymmN (f ) and SymmN (g) both are nonzero. Then,
there existsσ ∈ SN such that SymmN (f · σ(g)) is nonzero. This useful observation
can be used in conjunction with our theorems when N is relatively small. In the
most general case, there is no known procedure to find the needed permutation
σ.

2. Suppose f is a rational function of z1, . . . , zm and g is a rational function of
zm+1, . . . , zN (with coefficients in an integral domain) such that Symmm(f ) =
0. Then, SymmN (f g) = 0. This observation can be used to show that if E :=
M (m, n, (2b + 1)/2, 0), then SymmN (δ(z,E)) = 0.

3. Nonzero-ness of a symmetrization of a rational function in k(z1, . . . , zN ) can be
established by means of an appropriate numerical substitution; an example of this
can be found in the proof of Proposition 1.10 of [13].

4. For an E ∈ E(N ), there is a graph-theoretic necessary and sufficient criterion
established in [14] which is equivalent to the nonzero-ness of SymmN (δ(z,E)).
Nevertheless, how this criterion can be put to work remains unknown at present.

Our Theorems 7–12 facilitate a large number of constructions of binary invariants
and semi-invariants. The following list of examples provides a small sample of such
constructions.

Examples

1. Let N := 6 and d := 10. Consider integers λ such that 2 ≤ λ ≤ 30. With the
only exceptions of λ = 3 and λ = 29, the above theorems provide constructions
of Eλ ∈ E(6,≤ 10), with 2λ = ‖Eλ‖ and Symm6(δ(z,Eλ)) �= 0. For λ between 5
and 20, including 5 and 20,we can constructEλ using (i) of Theorem12. Likewise,
(ii) of Theorem 11 allows construction of Eλ for all even integers between 2 and
30, including 30.We also have the choice of E30 := M0(3, 2, 2, 1) or E30 := 2D6.
Letting a = 1, m = 3, u = 5 in (v) of Theorem 12, we can construct an E21; for
example,

E21 :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 2 2 1 2 2
2 0 2 1 2 2
2 2 0 1 2 2
1 1 1 0 0 0
2 2 2 0 0 0
2 2 2 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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Assertion 3 of the Corollary to Theorem 10 permits us to take

E23 := E(3,6)(6; 1, 1, 1), E25 := E(2,5)(6; 1, 1, 1), E27 := E(2,3)(6; 1, 1, 1).

It appears that our theorems do not provide means to construct an E3 or an E29.
By ad hoc methods, we find:

E3 :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 2 0 0 0 1
2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, E29 :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 2 2 2 2 1
2 0 4 0 0 4
2 4 0 4 0 0
2 0 4 0 4 0
2 0 0 4 0 4
1 4 0 0 4 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

2. If (N , d) = (8, 15), then letting (b,m) = (1, 3), w = 1, 2 in (iv) of Theorem
12 yields Eλ ∈ E(8,≤ 15), with 2λ = ‖Eλ‖ and Symm8(δ(z,Eλ)) �= 0 for λ =
47, 49. Likewise, if (N , d) = (10, 35), then letting (b,m) = (2, 3) and choosing
a w such that 1 ≤ w ≤ 10 in (iv) of Theorem 11, we obtain Eλ ∈ E(10,≤ 35),
with 2λ = ‖Eλ‖ and Symm10(δ(z,Eλ)) �= 0 for values of λ in the sequence
107, 109, . . . , 125.

3. Let (N , d) = (8, 14). For 38 ≤ λ ≤ 54, employing the Corollary of Theorem 10
with a = 1, we can construct an admissible matrix A having either 1, 2 or 3
rows such that its corresponding E satisfies ‖2DN − E‖ = 2λ. Moreover, each
of these 2DN − E belongs to E(8, 14) and the referred Corollary ensures that
Symm8(δ(z,Eλ)) �= 0.

4. Theorem 9 can be used to construct skew binary invariants (usually for large N ),
e.g., let E ∈ E(26, 45) be the block-matrix

E :=
⎡

⎣
0 C

CT M (3, 5, 2, 1)

⎤

⎦ ,

where the 11 × 15 matrix C := [cij] has cij = 3 for all (i, j). Then, it is easily
verified that Theorem 9 is applicable and thus Symm26(δ(z,E)) is a nonzero
binary invariant of weight 585.

5. The skew binary invariant of least weight obtained from the Corollary to Theorem
12 corresponds to α := 5, β := 7 and γ := 3. An easy example (which can also
be thought of as an application of Theorem 9) is I105. Here, E ∈ E(10, 21) is the
block-matrix

E :=
⎡

⎣
2D7 C

CT 0

⎤

⎦ ,

where the 7 × 3 matrix C may be taken to have each entry equal to 3. As a SAGE
computation shows, even after discounting permutations of rows and columns,
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there are 3719 choices of such C. On the other hand, dinvk(10, 21) = 547. Thus,
one is tempted to ask: does the set of all Symm10(δ(z,E)), as E varies correspond-
ing to these 3719 possible choices of C, generate the vector space Invk(10, 21)?

6. Our theorems do not allow construction of an E ∈ E(5, 18) such that

Symm5(δ(z,E)) �= 0.

In other words, Hermite’s quintic skew invariant of weight 45 (which is unique
up to a scalar multiple on account of the fact that dinvk(5, 18) = 1) cannot be
constructed using Theorems 7–12. LetE1,E2 ∈ E(5, 18) be thematrices in block-
format defined by

Ej :=
⎡

⎣
0 Aj

AT
j B

⎤

⎦ , where j = 1, 2 B :=
⎡

⎣
0 1 7
1 0 1
7 1 0

⎤

⎦ ,

A1 :=
[
5 13 0
5 3 10

]

and A2 :=
[
8 10 0
2 6 10

]

.

Then, a MAPLE computation shows that

Symm5(δ(z,E1)) �= 0 �= Symm5(δ(z,E2)).

Hence E1, E2 each yields the aforementioned Hermite’s invariant. Thanks to
Brendan McKay’s gtools suit, not only does it tell us that there are 664 essen-
tially distinct (i.e., non-conjugate under S5) such matrices E, but it lists all of
them in a few seconds. Using this list, a MAPLE computation demonstrates that
Symm5(δ(z,E)) �= 0 for exactly 223 matrices E in the list. In other words, there
are 223 pairwise nonisomorphic 18-regular (loopless, multi-) graphs on 5 ver-
tices whose corresponding symmetrized-graph-monomials yield Hermite’s quin-
tic skew invariant. For an in-depth geometric study of this interesting invariant,
the reader is referred to [15].

Definitions LetE := [ε(i, j)] be anN × N symmetric matrix with nonnegative inte-
ger entries and having 0 principle diagonal, i.e., E ∈ E(N ).

1. Let support of E be the set

suppt(E) := {ε(i, j) | 1 ≤ i < j ≤ N }.

2. Let bound of E be the nonnegative integer

bound(E) := max suppt(E).

3. For σ ∈ SN , let Pσ denote the N × N permutation matrix associated with σ, i.e.,
the N × N matrix whose ith row is the σ(i)th row of the N × N identity matrix.
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Define
Symgrp(E) := {σ ∈ SN | PσEPT

σ = E} and
symgrp(E) := {σ ∈ SN | σ(δ(z,E)) = δ(z,E)}.

Remarks

1. Note that symgrp(E) is a subgroup of Symgrp(E). In the special case where each
entry of E is an even integer, symgrp(E) = Symgrp(E).

2. For E ∈ E(N ), the full symmetrization of δ(z,E) is obtained by summing
σ(δ(z,E)) as σ runs over a complete set of representatives of the (left) cosets
of symgrp(E) in SN and then multiplying the resulting sum by the integer
|symgrp(E)|; an obvious advantage of an E with a large symgrp(E) is that there
are fewer summands to deal with in the computation of SymmN (δ(z,E)).

Definitions Let m, n be positive integers.

1. Given an n × n matrix A, let Dm(A) denote the m × m block-matrix [Cij], where
eachCij is an n × nmatrix,Cii = 0 for 1 ≤ i ≤ m, andCij = A = CT

ji for 1 ≤ i <

j ≤ m.
2. Given n × n matrices A1, . . . ,Am, let diag(A1,A2, . . . ,Am) denote the m × m

block-matrix [Cij] such that each Cij is an n × n matrix, Cii = Ai for 1 ≤ i ≤ m,
and Cij = 0 = Cji for 1 ≤ i < j ≤ m.

Remarks Assume that m ≥ 2 and let N := mn.

1. The N × N matrix diag(A1,A2, . . . ,Am) is symmetric if and only if Ai is sym-
metric for 1 ≤ i ≤ m.

2. The N × N matrix diag(A1,A2, . . . ,Am) is a permutation matrix if and only if Ai

is an n × n permutation matrix for 1 ≤ i ≤ m.
3. Let θ ∈ SN be the permutation defined by θ(i) := l + 1 + (r − 1)n, provided

i = lm + r with 0 ≤ l ≤ n − 1 and 1 ≤ r ≤ m. For 1 ≤ r ≤ m, define

Ar = {(r − 1)n + l + 1 | 0 ≤ l ≤ n − 1} = {θ(lm + r) | 0 ≤ l ≤ n − 1}.

Let [a(i, j)] := M (m, n, b/2, c). Define ε as follows:

ε(j, i) = ε(i, j) :=
{
0 if 1 ≤ i = j ≤ N ,

a(θ−1(i), θ−1(j)) if (i, j) ∈ π[N ].

Observe that for (i, j) ∈ π[N ], we have

ε(i, j) = 0 if and only if (i, j) ∈ π(Ar) with 1 ≤ r ≤ m.

Furthermore, given 1 ≤ r < s ≤ m and (i, j) ∈ Ar × As, letting i = (r − 1)n +
l1 + 1, j = (s − 1)n + l2 + 1 with 0 ≤ l1, l2 ≤ n − 1, we have

a(θ−1(i), θ−1(j)) = a(l1m + r, l2m + s) =
{
b if l1 = l2,
c if l1 �= l2,
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and hence [ε(i, j)] = Dm(cDn + bI). Thus we get an N × N permutation matrix
P such that

M (m, n, b/2, c) = P · Dm(cDn + bI) · P−1.

In particular,

SymmN (δ(z,Dm(cDn + bI))) = SymmN (δ(z,M (m, n, b/2, c))).

4. Suppose m ≥ 2, n = 2 and that the entries of the 2 × 2 matrix A are nonnegative
integers. Further, assume that each row-sum of Dm(A) as well as each column-
sum of Dm(A) is d(m − 1), where d is a nonnegative integer. Then it is easy to
verify that A = (d − r)D2 + rI with 0 ≤ r ≤ d .

5. For a nonnegative integer a, we have

SymmN (δ(z,Dm((2a + 1)I))) = 0.

This follows from the fact, seen above, that Dm((2a + 1)I) is a permutation-
conjugate of M (m, n, (2a + 1)/2, 0).

Theorem 13 Let m, n be positive integers and N := mn. Let A and B be n × nmatri-
ces. Suppose Q is an N × N permutation matrix such that QDm(A)QT = Dm(B).
Express Q as an m × m block-matrix [Cij], where each Cij has size n × n. Then the
following holds.

(i) Assume that A := [aij], where aij �= 0 for all (i, j) ∈ {1, 2, . . . , n}2. Then, there
exists a permutation σ ∈ Sm such that Cij = 0 whenever j �= σ(i) and Ciσ(i) is
an n × n permutation matrix for 1 ≤ i ≤ m.

(ii) Assume m ≥ 3 and that A is symmetric and does not contain two identical
columns. Also, assume that for some permutation σ ∈ Sm,

Cij =
{
Pi if j = σ(i),
0 if j �= σ(i),

where Pi is an n × n permutation matrix for 1 ≤ i ≤ m. Then Pi = Pj for 1 ≤
i < j ≤ m.

(iii) Assume that A = sDn + rI , where r and s are nonzero real numbers such that
r �= s. Then, Symgrp(Dm(A)) ∼= Sm × Sn. Furthermore, if r, s are nonzero inte-
gers such that r is even, then

symgrp(Dm(A)) = Symgrp(Dm(A)).

Proof Let θ ∈ SN be the permutation whose matrix is Q, i.e., the ijth entry of
QDm(A)QT equals the θ(i)θ(j)th entry of Dm(A). Let i := qn + r and j := qn + s,
where 0 ≤ q ≤ m − 1 and 1 ≤ r, s ≤ n. Then the ijth entry of Dm(B) is 0 and hence
the θ(i)θ(j)th entry ofDm(A)must also be 0. Now the hypothesis of (i) implies θ(i) =
ln + r1 aswell as θ(j) = ln + s1 for some 0 ≤ l ≤ m − 1 and some 1 ≤ r1, s1 ≤ n. In
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other words, letting L(q) := {qn + r | 1 ≤ r ≤ n} for 0 ≤ q ≤ m − 1, our θ induces
a permutation σ of {0, . . . ,m − 1} characterized by the property: θ(L(q)) = L(σ(q)).
Now assertion (i) readily follows.

From the hypotheses of (ii), it is straightforward to deduce that if P is an n × n
permutation matrix with either AP = A or PA = A, then P is the identity matrix.
Since A = AT by hypothesis, we have PiAPT

j = B for 1 ≤ i < j ≤ m. In particular,
P1APr = P1APs for 2 ≤ r < s ≤ m and hence Pr = Ps for 2 ≤ r < s ≤ m. Finally,
using the fact that P1AP3 = P2AP3, we get P1 = P2. Thus (ii) holds.

Assertion (iii) is obvious if m = 1. Henceforth, assume m ≥ 2. For any n × n
permutation matrix P, we clearly have PDnPT = Dn and hence PAPT = A. If P1 and
P2 are n × n permutation matrices with P1APT

2 = A, then AP1PT
2 = A. Since no two

columns of A are identical, we must have P1 = P2. Next, given θ ∈ Symgrp(Dm(A)),
apply (i) withB := A andQ := Pθ to deduce the existence of an ordered pair (σ, τ ) ∈
Sm × Sn (induced by θ) such that Q is the m × m block matrix [Cij], where

Cij =
{
Pτ if j = σ(i),
0 if j �= σ(i).

This yields an injective group-homomorphism Symgrp(Dm(A)) → Sm × Sn. The fact
that this homomorphism is also surjective is straightforward to verify. Arguments
employed in the above proof of (i) allow us to identify a θ ∈ Symgrp(Dm(A)) as an
ordered pair (σ, τ ), where σ is a permutation of {0, 1, . . . ,m − 1}, τ is a permutation
of {1, . . . , n}, and if i := qn + u with

(q, u) ∈ {0, 1, . . . ,m − 1} × {1, . . . , n},

then θ(i) = σ(q)n + τ (u). Now suppose r is a nonzero even integer and s is a nonzero
integer such that r �= s. For 0 ≤ q1 < q2 ≤ m − 1, define J (q1 < q2) to be the set
of all ordered pairs (i, j) such that 1 ≤ (i − q1n) ≤ n, 1 ≤ (j − q2n) ≤ n and (i −
q1n) �= (j − q2n). Define � to be the set of all (i, j) ∈ π(N ) such that i ≡ jmod n.
Then J (q1 < q2) ⊂ π(N ) and

δ(z,Dm(A)) =
∏

(i,j)∈�

(zi − zj)
r

∏

0≤q1<q2≤m−1

∏

(i,j)∈J (q1<q2)

(zi − zj)
s.

Fix a θ := (σ, τ ) in Symgrp(Dm(A)). Since θ permutes � and r is an even integer,

∏

(i,j)∈�

(zθ(i) − zθ(j))
r =

∏

(i,j)∈�

(zi − zj)
r.

Given an (i, j) ∈ J (q1 < q2), observe that θ(i) > θ(j) if and only if σ(q1) > σ(q2).
So, if σ(q1) < σ(q2), then θ(i) < θ(j) for all (i, j) ∈ J (q1 < q2) and it follows that

∏

(i,j)∈J (q1<q2)

(zθ(i) − zθ(j))
s =

∏

(i,j)∈J (σ(q1)<σ(q2))

(zi − zj)
s.
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On the other hand, if σ(q1) > σ(q2), then θ(i) > θ(j) for all (i, j) ∈ J (q1 < q2) and
then ∏

(i,j)∈J (q1<q2)

(zθ(i) − zθ(j))
s = (−1)n(n−1)s

∏

(i,j)∈J (σ(q2)<σ(q1))

(zi − zj)
s.

Since n(n − 1)s an even integer, we conclude that θ(δ(z,Dm(A))) = δ(z,Dm(A)).
Assertion (iii) is thus fully established. �

2.4 Fermions in the ν < 1/2 IQL State

Let N , n be positive integers such that N ≥ 3. Let ν be a rational number of the
form n/(2pn ± 1), where p is a positive integer. It is tacitly assumed that ν < 1/2,
i.e., either p ≥ 2 or ν �= n/(2n − 1). In this section (as in [10]), we present several
configurations, including the minimal configurations, of N Fermions in the IQL
state with filling factor ν. Given a filling factor n/(2pn ± 1), we let m denote the
integer N/n. Note that, necessarily, we have m ≥ 2. For each configuration of N
Fermions in the IQL state with filling factor ν, the corresponding correlation function
G(z1, . . . , zN ) that we construct is a nonzero homogeneous polynomial. Since the
total angular momentum of such a system is 0, it is mandated that the total degree of
G(z1, . . . , zN ) be

κG := N� − N (N − 1)

2
= 1

2
N [(2p − 1)n ± 1](m − 1).

It is interesting to observe that for all N and ν, the corresponding number κG is
an even integer. For each configuration, we obtain the corresponding G(z1, . . . , zN )

by symmetrizing a suitable δ(z,E), where the matrix E is in E(N , 2� − N + 1).
A noteworthy consequence of our construction is that by (i) of Theorem 5, the
correlation polynomial G(z1, . . . , zN ) is a binary invariant of type (N , 2� − N + 1),
and its zi-degree equals 2� − N + 1 for 1 ≤ i ≤ N . From the above mentioned fact
that G(z1, . . . , zN ) has even degree, i.e., κG is even, and the fact that G(z1, . . . , zN )

is homogeneous, we deduce the additional property:

G(−z1, . . . ,−zN ) = G(z1, . . . , zN ).

The energy of an IQL configuration is directly related to the pair correlations; so, it
is useful to keep track of the proportion of Fermion-pairs with a given correlation
potency. For this purpose, given a configuration with its associated E := [ε(i, j)] ∈
E(N ) and given an integer b, let frequency of b in E, denoted by frq(b,E), be the
number of pairs with correlation-potency b, i.e.,

frq(b,E) = |{(i, j) | 1 ≤ i < j ≤ N with ε(i, j) = b}|.
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The aforementioned proportion is the ratio of frq(b,E) toN (N − 1)/2. Heuristically,
the limit of each proportion as N increases to infinity provides an insight into the
qualitative nature of the configuration; in particular, it is a distinguishing feature of
the minimal configurations. It is worth pointing out that if a configuration presented
below is admissible for all n, then it specializes to the Laughlin configuration when
n = 1, i.e., when ν = 1/(2p ± 1).

2.4.1 ν = n/(2pn + 1)

Assume ν = n/(2pn + 1). Then we have

2� = ν−1N − (2pn + 1) − 1 + n.

Consequently,
2� − N + 1 = [(2p − 1)n + 1](m − 1).

Let G := SymmN (δ(z,E)), where E := M (m, n, p, 2p − 1). Assertion (ii) of the
Corollary of Theorem 8 ensures that G(z1, . . . , zN ) is a nonzero polynomial.
G(z1, . . . , zN ) is homogeneous of total degree

κG := Nl − N (N − 1)

2
= 1

2
N [(2p − 1)n + 1](m − 1),

and its zi-degree is 2� − N + 1 for 1 ≤ i ≤ N . Moreover, by (iii) of Theorem 13,
symgrp(E) is isomorphic to Sm × Sn. From the definition of M (m, n, p, 2p − 1), it
is clear that suppt(E) = {0, 2p − 1, 2p},

frq(b,E) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N (n−1)
2 if b = 0,

N (N−n)(n−1)
2n if b = 2p − 1,

N (N−n)
2n if b = 2p.

This correlation-statistics is organized in Table 2.3. Specific cases when n = 2, 3
and p = 1 are illustrated in Fig. 2.6. Observe that if n ≥ 3, then E corresponds to the
unique minimal configuration for the filling factor n/(2pn + 1). If n = 2, then the
only additional minimal configuration corresponds to M (m, 2, p − (1/2), 2p); by
(ii) of the Corollary of Theorem 8, this is an existent configuration; its correlation-
statistics is identical to the one presented in Table 2.3.

From the correlation-statistics, it at once follows that as N increases to ∞, the
proportion of uncorrelated Fermion-pairs tends to 0, the proportion of (2p − 1)-
correlated Fermion-pairs tends to (n − 1)/n and the proportion of (2p)-correlated
Fermion-pairs tends to 1/n.
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Table 2.3 Correlation-statistics; IQL state, ν = n/(2pn + 1)

correl. potency 0 2p − 1 2p

No. of pairs N (n−1)
2

N (n−1)(N−n)
2n

N (N−n)
2n

Proportion n−1
N−1

(n−1)(N−n)
n(N−1)

N−n
n(N−1)

2

1

3

5

6

4

ν = 2/5

2

1

4

6

3

5

ν = 3/7

Fig. 2.6 N = 6; IQL state, minimal configurations for filling factors 2/5, 3/7

We proceed to present some noteworthy configurations, which are non-minimal
if n ≥ 3, and which arise when N , n and p satisfy certain special properties. First,
consider the special case where m is an odd integer. Then m ≥ 3 and hence we may
let G := SymmN (δ(z,E0)), where

E0 := M0(m, n, p, 2p − 1).

It can be verified that symgrp(E0) contains a subgroup isomorphic to the semi-direct
product of Sn and a cyclic group of order m. Assertion (ii) of Theorem 7 ensures
that G(z1, . . . , zN ) is a nonzero polynomial. Also, G(z1, . . . , zN ) is homogeneous in
z1, . . . , zN of total degree

κG := Nl − N (N − 1)

2
= 1

2
N [(2p − 1)n + 1](m − 1),

and its zi-degree is 2� − N + 1 for 1 ≤ i ≤ N .
From the definition of M0(m, n, p, 2p − 1), it follows that

suppt(E0) = {0, 4p − 2, 2p},
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Table 2.4 Correlation-statistics; IQL state ν = n/(2pn + 1) and N/n odd

correl. potency 0 2(2p − 1) 2p

No. of pairs N (N+n)(n−1)
4n

N (N−n)(n−1)
4n

N (N−n)
2n

Proportion (N+n)(n−1)
2n(N−1)

(N−n)(n−1)
2n(N−1)

N−n
n(N−1)

and the frequencies are

frq(b,E0) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N (N+n)(n−1)
4n if b = 0,

N (N−n)(n−1)
4n if b = 4p − 2,

N (N−n)
2n if b = 2p.

Observe that if p = 1, then suppt(E0) = {0, 2} and

frq(2,E0) = N (N − n)(n + 1)

4n
, frq(0,E0) = N (N + n)(n − 1)

4n
.

The resulting correlation-statistics is exhibited in Table 2.4. See Fig. 2.7 for a case
when n = 2 and p = 1.

Observe that as N → ∞, the proportion of uncorrelated Fermion-pairs tends to
(n − 1)/2n (unlike in the case of the minimal configuration), the proportion of (4p −
2)-correlated Fermion-pairs also tends to (n − 1)/2n, whereas the proportion of (2p)-
correlated Fermion-pairs tends to 1/n (as in the case of the minimal configuration).

Next, consider the case where n is an odd integer ≥3 and 2p is an integer multiple
of n − 1 (e.g., n = 3); say 2p = s(n − 1). Let G := SymmN (δ(z,E0)), where E0 :=
M0(n,m, p(m − 1), s − 1). As before, symgrp(E0) contains a subgroup isomorphic
to the semi-direct product of Sn and a cyclic group of order m. Assertion (ii) of
Theorem 7 ensures that G(z1, . . . , zN ) is a nonzero polynomial. Also, G(z1, . . . , zN )

is homogeneous in z1, . . . , zN of total degree

κG := Nl − N (N − 1)

2
= 1

2
N [(2p − 1)n + 1](m − 1),

and its zi-degree is 2� − N + 1 for 1 ≤ i ≤ N . It readily follows that

suppt(E0) =
{ {0, 2p(m − 1), 2(s − 1)} if s ≥ 2,

{0, 2p(m − 1)} if s = 1.
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Fig. 2.7 N = 6; IQL state
for ν = 2/5, a non-minimal
configuration

2

1

3

4

5

6

Table 2.5 Correlation-stats.; IQL state ν = n/(sn(n − 1) + 1) with n odd ≥ 3 and s ≥ 1

s ≥2 1

correl.
potency

0 2p(m − 1) 2(s − 1) 0 2p(m − 1)

No. of pairs N (N−n)(n+1)
4n

N (n−1)
2

N (N−n)(n−1)
4n

N (N−n)
2

N (n−1)
2

Proportion (N−n)(n+1)
2n(N−1)

n−1
N−1

(N−n)(n−1)
2n(N−1)

N−n
N−1

n−1
N−1

Moreover, the frequencies are:

frq(b,E0) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

N (N−n)(n+1)
4n if b = 0, s ≥ 2,

N (N−n)
2 if b = 0, s = 1,

N (n−1)
2 if b = 2p(m − 1),

N (N−n)(n−1)
4n if b = 2(s − 1) with s ≥ 2,

0 if b = 2(s − 1) with s = 1.

Thus, we obtain Table 2.5 which tabulates the resulting correlation-statistics.
If s = 1, then the proportion of uncorrelated Fermion-pairs tends to 1 as N →

∞. If s ≥ 2, then as N → ∞, the proportion of uncorrelated Fermion-pairs tends
to (n + 1)/2n, the proportion of (2pm − 2p)-correlated Fermion-pairs tends to 0
and the proportion of (2s − 2)-correlated Fermion pairs tends to (n − 1)/2n. So, in
comparison with the minimal configuration, the distribution of correlations is non-
uniform. The leftmost configuration in the second row of Table 2.6 is a configuration
of this type for N = 6 and ν = 3/7.
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Table 2.6 N = 6 & ν = 3/7; existent IQL configurations with bound 2

2

1

4

6

3

5

4

1

5

6

2

3

4

1

5

2

6

3

2

1

3

5

4

6

3

1

5

6

4

2

3

1

5

6

4

2

3

1

4

6

2

5

3

1

4

6

2

5

3

1

4

5

2

6

3

1

4

5

2

6

3

1

4

5

6

2

3

1

4

5

6

2

Configs. I Configs. II Configs. III
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Fig. 2.8 N = 6 & ν = 3/7;
IQL state, the nonexistent
config. of bound 2

3

1

4

5

6

2

As an example, we proceed to work out the case of N = 6 with ν = 3/7 in a
comprehensive manner. In this case, there are exactly 24 apparent configurations
whose corresponding diagrams are 4-regular multi-graphs on 6 vertices. It is easy
to see that the least possible bound for any configuration of this kind is 2. Out of
the 24 apparent configurations, exactly 13 have this least bound. Further, out of the
13 apparent configurations with the least bound, exactly 12 are existent; they are
presented in Table 2.6. The only nonexistent configuration is the one in Fig. 2.8.

Regard Table 2.6 as a 4 × 3matrix of diagrams. Observe that the figure at position
(1, 1) is the unique minimal configuration. LetGij := Gij(z1, . . . , z6) denote the cor-
relation function associated with the diagram in the ith row, jth column of Table 2.6.
For the sake of compactness, we prefer to express the functions Gij as polynomials
in y1, . . . , y5, where yr denotes the coefficient of X 5−r in

6∏

j=1

(

X + zj − 1

6
(z1 + z2 + z3 + z4 + z5 + z6)

)

for 1 ≤ r ≤ 5. A direct computation shows that

G11 = −1536 y5y13 + 384 y12y2y4 + 384 y12y32 − 384 y1y22y3
+72 y24 + 31488 y1y3y5 − 9600 y1y42 − 16128 y5y22

+5760 y2y3y4 − 1536 y33 + 63360 y52,

G12 = −960 y5y13 + 240 y12y2y4 + 432 y12y32 − 384 y1y22y3
+72 y24 + 25440 y1y3y5 − 6000 y1y42 − 12240 y5y22

+3600 y2y3y4 − 960 y33 + 82800 y52.
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By inspecting the above polynomials, we find that G12 is not a numerical multiple
of G11. From another direct computation, it can be verified that

G13 = 3G11 − 4G12,

G21 = 6G12 − 6G11 = 2G22 = 3G23,

G21 = G31 = 6G32 = G33,

G21 = G41 = 6G42 = 6G43.

In particular, there are only 4 distinct equivalence classes of configurations with
bound 2; namely, the equivalence classes of the configurations in the first row of
Table 2.6 together with the equivalence class of the leftmost configuration in the
second row of Table 2.6.

2.4.2 ν = n/(2pn − 1)

Assume ν = n/(2pn − 1) (and so, p ≥ 2). Then, the individual angular momentum
� is the half-integer determined by the equation

2� = ν−1N − (2pn − 1) − 1 + n.

Hence, we clearly have

2� − N + 1 = [(2p − 1)n − 1](m − 1).

Let G := SymmN (δ(z,E)), where E := M (m, n, p − 1, 2p − 1). Observe that
symgrp(E) is isomorphic to Sm × Sn. Assertion (ii) of the Corollary of
Theorem 8 assures that G(z1, . . . , zN ) is a nonzero polynomial. Furthermore,
G(z1, . . . , zN ) is homogeneous in z1, . . . , zN of total degree

κG := N� − N (N − 1)

2
= 1

2
N [(2p − 1)n − 1](m − 1),

and the zi-degree of G(z1, . . . , zN ) is 2� − N + 1 for 1 ≤ i ≤ N . From the definition
of M (m, n, p − 1, 2p − 1), it is clear that suppt(E) = {0, 2p − 2, 2p − 1} and

frq(b,E) =

⎧
⎪⎪⎨

⎪⎪⎩

N (n−1)
2 if b = 0,

N (N−n)
2n if b = 2p − 2,

N (N−n)(n−1)
2n if b = 2p − 1.

If n ≥ 3, then M (m, n, p − 1, 2p − 1) corresponds to the unique minimal configu-
ration for the filling factor n/(2pn − 1). If n = 2, then the only additional minimal
configuration corresponds to M (m, 2, p − (1/2), 2(p − 1)); by (ii) of the Corollary
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Table 2.7 Correlation-statistics; IQL state ν = n/(2pn − 1)

correl. potency 0 2(p − 1) 2p − 1

No. of pairs N (n−1)
2

N (N−n)
2n

N (N−n)(n−1)
2n

Proportion n−1
N−1

N−n
n(N−1)

(N−n)(n−1)
n(N−1)

2

1

3

5

6

4

ν = 2/7

2

1

4

6

3

5

ν = 3/11

Fig. 2.9 N = 6; IQL state, minimal configurations for filling factors 2/7, 3/11

of Theorem 8, this is an existent configuration having the same correlation-statistics
as that ofM (m, 2, p − 1, 2p − 1). Table 2.7 gives the correlation-statistics for n ≥ 2.
See Fig. 2.9 for particular configurations when n = 2 and n = 3.

As in the case of the minimal configuration for ν = n/(2pn + 1), the propor-
tion of uncorrelated Fermion-pairs tends to 0 when N → ∞. Also, as N → ∞, the
proportion of (2p − 2)-correlated Fermion-pairs tends to 1/n and the proportion of
(2p − 1)-correlated Fermion-pairs tends to (n − 1)/n. So, asymptotically, the odd
correlations dominate over the even correlations when n ≥ 2.

Next, consider the case wherem is an odd integer. Of course, wemust havem ≥ 3.
In this case, we let G := SymmN (δ(z,E0)), where

E0 := M0(m, n, p − 1, 2p − 1).

Here, we are content to note that symgrp(E0) contains a subgroup isomorphic to the
semi-direct product of Sn and a cyclic group of order m. Thanks to assertion (ii) of
Theorem 7, we are assured that G(z1, . . . , zN ) is a nonzero polynomial. As needed,
G(z1, . . . , zN ) is homogeneous in z1, . . . , zN of total degree

κG := Nl − N (N − 1)

2
= 1

2
N [(2p − 1)n − 1](m − 1),
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Table 2.8 Correlation-statistics; IQL state ν = n/(2pn − 1) with N/n odd

correl. potency 0 2(p − 1) 2(2p − 1)

No. of pairs N (N+n)(n−1)
4n

N (N−n)
2n

N (N−n)(n−1)
4n

Proportion (N+n)(n−1)
2n(N−1)

N−n
n(N−1)

(N−n)(n−1)
2n(N−1)

Fig. 2.10 N = 6; IQL state
for ν = 2/7, a non-minimal
configuration

2

1

3

4

5

6

and the zi-degree of G(z1, . . . , zN ) is 2� − N + 1 for 1 ≤ i ≤ N . We have

suppt(E0) = {0, 2p − 2, 4p − 2}.

The frequencies are described by

frq(b,E0) =

⎧
⎪⎨

⎪⎩

N (N+n)(n−1)
4n if b = 0,

N (N−n)
2n if b = 2p − 2,

N (N−n)(n−1)
4n if b = 4p − 2.

The correlation-statistics is presented inTable 2.8; see Fig. 2.10 for a specific example
when n = 2.

In this configuration, as N → ∞, the proportion of uncorrelated Fermion-pairs
and the proportion of (4p − 2)-correlated Fermion-pairs each tends to (n − 1)/2n,
but the proportion of (2p − 2)-correlated Fermion-pairs tends to 1/n.

Lastly, consider the case where n ≥ 3 is odd and 2(p − 1) is an integer multiple
of n − 1; say 2(p − 1) = t(n − 1) (e.g., ν = 3/(6p − 1)). As in the previous case,
symgrp(E0) contains a subgroup isomorphic to the semi-direct product of Sn and a
cyclic group of order m. Let G := SymmN (δ(z,E0)), where E0 := M0(n,m, p(m −
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Table 2.9 Correlation-stats.; IQL state ν = n/((tn − t + 2)n − 1) with n ≥ 3 odd, t ≥ 1

t ≥2 1

correl.
potency

0 2p(m − 1) 2(t − 1) 0 2p(m − 1)

No. of pairs N (N−n)(n+1)
4n

N (n−1)
2

N (N−n)(n−1)
4n

N (N−n)
2

N (n−1)
2

Proportion (N−n)(n+1)
2n(N−1)

n−1
N−1

(N−n)(n−1)
2n(N−1)

N−n
N−1

n−1
N−1

1), t − 1). Then, assertion (ii) of Theorem 7 ensures that G(z1, . . . , zN ) is a nonzero
polynomial. Also, G(z1, . . . , zN ) is homogeneous in z1, . . . , zN of total degree

κG := Nl − N (N − 1)

2
= 1

2
N [(2p − 1)n − 1](m − 1),

and the zi-degree of G(z1, . . . , zN ) is 2� − N + 1 for 1 ≤ i ≤ N . We have

suppt(E0) = {0, 2p(m − 1), 2(t − 1)}.

The frequencies are:

frq(b,E0) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N (N−n)(n+1)
4n if b = 0 and s ≥ 2,

N (N−n)
2 if b = 0 and t = 1,

N (n−1)
2 if b = 2p(m − 1),

N (N−n)(n−1)
4n if b = 2(t − 1) and t ≥ 2.

Thus, we obtain the correlation-statistics as in Table 2.9; see Fig. 2.11 for a case
when n = 3 and t = 1.

If 2p = n + 1, then as N → ∞, the proportion of uncorrelated Fermon-pairs
tends to 1. If 2p �= n + 1, i.e., t ≥ 2, then as N → ∞, the proportion of uncorre-
lated Fermion-pairs tends to (n + 1)/2n, the proportion of (2pm − 2p)-correlated
Fermion-pairs tends to 0 and the proportion of (2t − 2)-correlated Fermion-pairs
tends to (n − 1)/2n. So, in either case, the proportion of uncorrelated pairs is the
largest.

As an example, we provide a detailed account of the case of N = 4 with ν =
2/7. There are only 5 apparent configurations to be considered in this case. The
configurations presented in Figs. 2.12 and 2.13 are nonexistent. The only 2 existent
configurations appear in Fig. 2.14.

By a direct computation, it is verified that the existent configurations yield the
same correlation function G(z1, z2, z3, z4). As before, for r = 1, 2, 3, let yr be the
coefficient of X 3−r in

4∏

j=1

(

X + zj − 1

4
(z1 + z2 + z3 + z4)

)

.
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2

1

3

5

4

6

Fig. 2.11 N = 6; IQL state for ν = 3/11, a non-minimal configuration

2

1

3

4

2

1

3

4

Fig. 2.12 N = 4 & ν = 2/7; nonexistent IQL configurations

Then G := G(z1, z2, z3, z4) is compactly expressed as

G = 8 y1
5 − 192 y1

3y3 + 108 y1
2y2

2 − 3456 y1y3
2 + 1296 y2

2y3.
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3

1

4

2

Fig. 2.13 N = 4 & ν = 2/7; a nonexistent IQL configuration

3

1

4

2

The minimal config.

3

1

4

2

The non-minimal config.

Fig. 2.14 N = 4 & ν = 2/7; the existent IQL configurations

2.5 Systems with QE in the ν = 1/3 IQL

We begin by recalling basic facts about enumeration of distinct multiplets of a fixed
total angular momentum L in a system containing N Fermions each having angular
momentum � (where 2� is a positive integer≥(N − 1)). Such a system is represented
as the collection S(N , �) of states, where by a state, wemean anN -tuple (λ1, . . . ,λN )

with

λi ∈ {� − j | 0 ≤ j ≤ 2�} for 1 ≤ i ≤ N and λ1 > · · · > λN .
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In particular, note that λ1 ≤ � and λi + � − N + i is a nonnegative integer for 1 ≤
i ≤ N . Let

S(N , �, t) :=
{

(λ1, . . . ,λN ) ∈ S(N , �)

∣
∣
∣
∣ t =

N∑

i

λi

}

and let s(N , �, t) denote the number of elements (or states) in S(N , �, t). Then, the
number of distinct multiplets of total angular momentum L is

g(N , �,L) :=
{
s(N , �,L) − s(N , �,L + 1) if L ≥ 0 and
s(N , �,L + 1) − s(N , �,L) if L < 0.

It is easily seen that s(N , �, t) = s(N , �,−t) and hence if L < 0, then g(N , �,L) =
g(N , �,−L − 1) with (−L − 1) ≥ 0. So, to find the values taken by g(N , �,L), it
suffices to assume L ≥ 0. As an example, consider the case of N = 3 Fermions
on the surface of a sphere with individual angular momentum � = 3. In this case,
Table 2.10 exhibits the allowedmultiplets, where Lz stands for the spatial component
of the total angular momentum. Observe that the corresponding allowed values of L
are 0, 2, 3, 4 and 6.

From the definitions following the Corollary to Theorem 1, recall that

p(t + �N − N (N − 1)/2, N , 2� − N + 1)

= |P(t + �N − N (N − 1)/2, N , 2� − N + 1)|,

where P(t + �N − N (N − 1)/2, N , 2� − N + 1) denotes the set of all

(a1, . . . , a2�−N+1) ∈ N
2�−N+1

Table 2.10 Allowed multiplets for N = 3 and � = 3

Lz 6 5 4 3 2 1 0

(3, 2, ∗) (3, 2, 1) (3, 2, 0) (3, 2, −1) (3, 2, −2) (3, 2, −3)

(3, 1, ∗) (3, 1, 0) (3, 1, −1) (3, 1, −2) (3, 1, −3)

(3, 0, ∗) (3, 0, −1) (3, 0, −2) (3, 0, −3)

(3, −1, ∗) (3, −1, −2)

(2, 1, ∗) (2, 1, 0) (2, 1, −1) (2, 1, −2) (2, 1, −3)

(2, 0, ∗) (2, 0, −1) (2, 0, −2)

(1, 0, ∗) (1, 0, −1)

|L, Lz〉 |6, 6〉 |6, 5〉 |6, 4〉 |6, 3〉 |6, 2〉 |6, 1〉 |6, 0〉
|L, Lz〉 |4, 4〉 |4, 3〉 |4, 2〉 |4, 1〉 |4, 0〉
|L, Lz〉 |3, 3〉 |3, 2〉 |3, 1〉 |3, 0〉
|L, Lz〉 |2, 2〉 |2, 1〉 |2, 0〉
|L, Lz〉 |0, 0〉
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such that

2�−N+1∑

r=1

ar ≤ N and
2�−N+1∑

r=1

rar = t + �N − N (N − 1)

2
.

The function

S(N , �, t) → P(t + �N − N (N − 1)/2, N , 2� − N + 1) given by
(λ1, . . . ,λN ) → (λ1 + � − N + 1, . . . ,λi + � − N + i, . . . ,λN + �)

is easily verified to be a bijection. Consequently, we have

s(N , �, t) = p(t + �N − N (N − 1)/2, N , 2� − N + 1).

Now recall that for positive integers n and d ,

G(n, d ,X ) :=
∏d

i=1(1 − X n+i)
∏d

i=2(1 − X i)

is a polynomial in X of degree nd + 1 and by the assertion (iv) of Theorem 5,
p(m, d , n) − p(m − 1, d , n) is the coefficient of Xm in G(n, d ,X ). The well-known
fact (see, e.g., [16, 17]) that for L ≥ 0, g(N , �,L) is the coefficient of X L in

(−1) · X−1−N (2�−N+1)
2 · G(2� − N + 1,N ,X ) = X

N (2�−N+1)
2 · G(2� − N + 1,N ,X−1)

follows readily. Let q(n, d ,X ) and r(n, d ,X ) be the unique polynomials in
√
X such

that the X -degree of r(n, d ,X ) is strictly less than 1 + (nd/2) and

G(n, d ,X ) = q(n, d ,X ) · X 1+ nd
2 + r(n, d ,X ).

By the support of q(n, d ,X ), we mean the set of half-integers ε for which the coef-
ficient of X ε in q(n, d ,X ) is nonzero. Firstly, since (2� − N + 1) ≥ 0, we infer that
for L ≥ 0,

g(N , �, L) is the coefficient of X L in (−1) · q(2� − N + 1, N , X ).

Secondly, since the possible nonnegative values of the total angular momentum L
are the ones with g(N , �,L) �= 0, they constitute the support of the polynomial (in√
X ) denoted by q(2� − N + 1, N , X ).
Let N ≥ 3 be an integer and let m be a positive integer not exceeding 1 + (N/2).

Consider the Jain Mean Field picture with m QEs above the ν = 1/3 IQL state of
the rest of the electrons as in Fig. 2.15.

As seen above, the set of possible (nonnegative) angular momenta for such a
configuration is the support of q(2�∗

1 − m + 1, m, X ); this support is denoted by
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�∗
1 = N−m+1

2

�∗
0 = N−m−1

2

Fig. 2.15 Jain MFCF picture

�(N ,m). Note that 2�∗
1 − m + 1 = N − 2m + 2 and (1/2)m(N − 2m + 2) is in

�(N ,m), i.e., it is an allowed value of the total angular momentum L. Given an
L in �(N ,m), we want to construct a correlation function G(z1, . . . , zN ) that is a
nonzero homogeneous polynomial of total degree

κG := N (2(N − 1) − m)

2
− L

and such that the zi-degree of G(z1, . . . , zN ) is at most 2(N − 1) − m for 1 ≤ i ≤ N ;
for the sake of clarity, we prefer to denote our G by GL (this is necessary especially
when more than one value of L is possible). In order for 0 to be in �(N ,m), the
integer Nm has to be even. More generally, from assertion (v) of Theorem 5, it fol-
lows that L is in �(N ,m) only if there exists at least one nonzero semi-invariant
of weight m(N − 2m + 2)/2 − L and of degree at most m (for the binary form
of degree N − 2m + 2). For example, when N = 11 and m = 3, we have N − 2m +
2 = 7,

G(7, 3,X ) = 1 +∑9
i=2 X

i + X 6 −∑22
i=13 X

i − X 16,

�(11, 3) = {
3
2 ,

5
2 ,

7
2 ,

9
2 ,

11
2 , 13

2 , 15
2 , 17

2 , 21
2

}
.

If L = 0 is allowed, i.e., if mN is even, then the corresponding correlation poly-
nomial G0 is necessarily a binary invariant of type (N , 2(N − 1) − m). In con-
trast, if L > 0, then GL is not a binary invariant of type (N , d) for any d (see
Theorems 4 and 5); nevertheless, since GL is obtained by symmetrizing δ(z,E)

for some E ∈ E(N ), it is indeed a semi-invariant of the binary form of degree N , i.e.,
a homogeneous, symmetric, translation-invariant polynomial in z1, . . . , zN . In most
of the constructions described below, where various correlation functions G are real-
ized as SymmN (δ(z,E)), the associated E ∈ E(N , ≤ 2(N − 1) − m) has 2DN−m as
a diagonal-block and simultaneously bound(E) is as small as possible (verification
of this fact is straightforward; the details are left to the reader).

m = 1 :
Suppose we have a single QE, i.e., m = 1. Then

G(N − 2m + 2,m,X ) = G(N , 1,X ) = (1 − XN+1).
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Table 2.11 Correlation-statistics; 1 QE in ν = 1/3 IQL

correl. potency 0 1 2

No. of pairs 1 N − 2 (N−1)(N−2)
2

Proportion 2
N (N−1)

2(N−2)
N (N−1)

N−2
N−1

Consequently, the only possible value of L in this case is N/2. Let GN/2 :=
SymmN (δ(z,E)), where E := E(1,N−1)(N ; 1, 1, 1) (see Corollary of Theorem 10),
i.e., in block-form

E =
⎡

⎣
0 u

uT 2DN−1

⎤

⎦ , where u := [0, 1, 1, . . . , 1].

Note that symgrp(E) is isomorphic to SN−2. For notational simplicity, letG := GN/2.
Now assertion (iii) of the Corollary of Theorem 10 ensures that G(z1, . . . , zN ) is a
nonzero homogeneous polynomial of total degree

κG := N (2N − 3)

2
− N

2
= N (N − 2),

and its zi-degree is at most 2N − 3 for 1 ≤ i ≤ N . Clearly,

suppt(E) = {0, 1, 2}, bound(E) = 2

and

frq(b,E) =
⎧
⎨

⎩

1 if b = 0,
N − 2 if b = 1,
(N−1)(N−2)

2 if b = 2.

So, we have the correlation-statistics as it appears in Table 2.11.
Note that, as expected, when N → ∞, the proportion of 2-correlated Fermion-

pairs tends to 1.

m = 2 :
Consider the case of two QEs, i.e., m = 2. In this case,

G(N − 2m + 2,m,X ) = G(N − 2, 2,X ) = (1 − XN−1)(1 − XN )

(1 − X 2)
.

Now it is straightforward to verify that

�(N ,m) =
{

p(N ) + 2r

∣
∣
∣
∣ r ∈ N, 0 ≤ r ≤ 1

2
(N − 2 − p(N ))

}

,
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where p(N ) is the parity of N , i.e.,

p(N ) :=
{
0 if N is even,
1 if N is odd.

For 1 ≤ i ≤ N − 2, defineRi := [2, 0] if i is odd andRi := [0, 2] if i is even.LetAbe
the (N − 2) × 2 matrix having Ri as its ith row. For 0 ≤ r ≤ (1/2)(N − 2 − p(N )),
let Er ∈ E(N ) be the matrix defined in block-form by

Er :=
⎡

⎣
arD2 AT

A 2DN−2

⎤

⎦ , where ar := N − 2 − p(N ) − 2r.

Assertion (i) of Theorem 7 ensures that for 0 ≤ r ≤ (1/2)(N − 2 − p(N )),

letting L = p(N ) + 2r and GL := SymmN (δ(z,Er)),

GL is a nonzero polynomial which is homogeneous of total degree

κGL := N (2N − 4)

2
− L = N (N − 2) − p(N ) − 2r,

and its zi-degree is at most 2N − 4 for 1 ≤ i ≤ N . Clearly,

suppt(Er) = {0, 2, N − 2 − p(N ) − 2r}, bound(Er) = max{2, N − 2 − p(N ) − 2r}.

If L < N − 4, then

frq(b,Er) =
⎧
⎨

⎩

N − 2 if b = 0,
(N−1)(N−2)

2 if b = 2,
1 if b = N − 2 − p(N ) − 2r.

If L = N − 2, then

frq(0,Er) = N − 1 and frq(2,Er) = (N − 1)(N − 2)

2
.

If L = N − 4, then

frq(0,Er) = N − 2 and frq(2,Er) = 1 + (N − 1)(N − 2)

2
.

For L = N − 2, the resulting correlation-statistics is presented in Table 2.12.
Likewise, if L ≤ N − 4, then the correlation-statistics is tabulated in Table 2.13.
Of course, here too, asN → ∞ the proportion of 2-correlated Fermion-pairs tends

to 1.
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Table 2.12 Correlation-statistics; 2 QE in ν = 1/3 IQL (L = N − 2)

correl. potency 0 2

No. of pairs N − 1 (N−1)(N−2)
2

Proportion 2
N

N−2
N

Table 2.13 Correlation-statistics; 2 QE in ν = 1/3 IQL (L ≤ N − 4)

L <N − 4 N − 4

correl.
potency

0 2 N − L − 2 0 2

No. of pairs N − 2 (N−1)(N−2)
2 1 N − 2 N 2−3N+4

2

Proportion 2(N−2)
N (N−1)

N−2
N

2
N (N−1)

2(N−2)
N (N−1)

N 2−3N+4
N (N−1)

m = 1

2
N :

Consider the case where N ≥ 4 is even and m = N/2. Then

G(N − 2m + 2,m,X ) = G(2,m,X ) = (1 − Xm+1)(1 − Xm+2)

(1 − X 2)
.

It is straightforward to verify that

�(N ,m) =
{
m − 2r

∣
∣
∣ r ∈ N, 0 ≤ r ≤ m

2

}
.

For 0 ≤ r ≤ m/2, let Ar be the m × m symmetric matrix [aij], where

aij :=
⎧
⎨

⎩

2 if i = j,
0 if {i, j} = {2s − 1, 2s} for some 0 ≤ s ≤ r,
1 otherwise.

We observe that for each r, Ar satisfies the requirements imposed on the matrix A
of Theorem 11. Clearly, our N and m satisfy the hypotheses of Theorem 11 and
Ar is indeed an m × (N − m) symmetric matrix. Finally, letting a := 1, we have
aii = 2 ≥ 2a for 1 ≤ i ≤ m as well as 2a > aij for 1 ≤ i < j ≤ m. Define Er ∈ E(N )

by setting

Er := 2DN − Br, where Br :=
[
0 Ar

Ar 0

]

,
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Table 2.14 Correlation-statistics; N/2 QE in ν = 1/3 IQL with L = (N − 4r)/2

correl. potency 0 1 2

No. of pairs N
2

N 2−2N−8r
4

N 2−2N+8r
4

Proportion 1
N−1

N 2−2N−8r
2N (N−1)

N 2−2N+8r
2N (N−1)

and for each L(r) := m − 2r, let GL(r) := SymmN (δ(z,Er)). Then, the polynomial
GL(r) is homogeneous in z1, . . . , zN of total degree

κGL(r) := N (3N − 4)

4
− L(r) = m(3m − 2) − m + 2r,

and its zi-degree is at most 2(N − 1) − m = 3m − 2 for 1 ≤ i ≤ N . Most impor-
tantly, by Theorem 11, we have SymmN (δ(z,−Br)) �= 0 for 0 ≤ r ≤ m/2. Now since

GL(r) = SymmN (δ(z,Er)) = SymmN

(
δ(z, 2DN )

δ(z,Br)

)

and equally plainly, we have

SymmN

(
δ(z, 2DN )

δ(z,Br)

)

= δ(z, 2DN ) · SymmN (δ(z,−Br)) �= 0,

it follows that GL(r) �= 0. In passing, we note that E0 = M (m, 2, 1, 1). Clearly

suppt(Er) = {0, 1, 2}, bound(Er) = 2.

Also, for 0 ≤ r ≤ m/2,

frq(b,Er) =
⎧
⎨

⎩

N
2 if b = 0,
N 2−2N−8r

4 if b = 1,
N 2−2N+8r

4 if b = 2.

So, for each integer r with 0 ≤ r ≤ m/2, Table 2.14 exhibits the corresponding
correlation-statistics.

As N → ∞, the proportion of 1-correlated and 2-correlated pairs each tends to
1/2. This is in accordance with the fact that half of the particles are quasi-electrons.

Consider the special case where m is an even integer (whence N/4 is an integer).
As assured by (i) of the Lemma preceding Theorem 12,

M(m,m,m/2, r + m(m − 1)/2) �= ∅ for 0 ≤ r ≤ m/2.

So, for 0 ≤ r ≤ m/2, pick a Cr ∈ M(m,m,m/2, r + m(m − 1)/2) and define
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Er :=
⎡

⎣
2Dm 2Cr

2CT
r 2Dm

⎤

⎦ .

Assertion (i) of Theorem 7 ensures that for L = m − 2r, the polynomial GL :=
SymmN (δ(z,Er)) is a nonzero homogeneous polynomial of total degree m(3m −
2) − m + 2r and its zi-degree is at most 2(N − 1) − m = 3m − 2 for 1 ≤ i ≤ N .
Also, suppt(Er) = {0, 2} and bound(Er) = 2. More concretely, let

Cm/2 := cirmat((a1, . . . , am)),

where ai = 1 for 1 ≤ i ≤ m/2 and ai = 0 otherwise. Then, for 0 ≤ r ≤ m/2, let Cr

be obtained from Cm/2 by replacing any (randomly picked) (m/2) − r entries 1 in
Cm/2 by 0. For example, here is a list of possible 2Cr when N = 8 and m = 4.

2C2 :=

⎡

⎢
⎢
⎣

2 2 0 0
0 2 2 0
0 0 2 2
2 0 0 2

⎤

⎥
⎥
⎦ , 2C1 :=

⎡

⎢
⎢
⎣

2 2 0 0
0 2 2 0
0 0 2 2
0 0 0 2

⎤

⎥
⎥
⎦ ,

2C0 :=

⎡

⎢
⎢
⎣

0 2 0 0
2 0 2 0
0 2 0 2
0 0 2 0

⎤

⎥
⎥
⎦ .

In comparison to the configurations described in the first part, these special configu-
rations have a higher proportion of correlation potency 2 factors and hence represent
higher energy states. Tabulation of the correlation-statistics for these special config-
urations is left to the reader.

m = 1

2
(N + 1) :

Consider the case where N ≥ 5 is odd and m = (N + 1)/2. Then

G(N − 2m + 2,m,X ) = G(1,m,X ) = (1 − Xm+1).

Letting N := 2n + 1, we have m = n + 1 and

�(N ,m) =
{
N + 1

4

}

=
{
n + 1

2

}

.

Let A be the n × (n + 1) matrix [aij] such that for 1 ≤ i ≤ n and 1 ≤ j ≤ n + 1,

aij :=
{
1 if i �= j and (i, j) �= (n, n + 1),
2 otherwise.
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Let E ∈ E(N ) be the matrix defined in block-form by

E := 2DN −
⎡

⎣
0 A

AT 0

⎤

⎦ .

Recalling the definitions just preceding Theorem 10, it is easily verified that

grp(A) = {θ ∈ Sn | θ(n) = n}

and rat(A,T ) = {pol(A,T )−1}, where

pol(A,T ) =
n−1∏

r=1

(Tr − Tn)
∏

1≤r<s≤n

(Tr − Ts)
2.

As a consequence,A is seen to be an admissiblematrix. NowTheorem 10 allows us to
conclude thatG := SymmN (δ(z,E)) is a nonzero polynomial which is homogeneous
of total degree

κG := N (3N − 5)

4
− (N + 1)

4
= N (N − 1) − (N + 1)2

4
,

and its zi-degree is at most 2(N − 1) − m = 3n − 1 for 1 ≤ i ≤ N . Clearly,

suppt(E) = {0, 1, 2}, bound(E) = 2.

Likewise, we note that

frq(b,E) =

⎧
⎪⎪⎨

⎪⎪⎩

N+1
2 if b = 0,

(N−3)(N+1)
4 if b = 1,

(N−1)2

4 if b = 2.

The corresponding correlation-statistics is presented in Table 2.15.

m = 1 + 1
2
N :

Table 2.15 Correlation-statistics; (N + 1)/2 QE in ν = 1/3 IQL

correl. potency 0 1 2

No. of pairs N+1
2

(N−3)(N+1)
4

(N−1)2

4

Proportion N+1
N (N−1)

(N−3)(N+1)
2N (N−1)

N−1
2N
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Consider the case where N is even and m = 1 + (N/2). Observe that �(N , 1 +
(N/2)) = {0} and hence L = 0. Let G := SymmN (δ(z,E)), where E := M (N/2, 2,
1, 1). For even m, we also have the option of letting G := SymmN (δ(z,E0)), where
E0 := M0(N/2, 2, 1, 1). As an aside, we remark that this construction of G is iden-
tical to the one employed above for the IQL state of N fermions corresponding
to ν = 2/5. In particular, the correlation-statistics is also that of the IQL state of
N fermions corresponding to ν = 2/5. If N = 4, then since the space of binary
invariants of type (4, 3) has dimension 1, our G is essentially (i.e., up to numerical
multiples) the only nonzero binary invariant of type (4, 3).

Other systems :
For arbitrary values of N andm, no explicit description of the set �(N ,m) is known.
If N is an even integer ≥7 and 3 ≤ m < N/2, then L = 0 is indeed a possible value
of the total angular momentum; but, even in this case, we are unable to provide
an existent configuration. At present, we remain content with a full and detailed
consideration of the cases with N ≤ 8. With this restriction on N , only two systems
remain to be dealt with; all others are special cases of what has been established
above. Namely, we have to consider the system (N ,m) = (7, 3) and the system
(N ,m) = (8, 3). To address these two, we need to recall that Dr,s denotes the r × s
matrix whose ijth entry is (1 − δij), where δij is the Kronecker delta, and Dr = Dr,r .

(N = 7, m = 3) :

In this case, 2(N − 1) − m = 9 and

�(7, 3) =
{
3

2
,
5

2
,
9

2

}

.

For L ∈ �(7, 3), letGL := SymmN (δ(z,AL)), whereAL ∈ E(7) is defined as follows:

A3/2 := 2D7 −
⎡

⎣
0 C3/2

CT
3/2 0

⎤

⎦ , where C3/2 :=
⎡

⎣
2 0 1 1
1 1 0 2
0 2 2 0

⎤

⎦ ,

A5/2 := 2D7 −
⎡

⎣
0 C5/2

CT
5/2 0

⎤

⎦ , where C5/2 :=
⎡

⎣
2 1 1 1
1 1 0 2
0 2 2 0

⎤

⎦ ,

A9/2 := 2D7 −
⎡

⎣
0 C9/2

CT
9/2 0

⎤

⎦ , where C9/2 :=
⎡

⎣
2 1 1 1
1 1 1 2
0 2 2 1

⎤

⎦ .

Of course, Symm7(δ(z, 2D7 − E)) = δ(z, 2D7) · Symm7(δ(z,−E) for any E ∈ E(7).
So, it suffices to show that Symm7(δ(z,As − 2D7)) �= 0 for s = 3/2, 5/2, 9/2 and
hence, in view of Theorem 10, it suffices to show that Cs is admissible for s =
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3/2, 5/2, 9/2. It is straightforward to verify that grp(Cs) = {id , (1, 2)} < S3 for
s = 3/2, 5/2, 9/2. Also, rat(C3/2,T ), rat(C5/2,T ) and rat(C9/2,T ) are

{(T1 − T2)−2(T1 − T3)−1(T2 − T3)−1},
{(T1 − T2)−2(T1 − T3)−2(T2 − T3)−1, (T1 − T2)−2(T2 − T3)−2(T1 − T3)−1},
{(T1 − T2)−2(T1 − T3)−2(T2 − T3)−3, (T1 − T2)−2(T2 − T3)−2(T1 − T3)−3},

respectively. Clearly rat(C3/2,T ) is Q-linearly independent. Since {(T1 − T3),
(T2 − T3)} is Q-linearly independent, each of rat(C5/2,T ), rat(C9/2,T ) is
Q-linearly independent. Thus, G3/2, G5/2 and G9/2 are nonzero homogeneous poly-
nomials of total degrees 30, 29 and 27, respectively. Moreover, the zi-degree of each
GL is at most 9 for 1 ≤ i ≤ 7.

(N = 8, m = 3) :
In this case, 2(N − 1) − m = 11 and

�(8, 3) = {0, 2, 3, 4, 6}.

For L ∈ �(8, 3), letGL := SymmN (δ(z,AL)), whereAL ∈ E(8) is defined as follows:

A0 :=
⎡

⎣
3D3 C

CT 2D5

⎤

⎦ , where C :=
⎡

⎣
2 0 1 2 0
1 2 0 1 1
0 1 2 0 2

⎤

⎦ ,

A2 :=
⎡

⎣
3D3 C

CT 2D5

⎤

⎦ , where C :=
⎡

⎣
2 0 1 2 0
1 2 0 0 0
0 1 2 0 2

⎤

⎦ ,

A3 :=
⎡

⎣
2D3 C

CT 2D5

⎤

⎦ , where C :=
⎡

⎣
2 0 1 2 0
0 1 2 0 1
1 2 0 1 2

⎤

⎦ ,

A4 :=
⎡

⎣
2D3 C

CT 2D5

⎤

⎦ , where C :=
⎡

⎣
0 0 1 2 1
2 1 0 1 1
1 2 1 0 1

⎤

⎦ ,

A6 :=
⎡

⎣
2D3 D3,5

D5,3 2D5

⎤

⎦ , i.e., M (0 < 3 < 8, 1, 1).

Observe that for each L ∈ {0, 2, 3, 4, 6}, GL is homogeneous of total degree 44 − L
and its zi-degree does not exceed 11 for 1 ≤ i ≤ 8. Assertion (ii) of Theorem 8 is
directly applicable to the L = 6 case, ensuring that G6 �= 0. Nontriviality of G0, G2

does not follow from any of our theorems. Nevertheless, a SAGE computation shows
that the evaluation of each of G0, G2 at zi = i − 1 for 1 ≤ i ≤ 8 is a nonzero integer
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and hence, apriori, G0, G2 are nonzero. Lastly, we show how Theorem 10 can be
used to verify that G3 and G4 are nonzero. To begin with, note that

A3 := 2D8 −
⎡

⎣
0 A

AT 0

⎤

⎦ , where A :=
⎡

⎣
0 2 1 0 2
2 1 0 2 1
1 0 2 1 0

⎤

⎦ ,

and

A4 := 2D8 −
⎡

⎣
0 B

BT 0

⎤

⎦ , where B :=
⎡

⎣
2 2 1 0 1
0 1 2 1 1
1 0 1 2 1

⎤

⎦ .

Again, Symm8(δ(z, 2D8 − E)) = δ(z, 2D8) · Symm8(δ(z,−E) for anyE ∈ E(8). So,
it suffices to show that Symm8(δ(z,As − 2D8)) �= 0 for s = 3, 4. In the very first
example of the set of examples preceding Theorem 10, it is verified thatA is an admis-
sible matrix with max(A) = 2. Hence by Theorem 10, Symm8(δ(z,A3 − 2D8)) �= 0.
In the case of B, it is straightforward to verify that grp(B) = {id , (2, 3)} < S3 and
rat(B,T ) = {ρ1, ρ2}, where

ρ1 = T−1
1 T−1

2 T−1
3 (T1 − T2)−2(T1 − T3)−1(T2 − T3)−2,

ρ2 = T−1
1 T−1

2 T−1
3 (T1 − T3)−2(T1 − T2)−1(T2 − T3)−2.

Since the T3-degrees of the rational functions in rat(B,T ) are clearly distinct,
rat(B,T ) is Q-linearly independent. It readily follows that B is admissible and
max(B) = 2. Thanks to Theorem 10, Symm8(δ(z,A4 − 2D8)) �= 0.

Remarks

1. It is easy to see that for any choice of A0, A2 in the above (N ,m) = (8, 3) case,
at least one entry in each of A0, A2 has to be ≥3.

2. In the case of (N ,m) = (8, 3), disregarding the requirement of 2D5 as a diagonal
block leads to more choices. Below, we provide a sample of some (but certainly
not all) alternative choices of AL; these also serve to demonstrate the utility of our
theorems.

A0 := M (2, 4, 1, 3).

Then assertion (ii) of the Corollary of Theorem 8 ensures that G0 is nonzero.

A2 := 2D8 −
⎡

⎣
0 C

C 0

⎤

⎦ , where C :=

⎡

⎢
⎢
⎣

2 1 0 0
1 2 1 0
0 1 2 1
0 0 1 2

⎤

⎥
⎥
⎦ .
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Then Theorem 10 ensures that G2 is nonzero. Yet another choice for A2 is

A2 :=
⎡

⎣
0 C

C 0

⎤

⎦ , where C :=

⎡

⎢
⎢
⎣

3 2 2 2
2 3 3 3
2 3 3 3
2 3 3 3

⎤

⎥
⎥
⎦ .

Then assertion (i) of Theorem 8 ensures that G2 is nonzero.

A3 :=

⎡

⎢
⎢
⎢
⎢
⎣

0 u v

uT 0 C

vT CT 0

⎤

⎥
⎥
⎥
⎥
⎦

,

where u := [1, 1, 1], v := [2 2 2 2] and

C :=
⎡

⎣
1 3 3 3
1 3 3 3
1 3 3 3

⎤

⎦ .

Then (i) of Theorem 8 allows us to infer that the corresponding G3 is nonzero.

A4 :=
⎡

⎣
B C

CT 2D5

⎤

⎦ , where B :=
⎡

⎣
0 2 4
2 0 4
4 4 0

⎤

⎦ and

C :=
⎡

⎣
2 0 0 2 0
0 2 0 0 2
0 0 2 0 0

⎤

⎦ .

Then assertion (i) of Theorem 7 ensures that G4 is nonzero.

A6 :=
⎡

⎣
0 C

CT 0

⎤

⎦ , where C :=

⎡

⎢
⎢
⎣

2 2 2 4
2 2 2 4
2 2 2 2
4 4 2 0

⎤

⎥
⎥
⎦ .

Then assertion (i) of Theorem 7 implies that G6 is nonzero.

Systems of N≤ 8 FermionswithQE in the ν = 1/3 IQL
As a demonstration of the results established above,we proceed to exhibit the correla-
tion diagrams of configurations with quasielectrons for 4 ≤ N ≤ 8. In each diagram,
quasielectrons are represented by the red vertices. The correlation function corre-
sponding to any one of these configurations, when presented as a polynomial in
z1, . . . , zN , has a very large number of terms appearing in it; so, it is not very useful
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3

1

4
L = 2

2

2 1

4

3

L = 0

Fig. 2.16 N = 4; 1 QE and 3 QE in the ν = 1/3 IQL

to explicitly exhibit these polynomials. They are presented only in the case ofN = 4,
since in that case the associated correlation polynomials have compact expressions
as polynomials in y1, y2, y3, where (as in the definitions preceding Theorem 1)

y1 = −3/8 z21 + 1/8 (2 z2 + 2 z3 + 2 z4) z1 − 3/8 z22

+ 1/8 (2 z3 + 2 z4) z2 − 3/8 z32 + 1/4 z3z4 − 3/8 z42,
y2 = 1/8 (−z4 + z1 − z3 + z2) (z4 + z1 − z3 − z2) (−z4 + z1 + z3 − z2) ,

and y3 = (−1/256) · P1 · P2, where

P1 = (−3 z4 + z1 + z3 + z2) (z4 + z1 − 3 z3 + z2) and
P2 = (3 z1 − z2 − z3 − z4) (−3 z2 + z3 + z4 + z1) .

If N ≥ 5, expressions of the associated correlation functions as polynomials in
y1, . . . , yN−1 are also too long and complicated to write down explicitly.

Consider configurations with N = 4 and either 1 QE or 3 QE (as in Fig. 2.16).
Then, the respective correlation functions are G2 and G0, where the suffixes 2, 0
stand for the total angular momentum of the system. Then, we have

G2 = −16 y14 + 256 y3y12 − 144 y1y22 − 768 y32,
G0 = −8 y13 + 288 y3y1 − 108 y22.
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1

3

4

L = 0

3

1

4

2

L = 2

Fig. 2.17 N = 4; 2 QE in the ν = 1/3 IQL

3

1

45

2

L = 5/2

2

1

35

4

L = 3/2

Fig. 2.18 N = 5; 1 QE and 3 QE in the ν = 1/3 IQL

Next, consider the configurations with N = 4 and 2 QE (as in Fig. 2.17). Here,
the possible values of the total angular momentum are L = 0, 2 and the respective
correlation functions G0 and G2 are given by

G0 = 8
(
y12 + 12 y3

)2
and

G2 = −24 y13 − 160 y3y1 − 36 y22.

The rest of this section exhibits the existent configurations of 5 ≤ N ≤ 8 systems
with QE in the ν = 1/3 IQL (Figs. 2.18, 2.19, 2.20, 2.21, 2.22, 2.23, 2.24, 2.25, 2.26,
2.27, 2.28, 2.29, 2.30, 2.31, 2.32, 2.33 and 2.34).
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Fig. 2.19 N = 5; 2 QE in the ν = 1/3 IQL
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Fig. 2.20 N = 6; 1 QE and 2 QE in the ν = 1/3 IQL

In this special case of N = 8 and m = 4, Figs. 2.32 and 2.33 show the three
alternative configurations mentioned earlier in dealing with the case m = N/2 and
m even.
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Fig. 2.21 N = 6; 2 QE in the ν = 1/3 IQL
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Fig. 2.22 N = 7; 1 QE and 2 QE in the ν = 1/3 IQL
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Fig. 2.23 N = 7; 2 QE in the ν = 1/3 IQL
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Fig. 2.24 N = 7; 3 QE in the ν = 1/3 IQL
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Fig. 2.25 N = 7; 3 QE and N = 8; 1 QE in the ν = 1/3 IQL

2

1

3

5

7

4

6

8

L = 0

2

1

3

5

7

4

6

8

L = 2

Fig. 2.26 N = 8; 2 QE in the ν = 1/3 IQL
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Fig. 2.27 N = 8; 2 QE in the ν = 1/3 IQL
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Fig. 2.28 N = 8; 3 QE in the ν = 1/3 IQL
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Fig. 2.29 N = 8; 3 QE in the ν = 1/3 IQL
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Fig. 2.30 N = 8; 3 QE and 4 QE in the ν = 1/3 IQL
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Fig. 2.31 N = 8; 4 QE in the ν = 1/3 IQL
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Fig. 2.32 N = 8; 4 QE in the ν = 1/3 IQL
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Fig. 2.33 N = 8; 4 QE in
the ν = 1/3 IQL
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Fig. 2.34 N = 8; 5 QE in
the ν = 1/3 IQL
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Appendix A
Moore-Read State

The trial wave function for N = 2n Fermions in the Moore-Read state with ν = 2 +
1/2, is denoted by �MR. It is well known that �MR is a product of

∏
1≤i<j≤N (zi − zj)

(the so called Fermi-factor) and a certain correlation polynomial GMR(z1, . . . , z2n)
which is a product of the Fermi-factor with the “Pfaffian” Pf (z−1

ij ) defined below.
As mentioned in the seventh section of the first chapter, an equivalent correlation
polynomial can be obtained following the more intuitive approach of correlation
diagrams (as in the previous sections and [1]). More specifically, consider the corre-
lation diagram in which the 2n Fermions are grouped into two groups of n Fermions
such that each group is Laughlin intra-correlated and there are no inter-correlations
between the Fermions of the two groups. The edge-matrix of this correlation diagram
(or multi-graph) is

En :=
⎡

⎣
2Dn 0

0 2Dn

⎤

⎦ .

Henceforth, we call this the Moore-Read configuration. For example, in the case of
N = 8, the Moore-Read configuration (corresponding to E4) is:

2

1

3

4

6

5

7

8

The Moore-Read state, N = 8.
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The correlation function associated with our Moore-Read configuration is the
homogeneous polynomial Gn := SymmN (μn), where

μn := δ(z,En) =
∏

1≤i<j≤n

(zi − zj)
2

∏

n+1≤k<�≤2n

(zk − z�)
2.

Since all the pair-correlations in this configuration are of even potency,
Theorem7 assure that the above Gn is indeed a nonzero homogeneous polynomial.
More interestingly, by the results of [2], the associated (Quinn) trial wave function
�Q := Gn · ∏

1≤i<j≤N (zi − zj) is a numerical multiple of the trial wave function
�MR (and hence equivalent to �MR). Here, we have opted to denote the correla-
tion polynomial as Gn rather than the notation GQ used for it in the first chapter
as well as in [1]. For the benefit of our readers, we present an elementary proof
of this equivalence. In what follows, n is tacitly assumed to be a positive integer,
z1, z2, . . . , z2n are assumed to be indeterminates and z stands for (z1, . . . , z2n). We
begin by recalling some definitions.

Definitions

1. det(M ) denotes the determinant of a square matrix M .
2. Given a (2n) × (2n) skew-symmetric matrix [aij], the Pfaffian of [aij] is

Pf (aij) = 1

2nn!
∑

σ∈S2n
sgn(σ)

n∏

i=1

aσ(2i−1)σ(2i),

where sgn(σ) is the sign of a permutation σ (see, e.g., [3]).
3. Let zij := zi − zj for 1 ≤ i, j ≤ 2n. Let Pf (z−1

ij ) denote the Pfaffian of the (2n) ×
(2n) skew-symmetric matrix [aij], where aii = 0 for 1 ≤ i ≤ 2n and

aij := z−1
ij = 1

zi − zj
for 1 ≤ i �= j ≤ 2n.

4. For A ⊆ [2n] = {1, 2, . . . , 2n}, let Ac := [2n] \ A. Let Tn denote the collection of
all subsets of [2n] of size n that contain 1.

5. For σ ∈ S2n, define

A(σ) :=
{ {σ(i) | 1 ≤ i ≤ n} if σ−1(1) ≤ n,

{σ(i) | n + 1 ≤ i ≤ 2n} otherwise.

6. LetM2n denote the set of perfect matchings, i.e., the permutations σ ∈ S2n such
that

σ(2i − 1) < σ(2i) for 1 ≤ i ≤ n and
σ(2i − 1) < σ(2i + 1) for 1 ≤ i ≤ n − 1.

Remark For 1 ≤ i < j ≤ 2n, let xij be an indeterminate and let B denote the
(2n) × (2n) skew-symmetric matrix whose (i, j)-th entry is xij for 1 ≤ i < j ≤ 2n
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and whose (i, i)-th entry is 0 for 1 ≤ i ≤ 2n. The determinant of B is a polynomial
in the indeterminates xij having coefficients in Z and as such, it is well-known to
be a square. The Pfaffian of B is that square-root of the determinant of B in which
the coefficient of the power-product x12x34 · · · x(2n−1)(2n) is a positive integer. This
description being universal, it easily specializes to any skew-symmetric matrix of
size 2n.

Lemma 1 Let the notation be as above. Then the following holds.

(i) We have

Pf (z−1
ij ) =

∑

σ∈M2n

sgn(σ)
∏n

i=1(zσ(2i−1) − zσ(2i))
.

(ii) symgrp(En) is the subgroup of S2n consisting of the permutations σ ∈ S2n such
that either σ([n]) = [n] or {σ(i) | n + 1 ≤ i ≤ 2n} = [n].

(iii) We have

Gn = |symgrp(En)| ·
∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠ .

(iv) The trial wave functions �Q and �MR are equivalent if and only if

∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠ = ϒPf (z−1
ij )

∏

1≤i<j≤2n

(zi − zj)

for some nonzero rational number ϒ .

Proof Assertion (i) readily follows from a well-known alternative formulation of
the Pfaffian (see, e.g., http://en.wikipedia.org/wiki/Pfaffian, 2001). Recall that [n]
stands for the set {1, . . . , n}. Let σ ∈ S2n. Observe that (zσ(1) − zσ(j)) divides δ(z,En)

in Z[z1, . . . , z2n] for 2 ≤ j ≤ n, if and only if either σ([n]) ⊆ [n] or σ([n]) ⊆ {n +
1, . . . , 2n}. Therefore, σ ∈ symgrp(En) if and only if σ([n]) ⊆ [n] or σ([n]) ⊆ {n +
1, . . . , 2n}. Thus assertion (ii) holds. For σ ∈ S2n, we clearly have A(σ) ∈ Tn and

σ(μn) =
∏

i<j∈A(σ)

(zi − zj)
2

∏

k<�∈A(σ)c

(zk − z�)
2.

Forα, β ∈ S2n, it is straightforward to verify that A(α) = A(β) if and only if β = αθ
for some θ ∈ symgrp(En). By first summing the σ(μn) as σ ranges over a fixed left-
coset of symgrp(En) in S2n and then summing over all these left-cosets, the equality
asserted in (iii) follows. Assertion (iv) readily follows from assertion (iii). �

Remarks It is left to the reader to verify that |symgrp(En)| = 2(n!)2 (this particular
fact will not be used in what follows). The equality displayed in (iv) of Lemma1 is

http://en.wikipedia.org/wiki/Pfaffian
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established in [4] using various conformal field theories. Here, as in [2], we provide
a self-contained proof using only elementary observations about determinants and
elementary combinatorial properties of permutations. Before proceeding to the proof,
we revisit the simplest nontrivial example that was presented in the seventh section
of the first chapter.

Example Recall the case of n = 2, i.e., N = 4. Here, we have

GMR := z12z13z24z34 − z12z14z23z34 + z13z14z23z24.

As is easily verified, Tn = {A1 := {1, 2}, A2 := {1, 4}, A3 := {1, 3}}. Also, note
that symgrp(E2) is the set

{id , (1, 2), (3, 4), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3), (1, 3, 2, 4), (1, 4, 2, 3)},

where id is the identity permutation and the other members are expressed as products
of disjoint cycles. The full set of representatives for the left-cosets of symgrp(E2) in
S4 is: {τ1 := (1, 2), τ2 := (1, 3), τ3 := (1, 4)}. Clearly, we have

τr(δ(z,E2)) =
∏

i<j∈Ar

(zi − zj)
2

∏

k<�∈Ac
r

(zk − z�)
2

for 1 ≤ r ≤ 3. Hence G2 = 8 · (z212z
2
34 + z213z

2
24 + z214z

2
23). By a direct expansion, it

can be easily verified that G2 = 16 · GMR.

Definitions Let z1, . . . , z2n and T be indeterminates.

1. For 1 ≤ i ≤ n, define xi := z2i−1 and yi := z2i. Let X = {x1, . . . , xn} and Y =
{y1, . . . , yn}.

2. Let L(X ,Y ) := [aij] be an n × n matrix with

aij := (xi − yj)
−1 for 1 ≤ i ≤ n and 1 ≤ j ≤ n.

3. Define polynomials F(X ) and F(Y ) by

F(X ) :=
∏

1≤i<j≤n

(xi − xj) and F(Y ) :=
∏

1≤i<j≤n

(yi − yj),

and then define F(X ,Y ) := F(X )F(Y ).
4. Let f (T ) := (T − y1) · · · (T − yn) and let fT denote the T -derivative of f (T ).

Lemma 2 With the above notation, the following holds.

(i) X , Y are disjoint ordered sets of indeterminates and

∏

1≤i<j≤2n

(zi − zj) = (−1)
n(n−1)

2 F(X ,Y )f (x1) · f (x2) · · · f (xn).
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(ii) We have

⎛

⎝
∏

1≤i<j≤2n

(zi − zj)

⎞

⎠ · det(L(X ,Y )) = F(X ,Y )2 = F(X )2 F(Y )2.

Proof We prove assertion (i) by induction on n. If n = 1, then F(X ,Y ) = 1 and
hence (i) trivially holds. Assuming n ≥ 2, our assertion readily follows from the
induction hypothesis and the observation:

(z2n−1 − z2n)
n−1∏

i=1

(z2i − z2n−1) = (xn − yn)
n−1∏

i=1

(yi − xn) = (−1)n−1f (xn).

Next, we prove (ii). Let L := L(X ,Y ). Multiplying the i-th row of L by f (xi) for all
1 ≤ i ≤ n, we obtain the n × n matrix

M := [bij], where bij := f (xi)

(xi − yj)
.

Since each bij is homogeneous of degree n − 1 in x1, . . . , xn, y1, . . . , yn, the deter-
minant ofM is a homogeneous polynomial of degree n(n − 1). It is straightforward
to verify that

det(M ) = f (x1) · f (x2) · · · f (xn) · det(L).

It is now evident that if we put xi = xj (resp. yi = yj) for any i < j, then det(M )

vanishes. By the unique factorization property of polynomials inZ[X ,Y ], each prime
polynomial xi − xj (resp. yi − yj) with i < j must divide det(M ). For distinct pairs
(i, j)with i �= j, the corresponding xi − xj (resp. yi − yj) aremutually relatively prime
non-associate prime polynomials and henceF(X ,Y )must divide det(M ) inZ[X ,Y ].
Since F(X ,Y ) is also homogeneous of degree n(n − 1) in x1, . . . , xn, y1, . . . , yn,
we infer that det(M ) = cF(X ,Y ) for some integer c. Substituting xi = yi for all
1 ≤ i ≤ n in each entry ofM reducesM to a diagonal matrix with fT (yj) as its (j, j)-th
entry and hence det(M ) evaluates to the product fT (y1)fT (y2) · · · fT (yn). On the other
hand, substituting xi = yi for all 1 ≤ i ≤ n in F(X ,Y ) yields F(Y )2. Consequently,
fT (y1)fT (y2) · · · fT (yn) = cF(Y )2. From this last equality, it readily follows that c =
(−1)e, where e = n(n − 1)/2, and hence (ii) follows from (i). �

Remark Assertion (ii) of the above lemma can also be derived from a determinantal
identity found in [5]; this derivation is demonstrated in [2].

Definitions Consider Z := {z1, . . . , z2n} as an unordered set.

1. Given a partition X ,Y of the set Z into sets X and Y of cardinality n each, fix
a listing σ of the elements of X to obtain the ordered set Xσ := {x1, . . . , xn} and
fix a listing τ of the elements of Y to obtain the ordered set Yτ := {y1, . . . , yn}.
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Define the corresponding ordering (σ, τ ) of Z by declaring Z(σ,τ ) = {z1, . . . , z2n},
where

z2i−1 := xi and z2i := yi for 1 ≤ i ≤ n,

and then define
�(Xσ,Yτ ) :=

∏

1≤i<j≤2n

(zi − zj).

2. Let P2 be the set of all unordered partitions {X ,Y } of Z into two parts of cardi-
nality n each.

Lemma 3 Let Z, (σ, τ ), etc., be as in the above definition.

(i) The product �(Xσ,Yτ ) · det(L(Xσ,Yτ )) is independent of (σ, τ ), i.e.,

�(Xσ,Yτ ) · det(L(Xσ,Yτ )) = �(X ,Y ) · det(L(X ,Y )).

(ii) The product �(X ,Y ) · det(L(X ,Y )) is symmetric in X and Y , i.e.,

�(X ,Y ) · det(L(X ,Y )) = �(Y ,X ) · det(L(Y ,X )).

(iii) We have

∑

A∈Tn

�(A,Ac) det(L(A,Ac)) =
∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠ .

Proof Note that F(X ,Y )2 = F(X )2F(Y )2, with F(X )2 and F(Y )2 invariant under
any ordering of X and Y , respectively. Hence (i) follows from (ii) of the above
Lemma2. Likewise, since it is clear that F(X ,Y ) = F(Y ,X ), assertion (ii) also
follows from (ii) of the above Lemma2. Finally, summing the equalities in (ii) of the
above Lemma2 corresponding to all possible members of P2 leads to the equation:

∑

{X ,Y }∈P2

�(X ,Y ) det(L(X ,Y )) =
∑

{X ,Y }∈P2

F(X )2 F(Y )2.

Given {X ,Y }, there is a unique A ∈ Tn such that {X ,Y } = {A,Ac}. In view of (ii),
assertion (iii) now readily follows. �

Definitions We continue to use the above notation. Let A ∈ Tn and σ ∈ Sn. Enumer-
ate A so that A := {u1, . . . , un} with u1 < u2 < · · · < un and enumerate Ac so that
Ac := {v1, . . . , vn} with v1 < v2 < · · · < vn.

1. Define
b(A,σ) :=

{
min{ui, vσ(i)}

∣
∣
∣ 1 ≤ i ≤ n

}
,

c(A,σ) :=
{
max{ui, vσ(i)}

∣
∣
∣ 1 ≤ i ≤ n

}
.
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2. Suppose b(A,σ) = {b1 < · · · < bn} and c(A,σ) = {c1 < · · · < cn}. Given i ∈
[n], let j ∈ [n] be the unique integer (depending on i) such that bi = min{uj,
vσ(j)} and let τ (i) ∈ [n] be the unique integer such that cτ (i) = max{uj, vσ(j)}. For
1 ≤ i ≤ n, let τ (A,σ)(i) := τ (i).

3. Define the permutation �(A,σ) ∈ S2n by

�(A,σ)(i) :=
{
uj if i = 2j − 1 with 1 ≤ j ≤ n,
vσ(j) if i = 2j with 1 ≤ j ≤ n.

By �A, we mean �(A,id), where id denotes the identity permutation.

Example Let n = 3, A := {1, 4, 6} and let σ be the transposition (2, 3). Then,
Ac = {2, 3, 5}, b(A,σ) = {1, 3, 4} and c(A,σ) = {2, 5, 6}. Observe that �A is the
transposition-product (3, 4)(5, 6) and �(A,σ) is the 4-cycle (3, 4, 5, 6). Observe that
τ (A,σ) is the transposition (2, 3).

Lemma 4 With the above notation, the following holds.

(i) For A ∈ Tn,

�(A,Ac) = sgn (�A)F(z), where F(z) :=
∏

1≤i<j≤2n

(zi − zj).

(ii) For A ∈ Tn and σ ∈ Sn,

sgn
(
�(A,σ)

) = sgn (�A) sgn(σ).

(iii) Letting B := b(A,σ), C := c(A,σ) and τ := τ (A,σ), we have B ∈ Tn, C =
[2n] \ B and τ ∈ Sn. Moreover, �(B,τ ) ∈ M2n.

Proof Fix a pair (A,σ) ∈ Tn × Sn. From the definitions of �(A,Ac) and �A, it is
apparent that �(A,Ac) = �A (F(z)). Since θ(F(z)) = sgn(θ) · F(z) for all θ ∈ S2n,
assertion (i) follows. Let α ∈ S2n be defined by

α(i) :=
{
i if i = 2j − 1 with 1 ≤ j ≤ n,
2σ(j) if i = 2j with 1 ≤ j ≤ n.

Examining the disjoint cycle decompositions of α and σ, it follows at once that
sgn(α) = sgn(σ). Since �(A,σ) = �A ◦ α, assertion (ii) follows. Lastly let B, C be
as in (iii). Since 1 ∈ A, we must have 1 = u1 = min{u1, vσ(1)} and hence b1 = 1.
Additionally, since

{ui, vσ(i)} ∩ {uj, vσ(j)} = ∅ for 1 ≤ i < j ≤ n,

we have |B| = n = |C| and B ∩ C = ∅. So, B ∈ Tn and C = [2n] \ B. Clearly τ is
a permutation of the set [n], i.e., τ ∈ Sn. The definition of τ (A,σ) ensures that
bi < cτ (i) for 1 ≤ i ≤ n. Consequently, �(B,τ ) is a member of the setM2n. �
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Definition Assertion (iii) of the above lemma allows us to define a function

φ : Tn × Sn → M2n

which maps an ordered pair (A,σ) to the permutation φ(A,σ) defined by

φ(A,σ) := �(b(A,σ), τ (A,σ)).

Examples Let n = 3 and A := {1, 4, 6}.
1. Let σ be the transposition (2, 3). As noted in the example just before Lemma4,

b(A,σ) = {1, 3, 4} and �(A,σ) is the 4-cycle (3, 4, 5, 6). Observe that τ (A,σ) is
the transposition (2, 3) and φ(A,σ) is the 3-cycle (4, 6, 5).

2. Let σ be the 3-cycle (1, 3, 2). Then, b(A,σ) = {1, 2, 3}. It is straightforward to
verify that �(A,σ) is the 5-cycle (2, 5, 6, 3, 4) and τ (A,σ) is the transposition
(1, 2). Consequently, φ(A,σ) is the 3-cycle (2, 5, 3).

Lemma 5 Let the notation be as above.

(i) φ(A,σ) = φ(b(A,σ), τ (A,σ)) for all (A,σ) ∈ Tn × Sn.
(ii) For each ρ ∈ M2n, we have |φ−1(ρ)| = 2n−1.
(iii) Suppose (A,σ) ∈ Tn × Sn. Let ρ := φ(A,σ) and θ := �(A,σ). Then

sgn(θ)
∏n

i=1(zθ(2i−1) − zθ(2i))
= sgn(ρ)

∏n
i=1(zρ(2i−1) − zρ(2i))

.

Proof Assertion (i) is an easy consequence of the definition of φ. Fix a permutation
ρ ∈ M2n. Let (A,σ), b(A,σ), c(A,σ) be as in the above definition of φ. Observe
that φ(A,σ) = ρ if and only if for each i ∈ [n], there is a ij ∈ [n] with

min{uij , vσ(ij)} = bi = ρ(2i − 1) < ρ(2i) = max{uij , vσ(ij)}.

So, the pairs (A,σ) in φ−1(ρ) are characterized by the property that u1 = 1 and

{{ur, vσ(r)}
∣
∣ r ∈ [n]} = {{ρ(2s − 1), ρ(2s)} ∣

∣ s ∈ [n]} .

Thus φ−1(ρ) has exactly 2n−1 members as asserted in (ii). Next, let the notation be
as in (iii). Let η := ρ−1θ. As noted in the proof of (ii), we have

{{θ(2r − 1), θ(2r)} ∣
∣ r ∈ [n]} = {{ρ(2s − 1), ρ(2s)} ∣

∣ s ∈ [n]}

and hence there is a unique permutation α ∈ Sn such that

{η(2r − 1), η(2r)} = {2α(r) − 1, 2α(r)} for 1 ≤ r ≤ n.

From the basic property of sgn, the equality asserted in (iii) is clearly equivalent to
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(∗)
sgn(η)

∏n
i=1(zη(2i−1) − zη(2i))

= 1
∏n

i=1(z2i−1 − z2i)
.

Let I := {r ∈ [n] | η(2r − 1) = 2α(r)}. Let τ denote the product of mutually dis-
joint transpositions (2α(r) − 1, 2α(r)) as r ranges over I (τ is the identity permu-
tation if I is empty) and let π := τη. Then,

π(i) =
{
2α(r) − 1 if i = 2r − 1 with r ∈ [n],
2α(r) if i = 2r with r ∈ [n].

Observe that if (a1, . . . , as) is a cycle of length s appearing in the disjoint cycle
decomposition of α, then each of (2a1 − 1, . . . , 2as − 1) and (2a1, . . . , 2as) appears
in the disjoint cycle decomposition of π. From this observation, it follows at once that
π is an even permutation, i.e., sgn(π) = 1. Consequently, sgn(η) = sgn(τ )sgn(π) =
(−1)|I |. Since we also have

n∏

i=1

(zη(2i−1) − zη(2i)) = (−1)|I | ·
n∏

i=1

(z2i−1 − z2i),

the equality (∗) stands verified. Thus assertion (iii) holds. �

Theorem Let the notation be as above. Then, we have

∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠ = 2n−1 · Pf (z−1
ij )

∏

1≤i<j≤2n

(zi − zj).

In particular, the trial wave functions �Q and �MR are equivalent.

Proof Thanks to assertion (iv) of Lemma1, equivalence of �Q and �MR follows
from the above asserted equality. By (iii) of Lemma3,

∑

A∈Tn

�(A,Ac) det(L(A,Ac)) =
∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠ .

Using (i) and (ii) of Lemma4 and using the definition of det(L(A,Ac)), we express
the sum appearing on the left of the above equation as

(∗∗)

⎡

⎣
∏

1≤i<j≤2n

(zi − zj)

⎤

⎦ ·
∑

(A,σ)∈Tn×Sn

sgn
(
�(A,σ)

)

∏n
i=1(z�(A,σ)(2i−1) − z�(A,σ)(2i))

.

As a consequence of assertions (i), (ii) and (iii) of Lemma5, (∗∗) is equal to
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⎡

⎣
∏

1≤i<j≤2n

(zi − zj)

⎤

⎦ · 2n−1 ·
∑

ρ∈M2n

sgn(ρ)
∏n

i=1(zρ(2i−1) − zρ(2i))
.

Now in view of (i) of Lemma1, the equality

2n−1 · Pf (z−1
ij ) ·

⎡

⎣
∏

1≤i<j≤2n

(zi − zj)

⎤

⎦ =
∑

A∈Tn

⎛

⎝
∏

i<j∈A
(zi − zj)

2
∏

k<�∈Ac

(zk − z�)
2

⎞

⎠

stands verified. Thus our assertion is established. �

Remarks

1. The above theorem in conjunction with the remarks following Lemma1 show
that

Gn = 2n · (n!)2 · Pf (z−1
ij )

∏

1≤i<j≤2n

(zi − zj)

and hence
�Q = 2n · (n!)2 · Pf (z−1

ij )
∏

1≤i<j≤2n

(zi − zj)
2.

2. For n = 3, it is interesting to note that �Q is also the trial wave function of a
non-minimal configuration of 6 Fermions (see Sect. 2.4.1) in the Jain IQL state
with filling factor ν = 3/7.



Appendix B
Questions

Below,we list some currently unresolved problems that naturally arise in dealingwith
the correlation diagrams and their associated correlation functions. These problems
are purely mathematical in nature. Our search of the existing literature on the closely
relatedmathematics seems to suggest that these problems have not been investigated,
or for that matter, even posed. Of course, our search far from being exhaustive and
our expertise limited, some of our questions possibly have known answers. In the
following list, we use the notation and definitions introduced in the second chapter.
It is tacitly assumed that N , d are integers such that N ≥ 3, d ≥ 3 and z stands for
indeterminates z1, . . . , zN .

1. Let V := (d1, . . . , dN ), where di is a nonnegative integer for 1 ≤ i ≤ N .
What requirements on (N , V ) are necessary and sufficient for E(N , V ) to be
nonempty? More ambitiously, what is the cardinality of E(N , V )?

2. What are the integers m for which the coefficient of Xm in the polynomial

G(N , d ,X ) := (1 − XN+1)(1 − XN+2) · · · (1 − XN+d )

(1 − X 2)(1 − X 3) · · · (1 − X d )

is nonzero? In other words, determine the support of G(N , d ,X ). Of course, it
is even more useful to obtain a meaningful lower bound for these coefficients.

3. Forwhich pairs (E1, E2) ∈ E(N ,≤ d) × E(N ,≤ d) does there exist a nonzero
rational number ϒ such that

SymmN (δ(z,E1)) = ϒ · SymmN (δ(z,E2))?

4. Here is an open problem related to (i) of Theorem7 (see Sect. 2 of Chap. 2).
Under what conditions on E ∈ E(N ) does there exist an a := (a1, . . . , aN ) in
R

N such that δ(σ(a),E) is positive for all σ ∈ SN ?
5. In the direction opposite to (i) of Theorem7, we may ask: for what E ∈ E(N ),

if any, is SymmN (δ(z,E)) a sum of squares of real polynomials? For a graph-
theoretic investigation of this problem, the reader is referred to [6].
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6. Suppose m : m1 ≤ · · · ≤ mq, ε are as in the definition of m-excellence and
assume that ε satisfies them-excellence property (1). Then, it is of great interest
to formulate a property of ε that simultaneously generalizes the m-excellence
properties (2), (3) in such away that if ε satisfies this particular property, then the
symmetrization of μ(z, ε) as well as that of μ(z, ε)−1 is assured to be nonzero.

7. In the context of Theorem10, we pose the following question. Let m, n be pos-
itive integers such that m ≤ N − 2. What are the m × n matrices A := [a(i, j)]
with nonnegative integer entries a(i, j) such that letting

E :=
⎡

⎣
0 A

AT 0

⎤

⎦ ,

SymmN (δ(z,−E)) (note the negative sign!) is nonzero?
8. In the context of Theorem12, consider the following question: for given N ,

d , what are the necessary and sufficient requirements on λ which ensure the
existence of m : m1 ≤ · · · ≤ mq and an m-excellent function ε such that the
corresponding μ(z, ε) has total degree λ as well as the zi-degree at most d for
each i? Obviously, a complete answer to this question will render Theorems8–9
even more useful.

9. Here are some questions that arise in the context of Theorem13. Fix an integer
λ and define

J (N , d ,λ) := {E ∈ E(N ,≤ d) | ‖E‖ = 2λ and SymmN (δ(z,E)) �= 0}.

(i) What is the minimum of { bound(E) | E ∈ J (N , d ,λ)}?
(ii) For what λ is there an E ∈ J (N , d ,λ) with bound(E) ≤ 2?
(iii) What is the minimum of { [SN : symgrp(E)] | E ∈ J (N , d ,λ)}?
(iv) What is the maximum of the set

{ [Symgrp(E) : symgrp(E)] | E ∈ J (N , d ,λ)}?

(v) For what λ is there an E ∈ J (N , d ,λ) such that |suppt(E)| ≤ 3?

10. Construction of correlation functions associated with configurations containing
quasielectrons (see the last section of Chap. 2) poses the following problem.
Given integermwith 3 ≤ m ≤ 1 + (N/2) and a half-integer L ∈ �(N ,m), what
restrictions on the triple (N ,m,L) are necessary and sufficient for there to
exist a matrix A ∈ E(N ,≤ 2(N − 1) − m) with ‖A‖ = Nd − 2L such that A
has 2DN−m as a diagonal block and SymmN (δ(z,A)) is nonzero?
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Computations

Below, we list some computational procedures that we have used. It must be pointed
out that none of the authors claim any expertise in computation. So, these algorithms
are most likely not very efficient or economical; yet, they can be of help to the reader
in understanding how the explicit correlation polynomials presented as examples
in the second chapter are computed. In what follows, by a ‘procedure’, we mean a
MAPLE procedure.

1. Computation of Correlation Functions.

Let E := [aij] be an N × N symmetric matrix with nonnegative integer entries and
each of whose diagonal entries is 0. In the procedure below, E is represented as a list
of N − 1 lists:

E := [[a12, . . . , a1N ], . . . , [ai(i+1), . . . , aiN ], . . . , [a(N−1)N ]].

The function G of the procedure is the polynomial SymmN (δ(z,E)) defined in the
second chapter. The function wyG of the procedure computes the expression of G
as a polynomial in y1, . . . , yN−1 (as in the second chapter).

with(combinat);

v := proc (N::nonnegint)

options operator, arrow, function_assign;

[seq(z[i], i = 1 .. N)]

end proc:

h := proc (R::nonnegint, N::nonnegint, E::list, L::list)

options operator, arrow, function_assign;

product((L[R]-L[R+j])ˆE[R][j], j = 1 .. N-R)

end proc:

g := proc (E::list, N::nonnegint, L::list)

options operator, arrow, function_assign;

product(h(R, N, E, L), R = 1 .. N-1)

end proc:
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G := proc (E::list)

options operator, arrow, function_assign;

simplify(sum( expand(

g(E, nops(E)+1, permute(v(nops(E)+1))[i])),

i = 1 .. nops(permute(v(nops(E)+1)))))

end proc:

ele := proc (E::list)

options operator, arrow, function_assign;

{convert(G(E, nops(E)+1), ’elsymfun’)}

end proc:

eq2 := proc (N::nonnegint)

options operator, arrow, function_assign;

expand(product(x+z[j], j = 1 .. N))

end proc:

eq1 := proc (N::nonnegint)

options operator, arrow, function_assign;

expand((x+t/N)ˆN+sum(y[k]*(x+t/N)ˆ(N-k-1), k = 1 .. N-1))

end proc:

eq := proc (E::list)

options operator, arrow, function_assign;

[seq(coeff(eq2(nops(E)+1), x, i) =

coeff(eq1(nops(E)+1), x, i), i = 0 .. nops(E))]

end proc:

u := proc (E::list, p::nonnegint) option remember;

if p = 1 then algsubs(eq(E)[1], ele(E))

else subs(eq(E)[p], u(E, p-1))

end if end proc:

wyG := proc (E::list) options operator, arrow, function_assign;

simplify(u(E, nops(E)+1))

end proc;

The trial wave function ψ for the system of N Fermions corresponding to E is
computed by the procedure below. Note that the correlation polynomial G of the
configuration is one of the inputs required by ψ.

with(LinearAlgebra):

fermi := proc (N)

options operator, arrow, function_assign:

Determinant(VandermondeMatrix(z, N))

end proc:

psi := proc (G, N)

options operator, arrow, function_assign;

(-1)ˆ(N*(N-1)/2)*fermi(N)*G

end proc;



Appendix C: Computations 151

2. Correlation Functions of Minimal Configurations.

Let m and n be positive integers and N := mn. In the fourth section of the sec-
ond chapter, the correlation function of a minimal configuration of N Fermions
in the ν = n/(2pn ± 1) IQL state, is defined to be a polynomial of the form
SymmN (δ(z,E)), where E = M (m, n, a, c). Of course, the above procedure can be
used to compute this correlation polynomial; but the procedure presented below
is more economical in computational terms because it exploits the symmetries of
these minimal configurations. Thus, with appropriate inputs m, n, a, c, the func-
tion G outputs the corresponding correlation polynomial (which is equivalent to
SymmN (δ(z,E)); see Theorem13). The associated trial wave function can then be
computed using the above procedure ψ.

with(GroupTheory):
g1 := proc (m::posint, n::posint)

options operator, arrow, function_assign;
{[seq([i*m+1, i*m+2], i = 0 .. n-1)]}
end proc:

g2 := proc (m::posint, n::posint)
options operator, arrow, function_assign;

{[seq([seq(i*m+j, j = 1 .. m)], i = 0 .. n-1)]}
end proc:

g3 := proc (m::posint, n::posint)
options operator, arrow, function_assign;

{[seq([i, m+i], i = 1 .. m)]}
end proc:

g4 := proc (m::posint, n::posint)
options operator, arrow, function_assign;

{[seq([seq(i*m+j, i = 0 .. n-1)], j = 1 .. m)]}
end proc:

g := proc (m::posint, n::posint)
options operator, arrow, function_assign;

‘union‘(g1(m, n), g2(m, n), g3(m, n), g4(m, n))
end proc:

gro := proc (m::posint, n::posint)
options operator, arrow, function_assign;

Group(g(m, n), supergroup = SymmetricGroup(m*n))
end proc:

coreps := proc (m::posint, n::posint)
options operator, arrow, function_assign;

map(Representative,
RightCosets(gro(m, n), SymmetricGroup(m*n)))
end proc:

with(combinat):
v := proc (m::posint, n::posint, s::posint)

options operator, arrow, function_assign;
[seq(z[coreps(m, n)[s][r]], r = 1 .. m*n)]
end proc:

h := proc (k::posint, m::posint, n::posint, E::list, L::list)
options operator, arrow, function_assign;

mul((L[k]-L[k+j])ˆE[k, k+j], j = 1 .. m*n-k)
end proc:
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gg := proc (E::list, m::posint, n::posint, L::list)
options operator, arrow, function_assign;

mul(h(k, m, n, E, L), k = 1 .. m*n-1)
end proc:

G0 := proc (E::list, m::posint, n::posint)
options operator, arrow, function_assign;

simplify(sum(expand(
gg(E, m, n, v(m, n, t))), t = 1 .. nops(coreps(m, n))))
end proc:

with(LinearAlgebra):
eta := proc (u, v)

options operator, arrow;
abs(signum(u-v))
end proc:

dee := proc (r::posint, s::posint)
options operator, arrow, function_assign;

Matrix(r, s, eta)
end proc:

B := proc (r::posint, s::posint, m::posint, a, c)
options operator, arrow, function_assign;
(2*(1-abs(signum(r-s)))*a+abs(signum(r-s))*c)*dee(m, m, eta)

end proc:
bl := proc (m::posint, n::posint, a, c)

options operator, arrow, function_assign;
[seq([seq(B(i, j, m, a, c), j = 1 .. n)], i = 1 .. n)]
end proc:

M := proc (m::posint, n::posint, a, c)
options operator, arrow, function_assign;

Matrix(bl(m, n, a, c))
end proc;

G := proc (m::posint, n::posint, a, c)
options operator, arrow, function_assign;

G0(M(m, n, a, c), m, n)
end proc;

3. Total Angular Momenta for Systems with QE.

For systems of N Fermions with m QE in ν = 1/3 IQL, it is necessary to compute
the allowed total angular momenta of the system. The following procedure is based
on the description presented in the fifth section of the second chapter; it outputs the
set �(N ,m) of the values of allowed total angular momenta.

with(QDifferenceEquations):
with(powseries):
F := proc (l, N, q)

options operator, arrow, function_assign;
expand(expand(QBinomial(2*l+1, N, qˆ2)))
end proc;

f := proc (l, N, q)
options operator, arrow, function_assign;

quo(F(l, N, q), qˆ(N*(2*l-N+1)), q)
end proc;



Appendix C: Computations 153

g := proc (l, N, q)
options operator, arrow, function_assign;

expand((qˆ2-1)*f(l, N, q)/qˆ2)
end proc;

h := proc (l, N)
options operator, arrow, function_assign;
[seq([(1/2)*i, coeff(g(l, N, q), q,i)], i = 0 .. N*(2*l-N+1))]

end proc;
lambda := proc (l, N)

local t, s; option remember;
t := NULL; for s to nops(h(l, N)) do if h(l, N)[s][2] <> 0
then t := {h(l, N)[s][1]} union t end if end do; return t
end proc;

Lambda := proc (N, m)
options operator, arrow, function_assign;

lambda((1/2)*N+1/2-(1/2)*m, m)
end proc;
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