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Preface to the Series

Medicinal chemistry is both science and art. The science of medicinal chemistry

offers mankind one of its best hopes for improving the quality of life. The art of

medicinal chemistry continues to challenge its practitioners with the need for both

intuition and experience to discover new drugs. Hence sharing the experience of

drug discovery is uniquely beneficial to the field of medicinal chemistry.

The series Topics in Medicinal Chemistry is designed to help both novice and

experienced medicinal chemists share insights from the drug discovery process. For

the novice, the introductory chapter to each volume provides background and

valuable perspective on a field of medicinal chemistry not available elsewhere.

Succeeding chapters then provide examples of successful drug discovery efforts

that describe the most up-to-date work from this field.

The editors have chosen topics from both important therapeutic areas and

from work that advances the discipline of medicinal chemistry. For example,

cancer, metabolic syndrome and Alzheimer’s disease are fields in which academia

and industry are heavily invested to discover new drugs because of their consider-

able unmet medical need. The editors have therefore prioritized covering new

developments in medicinal chemistry in these fields. In addition, important

advances in the discipline, such as fragment-based drug design and other aspects

of new lead-seeking approaches, are also planned for early volumes in this series.

Each volume thus offers a unique opportunity to capture the most up-to-date

perspective in an area of medicinal chemistry.

Dr. Peter R. Bernstein

Prof. Dr. Armin Buschauer

Prof. Dr. Gunda I. Georg

A. K. Saxena

Dr. Claudiu T. Supuran

Dr. John Lowe

Dr. Hans Ulrich Stilz
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Preface

Contemporary drug discovery practices have evolved considerably over the last

30 years as our knowledge and understanding of the attributes and profiles of

successful drugs have both deepened and become more sophisticated. These

advances have contributed to the effort to enhance compound durability and

improve overall success rates in an industry where drug candidate failure is still

overwhelmingly the more common outcome of a development program. In 1990,

the principal reasons for drug failure were distributed almost evenly between

toxicity, lack of efficacy, and poor pharmacokinetic (PK) properties. Advances in

preclinical profiling have enhanced the ability to predict human PK parameters to

an extent that this has been reduced significantly as a source of drug failure. Despite

this development, drug discovery output over the last 25 years has remained

stubbornly low, with failure rates for small molecules not changing significantly

as toxicity and lack of efficacy have emerged as the major sources of candidate

demise. However, improved preclinical practices are more effectively selecting

drug candidates suitable for testing a particular mechanistic hypothesis in Phase II

clinical trials. Clinical success is dependent upon demonstrating exposure of a drug

at the site of action, the engagement of the target and an expression of the

pharmacological effect that is anticipated based on the underlying theory. A

heightened awareness of drug physical properties, developability issues and side

effects is reflected by the implementation of a broad range of in vitro and in vivo

assays designed to remove candidate compounds with a higher potential to fail or to

precipitate unacceptable effects in a clinical setting.

This volume of the Topics in Medicinal Chemistry series focuses on exploring
tactical approaches to solving problems in drug design that affect candidate devel-

opability and quality and which are encountered frequently in drug development

programs. In the chapter “Physical Properties in Drug Design” Robert J. Young

summarizes the importance of controlling and modulating physical properties

during the drug design and optimization phase. This is an area of fundamental

importance that has been the subject of considerable scrutiny by the medicinal

chemistry community over the last decade as it has focused an introspective lens on

developing a deeper understanding of what factors drive compound durability.
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Designing better molecules at the outset requires a fuller appreciation of the factors

governing drug–target interactions and the several efficiency metrics that have been

devised provide useful guideposts for the medicinal chemist. Ligand lipophilic

efficiency (LLE or LipE) has emerged as one of the most prominent and effective

means of assessing compound quality by providing a basic understanding of the

contribution of the lipophilicity of a molecule to the affinity for its cognate target.

By routinely applying this metric during the analysis of structure–activity relation-

ships, the current trend in drug design of depending on flat, sp2 center-rich,

lipophilic molecules that derive much of their potency from non-specific entropic

effects rather than more specific enthalpy-based drug–target interactions may be

reversed.

Drug solubility is fundamentally dependent on the inherent physical proper-

ties of a molecule and contemporary practices are clearly producing poorly soluble

compounds that require the application of sophisticated formulation strategies to

facilitate drug delivery in vivo. Indeed, there is a burgeoning reliance on spray-

dried dispersions to deliver drug candidates both pre-clinically and clinically, a

reflection on the chemical space being explored in many discovery programs. This

may be a function of the nature of a biological target or the design practices of the

medicinal chemist or a combination of these phenomena. In the chapter “Improving

Solubility via Structural Modification” Michael A. Walker reviews the importance

of solubility in drug delivery and provides a synopsis of approaches that have been

applied to the design of drug candidates with enhanced pharmaceutical properties.

Inhibitors and inducers of the cyctochrome P450 (CYP 450) enzymes, im-

portant components of drug metabolism, are perpetrators of drug–drug interactions.

This is of particular importance in an era when patients take some drugs chronically

and may be prescribed with additional drugs that can be victims in a drug–drug

interaction. CYP 450 inhibition can be of sufficient severity that the exposure of a

victim drug can increase to levels where toxicity is evident; alternatively, efficacy

can be severely compromised when CYP 450 induction occurs. In the chapter

“Tactics to Avoid Inhibition of Cytochrome P450s” Andrew G. Leach examines

CYP 450 structure and function and summarizes some of the strategies and tactics

that have been employed to avoid CYP 450 inhibition. The pregnane X and

constitutive aryl hydrocarbon nuclear receptors are important mediators of CYP

450 induction that sense xenobiotics and activation of these receptors by drugs is

also a potential source of drug–drug interactions. In the chapter “Avoiding PXR and

CAR Activation and CYP3A4 Enzyme Induction” Michael W. Sinz examines

examples of drug molecules that activate these receptors and the current under-

standing of structure–activity relationships. In this chapter, an emphasis is placed

on a discussion of the changes in molecular structure of modulators that have been

observed to impact affinity and function.

The chapters “Strategies for Minimisation of the Cholestatic Liver Injury

Liability Posed by Drug-Induced Bile Salt Export Pump (BSEP) Inhibition,” “Drug

Discovery vs hERG,” and “Drug-Induced Phospholipidosis: Prediction, Detection,

and Mitigation Strategies” focus attention on three prominent off-target effects of

drug candidates that can be a significant source of drug toxicity and lead to
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termination of a drug development program. Much of the increase in our under-

standing of these problems has been based on clinical observations and an iterative

cycle of feedback to drug discovery. This has led to the implementation of preclini-

cal screens designed to identify problematic molecules and eliminate them from

consideration early in the drug discovery process. Drug-mediated inhibition of the

bile salt export pump (BSEP) can precipitate cholestatic liver injury and this is an

area of emerging concern. In the chapter “Strategies for Minimisation of the

Cholestatic Liver Injury Liability Posed by Drug-Induced Bile Salt Export Pump

(BSEP) Inhibition” J. Gerry Kenna and his colleagues capture the current under-

standing of the biochemical pharmacology associated with this transporter and

attempt to equate inhibitory potency with the potential for the observation of

clinical problems. This is a particularly daunting task given the current incomplete

understanding of inhibitors of this transporter. The implementation of screening for

inhibitors of the human ether-à-go-go gene product, a rapidly activating potassium

channel that mediates the repolarizing IKr current in the cardiac action potential and
commonly known as hERG, was precipitated by clinical observations with the

antihistamine terfenadine. Terfenadine is a prodrug of the carboxylic acid metabo-

lite fexofenadine and coadministration of this drug with the antifungal agent

ketoconazole, a CYP P450 inhibitor, led to elevated levels of terfenadine which

is a potent inhibitor of hERG channel function. Inhibition of the hERG channel

leads to prolongation of the QT interval in the electrocardiogram which can take on

a unique shape described as torsades de pointes. This can be manifested as a

polymorphic ventricular tachycardia and lead to arrhythmias and, possibly, sudden

death. In the chapter “Drug Discovery vs hERG” Zoran Rankovic and Derek

J. Leishman discuss the structure of the hERG channel and describe the screening

methodology that has become a mandatory part of the preclinical drug profiling

landscape. They proceed to delineate the pharmacophore that has been developed

for pore inhibitors and evaluate and summarize tactical approaches to structural

modification of compounds that have been shown to reduce the propensity for

hERG inhibition. Phospholipidosis is a disorder of lysosomal storage that is char-

acterized by the accumulation of phospholipids in tissues. This phenomenon has

been most prominently associated with lipophilic basic amines and many of

structures that precipitate phospholipidosis overlap with the hERG inhibitor phar-

macophore. In the chapter “Drug-Induced Phospholipidosis: Prediction, Detection,

and Mitigation Strategies” Umesh M. Hanumegowda and Alicia Regueiro-Ren

analyze this problem, summarize the physical chemical features associated with

its occurrence and describe some of the strategies and tactics that have been

successfully applied to mitigate the phenomenon in the design of drug candidates.

In the final chapter, “The Influence of Bioisosteres in Drug Design: Tactical

Applications to Address Developability Problems,” the application of effective

structural mimics of a range of functional groups, commonly described as bioisos-

teres, to the process of drug design and optimization is discussed. The application of

bioisosteres can be a useful approach to address many of the problems commonly

encountered in contemporary drug discovery programs. In this chapter, these are

annotated based on the nature of the problem encountered rather than by the more
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traditional approach of grouping based on the nature of the functional group being

emulated. However, the application of bioisosteres is very much contextual in

nature with structural emulation highly dependent on the specific drug–target

interactions under consideration.

I would very much like to express my gratitude to the authors for taking the

time and care to compose and contribute their chapters to this enterprise. This

volume will be successful if their thoughts and insights inspire ideas, concepts,

approaches, and strategies that have utility in solving problems associated with drug

optimization campaigns. Application of the principles that are described within

these pages to solve specific problems is rarely completely repetitive in nature and,

as most commonly practiced, requires some level of interpretation and improvisa-

tion to be successfully applied to a new context. This has been and will continue to

be a natural part of the evolution of drug design practices and should be viewed as a

source of intellectual stimulation rather than a limitation. Finally, I would like to

thank Peter R. Bernstein for planting the seed for this book and his encouragement

and support throughout the project.

Wallingford, CT, USA Nicholas A. Meanwell

January 2014
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Physical Properties in Drug Design

Robert J. Young

Abstract The physical properties of investigational molecules in drug discovery

programmes have been the subjects of intense scrutiny, largely due to a propensity

for the pursuit of examples where they are sub-optimal. This chapter introduces the

noteworthy contributions that identified the shortcomings and then defines and

discusses the key physical parameters (lipophilicity, pKa and solubility) and

contemporary developments in their measurement and use. These physical charac-

teristics impact the passage of a drug molecule from the administered dose to the

site of action, profoundly influencing its pharmacokinetics and pharmacology. In

particular, lipophilicity has a major influence on various parameters used to assess

the developability of experimental molecules; the additional impact of aromaticity

or flatness in structures and differentiation between the roles intrinsic (log P) and
effective (log D) are also illustrated. In conclusion, the combined influences of

good properties in efficient molecules are presented as powerful indicators of

quality.

Keywords Physical properties, Lipophilicity, Hydrophobicity, pKa, Solubility,

log P, log D, Chromatographic hydrophocbity measurements, Aromaticity, Prop-

erty forecast index, Drug efficiency, Ligand efficiency, Ligand lipophilicity Effi-

ciency, Developability classification system, Thermodynamics, Structure property

relationships, Developability, Attrition, Permeation, Cytochrome P450, hERG,

Promiscuity, Plasma protein binding
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1 Introduction: The Realisation of Physical Property Issues

Physical properties have returned to the forefront of contemporary thinking and

practice in medicinal chemistry [1]; it is logical to think that any drug molecule

must possess some level of water solubility to enable systemic exposure via

aqueous media to reach its target and that its physical make-up must have comple-

mentary features to engage with that target. The aqueous environment of the

digestive tract, blood and intracellular environments is opposite to the more

lipophilic environments of the sites of drug action, where recognition will require

a particular combination of polar and hydrophobic interactions. The appreciation of

such concepts is not new; Hansch wrote, in 1987, “without convincing evidence to

the contrary, drugs should be made as hydrophilic as possible without loss of

efficacy” [2]. Of many contributions to the field, Hansch was a pioneer in the

application of physical aspects of medicinal chemistry in drug discovery, particu-

larly aspects of physical organic chemistry applicable to the generation of quanti-

tative structure activity relationships (QSAR), which were particularly in vogue

from the 1970s onwards (Fig. 1) [3]. During these years, drug discovery was largely

driven by mimicking of the ligands or substrates of the pharmacological target; this

was often complemented by the use of natural products as the starting points. The

early 1990s saw the advent of protein crystallography and allied computational

methods, which provided strong structural bases for designing effective molecules

with optimal binding characteristics. However, what followed arguably contributed

to a perfect storm, caused by changes in practices, cultures and inflation of

properties. Increasingly, the first exposure of a test compound to an intact tissue

or whole animal test, for many years the bedrocks of pharmacological evaluation,

was much further down a screening cascade – primary screening was often

performed on an isolated recombinant protein, whereby the focus shifted to a

binding or inhibition constant rather than a functional efficacy. Such assays enabled

higher throughput screening and large numbers of compounds generated by com-

binatorial and high-throughput chemistry methods. This led to the generation of

productivity metrics, wherein quantity and potency were believed to drive success,

distracting attention away from the physical quality of synthetic molecules. The

quality of leads surfacing from high-throughput screening campaigns exacerbated

this trend, whereby the most potent molecules were pursued regardless of properties

or ligand efficiency. It was not until towards the end of the 1990s that Lipinski’s

seminal publication, proposing the Rule of 5 [4], made the first attempt to alter the

trend, by suggesting restraint in the size, lipophilicity and hydrogen-bonding
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character of experimental molecules. The combination of both structure- and

property-based drug design began to take hold in the early 2000s, but many

candidate molecules were relatively large and lipophilic.

1.1 Molecular Obesity and Obsession with Potency

The watershed publication of Leeson and Springthorpe [5] provided a particular

focus on the impact of excessive lipophilicity on attrition (Fig. 2); subsequent

studies and analyses cited in the following sections have corroborated these

findings and/or have provided insight on particular consequences of

sub-optimal physical properties. This lipophilic inflation was succinctly

described by the term “molecular obesity” by Hann [6] in a review exploring

the origins of excessive lipophilicity, which was diagnosed as an obsession with

potency that is commonly and easily achieved by resorting to more lipophilic

compounds, leading to a premature demise in development. As this chapter

develops, the impact of this trend on various developability parameters becomes

clear; lipophilicity and solubility (a highly desirable characteristic for a drug

molecule to have) are intrinsically intertwined but their impacts have much

wider connotations. This renewed focus on physical properties and the advent

of fragment-based drug design in recent years [7–9] appear to suggest the era of

ligand efficiency [10] combined with optimal physical properties will define the

drug discovery processes of the second decade of the twenty-first century

[11]. Candidate quality resulting from lead optimisation stages in the drug

discovery process has also come under increased scrutiny; the importance of

physical quality [1, 12], structure–property relationships [13] and ligand

lipophilicity efficiency [14] are important concepts that are developed in this

1950s 1980s1970s1960s 1990s 2000s 2010s

Synthe�c        Biochemistry          QSAR       Computa�onal           Data - &    
Chemistry Chemistry Chem-informa�cs

Pharmacology Physical Molecular Biophysics High Libraries &
Organic Biology & 3D Protein Throughput Automated
Chemistry Structures Screening   Synthesis

Ligand Efficiency,
& op�mal proper�es

Fragments

Lipinski &
Drug-likeness

Property based
Design

Fig. 1 The evolution of technologies in medicinal chemistry over the past six decades, updated

from Hann’s original version [3] and gratefully reproduced with his permission
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chapter. In all stages of drug discovery, it is becoming apparent that ligand

efficiency and good properties are just as important as potency [15].

1.2 Med Chem Inflates Properties: The Body Doesn’t
Change

Given that the average lipophilicity of investigational drug molecules has increased

in recent years [5], the average aqueous solubility will, inexorably, have declined

[16 and Sect. 2.3]. However, something that has not changed is that some dissolu-

tion is necessary irrespective of the route of administration, most of all if oral

dosing is required. The human body has evolved over millions of years to deal with

xenobiotics and, whilst there can be particular variations between individuals –

e.g. cytochrome P450 polymorphisms and genetic absence of particular

metabolising enzymes [17] – human physiology has not overtly changed to an

extent that would be accommodating to more lipophilic molecules [18]. In partic-

ular, the natural clearance mechanisms of metabolism and/or conjugation have a

primary role to solubilise fatty or aromatic regions of molecules to facilitate more

rapid exclusion, be this as a physiological role or in the removal of a xenobiotic.

Whilst there are drugs on the market that occupy the extremes of the normal
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Fig. 2 The increase in molecular weight and clog P in contemporary drug discovery adapted from

Leeson and Springthorpe’s analysis [5] of the overall trends in median clog P and molecular mass

in compounds from four pharmaceutical companies from Prous/GVK databases (hence two spots

for each). The figure compares the data for historical oral drugs and compounds in development to

those in current patents from the four companies indicated; the size of markers indicates the

average number of Lipinski violations [4]
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distribution curve of physical properties [19], the vast majority lie within a fairly

well-defined region where they are, to paraphrase Hansch, “hydrophilic enough,

whilst possessing sufficient activity for a pharmacological effect at their target”.

The affinities of licensed drug molecules are surprisingly low on average (Fig. 3),

indicative of how balancing each of potency, pharmacokinetics and pharmaco-

dynamic efficacy is the key to successful medicinal chemistry. The environment

in which these pharmacokinetic and pharmacological properties are manifested,

the human body, is not overtly changing in its fundamental biochemistry. These

biochemical mechanisms are the culmination of the evolutionary process, which

has honed an exquisite system to deal with xenobiotics and regulate endogenous

active molecules. It could be argued that successful drugs are those honed to

subjugate particular aspects of the systems, having an effect without overtly

affecting the general operations. The physical characteristics of molecules are the

most useful metrics available to describe “drug-like space”, in terms of parameters

such as size, weight, charge and lipophilicity [20] that can be used to quantify the

behaviour and interactions of the molecule [1]. A culmination of the many descrip-

tors used to parameterise drug likeness has been the development of a quantitative

estimate of drug-likeness (QED) [21].

2 Physical Properties: What Are They and Which Are

Important?

This subsection gives details on lipophilicity/hydrophobicity, pKa and solubility,

the most important and relevant physical parameters in drug discovery, in some

detail. These parameters are interdependent; how such relationships are manifested

is described with illustrative examples. The measurement of physical properties

[22] is a rapidly evolving arena in terms of techniques, technology and automation;

these has been well reviewed [23, 24], so the focus of the following sections is more

on particular aspects pertinent to drug design.
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Fig. 3 Distribution of activity values for 261 oral drug molecules adapted from Gleeson
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2.1 Lipophilicity/Hydrophobicity

In a human body, the physical characteristics of compartments encountered by drug

molecules are defined within the extremes of aqueous and hydrocarbon-rich (lipid)

environments. Indeed, pharmacology and pharmacokinetics are driven by the

particular behaviour of molecules in such surroundings and their distribution

between them. Chemists are familiar with the partitioning of molecules between

water and immiscible organic solvents – the basis for quantifying this behaviour in

drug discovery [25].

Hydrophilic (from the Greek hydro ¼ water and philos ¼ loving) is the term

used to describe compounds with a propensity for aqueous solubility. The etymo-

logically opposite term is hydrophobic (Greek phobos ¼ fear) – and hydrophobic-

ity is a commonly used term in this sense, although the IUPAC definition of

hydrophobicity is “the association of non-polar groups or molecules in an aqueous

environment which arises from the tendency of water to exclude non-polar mole-

cules”. The physiological opposite of the aqueous environment is represented by

the hydrocarbon-rich chains of lipids (fats); the term lipophilic (Greek lipos ¼ fat,

grease) is used to describe the compounds preferring to reside in such an environ-

ment, often interchangeably with hydrophobic. IUPAC defines lipophilicity as “the

affinity of a molecule or a moiety for a lipophilic environment”. The missing term

in this etymological quartet, lipophobic, is rarely encountered.

The partitioning of molecules between aqueous buffers and an immiscible

solvent has been known to have relevance to drug action for many years and

many experimental combinations have been reported [26]. It was the Hansch

group in 1964 [27] that proposed n-octan-1-ol and aqueous buffer as the standard

system with most relevance to drug discovery [28].

The partition coefficient, P or usually expressed as log P (log10 POW), is mea-

sured from the equilibrium concentrations of a sample dispersed between the layers

of n-octan-1-ol and aqueous buffer, after the mixture has been well shaken and then

allowed to reach equilibrium.

Log P, the intrinsic lipophilicity/hydrophobicity of a compound, is a constant.

If a molecule has no ionisable centres, partitioning is straightforward to com-

prehend as the concentration ratio between the phases does not vary with the pH of

the aqueous solution. However, most drug molecules do have one or more ionisable

centres, and pH profoundly influences the distribution of neutral and charged forms

between the phases. Yet all compounds have a log P value, representing the

partitioning of the unionised form of the molecule. This is also a constant and can

be measured with a buffer pH significantly below (acids) or above (bases) the pKa

of the ionisable centre in the particular molecule. A second asymptote observed

under the opposite conditions (pH � pKa for acids and pH � pKa for amines)

equates to the log P of the fully ionised form. Of course, the distribution behaviour

becomes more complex for two or more ionisable centres, as log P may be

hypothetical as a neutral species might not exist at any pH; however the value

can be estimated by extrapolation.
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Partition coefficient, P ¼ concentration in octanol/concentration in water

P ¼ solute½ �octanol
solute½ �water

Taking ionisable centres into account leads to the distribution coefficient, D,
which represents the distribution of all species of a molecule between the aqueous

phase and immiscible solvent at a given pH.

Log D, the effective lipophilicity/hydrophobicity, is a variable depending on

pH – and that pH should always be quoted. It is a common misconception in that

log D is merely “log P measured at pH 7.4” – the following section defines the

parameter and the physical basis of its variation.

Charged species inherently have more affinity with the aqueous phase, rather

than the neutral fatty hydrocarbon environment of the immiscible solvent (octan-

1-ol being the standard model). Indeed, a single charged centre imparts a

preference for the aqueous phase of typically 500- to 10,000-fold (depending

on the nature of the ionophore). This behaviour is familiar to synthetic chemists

in the workups of reactions where an acid or amine is the product. In the case of

an organic amine, such a molecule can readily be dissolved in aqueous solutions

as its ionised (protonated) form at low pH and neutral organic impurities or

reaction by-products can be extracted with an immiscible lipophilic solvent. By

raising the pH of the aqueous solution to alkaline values above the pKa, the form

of the amine is the free base; this now has greater solubility in the immiscible

lipophilic solvent, which can be used to extract the molecule in this unionised

form. The opposite case holds for acids: at low pH (below the pKa) the

protonated (unionised) form of the acid is more soluble in the immiscible

lipophilic solvent; at a pH above the pKa the ionised form predominates and

this has greater aqueous solubility.

This is illustrated in the following graphs plotting distribution, defined asD, for a
base and an acid between octanol and water with varying pH: the examples used are

sumatriptan (a 5-hydroxy tryptamine analogue) and acetyl salicylic acid (aspirin).

The difference in partitioning of the unionised and ionised forms of molecules

between the octanol and aqueous phase such that, to a good approximation, only the

unionised form substantially distributes into the octanol layer and the ionised form

substantially into the water. Table 1 and Fig. 4 show that distribution closely tracks

pH and that once the pH is more than about 2 log units away from the pKa, then the

distribution reflects the partitioning (vide supra) between one phase and the other.

Distribution, D, is defined as the distribution of all relevant species between the

two phases, described as follows for an acid (HA) and a base (B).
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Thus,

D ¼ HA½ � þ A�½ �octanol
HA½ � þ A�½ �water

D ¼ B½ � þ BHþ½ �octanol
B½ � þ BHþ½ �water

where the equilibrium can be summarised as follows (for an acid, AH), showing the

impact of pKa:

Table 1 The distribution (ratio of concentrations in octanol: aqueous) versus ionisation of

sumatriptan and acetyl salicylic acid (aspirin) across the pH range from 1 to 11

Sumatriptan: base pKa ¼ 9.6, log P ¼ 0.8 Acetyl salicylic acid: pKa ¼ 3.5, log P ¼ 1.2

pH Distribution Log D % Ionised pH Distribution Log D % Ionised

11 6.0680 0.78 3.829 11 0.00159 �2.800 100

10 4.5131 0.65 28.475 10 0.00159 �2.799 100

9.5 2.7935 0.45 55.7312 9 0.00164 �2.786 99.9997

9 1.2672 0.10 79.924 8 0.00209 �2.681 99.9968

8 0.1552 �0.81 97.550 7 0.00659 �2.181 99.9684

7 0.0164 �1.78 99.749 6 0.052 �1.288 99.6848

6 0.0022 �2.65 99.975 5 0.487 �0.312 96.9347

5 0.00079 �3.10 99.9975 4 3.81 0.581 75.9747

4 0.00065 �3.19 99.9997 3.5 7.93 0.899 50.0

3 0.00063 �3.20 100 3 12.04 1.081 24.0253

2 0.00063 �3.20 100 2 15.36 1.186 3.0653

1 0.00063 �3.20 100 1 15.80 1.199 0.3152

Fig. 4 Distribution versus ionisation for a base with pKa ¼ 9.6 and log P ¼ 0.8 and an acid with

pKa ¼ 3.5 and log P ¼ 1.2
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Log D is predictable at a given pH and can be calculated using the equation:

logDpH ¼ log 10 logPð Þ þ 10 logP�ΔPþch� pKa�pHð Þ½ �
n o

� log 10
�
1þ 10 ch� pKa�pHð Þ½ �

n o

where ch (charge) ¼ 1 for bases �1 for acids, ΔP ¼ difference in partition of

ionised and neutral species.

ΔP is variable and represents a 500- to 10,000-fold contribution of the charge.

ΔP values for ionophores are as follows: acids, 4.2; aliphatic amines, 3.1; aromatic

amines (e.g. aniline), 2.5; and aromatic embedded nitrogen (e.g. pyridine), 4.0.

The extractions of acids or bases into aqueous solutions are generally achieved

above pH 12 or below pH 1, respectively; these are extremes beyond the range that

would typically be encountered by a drug molecule (see Sect. 3). Indeed, at the site

of action, a drug is likely to be in an environment where the pH is not too far

removed from pH 7.4 (often referred to as physiological pH, the pH of blood plasma

and other biological aqueous environments), which is close to neutrality and in a

region where many acidic or basic motifs typically incorporated into drugs would

be partially ionised. Thus there can be big changes in the distribution (log D) of
such molecules with only minor changes in pH, for example, the pH of the ileum

(where drug is absorbed) is about 6.5 going into the bloodstream at pH 7.4. In other

sections, log DpH, the effective hydrophobicity of a molecule at a given pH, is

shown to have a significant impact on many aspects of drug action, particularly

those where a kinetic distribution process is important (i.e. how much of the

molecule is present in the ionised or unionised form). Thus, the impact of log D
is most important on interactions important in ADME, i.e. drug absorption, distri-

bution, metabolism and elimination (Sect. 4). In contrast, log P appears to be more

important in molecular recognition and promiscuity (Sect. 4.2.4) [29].

The most relevant and important log D value for most scenarios in medicinal

chemistry is log DpH7.4 (or log D7.4), although distribution at other pH values is

sometimes pertinent. For example, log D6.5 (pH of the duodenum) is used in models

of intestinal absorption and log D2.0 (pH of the stomach) can influence oral drug

dissolution in the gastric fluids (Sect. 2.3.2). A log D value can be measured at any
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pH, however at the extremes, away from the pKa, the value measured becomes an

asymptote, which is the log P for either the ionised or unionised form (Figs. 5 and

6). Understanding a molecule’s behaviour across the pH range is important, as

highly basic (pKa > 10) compounds are rare and few organic acids have a pKa < 2;

this will mean that at some point local pH will have a profound effect on the

ionisation state and thus distribution of the molecule.

By way of example the full log D and ionisation versus pH profiles of suma-

triptan and acetyl salicylic acid (aspirin) are shown in Figs. 5 and 6. In comparison

to the distribution graphs in Fig. 4 note how the logged distribution function now

goes below the zero before reaching an asymptote at a lower pH (base) or higher pH

(acid).

In practice, many drug compounds do have a second ionisable centre – perhaps

they may even be zwitterionic at physiological pH. In this case, the log P value is a

theoretical concept, estimated by extrapolation – with maxima and minima in the

log D–pH variation possible – depending on relative pKa values and the nature of

the charge. Most oral drugs will have weakly basic and/or weakly acidic centres and

the behaviour of the neutral or fully charged form may be the key in a given

scenario; for example, charged species do not tend to have good cell penetration.

Intravenous administration or prodrugs are amongst common delivery options for

highly charged or zwitterionic molecules.

N
H

N
S

H
N

O

O

Fig. 5 log D and ionisation versus pH profiles of sumatriptan, illustrating the concepts of log

DpH, log P, ΔP and pKa for this basic compound, wherein: pKa ¼ 9.6 (50% ionisation). log P of

unionised form (the upper asymptote) ¼ 0.8, log P of ionised form ¼ �2.3, log DpH7.4 (physio-

logical pH) ¼ �1.5
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2.1.1 Small Hydrophilic Molecules: A Forgotten Strategy for

Oral Medicines?

One approach exploiting a peculiar physical property niche, which appears to be

little utilised in modern drug discovery, is the use of “small hydrophilic molecules”.

Historically, this approach enabled the discovery of many effective oral agents,

whereby paracellular intestinal absorption is facilitated by permeation through the

tight aqueous spaces between the cells lining the small intestine [30]. The mole-

cules will necessarily be small (MW < 250 or calculated molar refraction less than

10) and tend to be basic or zwitterionic, with a distribution coefficient less than one

(i.e. negative log D values, thus being more soluble in water – see Sect. 2.1). The

β1-antagonist atenolol [31] is a commonly quoted example of molecule exploiting

this manner of administration, whilst physical properties in this space were delib-

erately targeted in the discoveries of the thrombin activatable fibrinolysis inhibitor

UK-396,082 [32] and the anti-migraine serotonin 1B/1D receptor agonist

zolmitriptan [30] (Fig. 7).

2.1.2 Methods for the Measurement and Prediction of Lipophilicity

The measurement of lipophilicity using n-octan-1-ol and aqueous buffer has been

the accepted standard in drug discovery and related disciplines for many years;

HO O

O O

Fig. 6 log D and ionisation versus pH profiles of acetyl salicylic acid, illustrating the concepts of

log DpH, log P, ΔP and pKa for this basic compound, wherein: pKa ¼ 3.5 (50% ionisation), log P
of unionised form (the upper asymptote) ¼ 1.2, log P of ionised form ¼ �2.8, log DpH7.4 (phys-

iological pH) ¼ �2.5
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the history of this is well documented [26, 28]. As the Medicinal Chemistry

Project in Hansch’s group at Pomona College developed, accurately measured

lipophilicity values were added to the BioByte database, from which calculated

log P values (clog P, BioByte or Daylight log P) were derived [33]. This assid-

uously curated database of lipophilicity values and the derived fragment contri-

butions to them remains the basis for the gold standard in predicting

hydrophobicity values [34]. These predictions are based on the premise that

log P can be estimated from the summation of the contributions of its

non-overlapping molecular fragments (small clusters of atoms with single or

multiple covalent linkages). Such fragments and their log P contributions were

determined by statistical analysis of the empirical data. There are two variations

on this theme represented by the Hansch–Fujita π-constants (whereby for sub-

stituent – X, πR�X ¼ log PR�X � log PR�H) [27] or subsequent methods based

on fragment contributions (sometimes written as f ), for example, those due to

Hansch–Leo [34] or Rekker–Mannhold [35]. Thus, in general use, the Hansch–

Fujita constant is used to modify the parent log P value (by rearrangement of the

equation to give log PR�X ¼ πR�X + log PR�H); it will depend on the site of

any substituent – as illustrated in Table 2. The fragment contributions are

summed for any given molecule, and thus log P ¼ Σaini where a represents

the individual fragments and n the number of times they occur; the values are

different between models as differing correction factors are used in the final

calculation. These factors correct for any apparent electronic or steric effects

within the log P calculation. Contemporary computational methods make this

kind of analysis easier and increasingly accurate, providing particular structural

intricacies are recognised with the databases. Common rules of thumb would

include an increase of approximately 0.5 units for each methylene (–CH2
�)

linkage in a molecule or about 1.7 units for a phenyl ring; further examples

are given in Table 3. These contributions are additive, but the impact of the

environment onto which a substituent is attached can influence the outcome.

N
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O
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NH2

OH

O
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O
OH
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H2N

O

atenolol UK-396,082 zolimitriptan

clog D7.4 -1.6 clog D7.4 -2.7 clog D7.4 -0.4

MW 266 MW 239 MW 287

Fig. 7 Small, hydrophilic, oral drugs absorbed by the paracellular route
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2.1.3 Octanol Water Methods: Issues with Overly Lipophilic

Compounds

Hydrophobicity data generated in octanol–buffer partitioning/distribution experi-

ments has come under scrutiny in recent years due to a perceived disconnect

between measured and calculated values [36]. It was particularly noticeable that

few measured values above four were recorded, in spite of calculations indicating

much higher estimated values. The work of Hill [16] indicated that calculated

log D7.4 values correlated better with measurements for compounds with reason-

able levels of measured solubility (>200 μM); conversely, for compounds in this

set with poor solubility (<30 μM), very poor correlation was evident (Fig. 8). For

compounds with solubility measured in the intermediate range between these

levels, the observed trends were, as expected, between the two extremes.

There has been some discussion as to why the octanol water model breaks down

with insoluble compounds; certainly octanol has some miscibility with water and,

Table 2 Hansch–Fujita functional groups substituent π values, illustrating their contributions to

the log P value of a given molecules; thus, for example, toluene, clog P is 0.56 + 1.76 ¼ 2.32

(i.e. 210� more soluble in octanol than water) and benzamide, clog P is 1.76 � 1.49 ¼ 0.5

(i.e. ~2� more soluble in octanol than water)

Substituent π Meta π Para π Benzene

–H 0.00 0.00 0.00

–CH3 0.51 0.52 0.56

–Cl 0.76 0.70 0.71

–Br 0.94 1.02 0.86

–OH �0.49 �0.61 �0.67

–OCH3 0.12 �0.04 �0.02

Table 3 Illustrative examples of fragmental contributions f and fϕ used in log P calculations

Fragment

Rekker constant f Hansch–Leo constant f

Aliphatic f Aromatic fϕ Aliphatic f Aromatic fϕ

–F �0.462 0.399 �0.38 0.37

–Cl 0.061 0.922 0.06 0.94

–Br 0.27 1.131 0.2 1.09

–OH �1.491 �0.343 �1.64 �0.4

–O– �1.581 �0.433 �1.81 �0.57

–COOH �0.954 �0.093 �1.09 �0.03

–NH2 �1.428 �0.854 �1.54 �1

–NH– �1.825 �0.964 �2.11 �1.03

–NO2 �0.939 �0.078 �1.26 �0.02

–CONH2 �1.97 �1.109 �2.18 �1.26

>C¼O �1.703 �0.842 �1.9 �0.32

–CF3 0.757 1.331 0.88 –

–C�N �1.066 �0.205 �1.28 �0.34

–Ph – 1.903 1.59 1.76
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as an alcohol, has some hydrogen-bonding capability, both issues that could

compromise measurements. A study of the distribution behaviour of acids by

Wenlock et al. [37] highlighted the issues of ion pairing in compromising the

quality of log D7.4 measurements. Additionally, it is highly likely that for highly

crystalline or highly lipophilic molecules, their intrinsic solubility in both water and

octanol will be very low and aggregation could be an issue by preventing proper

equilibration between the disrupted phases. Some of these are perhaps moot points;

quality drug-like molecules should be soluble and thus should behave better in the

octanol/water system, as illustrated by the soluble examples in Fig. 8c. Modern

drug discovery practices have thus necessitated a change in the way lipophilicity is

estimated, due to the shortcomings of the traditional method with compounds in the

era of molecular obesity.

2.1.4 Measurements Using Chromatographic Methods

The retention time of a compound on a C-18 column eluted with an acetonitrile/

aqueous buffer is fundamentally linked to its lipophilicity [38]; a log D value can be

calculated from the so-called chromatographic hydrophobicity index (CHI), which

equates to the percentage of acetonitrile corresponding to the retention time of the

compound within the linear gradient typically employed [39]. The CHI value can be

converted to a chromatographic log D value [29] using the simple relationship of

Chrom log DpH ¼ CHIpH � 0.0857 � 2. Accordingly, Chrom log D has a theo-

retical range from�2 (0%MeCN) to 6.57 (100%) – although, in practice, the lower

limit can be influenced by compounds being drawn through by loading solvents and

the upper range can be extrapolated up to about a Chrom log D value of 10, using

elution with neat acetonitrile. The revised calibration used to generate the Chrom

log D values (a modification of CHI log D [39]) has shown comparable incremental

changes to those measurements in the traditional octanol-aqueous buffer

0

-1

1

3
2

4

0 -4-4-4 -2 -2 -20 02 2 24 644 66

ACD logD pH7.4

O
ct

an
ol

 lo
gD

pH
7.

4

Fig. 8 Plot of measured versus calculated log DpH7.4 values, reproduced with permission from

[16], separated by solubility category. a (red): low-solubility compounds (<30 μM). b (yellow):
intermediate solubility compounds (31–200 μM). c (green): high-solubility compounds

(>200 μM)
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methodology. In practice, an average offset of approximately 2 log units above OW

values is observed with Chrom log D values; this discrepancy has been retained in

practice, giving a deliberate means of distinguishing the origins of the data.

Accordingly, it has been developed into a convenient, effective and reliable

means of measuring lipophilicity, amenable to high-throughput and automated

operations, using only a few micrograms of compound from a small volume of a

DMSO stock solution.

The relevance and importance of chromatographically derived measurements

were established in a wide-ranging analysis of over 100,000 GlaxoSmithKline

(GSK) compounds with measured Chrom log D and solubility data [29].

Various key findings which supported the superiority of these measurements

when compared to traditional octagonal-buffer (OW) shake flask methods:

1. Normal distribution of values with both calculated and the chromatographically

measured values; measured OW values showed a skewed distribution

2. Strong correlation between calculated and the chromatographically measured

values – irrespective of solubility

(a) Correlation with measured OW values only evident for those with >200 μM
solubility

3. Few compounds measured in OW had a value >3, even fewer >4, in spite of

predictions and distribution of values in chromatographic measurements.

(a) These lipophilic compounds more likely to be poorly soluble!

4. New predictors trained with the chromatographic data showed clearly better

performance than the predictors based on OW measurements (Fig. 9).
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Fig. 9 Trellised plots (by solubility class, coloured as Fig. 8) of measured Chrom log D7.4, values

versus calculations of that parameter using a GSK in-house model [29], showing the (barely

distinguishable) lines of best fit and unity
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In practice, Chrom log D has been routinely run with aqueous buffers at the

three pH values of 2.0, 7.4 and 10.5; these extremes can give an indication of the

likely strength (weak or strong) of any acidic or basic centres in a molecule or of

zwitterionic character. These charge states are indicated by the difference in the

Chrom log D values generated across the three pH values; the actual differences

depend on the pKa values but, as a rule of thumb, the patterns described in

Table 4 give a guide. The patterns will be more complex for zwitterionic

compounds, although all three values could be the same and the pH 7.4 value

could be higher or lower than the other two. The pH variations of distribution

values that vary are explained in Sect. 2.1, from where it should also be apparent

that the highest measured value(s) in this three pH analysis is at least a very

good approximation of chromatographic log P for all but the most acidic or

basic of compounds.

In the various recent analyses exploring the link between lipophilicity and poor

developability outcomes (Sect. 4.3), it should be noted that, paradoxically, clog P
values have often represented a better estimate of the true lipophilicity of a

compound rather than a measurement in octanol–buffer. It has been shown that

there is a strong correlation between clog P values and chromatographically

derived log P measurements, reflective of the quality of the curated data and

methodology underpinning the value (see Sect. 2.1.3). Accordingly, many data

reviews that explored the impact of lipophilicity will have shown a better correla-

tion with clog P than log D7.4 values measured in the traditional octanol–water

system. Sometimes calculated log D7.4 data can work well too, but often these

estimates are subject to error due to poor estimation of the pKa – and in most work

the partitioning behaviour rather than distribution has been used. As a result, due to

large numbers in sets and acidic/basic compounds offsetting each other, the out-

come has often shown reasonable correlation with clog P due to various inherent

compensatory mechanisms. Sect. 4.2 of this chapter reviews the lipophilicity

dependence of various developability parameters versus chromatographically mea-

sured values; the outcomes indicated enhanced differentiation and resolution of the

nature of the dependence (be it driven by intrinsic or effective lipophilicity) as

would be expected of more reliable estimates of lipophilicity.

Table 4 Changes in log D, at high or low pH, observed for various charged compounds compared

to the measured value, X, at pH 7.4

Charge characteris�c

Chrom logD

at pH:
Neutral Weak acid Strong acid Weak base Strong base

2 X X >X <X X

7.4 X X X X X

10.5 X <X X X >X

if measured value ¼ X, the box is grey, if >X

then black and <X is white
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2.2 Acid/Base Strength: pKa

The profound effect that the ionisation state of a molecule has on its behaviour is

evident in the other sections of this chapter; the degree of ionisation can make a

difference of hundreds- or several thousandfold in the solubility and distribution

of a molecule. Charge can be a friend (in improving aqueous solubility and

distribution) or a foe [by increasing risk of cardiac liability (lipophilic bases),

poor permeation (any charge) or high protein binding (particularly acids)] in the

drug optimisation process. The strength of ionisable centres (defined by their

pKa, for example, see Table 5) and the impact this has on the behaviour of the

drug is fundamental to understanding the physical attributes of a molecule. In the

various body compartments (Sect. 3), there can be significant changes in the pH;

this is particularly pertinent to the processes of drug metabolism and pharmaco-

kinetics (DMPK) in general and oral absorption in particular. The proximity of a

pKa value of an ionisable centre to the ambient pH will have a very big impact

on the degree of ionisation as discussed in the following sections.

The pKa refers to the pH at which an ionisable centre, be it an acid or a base,

is present with equal proportions of the charged and uncharged forms, i.e. 50%

ionised (the term pKb for bases is no longer used – so pKa is used to describe

acidic or basic relationships). It is derived from the Henderson–Hasselbach

equation:

pH ¼ pKa þ log A�½ �= HA½ �ð Þ

such that when the species is 50% ionised, then [A�] ¼ [HA] and the pH ¼ pKa.

So for an acid:

Table 5 Typical pKa value of

common motifs in drug

discovery (in the absence of

modifying substituents)

Classes of compounds Typical pKa ranges

Pyrimidines (bases) 1–2

Anilines (bases) 1–5

α-amino acids 2–3 (COOH)

Carboxylic acids 3–5

Pyridines (bases) 4–6

Imidazoles (bases) 7

Phenols 8–10

Purines (bases) 8–10

α-Amino acids 9–10.5 (NH3
+)

Aliphatic and alicyclic amines 9–11

Guanidines 11–14

Azoles (acids) 13–16

Alcohols 13–16

18 R.J. Young



RCO2H þ H2O Æ RCO2
� þ H3O

þ

RCO2H½ � ¼ RCO2
�½ � at pKa

For a base:

RNH2 þ H2O Æ RNH3
þ þ OH�

RNH2½ � ¼ RNH3
þ½ � at pKa

Equation (1), derived from the Henderson–Hasselbach equation, illustrates a

useful means for calculating the percentage ionisation of a compound with a given

pKa at a particular pH. This is expanded out to show the level of ionisation at pH

values 1, 2 and 3 units away from the pKa.

% ionised ¼ 100

1þ 10 charge pH�pKað Þ½ �

where charge ¼ þ1 for bases and� 1 for acids

ð1Þ

pH 1 unit above pKa % ionisation ¼ 100/(1 + 101), i.e. 9.09% for bases

% ionisation ¼ 100/(1 + 10�1), i.e. 90.9% for acids

pH 2 units above pKa % ionisation ¼ 100/(1 + 102), i.e. 0.99% for bases

% ionisation ¼ 100/(1 + 10�2), i.e. 99.0% for acids

pH 3 units above pKa % ionisation ¼ 100/(1 + 103), i.e. 0.099% for bases

% ionisation ¼ 100/(1 + 10�3), i.e. 99.9% for acids

pH 1 unit below pKa % ionisation ¼ 100/(1 + 101), i.e. 9.09% for acids

% ionisation ¼ 100/(1 + 10�1), i.e. 90.9% for bases

pH 2 units below pKa % ionisation ¼ 100/(1 + 102), i.e. 0.99% for acids

% ionisation ¼ 100/(1 + 10�2), i.e. 99.0% for bases

pH 3 units below pKa % ionisation ¼ 100/(1 + 103), i.e. 0.099% for acids

% ionisation ¼ 100/(1 + 10�3), i.e. 99.9% for bases

Even at 2 units away, 99% will be in one form – although the 1%might still have

a role in partitioning of an acid above its pKa and a base below the pKa as can be

seen in Table 1 in the examples used, namely, aspirin and sumatriptan.

2.2.1 Measurement and Calculation of pKa

There are many methods available to measure pKa values [40]. Classically,

potentiometric titrations [41] have been used, but these require relatively large

quantities of material (10 s of mgs) and are quite labour intensive (30 min plus to

run each sample). Any physical technique that can differentiate some property of a

molecule that is dependent on its ionisation can be used, such as solubility [42],

spectrophotometry [43], NMR [44] and capillary electrophoresis [45]. The bases of
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the measurements are that, as pH varies, the physical behaviour or some spectral

characteristic of the molecule will differ, depending on the degree of ionisation.

The pKa of poorly soluble compounds can be hard to measure accurately due to the

complex equilibria involved around the dissolution process. One of the more

generally used and higher throughput techniques is the spectral gradient analysis

(SGA) methodology [46]; this has been applied to an automated 96-well plate

format, generating data in about 4 min per sample. SGA does, however, rely on

the presence of a good chromophore close enough to the ionisable centre, which

produces a spectral shift with changing pH that can be dynamically monitored using

spectrophotometry.

The accurate calculation of pKa values is rather difficult in practice, but useful

estimates can be achieved using the classical methods of linear free energy relation-

ships applied to reactions and equilibrium constants, typified by the Hammett

equation and subsequent variations [47]. The premise is based on the assumption

that within particular classes of acids or bases, substituents produce free energy

changes to modulate the pKa that are additive in a linear fashion. Along these lines, a

parent ionophore would be recognised within the structure, which would be assigned

a pKa value derived from a known measurement associated with this motif. This

number is modified according to substituents and their distance and connectivity,

looking at inductive (I, σ-effects) or mesomeric (M, π- or resonance effects), which
can result in donation or withdrawal of electronic charge as a consequence (Table 6).

Typically, such calculations would be made using standard tables of collated data

based on empirical observations, although this is now usually done computationally

and some packages will illustrate how the value has been derived from particular

fragmentations of the molecule. The Hammett equation is applicable to aromatic

systems and the Taft equation has value in aliphatic systems; these are classically

applied to the quantitative impact of substituents on reactivity; the methodology also

has great importance in pKa prediction.

Hammett equation : pKa ¼ pKa
o � ρ

X
σ

� �

where pKa
o is the pKa of the unsubstituted system, σ is a constant applied to a

particular substituent and ρ is an empirically derived constant for the particular type

of reaction.

Table 6 Inductive and resonance effects of particular substituents, taken from Perrin et al. [44]

+ I (acid weakening) –CO2
�; –O�; –NH�; -alkyl

+ I (acid
strengthening)a

–NH3
+; –NR3

+; –NO2; –SO2R; –CN, –F; –Cl; –Br; –I; –CF3; –COOH;

–CONH2; –COOR; –CHO; –COR; –OR; –SR; –NH2; –Ph

+ M (acid

weakening)

–F; –Cl; –Br; –I; –OH; –OR; –NH2; –NR2; –NHCOR; –O
�; –NH�; -alkyl

+ M (acid

strengthening)

–NO2; –CN, –COOH; –COOR; –CONH2; –Ph; –COR; –SO2R

aApproximately in decreasing order; effects that strengthen acids will weaken bases and vice versa
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Taft equation : pKa ¼ pKa
o � ρ�

X
σ�

� �
þ δEs

where pKa
o is the pKa of the unsubstituted system, σ* is a constant applied to

a particular substituent, ρ* is an empirically derived constant for the particular

type of reaction and Es is a steric term. The σ* values will be dependent on the

number of methylene groups between the substituent and the ionisable centre;

each extra methylene reduces the effect by 0.4-fold. Thus a Taft σ*-value is

multiplied by 0.4 for one methylene spacer (X–CH2–CO2H or X–CH2–NH2),

0.16 for X–CH2–CH2 and 0.064 for X–CH2–CH2–CH2.

The strengthening of α-chloroacetic acids illustrates how substituents modu-

late pKa, as increased electron withdrawal by each additional alpha chlorine atom

increases the acidity by stabilising negative charge on the acid motif through

additive σ-inductive effects. Complications can arise, for example, with the

stabilisation of protonation states by hydrogen-bonding and accessibility of the

charged centre. For example, in Table 7, starting from ammonia, each additional

ethylation to ethylamine, diethylamine and triethylamine gives an increased

sigma donation from the alkyl chain that stabilises positive charge. However,

triethylamine is less basic than diethylamine because the stabilisation of the

charged state only has one proton that is able to hydrogen bond with solvating

water in the manner R3N
+H. . .OH2, compared with two protons with diethyl

amine, so the overall stabilising effect of the charged network is reduced. The

series expanding from ethanolamine to 3-hydroxypropylamine illustrates how the

additional methylenes increase the modulating effect. Steric hindrance can also

impact pKa values, particularly acids, where the larger group has more chance of

a steric clash than smaller amino and hydroxyl groups.

A worked example of the Taft equation is illustrated with a calculated pKa of

morpholine [44]:

N
H

O

The molecule is approximated to CH3OCH2CH2NHCH2CH2OCH3 for the pur-

poses of the estimate:

Table 7 Illustrative pKa values of acids and bases as discussed in the text

Acid CH3CO2H ClCH2CO2H Cl2CHCO2H Cl3CCO2H

pKa 4.76 2.85 1.48 0.70

Amine NH3 EtNH2 Et2NH Et3NH

pKa 9.25 10.7 11.2 10.75

Amine EtNH2 nPrNH2 HOCH2CH2NH2 HO(CH2)3NH2

pKa 10.2 10.2 9.5 9.9
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pKa for R1R2NH2
þ ¼ 10:59� 3:23�

X
σ
� þ 0:2

10.59 ¼ pKa for R2NH; 3.23 ¼ experimental ρ* for this system; 0.2 ¼ steric

constant for a cyclic system

Σρ� for 2� CH3OCH2CH2 � equates to 2 0:4� 0:4� 1:81ð Þ ¼ 0:58
1.81 ¼ ρ* for MeO�

Thus predicted pKa is 10.59 � 3.23(0.578) + 0.2 ¼ 8.92 (the measured

value is 8.36).

2.3 Solubility

The solubility of a compound can be described as the propensity of a molecule to

act as a solute in a liquid medium to form a solution wherein the solute molecules

are dispersed and individually surrounded by solvent molecules. The solute could

originate from the gaseous, liquid or solid state – but the end result is the same.

Particularly pertinent to drug discovery is the reverse process, whereby around the

limit of solubility, a dynamic equilibrium will exist between a solid structure

dispersing into the solvent and the reverse process of the molecules coming together

and reforming the solid. Life itself is based on chemistry in aqueous solutions so, at

some point, no matter what the delivery method, a therapeutic molecule will have to

be dissolved in an aqueous environment prior to engagement with its target – thus

some level of aqueous solubility is necessary. Often in drug discovery, systemic

exposure or transport to a particular location may be required; whilst blood plasma

proteins, for example, could aid in this process, a minimum level of solubility will

always ultimately be required to give a free aqueous fraction that is at sufficient

concentration to ensure a pharmacological action. Solubility is a prerequisite for

oral absorption, a chain of events and environments that pose a number of hurdles

and challenges to the prototype drug molecule (Sects. 3 and 4). Given the size and

nature of drug molecules, they are almost invariably solids in their pure form at

room temperature, although in modern practice many are first encountered as

amorphous gums. But even an amorphous gum or glass will have a particular

solubility and this can be measured; ultimately, the processes of chemical devel-

opment will identify stable solid forms.

Understanding the “solubility” of drug molecules is a subject that can engender

fierce debate in terms of what levels are required and how it should be measured

[48]. The different solid forms of compounds (e.g. amorphous versus crystalline

polymorphs) will influence the dissolution rate and wettability of the compound

[49]. A molecule’s solubility changes depending on a number of factors related to

the composition of the liquid used to form the solution, such as the solvent/solute

composition, pH, and how long the experiment is run. The crystalline and salt forms
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of the compound will also have significant effects [50]. An in-depth appraisal of

these is beyond the scope of this chapter and is already well documented [48]. In

common medicinal chemistry practice, kinetic solubility in pH 7.4 buffer (physio-

logical pH) is a very good benchmark to appraise solubility of experimental

molecules and is commonly employed with increasingly high-throughput, such as

a multi-well plate assay using chemiluminescent nitrogen detection (CLND) [51].

2.3.1 The General Solubility Equation

By extension of the concepts discussed in Sect. 2.1, aqueous solubility decreases as

lipophilicity increases. An additional key concept in solubility is that lattice energy

is perturbed as the intermolecular contacts within the solid break down; this can be

equated with the breakdown of a solid structure at its melting point. These concepts

were developed and empirically substantiated in the derivation of the general

solubility equation (GSE) by Yalkowsky and co-workers [52], which provided a

useful predictive model of solubility.

The general solubility equation is

log solubility ¼ 0:5� 0:01 MP� 25ð Þ � logP

where MP ¼ melting point in Celsius and P is the octanol–water partition

coefficient.

In practice, the GSE is also commonly used in terms of log D, whereby

log SpHx ¼ 0:5� 0:01 MP� 25ð Þ � log DpHx

The general solubility equation had been demonstrated to give good prediction

of solubility for neutral compounds [52] and acts as a useful guide for ionisable

compounds using log D at the pH of the aqueous buffer employed. It is very

interesting to consider the implications of the distribution of solubilities in Table 8,

which is a matrix of solubility values, calculated using the GSE over a range of

log P values and melting points [16]. This is shaded by solubility classifications

whereby <30 μM is regarded as poor solubility and >200 μM as good – useful

guidelines to follow in drug discovery. The column in the table where log P ¼ 3 is

particularly notable; it is here that through variation in melting points a compound

could lie in each of the three solubility categories. Above this, only low-melting

(low lattice energy) solids would be expected to show any suitable levels of

solubility; below this only the very highest melting is likely to have issues with

solubility. It is probably therefore not a coincidence that the median log P value of a

drug is somewhere in the range of 2–3 and melting points are generally low (see

Sect. 2.4).

Descriptive terms used by the European Pharmacopoeia [53] for the classifica-

tion of solubility ranges (Table 9) are consistent with the predicted solubility bands

of the GSE; the lowest melting compounds within the log P range of 2–3 (the
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median range for drugs) fall within the generic description of “very slightly

soluble”. Perhaps it is a misnomer to discuss the solubility of many drug molecules;

the majority might be better described as being less insoluble!

In contemporary drug discovery, it is probably pertinent to describe the high

proportion of highly lipophilic compounds as insoluble “grease (or fat) balls” which

concurs with the findings of Bergström et al. in a study of poorly soluble drugs

[54]. Another colloquial term often used for insoluble compounds is “brick dust”,

which would be a characteristic of the higher melting point compounds. Routine

collection of melting points has ceased in high-throughput drug discovery, when

only a few milligrams are typically made in early stages, often as lyophilised/

amorphous solids or gums. The principles of disruption of planarity and symmetry

to improve solubility have been reviewed by Ishikawa and Hashimoto [55]; Fig. 10

is an illustrative example from this paper; this follows the principles of reducing

lipophilicity and aromaticity (PFI) and Fsp3 (Sect. 2.4).

An interesting expansion on the impact of melting point was described by Chu

and Yalkowsky [56], where the interesting relationship showing that the melting

point and dose are related to the fraction of poorly soluble drugs absorbed was

described. The proposed melting point based absorption potential (MPbAP) was

Table 8 Computed solubility values based on the general solubility equation across a range of

melting points and log P values pertinent to drug discovery, shaded by the predicted solubility.

The average clog P value in various analyses of drug molecules usually lies between 2.5 and 3.0

Computed log S values 
(from GSE) in table

Log P values

0 1 2 3 4 5

M
el

�n
g 

po
in

t 
va

lu
es

 (o C)

50 0.25 -0.75 -1.75 -2.75 -3.75 -4.75
100 -0.25 -1.25 -2.25 -3.25 -4.25 -5.25
150 -0.75 -1.75 -2.75 -3.75 -4.75 -5.75
200 -1.25 -2.25 -3.25 -4.25 -5.25 -6.25
250 -1.75 -2.75 -3.75 -4.75 -5.75 -6.75
300 -2.25 -3.25 -4.25 -5.25 -6.25 -7.25

Predicted solubility <30 mM 30-200 mM >200 mM

Table 9 European Pharmacopoeia solubility definitions [53]

Descriptive term Solubility (mg/mL)

Molar solubility

MW 400 Log S

Approximate

volume (mL)

to dissolve 1 g

Very soluble >1,000 >2.5 M >0.4 1

Freely soluble 100–1,000 0.25–2.5 M �0.6 to 0.4 1–10

Soluble 33–100 83–240 mM �1.1 to �0.6 10–30

Sparingly soluble 10–33 25–83 mM �1.6 to �1.1 30–100

Slightly soluble 1–10 2.5–25 mM �2.6 to �1.6 100–1,000

Very slightly soluble 0.1–1 0.25–2.5 mM �3.6 to �2.6 1,000–10,000

Practically insoluble <0.1 <250 μM < � 3.6 >10,000 (or 10 L)
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able to distinguish between high and low absorption (defined as more or less than

half the administered dose absorbed) for 90% of the 91 drugs evaluated. As might

be expected from the GSE, the more soluble, lower melting point compounds were

more likely to be well absorbed.

There was an academic challenge proposed [57] to explore new methodologies

for solubility prediction – a summary of the results and many different models

proposed has been reviewed [58].

2.3.2 Simulated Gastrointestinal Fluids

Solubility values measured in aqueous buffers are only part of the picture in

determining solubility pertinent to drug discovery [48], as the nature of the aqueous

environment in the various parts of the body varies greatly in composition and

pH. Indeed, the most pertinent measurements or the compositions and pH values of

the simulated fluids used to make these measurements are subjects of debate and

variation [59]. Table 10 shows some representative compositions and pH for

simulated gastric and intestinal fluids in fasted or fed states – hence Fasted or

Fed State Simulated (Gastric or Intestinal) Fluids. In early phases of drug discovery
SGF, FeSSIF and FaSSIF are the most commonly encountered measurements,

giving insight on drug dissolution, impact of the changing pH and absorption

effects. In later drug development, the more complex interactions with food in

the GI tract are modelled by more complex mixtures, giving further insight on

absorption in varying dosing regimes. In addition to the individual components and

their concentrations, physical variables are controlled including pH, osmotic poten-

tial, buffering capacity and surface tension. All of these variables will influence the

breakup and dissolution of the drug substance, the form of which can be controlled

and modified to expedite dissolution in the stomach.

The pH of the gastric (stomach) preparation is typically 1.5, although this can

transiently increase as food enters, before being reduced again by gastric secretion.

The pH rapidly increases on exit from the stomach by bile salts to roughly 6.5 in the

O

N N

N
S

NH
O CF3

O

N N

N
S

NH
O CF3

Solubility <1 mg/ml Solubility 13 mg/ml
Clog P 4.6 Clog P 3.7

Mel�ng point 219-221 oC Mel�ng point 130-131 oC
Fsp3 0.1 cPFI 10.0 Fsp3 0.3 cPFI 8.5

Fig. 10 An illustrative example from [55], where reduction meting point through reducing

aromaticity showed a positive benefit (although the solubility is still relatively poor, reflective of

the high PFI value, Sect. 2.4)
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duodenum, where much drug absorption takes place; this may be pertinent to model

the oral exposure of a drug taken prior to consumption of food. In the fed state, this

pH may be lower and some preparations buffer FeSSIF to pH 5.5 rather than 6.5.

Two key components of the simulated gastrointestinal fluids are taurocholic acid

and lecithins. Taurocholic acid is the sulphonic acid amide derivative of cholic acid

and taurine (2-aminoethanesulfonic acid); this is a naturally occurring bile acid.

Lecithin is a generic term for a mixture of phospholipids, which are the major

components of cell membranes; they are used as wetting agents and dispersion

enhancers in drug formulations and have a widespread use in the food industry as

emulsifiers. An example phosphatidylcholine is shown in Fig. 11. These are likely

constituents of the melange in the intestinal fluids and can enhance the solubility of

some drugs, as lecithin and taurocholate can form micelles into which drug mole-

cules can partition. Consequently, in the development process, bio-relevant solu-

bility determinations are performed in the simulated fluids described in Table 10;

like many aspects of solubility, the exact composition and pH of the fluid is subject

of debate; but control of components within, pH, buffering capacity and osmolality

are important considerations [59]. In practice, food, excipients and other formula-

tions can enhance solubility [60], sometimes producing supersaturation [61] as the

molecules progress through the digestive tract; these can help to deliver compounds

with inherently poor physical properties, but they are not a substitute for a molecule

with good properties and solubility as they may carry other risks (Sect. 4.3).

The modifiers used in the simulated fluids described above do have an impact on

solubility, but it is often the pH–solubility profile that can be very important in drug

discovery. As the log D will vary with pH, it follows that solubility will also vary:

the higher the ionisation, the more soluble the compound. However, the ionised

form is in equilibrium with the unionised, so if the pH of the test solution is at the

pKa of the ionisable centre in the compound, the observed solubility will be limited

by the solubility of the unionised form (50% of the material present) that equili-

brates with solid. Prototypical pH–solubility profiles for an acid and a base are

shown in Figs. 12 and 13.

Table 10 Typical compositions of simulated gastrointestinal fluids

Fluid Solvent and pH Key components

Aqueous acid/base

added

FaSSGF Water 1.6 Sodium taurocholate; lecithin, NaCl HCl, qs

FeSSGF 1:1 milk/water 5 NaCl, acetic acid, sodium acetate HCl, NaOH qs

FaSSIF Water 6.5 Sodium taurocholate; lecithin, maleic

acid, NaCl

NaOH qs

FeSSIF Water (oil?) 6.5

(or lower)

Sodium taurocholate; lecithin, maleic

acid, NaCl

NaOH qs

Qs quantum satis – the amount needed
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Fig. 11 Taurocholic acid full name 2-{[(3α,5β,7α,12α)-3,7,12-trihydroxy-24-oxocholan-24-yl]
amino} ethanesulfonic acid and a typical phosphatidylcholine, the type of phospholipid compo-

nent found in natural Lecithins
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Fig. 12 Solubility (white circles) and percentage ionisation (black triangles) profiles versus

pH for a compound with the following characteristics: single basic pKa of 7.4, intrinsic solubility

of 3 μg/mL and solubility in SGF (pH 1.5) of 2,800 μg/mL. At pH 7.4 the solubility is 6 μg/mL

(3 μg/mL is in equilibrium with solids and the freely soluble fraction)
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Fig. 13 Solubility (white circles) and percentage ionisation (black triangles) profiles versus pH
for a compound with the following characteristics: single acidic pKa of 4.0, intrinsic solubility of

3 μg/mL, and 1,250 μg/mL in higher pH buffer. This compound would have poor dissolution in the

stomach (as the acid – but a salt would be more soluble); it would have better solubility in the

duodenum (pH 6.5) and blood plasma (pH 7.4)
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2.4 Escape from Flatland and the Impact of Aromatic Ring
Count

As the link between suboptimal physical properties and higher attrition has been

established in recent years, further scrutiny indicated similar risks with molecules

with high degrees of aromatic character. Ritchie and MacDonald [62] noted the

statistically significant correlations of increasing aromatic ring count (#Ar) with

poorer outcomes in particular developability assays; furthermore, the average ring

counts were noted to reduce with escalating phases of development through to drug

molecules (Table 11). This analysis used the Daylight definition of aromatic rings,

wherein each aromatic ring (benzenoid or heterocyclic) is counted and fused

systems (e.g. indole, naphthalene and purine count as two rings). Almost concur-

rently, the less favourable prognosis for molecules with excessive aromatic char-

acter was also described in a review entitled “escape from flatland” by Lovering

et al. [63], wherein the proportion of saturation was expressed as a fraction of sp3

hybridised heavy atoms (Fsp3), an alternative to #Ar. These authors noted the

statistically significant increases in the level of saturation with advances in drug

development stages, mirroring the observation of decreased average aromatic ring

count (Table 11). Additionally, a correlation with solubility (higher Fsp3 ¼ more

soluble) and an observation that higher melting points correlated with lower Fsp3

(Table 12), were also noted. These observations were consistent with predictions of

the Yalkowsky general solubility equation (Sect. 2.3.1). To a simplistic approxi-

mation, with a flatter molecule, there can potentially be more π–π (flat) stacking in

the crystal lattice, which contributes to elevated melting points. Additionally, other

packing interactions, e.g. edge to face, are also feasible in crystalline structures that

can also increase lattice energy. A further impact of aromatic systems is that they

have a lesser entropy penalty on a change of physical state or moving from solution

into a bound form, due to a lesser change in conformational movement of the rigid

system (compare with the greater conformational motion of a saturated system).

Table 11 Composite table from the data in [62] and [63], showing the decreasing mean aromatic

ring count as compounds progressed through the GSK pipeline and the fraction of sp3 centres in

molecules in similar phases noted by the Wyeth group

Candidate

selection

First time

in human

Phase

1

Phase

2

Proof of

concept

Phase

3 Drugs

Mean aromatic ring count

(Ritchie, GSK)

3.3 2.9 2.5 2.7 2.3 – 1.6

Fraction of sp3 hybridised

atoms (Lovering, Wyeth)

0.36 – 0.38 0.43 – 0.45 0.47

Table 12 Variation in Fsp3 values within melting point bins from [63]

Melting point 25 75 125 175 225 275 325 375

Fsp3 0.34 0.33 0.31 0.27 0.24 0.18 0.11 0.10

Count 75 657 1,153 1,253 815 375 93 11
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Yang et al. investigated the negative impact of aromaticity as a contributor to

molecular topology and its implications on the progress of drug candidate mole-

cules [64]. In a follow-up paper, Lovering further explored Fsp3 in combination

with chiral carbon count (as a measure of complexity), with demonstrable correla-

tions with promiscuity and cytochrome P450 inhibition [65].

The extent to which discovery programmes have been working with overly

aromatic compounds is illustrated in Fig. 14. This shows the distribution of aro-

matic ring counts within a representative set of drug molecules and a cross section

of GSK discovery programmes. The high propensity for drugs to possess one or two

aromatic rings is immediately apparent; the mean value from Richie and

MacDonald’s paper is 1.7 [62].

2.4.1 Lipophilicity and Aromaticity Act in Unison

In these kinds of analyses, one evident factor, as noted by Ritchie and MacDonald

[60], is that there is a relationship between aromatic ring count and lipophilicity

(log P and log D); there is a similar increase in lipophilicity as Fsp3 decreases within

broad sets of data. Similarly, there are often relationships/correlations between

lipophilicity and molecular weight, polar surface area, hydrogen bond counts or

other such descriptors. One aspect that became clearer within data sets containing

more reliable chromatographic hydrophobicity measures [29] was that whilst there

was often a relationship between aromaticity and measured Chrom log D7.4, there

appeared to be an effect of either over and above any correlation between them. This

was best visualised by double pie distributions of particular developability param-

eters (see Sect. 4.2) versus binned Chrom log D7.4 values and number of aromatic

rings; when either binned Chrom log D7.4 values or number of aromatic rings

remained constant, then the other parameter also showed worsening outcomes in

the developability data (Fig. 15). A notable observation was an apparent diagonal

that differentiated between the more soluble and less soluble areas of the plot; this

would be expected given the aforementioned trends. The observation was such that a

line of Chrom log D7.4 + #Ar ¼ 7 described the partitioning well; this led to the

Fig. 14 An illustrative

example of the average

distribution of number of

aromatic rings in

representative examples of

drug molecules (black bars)
and GSK discovery

examples (grey bars)
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formulation of the so-called solubility forecast index; this showed apparent values

for various combinations of lipophilicity estimates/measures, but differentiationwas

clearly best when the Chrom log D7.4 values were used. It may be coincidental, but

the value of 7 parallels observations of the general solubility equation (Sect. 2.3.1);

if log D7.4 ¼ 3 is taken as a base line, then conversion to the chromatographic scale

adds 2 and the median drug aromatic ring count is 2 – thus 3 + 2 + 2 ¼ 7. Remark-

ably, the binned classification in Fig. 16 shows essentially a 1:1:1 ratio of measured

solubility values for the Chrom log D7.4 + #Ar values between 6 and

7, corresponding to the 1:1:1 ratio in Table 8.

The implications of these observations on other developability parameters are

discussed in Sect. 4.2. Evidently, there is something inherent in the flatness of

molecules that makes it favourable for such molecules not to reside in aqueous

solution and to prefer to be bound – with a favourable energy outcome in the latter

process. This not only gives rise to the more favourable binding to the target in

question but also influences promiscuity and unfavourable outcomes in other

measures of developability [such that the solubility forecast index was renamed

property forecast index (PFI) due to the broader impact]. Advances in metal-

catalysed cross-coupling methodology and how amenable such reactions have

been proven to be for parallel synthesis methodology have contributed to the

proportion of compounds with overly aromatic character. Employment of such

Measured CLND solubility < mM 30-200 30 mM >200 mM

Fig. 15 Pie chart matrix representation of solubility category as a function of binned Chrom

log DpH7.4 and aromatic ring count, reproduced with permission from [29]
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reactions has frequently given benefit to drug discovery programmes, notably in

terms of potency, but such chemistry has probably been a significant contributor to

the high attrition of the “molecular obesity” era. Heterocyclic aromatic compounds

can reduce lipophilicity [66], but it doesn’t resolve the inherent issues connected

with the flatness of the molecule. Not all heterocycles are equal [66], due to varying

lipophilicity, and there may be an effect due to 5-membered rings versus 6; but the

underlying observation of the addition Chrom log D7.4 + #Ar suggests that the

benefits are probably only due to the lipophilicity. These observations have engen-

dered much debate as to the nature of an aromatic ring: for example, if some

esoteric variation, twist or tautomer really counts as aromatic; but the simple mantra

should be to “escape from flatlands” in addition to minimising lipophilicity. Nat-

urally, there will always be exceptions – the premise of the property forecast index

is that it is a probability guideline showing the likelihood of a given outcome; it is

necessary to generate empirical data to look for pointers to gain comfort in working

in what might be described as sub-optimal space. If PFI is high or Fsp3 is low and

the compound has low solubility and a high melting point, these should be physical

warning signs that the compound is probably going to encounter a risk flag in its

developability profile somewhere along the line.

Fig. 16 Distribution of solubility category as a function of measured Chrom log D7.4 + #Ar, for

96,000 measured GSK compounds, shaded using the same classifications as Fig. 15, reproduced

with permission from [29]
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3 How the Physical Environment of a Drug Changes

from Administration to Target

The journey of a drug molecule from the point of administration to the site of action

is a complex one, with many changes of environment. The most common route of

administration is via the oral route [67] – which is perhaps the most difficult means

of delivery, with a varied range of physical environments [68] and barriers ahead of

the path of the molecule. But whichever means of delivery is used, aqueous

solubility will be required to ensure that the active molecules can reach their desired

targets, be this solubility in the gastrointestinal tract, blood plasma or lung fluid, by

way of examples. There may be significant changes in the ambient pH encountered,

which may profoundly influence solubility of charged compounds, for example, in

moving from the stomach to the duodenum, a molecule sees a rapid rise in local pH

from ~1 to ~5 (depending on species and feeding state). Physical properties are also

important in the passage of compounds through membranes and their dispersal in

various tissues and organs around the body; the metabolism and removal of drugs

are also highly dependent on a compound’s physical make-up [24]. Together these

phenomena make up the science of pharmacokinetics, commonly described by the

constituent processes of ADME (ADMET). Drug metabolism and pharmacokinet-

ics are subjects that fill texts on their own [69] – so the focus of this short section

will be to consider particular aspects where physical properties have the most

profound impact.

3.1 The Passage Through the Body for an Oral Medicine

The stomach is usually the first significant environment for a formulated drug –

tablets or capsules are often swallowed whole and there is usually little residence

time in the mouth, where the pH will typically range from slightly acidic (pH ~5) to

neutral. There is a rapid decrease in pH on entry into the stomach, where the pH of

the acidic environment is typically between 1 and 3. This can be a big aid to drug

dissolution for basic compounds, as they will have markedly increased solubility

due to increased (or complete) ionisation at gastric pH (Sect. 2.1). Conversely, the

solubility of compounds containing an acid group may be adversely affected due to

the local pH, as the protonated form of the molecule will predominate (even if

administered as a salt, as buffering to the low pH will result). Drug formulation or

encapsulation may protect the drug from the harsh environment of the stomach.

Dissolution in the stomach can also be aided by salt formation, and this can result in

supersaturation of compounds, sometimes aided by components in food/formula-

tions; this can maintain a compound in solution as it enters the rapid pH change on

entering the duodenum. The various simulated gastrointestinal fluids described in

Sect. 2.3.2 are used to try to mimic these varying conditions in order to better

understand the likely properties of drugs, their dissolution and the effects of food
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and transit time through the GI tract. Another important consideration is the

available volume of aqueous medium (Table 13) to dissolve the drug [70], as this

may not be enough to dissolve the dose.

On exiting the stomach, the pH rise encountered by the chyme is rapid, effected

by bile and sodium bicarbonate secreted by the pancreas. Other components of bile,

such as lipophilic acids and phospholipids, can aid the solubility of molecules

through micelle formation (Sect. 2.3.2). Typically, as the absorption process starts,

the pH will be at about pH 6.5, so the pKa and log D6.5 are important properties

governing the absorption process through the brush border of the small intestine;

the pH rises as the passage continues through the ileum (Fig. 17) and absorption can

occur along the whole length and into the colon, where the pH can be marginally

lower again.

Table 13 Representative physical characteristics of pertinent regions of the human gastrointes-

tinal tract [70]; the fluid volumes were determined by magnetic resonance imaging (MRI) under

fasting conditions and 1 h after a meal

Region pH Fasted volume Fed volume Transit time

Oesophagus ~7.0 – – 10–14 s

Stomach 1–2.5 (up to

five fed)

13–72 mL 534–859 mL Half emptying ~80 min

Duodenum 6.1–7.4 45–319 mL

combined

20–156 mL combined 3.2 (	 1.6 h) combined

Ileum 6.8–7.8

Ascending

colon

5.3–6.7 1–44 mL

combined

2–97 mL combined Highly variable, dependent

on lower movements

Descending

colon

5.2–7.0

Stomach
pH 1 -2.5

Duodenum
pH 6.1 to 7.4

Ileum
pH 6.8 to 7.8

Ascending colon
pH 5.3 to 6.7

Descending colon
pH 5.2 to 7.0

Oesophagus
Fig. 17 The human

digestive track illustrating

the regions summarised in

Table 13
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The absorption process has barriers other than physical one; the membrane

contains protein transporters that enable both positive transport and efflux, working

with and against the absorption process, respectively. Additionally, constituent

cells contain many P450 enzymes that are present to oxidise lipophilic molecules

as a further line of defence against xenobiotics.

Once absorbed, a compound will enter the blood stream in the hepatic portal

vein, where the pH will be 7.4, with the next hurdle to absorption being the liver,

where many metabolising enzymes lie in wait in the hepatocytes. Any lipophilic

acids will likely be removed via the bile. Any drug that passes through the liver will

now enter the systemic circulation; this route will involve further passage of the

liver and also the kidneys. The filtration mechanism in the kidneys inherently

removes hydrophilic compounds; the oxidation and conjugation mechanisms of

metabolism are designed to help facilitate this by means such as sulphation or

glucuronidation of xenobiotics or their oxidised metabolites [71].

Many drug molecules will be bound to the plasma proteins in the circulation

such as human serum albumin (HSA) (Sect. 4.2.5), the binding to which is physical

property dependent. Similarly, the volume of distribution of any compound

(Sect. 5.1.1) will also be influenced by the charge and lipophilicity of the particular

compound. Another important barrier that some drugs may need to cross is the

so-called blood–brain barrier (BBB), which any medication acting on central

nervous system or brain targets must cross. The characteristics required to achieve

BBB penetration are complex, and the most reliable models are based on

multiparameter optimisation methods [72], but lipophilicity charge and size have

been established as key components.

3.2 Oral Developability Classification System: Dose,
Solubility and Permeation

An important physical classification in oral drug delivery is the developability

classification system (DCS) [73] Fig. 18, which classifies oral drugs based on

Fig. 18 The developability

classification system [73]

plotting the predicted

human permeability versus

the dose vs solubility ratio.

The lines at 250 and 500 mL

(the units of the ratio)

should be compared with

the observed available

volumes in Table 13
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their solubility and permeation characteristics. This plots the dose solubility ratio

versus the effective permeability from the intestine. Solubility and permeability can

be measured, whilst the dose is usually estimated (prior to human trials) from the

relationship that

Dose 
 Cefffree � Clintð Þ=F%

where Cefffree ¼ effective free drug concentration, Clint ¼ intrinsic clearance and

F% ¼ oral bioavailability.

Most oral drugs reside in the ideal quadrant I, with good solubility and good

permeability, although some are soluble and poorly permeable. Very few are in

quadrant four with low solubility and permeability. The final quadrant, where

compounds have poor solubility and good permeability, is often subdivided to

differentiate the compounds that have dissolution-limited solubility (this might be

addressed using formulation and is most likely to be due to high melting points) or

the not so attractive option of the intrinsic solubility being low due to excessive

lipophilicity, for example.

An analysis of attrition in 2004 by Kola and Landis [74] highlighted that

pharmacokinetic issues had been a major cause of attrition, but improved under-

standing and progress in formulation technologies had enhanced the profiles of

sub-optimal molecules and this risk had been reduced. Such efforts may have

addressed some shortcomings of compounds in DCS class IIa or even IIb; however,

in spite of this progress, overall attrition rates remained high and other shortcom-

ings were emerging, notably with late-stage, off-target and other cytotoxicity

effects. This can be particularly costly, as these issues would surface later in the

clinical development process when considerable investment had been made. Many

of these effects are likely to have been due to excessive intrinsic lipophilicity

(Sect. 4.2.4), whereby the effects are beyond those associated with poor ADMET

profiles.

4 Impact of Physical Properties on Developability

and DMPK Parameters

4.1 General Aspects of Lipophilicity-Dependent Behaviour

Many aspects of an experimental molecule’s behaviour can be correlated with its

lipophilicity; this is often the basis of quantitative structure property relationships

(QSPR) and a fundamental element of the majority of predictive in silico models

used in drug discovery. The majority of the processes involved in the physical

chemistry, pharmacokinetics and pharmacology of a drug molecule can be related

to the relative propensity of a molecule to dissolve in aqueous or lipid-rich

environments and the relative partitioning or distribution between them. There
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have been various reviews on the subject, output from which have been guidelines

that suggest target values or optimum ranges for particular physical properties. In a

review of lipophilicity, Waring suggested an optimum log P band for optimal

DMPK outcomes, based on the cumulative suggestions of works looking at various

DMPK parameters [75]. Taking this a step further, Hann and Keserü [76] proposed

a sweet spot (Fig. 19) defined by log P and molecular weight, considering limits

suggested by Lipinski [4], Waring [77] and Gleeson [78]. As described in

Sect. 2.1.4, chromatographically derived hydrophobicity measurements have been

shown to be more reliable and predictable, irrespective of the solubility of the

molecule under investigation. Subsequently, in-depth analyses at GSK on the

impact of such data in various developability assays clearly showed the relevance

and value of the measurements. A reprise of these analyses is presented here, along

with perspectives on other reviews and contemporary developments; results within

would suggest a more complex picture than those mentioned in Fig. 19, with an

impact of not only distribution and partition coefficients but also the particular

influence of flatness/aromaticity and the facts that molecular weight may not be

quite so relevant and that some lipophilicity dependencies are bilinear rather than

linear.

Establishing that aromatic ring count has an impact over and above correlation

with log P or log D in many scenarios was a key observation in the development of

the PFI [29]; this was especially evident in a double pie plot such as that illustrating

solubility (Fig. 15). In the development of predictive models, it is important,
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Fig. 19 Adapted version of the drug discovery “sweet spot” defined in the molecular mass–log P
space proposed by Hann and Keserü [76], based on the concepts described in the text. The

diagonal line “Waring p50%” is the proposed line for 50% chance of achieving reasonable

permeability [77]. Additional regions for “small hydrophilic molecules” (SHMs) with potential

paracellular routes of absorption (Sect. 2.1.1) and the Pfizer “golden triangle” (Sect. 4.2.1) have

been added. The Pfizer triangle should be shifted right by perhaps a log unit to represent average

log P values rather than the log D data it was based on
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statistically, to use parameters with such orthogonal components in their interrela-

tionships; otherwise parameters that show mutual dependence can aid and abet each

other and give artificially inflated correlations [79]. It is interesting to note that a

double pie plot of binned molecular weight versus binned PFI (Fig. 20) shows very

little variation in solubility in a given PFI binned column, indicating that molecular

weight has little impact on the distribution of solubility. In a give molecular weight

bin, there is a marked decrease in the proportion of soluble compounds as PFI

increases.

4.2 Impact of log P, log DpH and Aromaticity on Particular
Parameters

In addition to developability risks associated with poor solubility, the various

assays and concepts in the following section have been used as indicators of risk

in the drug development process. Each of these has been scrutinised in some detail

as numerous predictive models and structure–property relationships with various

physical descriptors have been established. Lipophilicity, in some guise, almost

invariably plays a central role in all of these analyses; what was clearly perceptible

Fig. 20 Categorised multiple pie chart representation of distribution of solubility category as a

function of measured Chrom log DpH7.4 + #Ar (x-axis) and binned molecular weight (y-axis);
coloured as Fig. 15. Reproduced with permission from the supplementary data of [29]
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in the data sets investigated with chromatographic measurements was an enhanced

resolution (as would be expected given the observations in Sect. 2.1.4). A clarifi-

cation of some trends and dependencies were important outcomes, for example,

differentiation between partition and distribution effects and establishing bilinear

dependencies for permeation and some cytochrome P450 binding. Remarkably, on

the chromatographic scale, a PFI value of 7 often gave something of a reflection

where below this outcomes were generally good, above it generally poor.

4.2.1 Permeability

The crossing of biological membranes is fundamental to many aspects of drug

action; for example, many targets are intracellular and processes of absorption from

the intestinal tract and reabsorption in the kidneys rely on permeation of mem-

branes to enable passage through relevant cells. Models to describe these processes

are often complex and have been the subject of many research articles [80, 81];

indeed, the nature of the fundamental process of crossing a cell membrane has come

under particular scrutiny in recent times, with challenges to the perceived wisdom

and models [82, 83]. Permeation of a membrane consists of the partition of a

compound from aqueous solution into a membrane and the reverse process as the

molecule enters the medium on the other side, Fig. 21 [84]. A major point of

contention is whether this process is mediated through the lipid bilayer of the

membrane or facilitated by transmembrane proteins, which are liberally dispersed

throughout cell membranes. Many of the known transmembrane proteins have been

shown to enable passive or active (requiring input of energy via adenosine triphos-

phate) transport of specific molecules through the membrane and into the cell;

others enable efflux mechanisms working in the opposite direction to remove

molecules from within the cell. The contention is whether all transmembrane

passage occurs via protein or lipid bilayer mediation; Kell et al. [82] argue that it

k1

k2

k1

k2

C1

C2

P = C1/C2

Aqueous

Lipid

Par��on Permea�on Permea�on 

(via lipid bilayer) (trans-membrane protein mediated)

Fig. 21 Comparison between the partitioning (or distribution) and permeation processes, showing

the partitioning of a molecule between aqueous and an immiscible solvent such as a lipid/octanol

and the two rate constants controlling the passive permeation across a lipid bilayer or membrane,

which may include a protein-mediated process (Adapted from [80])
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is likely that all is mediated by proteins; the review by Sugano et al. describes the

coexistence of both mechanisms [82] and others have strongly advocated the role of

the lipid bilayer and the relevance of parallel artificial membrane permeation assays

(PAMPA) [83]. The definitive answers require more research, but there are fasci-

nating opportunities if the nature, purpose and role of individual transporters and

particular specificities of recognition can be understood. One thing that is certain is

that the distribution of transporters and their expression levels varies with cell types

and the state of those cells; this could offer exciting opportunities for targeting

drugs to specific cell types in the future.

It was succinctly demonstrated in 1979 [85] that a set of licensed drug molecules

showed a bilinear relationship between measured permeability through an artificial

membrane andmeasured octanol–water log D7.4 (Fig. 22).Within this set, it is likely

that the OW log D7.4 values (measured in the range of approximately�1–3.7) would

be reliable given that, as effective drugs, they would be highly likely to be soluble

(with such log D7.4 values, the GSE or PFI would corroborate this). In subsequent

years, as molecular obesity started to take hold, the less reliable measured

lipophilicity values clouded the data and more complex models were proposed to

try to explain observed trends in permeation in large data sets. The likely shortcom-

ings within both calculated and measured lipophilicity values led to conflicting

hypotheses as to its effect on permeation, encompassing extremes represented by

each of linear, hyperbolic, sigmoidal, parabolic and bilinear relationships [77].

Chromatographically derived lipophilicity data presented compelling evidence

as to the relationship between permeation and this measure of distribution [29]. It is

very clear that the permeation rate has a bilinear response, which is consistent with

Fig. 22 The 1979 plot, reproduced with permission from [80], of artificial membrane flux versus

measured log D7.4 for a representative set of drug molecules – illustrating the bilinear response to

lipophilicity
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the 1979 study [84], fitting with the common sense rationale behind this. This would

be rationalized by consideration of the two rate constants of importance: k1, the rate
of permeation into the membrane and k2 the constant for permeation back out again

on the other side. Thus, hydrophilic molecules would be expected to have a slow k1,
leading to poorer permeability, but k1 would increase as lipophilicity increases.

Similarly, as lipophilicity increases, then the k2 parameter will slow; together these

phenomena contribute to the bilinear response. This was shown to hold irrespective

of the solubility class of the compounds. The patterns observed in artificial mem-

brane data were mirrored in the data produced in MDCK cells, where a similar

profile was observed, with the exception of a higher incidence of permeation with

more hydrophilic compounds, some of which likely could have traversed the cell

preparation by the paracellular route (Sect. 2.1.1). One key observation was that

enhanced differentiation was observed when distribution rather than partition

coefficients were considered, recognising that permeation rate is a kinetic observa-

tion and that the proportion of the more lipophilic uncharged state (the predominant

influence on log D, see Sect. 2.1) was shown to be the key factor in determining

permeation. The composite PFI value also showed a bilinear response, with opti-

mum permeation between PFI values of 6 and 8.

The size of molecules does have an impact on their permeation; this was

described in some detail by Waring [77] who demonstrated that a combination of

lipophilicity and molecular weight gave a cut-off whereby there was a 50% chance

of achieving a high level of permeability (Table 14). In this analysis, the bigger a

molecule, the more lipophilic it needs to be to have a chance of achieving perme-

ability. This is perhaps not very different from methodology used at GSK for a

number of years, whereby size has been represented by calculated molar refraction

(cmr) and plotted against log D7.4 [86, 87]. Revisiting this plot shows a similar

trend to that suggested by Waring [77] – and that some big and lipophilic molecules

did show good levels of permeability – although in given size bins, the bilinear

relationship with log D was apparent (Fig. 23). The findings of this plot are in

accordance with the Pfizer “golden triangle” reported by Johnson et al. [88], which

looks at oral bioavailability/clearance as opposed to permeation, recognising that

big lipophilic molecules would have lower %F due to extensive first-pass metab-

olism. This fits with the observed distribution of Chrom log D7.4 versus cmr values

in Fig. 24.

Permeation and oral bioavailability are not to be confused, but the latter cannot

be achieved without the former. The various analyses have shown that both of these

important factors in drug discovery have complex physical dependencies, amongst

Table 14 Permeability rules

developed by Waring [77]

proposing molecular weight

and log D cut-offs

Molecular weight AZlog D

<300 >0.5

300–350 >1.1

350–400 >1.7

400–450 >3.1

450–500 >3.4

>500 >4.5
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Fig. 23 Binned plot of measured Chrom log D7.4 versus calculated molar refraction, with pies

shaded by PAMPA permeation classes of compounds within, reproduced with permission from the

supplementary data of [29]
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Fig. 24 Plot of calc Chrom log DpH7.4 versus calculated molar refraction (cmr), a GSK training

set of known drugs, adapted from [87]. Black spots have F > 30% and grey F < 30%. The line is
used as a discriminator of likely good or bad permeation; this is similar to one side of the Pfizer

golden triangle [88]
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which lipophilicity, aromaticity and size are key components. It should not be noted

that the original Lipinski analyses [4] were concerned with predicting solubility and

permeability, with molecular weight and log P at the core.

4.2.2 Cytochrome P450s

The propensity for a compound to interfere with metabolic processes mediated by

cytochrome P450 enzyme isoforms is another widely used developability bench-

mark [89]. Lipophilicity is an established risk factor in such interactions [90]. In

vitro estimates of P450 modulation are made by monitoring the rates of metabolism

of known substrates of particular cytochrome P450 isoforms [91] in the presence of

the test substance; high levels of activity in these assays are undesirable, indicative

of potential drug–drug interactions with other substrates or inhibitors of particular

isoforms. Such assays are run in bactosomes, bacterial membranes containing the

human cytochrome P450s co-expressed with human NADPH–cytochrome P450

reductase.

One of the more striking revelations in the study of developability data for the set

of compounds with measured Chrom log D values was the relationship between

cytochrome P450 interactions and lipophilicity, particularly for the 2D6, 2C9, 2C19

and 3A4 isoforms. As with permeation, clear bilinear responses were observed

(Fig. 25). These trends were not so apparent across log P or log DpH7.4 values

calculated or measured using OW methods. These observations were rationalised

by a need to permeate into the bactosome preparation as a prerequisite event ahead

of any particular binding to the P450 enzyme contained within. If bactosome

permeation is one prerequisite to activity in P450 assays, other physical character-

istics such as size, shape, charge and topology are well-established recognition

factors for particular isoforms [92], as summarised in Table 15. For example, 1A2,

which identifies relatively few active compounds, interacts with smaller, flatter,

Fig. 25 Box plots of pIC50 values versus binned Chrom log D7.4 values for the four cytochrome

P450 isoforms indicated, showing clear bilinear responses, reproduced with permission from the

supplementary data of [29]
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molecules (high proportion of aromatic rings rather than #Ar per se). Interestingly,

the PFI summation showed a clear differentiation, maintaining the bilinear response

for the three isoforms 2C9, 2C19 and 3A4.

4.2.3 hERG Binding

Interactions with the human ether-a-go-go-related gene (hERG) product, causing

increases in the cardiac QT interval, are extensively used to identify the potential

for cardiovascular risk in drug development [93]. The risk with positively

charged lipophilic compounds has been well documented [94], although

structure-based design [95], in addition to property-based design [96], has been

used to reduce hERG activity. What was clear using chromatographic

lipophilicity values was that the intrinsic lipophilicity (partition, log P, values)
is the key driver of activity but very much driven too by positive charge.

Increased aromatic ring count or lower sp3 proportion has also been shown to

increase risk; interestingly, the summation of Chrom log P and #Ar (intrinsic,

iPFI) showed a significant trend of increased risk, with impact of #Ar over and

above any correlation with log P. The value of iPFI > 7 showed a marked

differentiation, such that when iPFI is >7, more than 50% of positively charged

compounds exhibit a hERG pIC50 > 5.

4.2.4 Promiscuity

Many literature reports and reviews have focussed on the increased risks of toxicity

and other side effects due to excessive lipophilicity and aromaticity and other

physical parameters (Table 16). These observations have been cited as symptoms

of the molecular obesity epidemic that directly contribute to attrition. The under-

lying reasons for this are particular off-target effects (engaging with other proteins

or receptor targets) or promiscuity, which can be defined as the propensity for

Table 15 Influence of descriptors on P450 binding activity: + to +++ represent increasing impact

of the parameter. minus signs at either end (e.g. �+++�) are indicative of a bilinear relationship

[29]

P450

isoform

Chrom

log DpH7.4

Size

(CMR) #Ar Recognition factors

1A2 � �++� %Ar not #Ar Highly aromatic/flat structures

Smaller/hydrophobic

2D6 �+++� �++� + Hydrophobic, optimum size, basic

2C9 �+++� �++� +++ Hydrophobic, optimum size, aromatic,

acidic

2C19 �+++� �++� +++ Hydrophobic, optimum size aromatic,

basic

3A4 �+++� +++ +++ Hydrophobic, large, aromatic, basic
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activity at multiple receptors/targets. Promiscuity has been assessed by screening

compounds across multiple biochemical targets, with the output being the propor-

tion of these assays that a given compound engages with at a particular defined

affinity. For example, a set of over 2,500 compounds, including exemplars from

GSK lead optimisation projects and marketed drugs, was screened in >490 assays

incorporating a diverse range of >380 protein targets and phenotypic end points

[29]. The output was reviewed using measured chromatographic lipophilicity data,

an outcome of which was that the intrinsic lipophilicity, log P, showed a clearer

differentiation between the increasing levels of promiscuity as lipophilicity

increased. As discussed in Sect. 2.4, higher numbers of targets engaged were

observed as the aromatic ring count increased. The observation again held that

promiscuity increased with both lipophilicity and #Ar; again, the summation of

Chrom log P and #Ar (intrinsic, iPFI) showed utility as a risk indicator (Fig. 26).

Fascinatingly, it appeared that values of Chrom log P + #Ar < 7 (or<5 on the OW

scale using clog P) are commensurate with the indication of likely low promiscuity;

above these values there is >50% chance of inhibiting more than five assays with

pIC50 > 5.

The observations of the GSK exercise are broadly in agreement with the rest of

the analyses in Table 16 [97]. However, as with other risk factors, it is unlikely that

all variations will be explained by such a simplistic guide as PFI or iPFI, but it does
make a good first guideline and expresses a risk for a defined, easily understood and

reliably predictable molecular descriptor. The value of performing the analyses

with measured lipophilicity data was clearly demonstrable, whereby a differentia-

tion between intrinsic and effective hydrophobicity was evident; however, the

quality of the BioByte-derived calculated log P values was also apparent in the

analysis [29]. Within Table 16, some analyses, e.g. Leeson et al. [106] and Peters

et al. [102], proposed that increased promiscuity was evident for lipophilic bases.

However, within the GSK set, a raised overall promiscuity for basic compounds

compared with other charge classes was observed, but it appears that log P is the

key driver regardless of ionisation class, as within measured or calculated intrinsic

lipophilicity bins, little charge-implicated variation was observed [29]. A general

observation across data sets is that the average log P values of charged compounds

were markedly higher than log P values for neutral compounds, which in itself

would be indicative of increased promiscuity. This is borne out in the follow-on

study in “Escape from Flatlands II” [65] – wherein the improved overall properties

of compounds in the data set were heavily influenced by charge. This could be a

risky strategy, as Table 16 would indicate that a good balance of PFI and iPFI is
commensurate with minimising risk. One of the clear messages in these analyses is

that molecular weight per se is not a promiscuity risk, but may show a signal due to

its relationship with lipophilicity, a perception surfaced by Hann and Leach in their

revisiting of the concepts of complexity in molecular design [107].
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4.2.5 Human Serum Albumin Binding

The extent of binding to plasma proteins is often cited as a developability concern

in drug discovery; whilst it may not be an attrition risk per se, high percentage

binding is a characteristic associated with lipophilic compounds and contributes to

reductions in both free fraction and drug efficiency (Sect. 5.1) [108]. Human serum

albumin is the most abundant plasma protein and usually the benchmark investi-

gated in drug discovery studies; this can be routinely measured by high-throughput

HPLC methods or conventional analysis of in vitro or ex vivo samples [109]. The

percent bound data should be treated with a little caution [110], as the binding to

HSA can be more complex than a simple non-specific binding process, due to

specific binding sites that bind some compounds in a stoichiometric manner and a

propensity to bind acids to exposed basic residues.

Looking at binding data alongside measured Chrom log P and Chrom log DpH7.4

[29], increases in the levels of HSA binding [either represented by % bound or

expressed as log KHSA, where KHSA ¼ (% bound/% unbound)] were observed as

Fig. 26 The distribution of promiscuity scores, based on number of targets engaged with a

pIC50 > 5, by binned iPFI (mChrom log P + #Ar) reproduced with permission from [29]
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both intrinsic lipophilicity and effective lipophilicity increased (Fig. 27). An expla-

nation might be that these observations are reflective of the multiple types of

interactions involved with HSA binding, whereby both intrinsic hydrophobicity

and effective hydrophobicity can play a role. The PFI summation of Chrom log

DpH7.4 plus #Ar gave further enhanced resolution of the data, and the impact of #Ar

in binding was clearly orthogonal to any impact of lipophilicity. With the chro-

matographic PFI value of 7, an inflection was again observed, with the box plots

suggesting likely binding to above or below 95% at either side of this value.

4.2.6 Intrinsic Clearance

The intrinsic clearance of molecules (Clint), measured by the rate of disappearance

of a test compound in a human liver microsome preparation, is related to hydro-

phobicity in addition to particular structural liabilities [111]. Interrogating such data

using Chrom log D values was supportive of log D7.4 and not log P being the more

important driver. Clearly, the metabolism of a given compound will depend on a

number of steric and structural factors, but, nonetheless, the composite Chrom

log DpH7.4 + #Ar (PFI) value accentuated a bilinear change in Clint, consistent

with a key role for CYP 450-mediated metabolism. When PFI > 7 more than

50% of compounds showed a Clint rate of >5 mL/min/kg.

4.3 The Composite Risks of Poor Physical Profiles

The preceding sections illustrate the impact of physical properties in various assays

used to benchmark the developability of a compound. Taken together, the output of

these analyses is presented in Fig. 27 [29], wherein the proportion of compounds

meeting certain levels in that assay is presented against binned property forecast

index values (or intrinsic PFI for hERG and promiscuity). In addition, the propor-

tion of a representative set of 240 oral drugs (with >30% human bioavailability) is

illustrated in the bottom row. The risk of higher PFI/iPFI is evident in each row,

except for permeation and some of the CYP 450 risks, where the bilinear response

has an impact; indeed, the permeation pattern indicates a potential reason for

inflated PFI values, given to range where optimum permeation is achieved (in the

range 6–8). However, risks for the developability parameters investigated are

clearly exacerbated above a PFI/iPFI of 7, but a value of <5 would appear to be

even more desirable. Eighty-nine percent of the oral drugs have a (calculated)

PFI < 7; 65% below five.

An illustration of this can be seen in Fig. 28 where a composite chance of success

(derived from multiplication of the fraction meeting the requirements in any given

PFI bin) is plotted against the distribution of drugs in the given bins. This includes

the oral set used in Figs. 5 and 24 and the top 100 oral medicines in 2012. Whilst

there is a recent movement (reflecting changes noted in [5]) towards compounds in
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PFI = mChrom log DpH7.4 + #Ar
Assay / target value <3 3-4 4-5 5-6 6-7 7- 8 8-9 9-10 >10
Solubility >200 mM 89 83 72 58 33 13 5 3 2

%HSA <95% 88 80 74 64 50 30 17 8 4
2C9 pIC50

a <5 97 90 83 68 48 32 23 22 38
2C19 pIC50 <5 97 95 91 82 67 52 42 42 56
3A4 pIC50 <5 92 83 80 75 67 60 58 61 66

Clint <3 ml/min/kg 79 76 68 61 54 42 41 39 52
Papp >200 nm/s 20 30 46 65 74 77 65 50 33

iPFI = mChrom log P + #Ar
hERG pIC50 <5

(+1 charge)
86 93 88 70 54 36 29 21 11

bPromiscuity <5 hits 
with pIC50 >5

85 78 74 65 49 30 20 13 7

% Oral Drugs with 
F>30%

35 17 13 10 13 6 5

Fig. 27 Percentages of compounds achieving defined target values in the various develop-

ability assays described in this section, categorised by PFI or iPFI bins, adapted from [29].
>67% 34 to 66% <33% Shading ¼ % chance of achieving target in that parti-

cular bin (or preferred PFI ranges in the drug profiling row)
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Fig. 28 Plots of the “chance of success”, from the multiplication of the risk factors in Fig. 27

versus PFI bins and the distribution of oral drugs within the two sets indicated in the text. On a log

scale, the apparent asymptote from PFI > 7 continues downwards as PFI increases
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the PFI 6–8 bins, only five molecules in the top 100 oral drugs have a PFI value

above eight.

5 Efficiency Metrics and Their Interrelationship

with Physical Properties

The preceding sections have focussed on the background to physical properties, the

impact of modulating them and the consequences/risks in the drug development

process if they are sub-optimal. Consequently, the prototype drug molecule with a

better chance of reaching the market will be soluble, modestly lipophilic and have

enough structural features to engage effectively with its target without overly

interfering with the multitude of other functional molecules and macromolecules

that it will encounter. Discussions in the previous sections have been concerned

with the passage of the molecule to its site of action at an effective concentration

(pharmacokinetics) and off-target effects, rather than on how effectively and

efficiently the investigational molecule engages with its target. There are two

concepts in contemporary drug discovery that look at these latter properties,

namely, drug efficiency and ligand efficiency.

5.1 Drug Efficiency

Drug efficiency is a concept that seeks to quantify the available free fraction of a

drug at the site of action. This is derived from the simple definition: DRUGeff

(%) ¼ biophase concentration � 100/dose, where the concentration is that mea-

sured at the site of action (the free drug hypothesis) [112].

The biophase concentration is defined by the unbound volume of distribution

(Vdu) and can be measured from an administered (intravenous) dose divided by the

free concentration (i.e. the product of the total blood concentration and the fraction

unbound to plasma proteins). The maximal drug efficiency (DRUGeff max) for a

given compound is thus defined as the reciprocal of the unbound volume of

distribution (and can be multiplied by 100 to express as a percentage). Given the

multitude of variables influencing the free concentrations and distribution, typical

drug efficiencies are usually low (usually single digits or fractions of 1%).

Using the example of Braggio et al. [112], Table 17 illustrates a series of

potential development candidates that targeted a peripheral receptor (thus the

biophase is unbound fraction in blood plasma). Each of these met standard pro-

gression criteria for pharmacokinetics; but the drug efficiency metrics show that the

best compounds are likely not to be those with highest potency (C, D and E) but A

or particularly B (the latter likely to have the lowest dose based on the combination
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of DMPK and drug efficiency data). Minimising the dose is the desired outcome of

the application of drug efficiency concepts [113].

The concepts of optimisation driven by drug efficiency are summarised in

Fig. 29, wherein DRUGeff is plotted versus affinity, illustrating the desirable

regions of higher affinity coupled with higher drug efficiency. Lines on the graph

also indicate where 50 and 90% receptor occupancy (RO) would be achieved at a

dose of 1 mg/kg; RO is related to the free fraction concentration and the pIC50.

In Fig. 29, the upper hashed line is derived from the combination of drug

efficiency (DRUGeff) and the affinity required reaching the hypothetical PK/PD

target of 90% of receptor occupancy at a 1 mg/kg dose. To achieve this, the extreme

cases would represent either high affinity and low DRUGeff or low affinity and high

DRUGeff. The hashed lined represents the case where only 50% receptor occupancy

would be required. The ideal outcome is with DRUGeff vs affinity combinations in

the upper-right corner region, which will have lower efficacious doses. The direc-

tions taken from the lead illustrate the impact of using a “better balanced” approach

(driven by properties, arrow A) rather than just chasing potency with a property

imbalance (arrow B).

5.1.1 Physical Estimates of Drug Efficiency

The preceding discussion of drug efficiency is largely based on measured in vivo

parameters, but useful high-throughput physical methods have been established to

produce useful and relevant estimates of drug efficiency. A combination of HPLC

columns can be used to estimate protein binding (with immobilised human serum

albumin) and volume of distribution (using an immobilised artificial membrane),

which have been shown to give reasonable estimates of the actual properties

Table 17 In vitro and in vivo pharmacokinetic parameters of a series of potential candidates taken

from [112]

Parameter Acceptance criteria Drug A Drug B Drug C Drug D Drug E

In vitro pharmacology

pKi 6.9 7 7.5 7.4 7.3

In vitro data

Papp (nm/s) >50 85 90 122 143 115

Fu blood >1 5.4 2.4 1.5 2.4 1.9

Cli (ng/min/g) <2 0.5 0.6 0.5 0.7 0.8

In vivo rat DMPK

Vdss (L/kg) <5 0.4 0.4 2.3 2.1 1.8

Clearance (mL/min/kg) <60 3 2 18 42 35

Half-life (h) 1.5 2.3 1.5 0.6 0.6

Bioavailability (%) >25 60 80 67 50 64

C (%) 1.8 2.7 0.25 0.12 0.23

DRUGeff max 9.7 6 0.65 1.14 1.06
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measured in vivo. These parameters have been measured and the output computed

on a set of 70 known drug molecules to generate an estimate of maximal drug

efficiency, DRUGeff max [114]. This is an empirically derived concept, described

by Eq. (2).

log DRUGeff maxð Þ ¼ 2� 0:23� log KHSA þ 0:43� log KIAM � 0:72ð Þ ð2Þ

wherein

log KHSA ¼ exp log KHSAð Þ
log KIAM ¼ 0:29� exp log KIAMð Þ þ 0:70

The value of the IAM surrogate was established using steady-state human

volume of distribution data, which demonstrated a good correlation between the

in vivo figures and estimates from the HPLC measurements [115]. Typically,

lipophilic and basic compounds will show up with strong binding to IAM, reflective

of their generally higher volumes of distribution.

5.2 Ligand Efficiency and Related Measures

The concepts related to ligand efficiency relate to the potency achieved relative to

various properties of a given molecule. These have been particularly useful in the

rapidly emerging science of fragment-based drug discovery [7–9], but they also

6.5 7 7.5 8 9 10
Affinity (pXC50)

8.5 9.5
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ug
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 (%

)
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Increased Risk

Lead molecule

Lead op�mised
on potency

Lead op�mised
on potency and
proper�es

Lower 
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Potency vs DMPK

90% RO
@ 1 mg/kg50% RO

@ 1 mg/kg

X

Fig. 29 DRUGeff vs affinity (pXC50) plot analysis, adapted from [112], showing impact of

pursuing more drug-efficient molecules from hypothetical lead “X”, achieved by concurrently

optimising both potency and physical properties. RO receptor occupancy at the given doses
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have relevance to any activity-based analysis in hit identification and lead optimi-

sation [10]. Various metrics have been used to describe ligand efficiency in one

form or another [76], but each essentially relates to the activity at a given target

relative to the size or weight of the ligand.

In the most commonly used form, ligand efficiency (LE) is defined as the

binding energy, with units of kcal/mol per heavy atom (heavy – non-hydrogen –

atom count, HAC) in the molecule, derived from dividing the Gibbs free energy of

binding by HAC [11]. The Gibbs free energy of binding (ΔG) is defined as ΔG ¼
�RTln(Kd). In practice, the actual Kd is not always measured directly, but can

usefully be substituted by pKi or pIC50 values (so in strict use, data of the same

origins should be employed). Empirical results have shown that a value of

0.3 kcalmol�1/heavy atom is indicative of a reasonable level of efficiency and

this is a generally accepted target level for use in lead discovery and optimisation,

although the value for many drugs is rather higher [116]:

Ligand efficiency LEð Þ
LE ¼ �ΔG=HAC
LE e � RTln Kdð Þ=HAC

where R is the gas constant, T is temperature and Kd is the kinetic dissociation

constant.

LE ¼ 1:37� pKi or pIC50ð Þ=HAC

Alternative ligand efficiency measures have been proposed, but increasingly the

simple LE term is gaining wide acceptance and has shown good utility [11]. An

alternative is the binding efficiency index (BEI), derived by dividing an activity

value by molecular weight. Two size-independent ligand efficiency measures that

have been proposed are Fit Quality (FQ) [117] and size independent ligand

efficiency (SILE) [118].

BEI ¼ pKi, or pIC50ð Þ= molecular weightð Þ
FQ ¼ pIC50 or pKi=HAC½ �= 0:0715þ 7:5328=HACð Þ þ 25:7079=HAC2

� ��
� 361:4722=HAC3
� ��

SILE ¼ pIC50 or pKi=HAC
0:3

The emergence of fragment-based drug design has been a notable feature of the

last decade, often touted as a key element of contemporary practice aimed at

reducing molecular obesity and improving physical property profiles. The essence

of this technique is to identify very small molecules, typically defined as containing

8–18 heavy (non-hydrogen) atoms, which effectively and efficiently bind to a

protein target. Because the molecules are small, this binding is inherently weak –

at roughly the millimolar level – due to the lesser number of productive contacts

and interactions the molecule makes [119]. This requires sensitive biochemical
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techniques such as surface plasmon resonance, nuclear magnetic resonance, iso-

thermal titration calorimetry or melting point shifts to detect or estimate the kinetics

of binding. From this small start, the fragment is then systematically grown, most

frequently guided by X-ray crystal structures of the fragment bound into the target

protein, into larger molecules with enhanced activity, whilst maintaining effective

contacts and ligand efficiency. A guiding principle in all of this is to continually

exploit effective interactions, such that each added portion contributes to the

binding in an effective manner – this is judged by maintenance or improvement

of ligand efficiency. Typically the Kd of a fragment would be in the millimolar to

hundreds of micromolar range – which would equate to the value of 0.3–0.4 (kcal/

mol) being an effective LE value (Table 18). As the molecule grows, efficient

growth would result in at least the maintenance of the LE value as activity and

heavy atom count increase proportionately. This is illustrated in Fig. 30 with

exemplar compounds in the development of inhibitors for CD38 kinase [121] and

P38α kinase [122] by Wyatt, Gill and co-workers at Astex.

5.3 Ligand Lipophilicity Efficiency Measures

As has been outlined in preceding sections, there is an inherent preference for

lipophilic molecules to bind in a rather non-specific fashion to protein or other

lipophilic environments in biological systems – the basis of, for example, promis-

cuity, high plasma protein binding and poor efficacy. Increased lipophilicity is often

pursued in experimental molecules because it also enhances target affinity – so

often the top target value in proposed molecular profiles so commonly used in

contemporary drug discovery. A refinement of ligand efficiency has been to con-

sider ligand lipophilicity efficiency (LLE, sometimes LLELS), which corrects for

potency enhanced by the lipophilicity of the molecule, expressed as pKd minus

log P in the most simplistic form [5], although pKd, pIC50, clog P and log D7.4

(defined as lipE [123]) values have all been used in variations on this theme.

Typically, a value of greater than five would be regarded as expedient (commen-

surate with the average values for drugs that indicate a pIC50 of around eight and

clog P < 3). The intrinsic lipophilicity of a molecule is probably the key parameter

Table 18 Comparing the suggested evolution of a fragment molecule into a candidate whilst

maintaining LE and LLE values (taken from [120]), with comparative data for the average drug in

the set presented in [87] added in the final row (the target LE/LLE values of 0.3 and the proposed

heavy atom counts are perhaps a little too low and too high, respectively)

Compound Heavy atom count IC50 (μM) clog P LE LLELS LLEAt

Fragment 12 2,300 1.0 0.3 1.7 0.3

Hit 20 40 1.6 0.3 2.8 0.3

Lead 30 0.25 2.4 0.3 4.2 0.3

Candidate 36 0.01 3.0 0.3 5 0.3

Average drug 24 0.01 2.7 0.46 5.3 0.46
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in determining the activity of a compound, so it is perhaps correct to consider log P
as the relevant measure, although it is equally valid to consider maximising the gap

between potency and effective (log D) lipophilicity. A composite LLE value

(LLEAT) has been developed by workers as Astex [120], which recognises both

the heavy atom and lipophilicity contributions to activity; a correction factor scales

LLEAT to reasonably track LE, such that in practice a marked difference between

the two would be suggestive of lipophilicity-driven activity.

LLEAT was derived as follows:

A modified free energy term ΔG* was defined, whereby

ΔG� ¼ ΔG� ΔGlipo


 RT ln IC50ð Þ þ RT ln Pð Þ

 ln 10ð Þ�RT log P� pIC50ð Þ

From this an idealised profile identified a constant to rescale LLEAT to aim for

similar scaling to LE, such that ~0.3 defined activity vs HAC and log P as in

Table 18. Thus

LLEAT ¼ 0:111þ 1:37� LLEð Þ=HAC½ �
where LLE, as defined above ¼ pIC50 or pKið Þ � clog P½ �

CDK2
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Cl Cl

IC50

(mM)
185 97 0.85 0.003 0.047

HAC 9 14 19 26 25

LE 0.57 0.39 0.44 0.45 0.40
LLEAT 0.43 0.34 0.44 0.43 0.49
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Ref 
[122] N

O

N

O

NH2

Cl

Cl
N

O

Cl

N
H

O

N

O

Cl

N
H

O
N

F

O

IC50

(mM) 1000 109 30 0.065
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LLEAT 0.13 0.10 0.12 0.25

Fig. 30 Structures, potencies and ligand efficiencies observed during the growth of two fragment

hits for kinase targets pursued by Astex [121, 122]
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The principles of fragment- and/or ligand efficiency-based drug discovery are

illustrated in Table 18, showing how hypothetical stages in the discovery process

might be described in terms of potency and size, showing activity expectations that

would maintain LE and LLEAT at 0.3.

The use of LLEAT in practice is exemplified in the graphs Fig. 31, whereby the

LLEAT gives a clear indication that the P38α series [122] was not quite in such a

good space as the CDK2 series [121]. The latter showed both good LE and LLEAT

(the impact of replacing an aromatic ring and reducing log P is evident in this

example too; even though potency and LE dropped, LLEAT improved and the

overall properties suggested a molecule that has an increased chance of success).

Conversely, whilst the P38α example maintained ligand efficiency, the LLEAT was

sub-optimal, suggesting it would be difficult to identify a lower developability risk

molecule from this series.

5.4 The Combined Influence of Efficiency Metrics
and Physical Property Measures

A rational conclusion to the discussion in this subsection on ligand efficiency

measures would be to consider such concepts together with physical properties; it

is logical to expect that drug molecules should be ligand efficient and have good

solubility and low lipophilicity. This does not contradict the Hansch concept of

making molecules “hydrophilic enough, whilst possessing sufficient activity for a

pharmacological effect at their target”. It should be evident from this chapter that

the majority of drugs do indeed posses good physical properties; there is growing

evidence in the literature that drugs are also generally highly ligand efficient [116] –

and, by implication, should also posses good LLE.

Data are emerging to substantiate this hypothesis. Factor Xa was cited as the

most researched target in the industry in the period bridging the millennium, and

thus far three licensed drugs have emerged from the research, with several others

withdrawn from clinical trials for a number of reasons. In a retrospective, quanti-

tative analysis of what the key drivers of the successful programmes were, plots of

ligand efficiency measures against physical measures showed remarkable differen-

tiation between the drugs, clinical candidates and the vast majority of the molecules

made [87], for example, the LLEAT vs PFI plot in Fig. 32.

A more extensive analysis by Leeson [116 and personal communication] has

indicated that this general principle holds across 46 oral drugs acting at 25 tar-

gets, with data extracted from the CHEMBL database. Aside from kinase

inhibitors, with very few exceptions, the drugs for any given target are usually

amongst those compounds with the best combinations of LE and LLE. Figure 33

illustrates how this observation holds across most target classes (the median

value shows that just 2.7% of compounds have both better LE and LLE than the

drugs), other than kinases (where 22% are more efficient). Many kinase inhib-

itors exploit bulk to achieve selectivity over related kinase enzymes [124]; thus,
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Fig. 31 The plots of fragment to lead tracking of (a) LE and (b) LLEAT versus heavy atom count

(HAC) for the Astex kinase examples discussed in the text and Fig. 30
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Fig. 32 Plot of LLEAT versus PFI for a representative set of 773 Factor Xa inhibitors, adapted

from the review by Young [87]. The three drugs are black stars, other clinical candidates

exemplified in the review are grey squares and other compounds in the set are white circles (all
sized by pKi)

Fig. 33 Leeson’s analysis of the relative ligand efficiencies of 46 oral drugs acting at 25 targets

based on in vitro affinity data collected from CHEMBL and used with permission from [116]
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many anticancer drugs inhibiting kinases show non-optimal LE and LLE values

for their target. However, it has been shown that kinase inhibitors produced by

fragment-based methods at Astex have markedly better properties than com-

pounds at competitor companies for the same targets; furthermore, a recent study

of VEGF kinase inhibitors has indicated that the clinical outcome can be equated

with LLE [125].

The pertinent question in optimisation might thus be: which would be the

particular value(s) to focus on? The answer may be a combination of them all.

Ligand-efficient molecules might be potent due to lipophilicity – although LLE or

LipE may compensate for this. log D7.4 or PFI can be engineered into favourable

space using polar/charged groups, but this could still be a lipophilic base with a

hERG risk. Analysis of factor Xa compounds indicated that the drugs are those that

possess favourable properties across all of the predictors (Fig. 34). Many of these

factors are indicative of risk, so minimising risk across all of them would appear to

be a good strategy; although the validity of all in the plethora of metrics, indices and

measures summarised above, has been questioned by Schultz [126]. The conclusion

of Schultz’s analysis, suggesting that LipE is the most important parameter, was

really no different to the Hansch mantra [2] of making a molecule “as hydrophilic

as feasible without loss of activity”.
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Fig. 34 Structures of representative Factor Xa inhibitors [87] illustrating the combinations of

favourable property and efficiency measures and outcomes with the molecules. Colouration

reflects efficiency and PFI values based on measure Chrom log D7.4 and clog P data. It should

be noted that apixaban is a highly optimised and potent molecule, but has a relatively poor

translation of its intrinsic affinity into anticoagulant activity (the high PFI is indicative of this)
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5.5 The Thermodynamics of Efficient Binding

One physical aspect of effective drug binding that is now coming to the fore is

increased attention to the thermodynamics of the interactions. The free energy of

binding, ΔG, is composed of the enthalpic (ΔH ) and entropic (ΔS) components,

where ΔG ¼ ΔH � TΔS and the components can be measured by isothermal

titration calorimetry (ITC). Data and analyses from these measurements are emerg-

ing; whilst it may be too early to draw too many firm conclusions [76], there is

growing evidence that efficient binders have a strong entropic component to their

binding. Early studies by Freire demonstrated that the enthalpic signature of HIV

protease inhibitors and stains improved with time (with a minor blip to address

resistance issue with the former series) (Fig. 35) [127]. But others have shown in

wider sets there is no general correlation with ΔH and any particular metric and it

has been observed that as potency increases in series the entopic component appears

to increase [76]. An unpublished analysis of Astex data by Glyn Williams (see [76]

and personal communication) has shown that, as might be expected, their fragment-

derived series have strong enthalpic signatures, but that there is also an increase in

entropic contribution for the more potent molecules. Looking at the impact of

efficiency metrics and PFI on the HIV-1 protease set of Freire showed that those

with the highest enthalpic signature also had the most favourable LLEAT and PFI

values, but a correlation between them is hard to substantiate (Fig. 35). Schultz has
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Fig. 35 Friere’s thermodynamic signature for marketed HIV protease inhibitors, used with

permission from [127] and an analysis of the same compounds using ligand efficiency and PFI

metrics
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suggested a similar trend [128] based on LipE values in this series and in the same

manuscript demonstrates the potential impact of using enthalpy-driven metrics to

guide lead optimisation.

Moving forward, in the process of making ligand-efficient molecules with

enthalpy-driven activity, it would appear sensible to exploit the nature of particular

interactions that maximise the chances of achieving the desired outcome; these are

summarised in Table 19. If the working hypothesis is that “better” molecules have

enthalpy-driven activity, then what might the drivers of this be? Enthalpically

driven interactions are characterised by optimal contacts and specific hydrogen

bonds; these are, by their nature, likely to drive specificity, with fewer off-target

effects (due to poor active site fit and likely polar contact mismatches at binding

sites other than that targeted). Conversely, entropically driven activity is

characterised by suboptimal, non-specific, interactions, driven by lipophilicity

and/or aromatic contacts. Such molecules would, as discussed in Sect. 4.2.4, have

increased chances of binding to other proteins in a promiscuous fashion due to

lesser specificity. However, more work and analysis is required in this area.

6 Conclusions

The various analyses investigating the impact of physical properties have demon-

strated that drug molecules have better physical properties than the majority of

experimental molecules. Some have questioned the statistical methods and the

strength of correlations [79], but the link between chance of success and physical

properties appears inexorable. The complex requirements for the discovery of an

efficacious drug molecule mean that it is necessary to maintain activity during the

optimisation of pharmacokinetics, pharmacodynamics and toxicology; these are all

multi-factorial processes. It is thus perhaps unlikely that a simple correlation

between properties might be established; good properties alone are not a guarantee

of success and some effective drugs have what might be described as sub-optimal

properties. However, it is clear that the chances of success are much greater with

better physical properties (solubility, shape and lower lipophilicity). These

Table 19 Summary of interactions and their thermodynamic consequences

Enthalpic interactions – driven by specific interactions; match size shape and electrostatics

+ Hydrogen bonds

+ Salt bridges

+ “Good fit” van der Waals contacts

� Large enthalpic cost from desolvating polar functionality

Entropy-driven binding – liberation of molecules versus confinement/constraint

+ Loss of water from binding site/order around solvated molecule

� Change in translational/rotational/conformational freedom

+ If little conformational change free vs bound
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principles are evident in both the broader analyses with attrition/progression as a

marker and also in the particular risk/activity values in various developability

screens.

What is required in any molecule is enough aqueous solubility to enable engage-

ment with the target following delivery by whatever method of administration and

transport to the compartment/site of action at a suitable concentration. The

developability risks discussed in the various sections of this chapter clearly indicate

that as lipophilicity and aromaticity increase, the chances of achieving requisite

levels of solubility and pharmacokinetics commensurate with delivery to the site of

action are diminished. Likewise as these parameters are inflated, the chances of

encountering off-target effects clearly increase as well.

The growing consensus in the industry conforms to the hypothesis that devel-

opment portfolios with lower physicochemical risks have a higher chance of

producing efficacious medicines [1], yet there are inefficient drugs in poor physical

space, but these have been produced at great cost during a period of high attrition.

The evidence currently supports the counterargument that poorer physical proper-

ties have produced higher attrition – it now remains to see how the shapelier and

leaner molecules of the next generation perform against validated targets. An

insightful analysis by Morgan et al. at Pfizer [129] on the progress of their clinical

assets identified three pillars on which to base levels of confidence in drug discov-

ery: (1) pharmacokinetic exposure, (2) engagement at the site of action and

(3) confidence in the validity of the target and the pharmacological outcome.

Confidence in the exposure and target engagement can be achieved with good

medicinal chemistry practice; this alone would increase progression even without

high confidence in the pharmacological outcome (Fig. 36). Without confidence in

the quality of the molecule, it is a costly exercise to conduct a trial knowing that the

outcome could be influenced by shortcomings that could have been controlled.

Given the low success rate, it would only require, as suggested by Leeson and

Springthorpe [5], a 5% improvement in attrition rates to double the output of new

medicines.
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Fig. 36 A representation of the Pfizer three pillar principles and the clinical outcomes presented

in the analysis by Morgan et al. [129] based on the confidence levels in exposure and pharmacol-

ogy for 44 clinical assets. Due to low confidence in the exposure of 18 molecules, the authors

concluded that they “could not conclude that the mechanism was tested adequately in 43% of

cases”
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Improving Solubility via Structural

Modification

Michael A. Walker

Abstract The examples and discussion presented in this review are intended

to serve as resource for medicinal chemists engaged in the task of optimizing

drug physical properties. A discussion of the factors governing aqueous solubility

is presented followed by specific examples drawn from the recent literature.

According to the general solubility equation (GSE), the factors involved in the

solubility of a compound are represented by logP and melting point. Improved

solubility can be accomplished by reducing logP or melting point by increasing

polarity or disrupting intermolecular interactions in the solid state. Tactics for

increasing polarity include introducing a solubilizing appendage onto the drug or

modifying the template or attached substituents. The melting point of a compound

can be lowered by disrupting specific intermolecular interactions or changing the

topology or shape of the molecule.

Keywords Crystal lattice stability, Enthalpy of solvation, Entropy of solvation,

Fluorine, General solubility equation, Hydrogen bonding, Hydrophobicity,

Matched molecular pairs, Melting point, Molecular planarity, Molecular

symmetry, Packing efficiency, Solubilizing appendage, Solvation, X-Ray

crystallography
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1 Introduction

The increasing demand for higher potency and selectivity has driven the search

for new drugs into chemical space occupied by large hydrophobic molecules.

As a consequence, poor aqueous solubility is encountered more often today than in

years past. To illustrate this phenomenon, a search of PubMed using the search term

“inhibitor” shows a practically linear increase in the number of publications over the

last 40 years (Fig. 1). However, over the same period of time, documents containing

the term “poor solubility” have grown at an almost exponential rate.

Aqueous solubility is recognized as one of two parameters limiting the oral

bioavailability of a drug, the other being the rate of absorption [1]. Not surprisingly,

a number of reviews have recently appeared in the literature which highlight the

growing issue of poor physical properties, including solubility, and the impact they

can have on pharmacokinetics (PK) and pharmacology [2–10].

The factors controlling the aqueous solubility of organic molecules are complex

and in some cases still a matter of debate. Because of this, drug solubility issues are

usually solved by a combination of empirical and rational drug design strategies.

In order to support an empirical approach, the literature serves as a rich source of

examples of solubility-enhancing structural transformations that could potentially

be applied in a tactical manner. Therefore, this review draws upon the current

literature in order to capture a broad array of different methods that have been

employed to successfully overcome poor drug solubility.
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2 Description of Aqueous Solubility

2.1 Definition of Solubility

Solubility is defined as the concentration of a substance in solution which is in

equilibrium with undissolved solid. This is sometimes referred to as equilibrium or

thermodynamic solubility. Small molecule drugs can exist in several different solid

forms, each having a different solubility. Therefore, solubility is dependent on both

the solution-state and solid-state properties of a compound.

2.2 General Solubility Equation

The general solubility equation (GSE, Eq. (1)) developed by Jain and Yalkowsky

[11, 12] is useful for providing insight into the solution- and solid-state factors

governing aqueous solubility. The equation correlates solubility to two easily

measured properties, logP and melting point (mp). For example, the solubility

of a compound in water (logSw), ignoring the solid state, can be approximated by

logP. Furthermore, the “ideal solubility” of a crystalline solid in an “ideal solvent”

is simply a function of its melting point, assuming that the entropy of melting

is 13.5 cal K�1 mol�1. Combining these two approximations yields the GSE.

Using the GSE one can determine the relative contributions of hydrophobicity

(logP) and solid-state stability (mp) towards the solubility of a given compound.

Fig. 1 Graphical

representation of the

number of citations per

year in PubMed using

“inhibitor” or “poor

solubility” as the search

terms. The number of

citations for the search

term “poor solubility”

are multiplied by 10
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It can also be used to predict the improvement in solubility accompanying a

change in logP or mp. All other things being equal, a change in mp of 100�C
or logP of 1 will result in a 10-fold increase/decrease in solubility.

logSw ¼ 0:5� logP� 0:01 MP� 25ð Þ ð1Þ

2.3 Solvation of Organic Molecules

Solvation is defined as the process of transferring a molecule from the gas

phase into solution. The underlying reason for the limited solubility of organic

compounds in water can be understood by examining the corresponding change in

free energy (ΔGsolv) [13]. The enthalpy of solvation (ΔHsolv) corresponds to the

net change in water–water and water–solute intermolecular interaction energies.

For organic compounds, ΔHsolv is usually negative, meaning that it is an enthal-

pically favored process. On the other hand, the entropy of solvation (ΔSsolv), which
represents the change in the level of order in the system, is negative meaning that

solvation is an unfavorable process. Therefore, organic molecules display limited

solubility in water due to a loss in entropy.

There are currently two theories which explain the negative entropy of

solvation. According to the first hypothesis, an ordered shell of water molecules

held together by hydrogen bonding encapsulates the solute [14]. The increased

order of the water molecules which make up the solvation shell results in a decrease

in entropy. A more recent model attributes the loss in entropy to the formation

of the cavity in the solvent large enough to accommodate the solute [15, 16].

The entropy cost on cavity formation can be derived using scaled particle theory

(SPT), which treats the solvent and solute as hard spheres without the need to

invoke the formation of a H-bonded shell of water molecules [17]. Both models

predict that the loss in entropy is related to the size of the molecule. All things

being equal, solubility decreases as the size of the molecule increases due to a

corresponding loss in entropy.

2.3.1 Effect of Molecular Size and Shape on Solvation

The effect of size can be appreciated by examining the influence that molecular

surface area has on solubility [18]. Figure 2 shows that for a series of C5–C15

n-alkane homologues there is a correlation between logSw and calculated molecular

surface area [19]. This correlation provides insight into the conformational

behavior of n-alkanes in aqueous solution. Specifically, the change in solubility

remains constant over the entire series of n-alkanes, indicating that these molecules

all adopt an extended linear configuration [20]. This is interesting since one might

have expected the longer n-alkanes to fold back on themselves in order to minimize

solvent-exposed surface area and the loss in entropy.
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2.3.2 Water-Solute Hydrogen Bonding

Organic compounds containing heteroatoms such as O and N can form stabilizing

hydrogen bonds to water. This can lead to an improvement in solubility by lowering

the solvation energy [21]. There are several scales available which can be used to

rank the relative H-bonding donor and acceptor ability of different heteroatom-

containing substituents [22–25]. The extensive amount of data available on this

topic make it impossible to cover in the current review. However, some interesting

observations from the recent literature are highlighted below.

The H-bond basicities (pKBHX) of the heterocycles shown below reveal an inter-

esting dichotomy between 5- and 6-membered ring compounds [26]. For the

5-membered ring heterocycles 1, 2, and 3, pKHBX increases as the number of ring

nitrogen atoms increases. In contrast pKHBX decreases for 6-membered ring com-

pounds (6, 7, 8, 9, and 10).With respect to regiochemistry, the 1,3-arrangement (2 and

4) is preferred over the 1,2-arrangement (3 and 5) for the 5-membered heterocycles

while for the 6-membered series the relative preference is 1,2 (7) > 1,3 (8) > 1,4 (9).

Fig. 2 Solubility (logSw)
versus the calculated

surface area for the C5–C15

n-alkanes congeners
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With respect to non-heterocyclic functional groups, it is interesting to note that the

amide and urea analogues 12–14 exhibit higher H-bond acceptor strength (pKBHX)

than the basic heterocycles despite being neutral in solution. An interesting aspect

of the amide and urea functionalities is that inclusion of the group in a ring, as

in 12 and 14, increases the H-bond strength compared to the acyclic analogues

11 and 13, respectively. This might be due to an increase in conjugation of N to

the attached carbonyl by reinforcement of planarity. This would be expected to

increase the electron density at the carbonyl oxygen and thereby increase its affinity

for an available hydrogen atom.

2.4 Crystal Lattice Stability and Packing Efficiency

The contribution of crystal lattice stability to solubility is an important factor to

consider since drugs are commonly delivered via a solid dosage form. The stability

of the crystal lattice is generally determined from its melting point. By definition,

at the melting temperature (Tm), solid and liquid are in equilibrium and the

change in free energy is zero (ΔGm ¼ 0). Rearrangement of the Gibbs free energy

equation reveals that at the melting point, Tm is equivalent to the enthalpy of

melting (ΔHm) divided by the entropy of melting (ΔSm) (Eq. (2)). ΔHm can be

thought of as the energy required to overcome the intermolecular forces holding

the molecules in place while ΔSm represents the increase in translational, rotational,

and conformational degrees of freedom upon melting. The intermolecular forces

restraining molecules in the crystal lattice are easy to appreciate since they consist

of standard intermolecular interactions. In contrast, with the exception of molecules

with low or no conformational mobility,ΔSm is more difficult to assess even though

it can have a significant impact on solubility [27–29].

Crystalline stability Packing efficiency

Tm (melting temperature) Ck (packing coefficient)

1Tm ¼ ΔHm

ΔSm
(2) 2Ck ¼ Z � Vmol

Vcell

(3)

1ΔHm, melting (fusion) enthalpy; ΔSm, melting (fusion) entropy.
2 Z, number of molecules per unit cell; Vmol, molecular volume (Å3); Vcell, unit cell volume (Å3).
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Another consideration is the efficiency with which the molecules pack.

The Kitaigorodski packing coefficient (Ck, Eq. (3)) which represents the frac-

tion of the cell volume occupied by the compound is useful in this respect.

Regardless of structure, organic molecules tend to pack closely to one another

with efficiencies in the range of Ck ¼ 0.65–0.80. This is comparable to the packing

efficiency calculated for the closest packing arrangement of identical spheres

(Ck ¼ 0.74).

2.4.1 Effect of Molecular Shape on Packing Efficiency

Shape can play a role in packing efficiency and lattice stability. It is well known

that “flat,” non-flexible molecules pack efficiently. However, compounds with

“rodlike” or “globular” shapes also pack well [30]. Furthermore, according to

the “close-packing principle,” even compounds with complex structures can pack

efficiently, especially if the overall shape of the molecule is self-complementary.

As an example of self-complementary packing, the X-ray crystal structure of

compound 15 (Fig. 3) [31] shows that even though it has an awkward shape, the

diketopiperazine packs well due to interdigitation of the bridging alkenyl rings.

Since molecules will always seek the most efficient packing arrangement, it is

difficult to predict what effect modifications to the shape of a molecule will

have on crystal lattice stability.

2.4.2 Intermolecular Interactions in the Solid State

Organic crystalline solids are held together through a combination of weak

intermolecular interactions which include hydrogen bonding, halogen bonding,

electrostatic attraction, and van der Waals forces [32]. Examples of these are

demonstrated by 16–20. H bonding is usually among the strongest interactions

occurring in the solid state and, as such, can have a large influence on lattice

architecture. For example, amides and carboxylic acids tend to self-associate via

a select set of intermolecular configurations, such as that illustrated by 16 and

17 [33, 34], in order to maximize bonding and reduce repulsion [35]. As a

consequence, this can dictate the overall packing configuration of the crystal.

In the solid state, hydrogen bonding is not limited to conventional functional

groups such as O-H and N-H but, as illustrated by 18, can also include C-H,

which can act as a H-bond donor [36]. Halogen atoms are able to form diverse

intermolecular interactions in the solid state [37]. They can act as H-bond acceptors

(cf. 19) [38] or form intermolecular halogen-halogen bonds (cf. 20) [39]. Numerous

other intermolecular interactions also exist but are not covered in the current

review [40].
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Fig. 3 Structure

(a) and crystal

packing configuration

(b) of compound 15
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Aryl–aryl interactions deserve special attention since drug-like molecules

tend to be built from aromatic and heteroaromatic templates. Aromatic–aromatic

interactions can be classified according to the relative geometry of the two

rings, as illustrated in Fig. 4. The π-stacking interaction, also referred to as the

“sandwich” arrangement, involves the parallel alignment of the rings lying directly

on top of one another [41, 42]. When the centers of the rings are not aligned,

the assembly is referred to as “parallel displaced.” Likewise, there are two config-

urations where the planes of the two rings are not parallel to one another, the

“T-shaped” and the “edge-to-face” motifs [43, 44]. These interactions can play a

significant role in the packing and stability of the crystal lattice of small molecule

drugs.

2.4.3 The Effect of Molecular Symmetry on Crystal Packing

Compounds with high molecular symmetry tend to form more stable, higher

melting, solids than compounds with lower symmetry [28, 45–47]. As a typical

example, para-disubstituted benzenes usually exhibit higher melting points than

the corresponding ortho- or meta-substituted isomers regardless of the identity of

the substituents [48, 49]. However, the relationship between melting point and

symmetry can be more subtle, as illustrated by the homologous dibasic carboxylic

acids in Fig. 5 [50]. For this series of compounds, the melting point decreases as

the number of carbon atoms increases. Interestingly, the melting points alternate

depending on whether the number of carbon atoms in the molecule is even or

odd. The even-numbered analogues tend to have higher melting points than the

odd-numbered compounds. The reason for this is only evident from the X-ray

crystal structures of these compounds, as exemplified by adipic (21) and glutaric

acid (22). These compounds display different conformations with respect to the

carboxylic acid termini. For adipic acid, which has an even number of carbon

atoms, the two carboxylic acids are coplanar making it more symmetrical than

glutaric acid where the terminal acids are skewed [51]. This suggests that large

changes in crystal lattice stability can be achieved through seemingly minor

structural modifications such as changing the number of carbon atoms from even

to odd.

Fig. 4 Configurations of aryl–aryl interactions
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3 Tactics for Improving Solubility

As suggested by the GSE, one can potentially increase the aqueous solubility

of a molecule by reducing either the logP or the melting point. This can be

accomplished by adding or removing substituents in order to increase polarity or

to destabilize crystalline stability. Based on the desired outcome, lowering logP
or melting point, there are a number of tactics at one’s disposal. In the sections

below, these have been divided into two basic categories according to whether

the goal is to reduce hydrophobicity or lower solid-state stability. These two

categories have been further divided based on the means by which logP or melting

point is lowered. These classifications are arbitrary but are intended to convey

some sense of how the structural modification might impact other properties of

the molecule such as potency and pharmacokinetics.

3.1 Reducing LogP

3.1.1 Introducing a Solubilizing Appendage

A solubilizing appendage can be a basic, acidic, or neutral group tethered to the drug

via a linker. Its primary function is to enhance solubility by adding additional polarity

to the molecule in a fashion that does not directly interact with the target. Protonatable

amines are generally employed as basic solubilizing groups while carboxylic acids

serve as acidic appendages. Neutral groups are polar substituents which can

hydrogen-bond to water. Since the goal is to increase solubility without interfering

Fig. 5 Relationship

between chain length,

solubility, and melting

point for dibasic acids,

n ¼ 0–7. Single-crystal

X-ray structures depicting

the conformations of adipic

acid (21) and glutaric acid

(22) in the solid state
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with the activity of the drug, the site of attachment is chosen such that the appendage

is directed away from the target-binding domain when the drug is in residence. A

structure of the drug bound to the target is useful for determining the appropriate

placement of the appendage as well as the length of the linker. This is a very effective

tactic for improving aqueous solubility and even large hydrophobic molecules such as

C60 have been solubilized by introducing an appropriate appendage [52].

Introducing Basic Appendages

There are numerous examples in the literature where a basic appendage has been

introduced to improve aqueous solubility. The solubility-enhancing effect of an

amine group is derived from its ability to make a strong hydrogen bond to water

and/or to form a charged species at a pH � pKa of the conjugate acid. In general,

the pKa of the amino group will determine the expected increase in solubility.

However, as illustrated in the examples below, H-bond basicity might be a better

parameter to use. Both H-bonding basicity and pKa can be modulated by electronic

and steric effects. Therefore, one advantage of this class of appendages is that

there are a large number of diverse amines to choose from that encompass a broad

range of H-bonding ability and pKa. This allows for precise tuning of the molecule

in order to achieve the correct balance between solubility and pharmacological

properties. This capability is often necessary since compounds containing amine

groups have an increased potential to cause phospholipidosis or QT prolongation

[6, 53].

The analogues shown in Table 1 demonstrate the effect that modulating basicity

(pKa) and H-bond basicity (pKBHX) can have on solubility [54]. For this series

of compounds, solubility can be correlated with either the pKBHX or pKa of the

attached amine. However, when the solubilities of 23 and 26 were measured at

pH 12.7, where protonation does not participate in solubilizing the compounds,

the relative solubilities of the two molecules were retained. Compound 26 was

found to be 17-fold more soluble than the triazole 23 at this pH. This suggests that,

at least for the non-protonated species, H bonding to water makes a significant

contribution to solubility.

The importance of H bonding to water appears to be more significant for

the compounds in Table 2. Assuming that the relative basicities of the attached

amines are 27 ~ 28 > 29 > 30, there is an inverse correlation between solubility

and amine pKa for this chemotype [55]. In the case of 29 and 30, the higher

solubilities relative to the more basic amines might be due to additional H bonding

to water from the adjacent OEt and OH groups. The origin of the moderately

elevated solubility of 28 compared to 27 is not obvious since one might expect

the tert-butyl group to sterically interfere with H bonding to water. In this case,

the compact size of the tert-butyl group versus azepine might be responsible for

reducing its solvation energy.
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Introducing Acidic Appendages

Carboxylic acid appendages having a pKa of 4–6 can potentially yield improved

solubility through deprotonation at physiological pH (�7.0). However, a disadvan-

tage of this is that formation of the negatively charged species in the intestine

might also hamper absorption. Another potential issue is that carboxylic acids

are subject to glucuronidation which can negatively affect the toxicity profile

of a drug. This might explain the smaller number of examples appearing in

the literature of acidic appendages being utilized as solubility-enhancing groups

compared to basic appendages.

An example of a solubility-enhancing acidic appendage comes from the phospho-

diesterase (PDE) 4 inhibitor area (Table 3) where the lead compound 31 suffered

from poor solubility (0.3 μg/mL) due to high hydrophobicity (clogP ¼ 5.20) [56].

After an attachment point for a solubilizing appendage was identified using X-ray

structural data, a series of linear carboxylic acids (�(CH2)nCO2H) was synthesized.

A dramatic improvement in solubility was observed for all of the analogues.

Solubility increased from 500 to 1,400 μg/mL as the linker chain was lengthened

Table 1 pKa, pKBHX, and solubility of compounds 23–26

R

X

Compound

Br

23

Cl

24

Cl

25

Br

26

pKa 5.3 7.2–5.2 7.9–5.4 9.4–5.3

pKBHX – 1.78 1.88 2.11

Solubility (μM) 0.7 20 60 330

Table 2 Solubility data for compounds 27–30

R¼ 27 28 29 30

Solubility at pH 6.5 (μg/mL) 10 130 5,100 5,700
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from n ¼ 4 to 6 after which a modest drop off to 300 μg/mL was observed. The

slight attenuation in solubility for the longer-chain derivatives is probably due

to increased hydrophobicity which offsets the solubilizing effect of the CO2H

group. Interestingly, the in vitro potency was also sensitive to the length of the

linker. A minimal length of n ¼ 6 was required in order to achieve the same activity

as the parent, suggesting that the carboxylate needed to be positioned far enough

away from the enzyme in order to avoid interfering with drug binding.

Introduction of Neutral Appendages

Neutral appendages provide improved solubility by means of hydrogen bonding

to water. This can be achieved by using a group with high H-bonding basicity such

as a heterocycle, amide, or urea. However, in certain cases, strong H-bonding

functionality can lead to poor membrane permeability. As an alternative, weaker

H-bond acceptors, such as ethers, have been examined. However, weak H-bonding

groups have been utilized less often since, in order to achieve sufficient solubility,

multiple acceptors need to be present which can lead to excessively large structures.

An article describing the discovery of novel Akt kinase inhibitors provides

an illustrative example of improved solubility achieved by means of a strong

H-bond acceptor (Table 4) [57]. Amide groups R¼CONH2 (38) and CH2CON

(Me)2 (39) attached to the α-position of the benzylamide portion of the template

provided a 2–3-fold improvement in solubility over the unsubstituted parent

compound 37, while the reverse amide 40 resulted in a �10-fold increase. Inter-

estingly, 40 exhibited solubility comparable to analogues containing basic amine

solubilizing appendages, such as 41.

The attachment of large polyethylene glycol (PEG) groups (MW � 1,000)

is often employed in the development of protein therapeutics but is rarely

pursued as a means for improving the solubility of small molecules [58–60].

Table 3 Activity and solubility of PDE 4 inhibitors 31–36

Compound n IC50 (nM) Solubility at pH ¼ 7.4 (μg/mL)

31 – 5 0.3

32 4 43 500

33 5 17 900

34 6 2 1,400

35 7 2 300

36 8 1 300
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The reason for this is that PEG groups drastically increase the size of the molecule

and can interfere with binding. More often shortened PEG groups are examined

as solubility-augmenting substituents for small molecule drugs. For example,

ethylene glycol-based functionality was able to significantly improve the solubility

of the intercellular adhesion molecule 1 (ICAM 1) inhibitor 42 (Table 5) [61]. The

increase in solubility is associated with the length of the glycol chain indicating

that multiple H-bond acceptor groups are required in order to realize a noticeable

effect (compare 44 and 45).

3.1.2 Template and Substituent Modifications

The solubilizing appendage approach can be viewed as somewhat inefficient since

it involves attaching a moderately large structural moiety whose only function is to

Table 4 Solubility of Akt inhibitors 37–41

Compound R Sol (μM)

37 H 150

38 �CONH2 460

39 �CH2CON(Me)2 400

40 �CH2NHC(O)CH3 >1,200

41 >1,500

Table 5 Solubility of ICAM 1 inhibitors 42–45

Compound X Solubility (μg/mL)

42 6.9

43 6.2

44 25.7a

45 160

aMethyl amide
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increase solubility. A more economical method would be to modify the drug itself.

Dissecting a drug into its primary components, the template consists of the core

scaffold of the structure and in most cases defines the chemotype from which

analogues are produced. The substituents are the groups which are appended to

the template and lie on the periphery of the drug, often in direct contact with the

target. Changes made to either the template or ligands can affect both solubility and

drug affinity. The major challenge in this method is to improve solubility without

reducing biological activity.

Substituent Modifications

The primary process of drug discovery involves the synthesis of structurally

similar analogues by varying the substituents ligands attached to a template. The

ligand can be (1) a single atom such as halogen; (2) a small functional substituent,

for example, CO2H, NH2, or OH; or (3) a large group such as a heterocycle.

The influence that most substituents have on solubility is generally dictated by

their intrinsic hydrophobic and/or acidic or basic properties. Since understanding

substituent properties is a necessary tool for drug design, a general overview of

solubility SAR is presented in the following sections. A thorough analysis of this

subject is too broad to be covered in a single review; therefore, the following

sections highlight topics of special interest as well as provide a small number of

examples from the recent literature.

Analysis of Substituent Effects on Solubility

Matched molecular pair (MMP) analysis is a useful tool to determine the effect

a substituent can have on physicochemical and pharmacological properties [62].

Selected results from three recent studies by Leach et al. [63], Zhang et al. [64], and

Gleeson et al. [65] which examine the effect of replacing hydrogen with commonly

encountered functional groups are summarized in Table 6. The data include the

mean change in solubility accompanying the introduction of the substituent. This

indicates whether a substituent results in an increase or decrease in solubility and

to what degree. In addition, the analysis also includes the percentage of analogues

where the substituent was associated with an increase in solubility.

As might be anticipated, the hydrophobic substituents F, Cl, CF3, and Me

displayed a moderate to large mean reduction in solubility across all three studies

while the polar groups OH and NH2 consistently resulted in an increase. There

is less agreement among the studies concerning the change in solubility brought

about by SO2Me and CO2H. In a number of instances, these substituents led to a

reduction in solubility (data not shown). This is likely due to increased crystal

lattice stability since SO2Me and CO2H are known to form strong intermolecular

interactions in the solid state. The apparent disparity between the studies might

be due to differences in the experimental conditions used to measure solubility

or the chemotypes being examined.
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An interesting trend revealed by these studies is that even though the hydro-

phobic groups F, Cl, CF3, and Me are associated with a mean reduction in

solubility, there were a significant number of examples where these groups

yielded an improvement in solubility. The causes for the solubility-augmenting

ability of these substituents have not been comprehensively examined; however,

the examples presented in the following sections might shed some light on this

phenomenon.

The Dual Nature of Fluorine

Interest in fluorine as a substituent in drug design has been growing due to its

favorable effect on potency and metabolism [66]. Moreover, new synthetic methods

have made fluorinated compounds more readily accessible, meaning that the

number of compounds containing fluorine is likely to increase in the upcoming

years. Because of this, it is worthwhile to look beyond the pharmacology of

organic fluorides and consider the physiochemical properties of these compounds,

particularly their aqueous solubility. Although F is generally considered to be

a hydrophobic group, leading to reduced solubility, this is not always the case.

The MMP analysis presented in Table 6 indicated that although F substitution

resulted in a 1.3–3-fold mean loss in solubility, a significant portion of the

compounds examined (up to 34%) showed an increase. A brief review of the

literature suggests that these results are not anomalous and that there are particular

structural arrangements that cause fluorine to act as a solubility enhancer.

The recognition of fluorine’s potential to increase solubility is not new and

today is built into calculations of clogP. The circumstances under which F can

lead to a reduction in logP were reported by Hansch based on an investigation

of halogen atom hydrophobicity. Table 7 shows the hydrophobicity constants (πx)
[67] determined for F, Cl, and Br using either benzene (X¼H) or pentane (X¼H)

as reference templates. As expected, when H is substituted with F, Cl, or

Br on benzene, there is a net increase in hydrophobicity (πx > 0). However,

when the reference template is pentane, there is a shift towards lower πx and F

Table 6 MMP analysis of common substituents

ΔLogS (% compounds with increased sol)

Leach et al. [63] Zhang et al. [64] Gleeson et al. [65]

F �0.22 (34) �0.45 (22) �0.1 (9)[Ar]

Cl �0.67 (14) �1.45 (4) �0.35 (5)[Ar]

CF3 �0.81 (17) �0.77 (25) �0.54 (3)

Me �0.21 (33) �0.50 (26) �0.11 (11)

OMe �0.11 (42) �0.24 (43) �0.03 (19)

CN �0.26 (36) – �0.14 (9)

OH 0.07 (56) 0.97 (85) 0.31 (48)[Ali]

NH2 – 0.76 (61) 0.37 (54)[Ali]

SO2Me 0.26 (71) �0.38 (0) 0.01 (27)

CO2H – �0.05 (45) 0.57 (56)

84 M.A. Walker



actually results in a net reduction in hydrophobicity (πx < 0) [68]. It appears that

fluorination has an opposite effect on hydrophobicity depending on whether the

attachment site is an aromatic ring or an alkyl group.

More recent studies indicate that fluorine’s effect on aryl and alkyl groups is

more complex and that there are other structural elements which can interact

with fluorine to produce a decrease in hydrophobicity. For example, analysis of

compounds from the Roche in-house collection found that introducing fluorine 2–3

carbon atoms away from an oxygen atom (Fig. 1), regardless of whether the site of

substitution was aromatic or alkyl, led to a reduction in logD (Fig. 6) [69].

There are examples in the literature where fluorination has been rationally

pursued in order to increase drug solubility. For example, the antibiotic analogues

46–49 in Fig. 7 show a similar reduction in hydrophobicity (partitioning between

CHCl3 and pH 7.4 buffer) when fluorine is introduced onto the cyclopropyl

ring [70]. Regardless of the starting template, 48 or 46, a comparable reduction in

hydrophobicity (ΔlogKCHCl3 < 0) is achieved upon fluorination.

The compounds in Table 8 are taken from a report describing diacylglycerol

O-acyltransferase 1 (DGAT1) inhibitors [71]. Variation of the substitution at

the terminal phenyl ring led to a dramatic improvement in solubility for the

bis-fluorinated analogue 54 compared to the others (50–53). Interestingly, the hydro-

phobicity of 54 (logD7.4 ¼ 2.5) is similar to the parent compound 50 (logD7.4 ¼ 2.5),

indicating that in this case the fluorines do not alter hydrophobicity. This implies

that the crystal lattice has been weakened. Reduced cohesive interaction energy

probably plays a role since the introduction of Me and Cl has no effect on solubility

(cf. 51, 52, and 53).

Table 7 Hansch hydrophobicity constants (πx)a for F, Cl, and Br

bRef

CH3CH2CH2CH2CH2X

x πx πx
F 0.14 �0.17

Cl 0.71 0.39

Br 0.86 0.60
aπx ¼ logPR-X – logPR-H where x ¼ F, Cl, or Br and R ¼ benzene or pentane
bReference template

Fig. 6 Fluorine-containing fragments resulting in a decrease in logD
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Adamantane carboxylic acid was used by Jasys et al. to study the effect fluorine

substitution had on both hydrophobicity and crystal lattice stability (Table 9) [72].

In line with Hansch’s observation concerning the fluorination of alkyl templates,

the measured logP decreased incrementally as the number of fluorines increased

from 0 to 2 (cf. 55–57), with the exception of the trifluoro-derivative 58. The

introduction of the third fluorine atom resulted in a small shift back towards

increased hydrophobicity (logP ¼ 2.50) compared to the bis-substituted analogue

57 (logP ¼ 2.16). However, this last value should be viewed with caution since it

is known that carboxylic acids occasionally yield an artificially elevated logP

Table 8 LogD7.4 and solubility of DGAT1 of 50–54

Compound R1 R2 LogD7.4 Solubility (μM)

50 H H 2.4 3

51 Cl H 2.9 5

52 Me H 2.7 6

53 Cl Me 3.4 1

54 F F 2.5 140

logΔ KCHCl3

46 47

-0.75

48 49

-0.45

Fig. 7 Antibiotics showing lower hydrophobicity upon fluorination

86 M.A. Walker



due to aggregation [73]. The calculated clogP indicates that 58 should be less

hydrophobic (clogP ¼ 1.09) than 57 (clogP ¼ 1.55). In contrast to hydrophobicity,

the outcome of fluorination on melting point is not constant. This is likely due

to two opposing factors, intermolecular attraction versus molecular symmetry,

making the results difficult to interpret.

Intramolecular Interactions

Intramolecular interactions between functional groups can change the overall

shape of a molecule in solution and thereby alter hydrophobicity. An example

of this type of interaction is demonstrated by the ability of phenyl rings to asso-

ciate with appropriately positioned substituents (Table 10) [68]. This can be

seen by comparing the hydrophobicity constants (πx) with those derived from

3-phenyl-propane and using pentane as the reference template. For the 3-phenyl-

propyl analogues, the positioning of the phenyl ring three carbons away from

the substituent (X) allows it to assume a conformation where the two groups are

aligned. In water, this conformation is reinforced by burying hydrophobic surface

and a potentially stabilizing interaction between phenyl and the substituent. In

agreement with this mechanism, the substituent hydrophobicity constants deter-

mined using the 3-phenyl-propyl template are lower than the pentyl. Moreover,

the shift in hydrophobicity (Δπx) between the two templates is nearly the same for

all the substituents (Δπx ¼ -0.51 to �0.65), suggesting a common mechanism.

When toluene was used as the reference template (data not shown), the effect

on πx was lower and more variable.

Examples of Substituent Modifications

The examples reviewed in this section come from the recent literature with

special emphasis being placed on the large effect that minor variations in structure

can have on solubility.

Table 9 LogP, clogP, and melting point data for fluoro-adamantane carboxylate derivatives

55–58

Compound R1, R2, R3 LogP clogP mp (�C)
55 H, H, H 3.26 2.47 173

56 F, H, H 2.55 2.01 155

57 F, F, H 2.16 1.55 163

58 F, F, F 2.50 1.09 202

Improving Solubility via Structural Modification 87



The poor solubility of the tetrahydropyrazolo[1,5-a]pyrimidine-based antituber-

culosis agent 59 (solubility at pH 6.8 < 4 μM) is likely caused by its relatively high

hydrophobicity (logP 6.3) [74]. However, reducing hydrophobicity by exchanging

the phenyl ring for pyridyl (60) produced only a modest increase in solubility

(solubility at pH 6.8 ¼ 9 μM). Unexpectedly, a larger improvement in solubility

was achieved by simply removing one of the fluorine atoms from the trifluoromethyl

substituent (61, solubility at pH 6.8 ¼ 212 μM). The difference in logP between the

difluoromethylated analogue 61 and the trifluoromethylated derivative 60 is small

(logP ¼ 4.6, 4.4 resp.) and consistent with the SAR presented above. The improve-

ment in solubility accompanying the slight increase in hydrophobicity suggests that

crystal packing has been affected by removing the fluorine atom.

Table 10 Hydrophobicity constants using pentyl and 3-phenyl-propyl templates

X¼ OH F Cl CN OMe CONH2

πx (pentyl) �1.16 �0.17 0.39 �0.84 �0.47 �1.71

πx (3-phenyl-propyl) �1.80 �0.73 �0.13 �1.47 �0.98 �2.24
aΔπx �0.64 �0.56 �0.52 �0.63 �0.51 �0.53
aΔπx ¼ πx (pentyl) � πx (3-phenyl-propyl)
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Solubility can sometimes be improved by simply rearranging the atoms of a

heterocyclic ring. For example, a wide variation in solubility was observed among

the quinoline regio-isomers 63–69 compared to the parent naphthalene derivative

62 [75]. Analogues where the heterocyclic N atom was adjacent to the linker NH

(63 and 64) were considerably less soluble than those where it was farther away.

In contrast, quinoline derivatives 70–72 display the opposite behavior [76]. For

this template, isomers 71 and 72 having the ring nitrogen adjacent to the linking

N atom were more soluble.

Seemingly minor changes in substituent stereochemistry can also alter the

physiochemical properties of a molecule. For example, the relative stereochemistry

of the [3.1.0]bicyclohexane ring connected to N-terminal carbamate proved to be

a critical parameter in determining the solubility of 73 and 74 [77]. Compound 74
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containing the cis-stereochemistry was approximately 7 times more soluble than the

related trans-isomer 73. How such a large change in solubility can be caused by

simply altering the stereochemistry of a group lying on a peripheral site of the

molecule is not immediately apparent. However, it is known that intramolecular

H bonding between terminal groups in peptidomimetics can decrease aqueous

solubility by reducing the number of H-bonding interactions with water [78].

Therefore, it is possible that the trans-isomer 74 is less soluble due to intra-

molecular H bonding which is hindered in the cis-analogue.

Template Modifications

One can view a template as being the central body of a molecule which remains

unchanged during analogue synthesis. In most cases, modification of this portion of

the molecule is only carried out if it is believed that the desired pharmacological or

physiochemical properties cannot be achieved through substituent modification.

With respect to improving solubility, the structural changes can be subtle such as,

replacing C with N/O or more dramatic such as altering the shape and topology of

the molecule. The following examples capture a few of these tactics.

One of the most straightforward alterations to reduce hydrophobicity is to

replace phenyl with a polar heterocycle. Pyridine is often chosen since it is

structurally similar to phenyl and preserves the overall shape of the molecule. A

demonstration of the potential magnitude in solubility improvement which can

accompany this change is seen by comparing the solubility of the phenyl analogues

75 and 77 (solubility at pH 6.8 ¼ <1 μM) with the corresponding pyridyl com-

pounds 76 and 78 (solubility at pH 6.8 ¼ 31 and 98 μM, respectively) [79]. It is

interesting to note that this increase in solubility is brought about by changing a

single carbon atom to nitrogen.
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Rearrangement of the heteroatoms in the template can have significant effects on

solubility. For example, analysis of a large set of heterocyclic derivatives conducted

by Ritchie et al. showed that compounds having a 1,3,4-oxadiazole ring were in

general more soluble than those with the 1,2,4-regiochemistry as well as a number

of other heterocycles [80]. This trend has also been observed by others. Goldberg

et al. demonstrated that compounds 79 and 82 containing the 1,3,4-oxadiazole-

based template were more soluble than 80, 81, 83, and 84 which are derived from

the 1,2,4-oxadiazole regardless of the regiochemical disposition (Table 11) [81].

In order to rationalize the differences in solubility, the H-bonding basicity (logKβ)

[82] of the ring nitrogen atoms was calculated for the parent heterocycles using

the method of Kenny [83]. The outcome revealed that the higher solubility of the

1,3,4-isomers was associated with correspondingly higher overall H-bond basicity.

A similar result was reported for the sphingosine 1-phosphate receptor subtype

1 (S1P1) inhibitors compiled in Table 12 [84]. In agreement with the Goldberg study,

the 1,3,4-oxadiazole 85 (solubility ¼ 187 μg/mL) was found to bemore soluble than the

corresponding 1,2,4-isomer, 88 (solubility ¼ 46 μg/mL). Furthermore, this relationship

Table 11 Solubility (pH 7.4) and calculated H-bond basicities (logKβ) of oxadiazole-analogues

79–84

1,3,4-Oxadiazole 1,2,4-Oxadiazole 1,2,4-Oxadiazole

Compound 79 80 81

Solubility at pH 7.4 μM 118 3.1 4.8

calc logKβ 1.4, 1.0 0.4, �0.8 0.2, 0.4

Compound 82 83 84

Solubility at pH 7.4 μM 150 5.9 12.6

calc logKβ 2.9, 2.6 1.8, 0.8 1.6, 1.6

Improving Solubility via Structural Modification 91



also appears to apply to other 5-membered ring heterocycles such as thiadiazole. Like

the oxadiazole templates, 1,3,4-thiadiazole 87 (solubility ¼ 256 μg/mL) was found to

be more soluble than the 1,2,4-analogue 88 (solubility ¼ 160 μg/mL).

Reducing the degree of aromaticity of a molecule by transforming aryl rings into

their corresponding saturated forms is a useful method for increasing solubility [4].

This is nicely illustrated in a program targeting compounds that downregulate

the androgen receptor [85]. Addition of two hydrogen atoms to the poorly soluble

analogue 89 (solubility at pH 7.4 ¼ 5.4 μM) to afford 90 resulted in a ~100-fold

increase in solubility (solubility pH 7.4 ¼ 577 μM). It is of interest to note that

this modification results in a lowering of the hydrophobicity (logD7.4) which is

probably responsible for the improved solubility.

A different approach to reducing aromaticity is to replace the aromatic ring

with an isosteric saturated ring. In a report by Stepan et al., the central phenyl

ring of the γ-secretase inhibitor 91 was exchanged for a bicyclo[1.1.1]pentane

Table 12 Solubility of compounds 85–88

1,3,4-Oxadiazole 1,3,4-Thiadiazole

Compound 85 86

Solubility (μg/mL) 187 46

1,3,4-Thiadiazole 1,2,4-Thiadiazole

Compound 87 88

Solubility (μg/mL) 256 160

92 M.A. Walker



to yield 92 [86]. The benefit of using this bicyclic ring is that it can mimic the

para-substituted phenyl by positioning the two substituents at 180� from each other.

This resulted in a 12- and 33-fold improvement in aqueous solubility for 92 at

pH 5.5 and 7.4, respectively, compared to 91. As with the previous example, the

increase in solubility is most likely brought about by a reduction in hydrophobicity

as evidenced by the lower LogD.

3.2 Disrupting Crystal Lattice Stability

Based on the GSE, Wassvik et al. estimated that solid-state stability plays

a major role in limiting the solubility for compounds having logP � 2 and

mp �250�C [87]. Compounds which meet this profile are prime candidates for

solubility optimization by means of disrupting crystal packing energy. There are

two general approaches for reducing crystal lattice stability. The first is to directly

target specific intermolecular interactions which contribute to cohesive binding

in the solid state. The second is to introduce modifications which alter the symmetry

or shape of the molecule.

3.2.1 Disruption of Intermolecular H-Bonding Interactions

Without the aid of a single-crystal X-ray structure, it is difficult to determine

which portion of the molecule to modify in order to disrupt crystal packing.

Fortunately, it is known that if a molecule possesses H-bond donating and accepting

functionality, these groups will most likely be involved in H-bonding interactions

in the solid state [88]. Therefore, targeting these groups for modification is usually

the most reliable and straightforward method for disrupting crystal lattice stability.

H bonding can be impeded in two different ways. In the first, removing the

acceptor or capping the donor group will completely eliminate the H bond. In

contrast, in the second approach, the H bond is retained but weakened by introduc-

ing functionality which alters the steric or electronic environment around donor

and/or acceptor groups.
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Removing Hydrogen-Bonding Functionality

Thalidomide (93, Table 13) is a poorly soluble, high melting compound (mp ¼ 275
�C) with low hydrophobicity (logP ¼ 0.5). The high melting point is likely due

to the strong H-bond forming imide functionality which leads to strong inter-

molecular cohesion in the solid state [89]. Removing the imide N–H donor group

by capping the nitrogen with a methyl moiety (94) eliminates the imide-imide

H-bonding interaction [90]. Although there is an increase in logP, the net result is
an improvement in solubility due to the lower melting point. The melting point

can be further reduced by increasing the length of the N-alkyl group, as with 95

and 96. However, for the larger N-alkyl groups, the reduction in solid-state stability

is offset by increased hydrophobicity which leads to reduced solubility.

The androgen receptor modulator 97 (Table 14) displays solid-state limited

solubility (solubility ¼ 19 μg/mL, logP ¼ 1.3, mp ¼ 255–257�C) [91]. A single-

crystal X-ray structure suggested that H bonding between the imide carbonyl

oxygen and the C7-hydroxyl group contributed to crystal lattice stability; therefore,

the imide carbonyl was targeted for removal. In the absence of the carbonyl,

a large increase in solubility was observed (e.g., 98, solubility ¼ 245 μg/mL).

Alkylation at the former carbonyl site and modification of the C7 stereochemistry

further reduced melting point and, as a consequence, increased aqueous solubility

(cf. 99–101). Interestingly, with the exception of compound 100, there is a direct

correlation between solubility and melting point for this series. The reason that 100

does not conform to this trend can be conjectured based on its elemental analysis

which shows that it crystallizes as a hydrate.

Weakening Intermolecular Hydrogen Bonding

Intermolecular hydrogen bonding can be weakened by introducing substituents

in the vicinity of the bond. An example of this can be seen with the metabolites

of the leflunomide analogue shown in Table 15 [92]. Two intermolecular

H-bonding motifs, designated A and B, are possible, as indicated by X-ray crystal-

lography. The phenyl ring substitution pattern appears to dictate which is formed.

Table 13 Solubility, logP, and melting point data for compounds 93–96

Compound R Solubility at pH 6.4 (μg/L) LogP mp �C
93 H 52 0.5 275

94 Methyl 276 1.1 159

95 n-Propyl 57 2.1 136

96 n-Pentyl 7 3 105
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Two modifications were observed to be critical: substitution at R1 and/or

introducing fluorine anywhere on the ring. In general, motif A is only formed

when R1 ¼ H (cf. 102–105) while the presence of fluorine anywhere on the phenyl

ring hampered the formation of motif B (cf. 104, 105, 108, 109). This appears to be

the result of an inductive or through space interaction since all of the compounds

exhibit the same flat conformation where R1 is aligned with the amide N–H.

The B-RafV600E kinase inhibitor 110 displayed solubility-limited absorption

(solubility at pH 7.4 ¼ 9 μg/mL) which hampered oral exposure [93]. The rela-

tively low hydrophobicity (clogP ¼ 1.61) coupled with an elevated melting point

(mp ¼ 229�C) indicated that crystalline stability was a significant contributor t

the poor solubility. A single-crystal X-ray structure of 110-H2O showed extensive

H bonding between neighboring molecules, as well as water, in the crystal lattice

Table 14 Solubility SAR for selective androgen receptor modulators 97–101

Compound Solubility (μg/mL) mp (�C) LogP

97 19 255–257 1.3

98 245 197–198.5 1.3

99 613 175–177 2.2

100 242 125–127 2.7

101 1,140 99–101 2.3
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(Fig. 8). The structure features four hydrogen bonds involving the sulfonamide and

the azaindole which hold two molecules together in a head-to-tail arrangement.

Replacing the C3-methoxy group with cyclopropyl and one of the ortho-fluorine
atoms located on the phenyl ring with Cl yielded 111 which exhibits a significant

reduction in melting point and an increase in solubility. An X-ray crystal structure

of 111 shows that the intermolecular H-bonding arrangement has been significantly

altered compared to 110. Most notably, the pyridine nitrogen and sulfonamide

oxygen atoms no longer participate in H bonding, leaving the four remaining

H bonds to be shared among three molecules rather than two.

3.2.2 Disrupting Planarity and Symmetry

Molecular planarity and symmetry play an important role in crystal lattice

stability and therefore provide valuable targets for structural modifications. There

are a number of reports in the literature which show solubility improvement via

introducing substituents which alter the planarity or symmetry. A review summa-

rizing this approach has been recently published [94]. Therefore, in order to avoid

duplication, the present review will focus on examining the effect these modifica-

tions have on the packing arrangement of the molecules in the crystal. It has been

hypothesized that the lower crystal lattice stability brought about by alterations in

Table 15 Intermolecular H bonding of leflunomide analogue metabolites

a b

H bonding Compound R1 R2 R3 R4

A, B 102 H Cl H Cl

A, B 103 Cl H

A 104 H F H F

A 105 H H

B 106 Cl H Cl H

B 107 Br Br

None 108 F H H H

None 109 F
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symmetry or planarity is due to a reduction in packing efficiency and the loss of

π-stacking interactions. However, as seen in the following, there is often only a

minor change in packing efficiency accompanying these modifications compared to

the more significant changes in intermolecular interactions. Moreover, π-stacking
is only one of a number of other interactions that are altered.

Disrupting the planarity of biphenyl derivatives or aryl amides via introducing

groups which widen the torsional bond angle at the phenyl-phenyl or amide

NH-aryl junctions often results in a reduction in melting point and increase in

a

b

Fig. 8 Crystal packing arrangements of 110 (a) and 111 (b)
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solubility. The Cambridge Structural Database (CSD) provides a few sets of

compounds which can be examined as models for evaluating the changes in crystal

packing associated with these modifications.

As shown in Table 16, 4,40-dichlorobiphenyl (112) is more symmetrical than the

corresponding 2,20-isomer 113 and in the solid state displays a slightly more planar

conformation around the bond connecting the two phenyl rings (τ ¼ 38.3�

vs. 66.5�, for 112 and 113, respectively). Examination of logP and melting point

data indicates that the lower solubility of 4,40-dichlorobiphenyl is most likely

the result of higher crystal lattice stability [95]. Although the 4,40-analogue packs

slightly more efficiently than the 2,20-analogue (Ck ¼ 0.695 vs. 0.678), the differ-

ence in stability is more ostensibly manifested through alterations in the type

and number of intermolecular interactions in the solid state. Figure 9 shows that

4,40-dichlorophenyl forms a linear chain of molecules held together by Cl···Cl

bonding. These are aligned in a parallel fashion which appears to allow edge-to-

face aryl–aryl binding between parallel strands. In addition, the Cl atoms are close

enough to the phenyl ring of the adjacent strand to potentially to be involved

in Cl···H or Cl··· π-bonding. In contrast, 2,20-dichlorobiphenyl does not have

the Cl···Cl interaction but instead forms a network of C–H···Cl bonds. However,

like the 4,40-isomer, edge-to-face aryl–aryl interactions are also present. This

cursory analysis implies that the differences in stability between 112 and 113

might be due to the differences in the intermolecular interactions of the Cl group.

An example of the potential effect ortho-substitution can have on amide bond

geometry and crystal packing is illustrated by compounds 114 and 115 in Fig. 10.

The ortho, ortho-dichloro analogue 115 is significantly less planar (τ ¼ 61.3�)
than the corresponding meta, meta-analogue (τ ¼ 0.05�) and has a correspondingly
lower melting point (mp ¼ 178 vs. 189�C). The X-ray crystal structures of the

two compounds indicate that the amide groups and aryl rings of both compounds

are involved in similar H-bonding and π-stacking contacts. It appears that there is

no apparent difference in the type and number of intermolecular interactions

between the two isomers. This suggests the possibility of an additional interaction

contributing to the stability of 114 or that the H-bonding and/or pi-stacking

associations for this compound are stronger compared to 115.

Table 16 Properties of 4,4-

and 1,10-dichlorobiphenyl

112

4,40-Dichlorobiphenyl
113

2,20-Dichlorobiphenyl
LogS �3.567 �2.575

mp (�C) 144–145 61–62

LogP 5.02 5.02

τ 38.3� 66.5�

Ck 0.695 0.678
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The ATR protein kinase inhibitor 116 (Table 17) exhibits solid-state limited

solubility, as revealed by its modest hydrophobicity (logD7.4 ¼ 2.2) and high melting

point (mp ¼ 221�C) [96]. A single-crystal X-ray structure of 116 (Fig. 11) shows

that in addition to the π-stacking of the pyrimidine and indole rings (a), the sulfone

group is involved in strong H-bonding interactions with the indole-NH (b) and the

methylsulfone-CH (c). In an attempt to reduce crystal lattice stability, a methyl

group was introduced onto the morpholine group to yield 117, which displays an

increase in solubility proportional to its lower melting point. As observed in the X-ray

crystal structure, methylation forces the adjacent indole group to rotate (τ ¼ 22.3�)
so that it is no longer in the same plane as the pyrimidine group. The result is that the

molecules must realign themselves in order to maintain a π-stacking interaction

(Fig. 11d). Methylation also affects the lattice H-bonding network since the indole-

NH-sulfone H bond is missing in 117. Of the two interactions which are affected, one

could assume that the loss of this H bond plays a larger role in reducing the melting

point compared to a presumed difference in energy of the corresponding π-stacking
arrangements.

Fig. 9 Crystal packing 4,40-dichlorophenyl (a) and 2,2-dichlorobiphenyl (b)
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Fig. 10 Solubility, melting point, and crystal packing arrangement for 114 and 115

Table 17 Melting point, logD7.4, and solubility data for 116 and 117

Compound R mp (�C) τ LogD7.4 Solubility (μM)

116 H 221 3.7� 2.2 4.4

117 Me 204 22.3� 2.7 10
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4 Summary and Conclusion

Crystalline solubility is dependent on the ability of a compound to escape the forces

holding it in the lattice (crystal lattice energy) and on its potential to interact with

water when it is in solution (solvation energy). Often the structural modifications

which lead to a change in one property (solid-state stability or solvation energy)

will affect the other in the opposite direction. Therefore, the challenge is to find an

appropriate balance between the changes in crystal lattice and solvation energies

such that the net effect is an increase in solubility.

The GSE relates the crystal lattice energy of a compound to its melting

point and its solvation energy to logP. Thus, structural modifications which

lead to a reduction in melting point or logP can be used to increase solubility.

Since poor solubility is usually the result of high hydrophobicity, methods for

lowering logP by increasing polarity are more often found in the literature. The

tactics for accomplishing this can be categorized according to the site on the

molecule which is modified, relative to how it binds to its target. On the other

hand, compounds which are poorly soluble but not highly hydrophobic (logP �2)

probably suffer from solid-state limited solubility. A high melting point (�250�C)
is indicative of this. For these compounds, disrupting intermolecular interactions

which exist in the solid state will result in a lower melting point and improved

solubility.

Fig. 11 Crystal packing

arrangement of 116 (a–c)

and 117 (d)
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While the effect a given group has on solubility can usually be predicted

based on its chemical properties, there are cases where it is not. In particular,

there are numerous examples where intrinsically hydrophobic substituents have

resulted in an increase in solubility rather than a decrease. One goal of this review

was to highlight these instances in order to uncover the underlying cause for this

apparent contradictory behavior. An examination of these examples has identified a

few consistent structural contexts under which solubility can be improved using

nominally hydrophobic substituents. The incorporation of these structural features

in drug design expands the methods available for optimizing solubility and allows

for the fine-tuning of molecular properties.

The optimization of physical properties in parallel with biological activity

and pharmacology is recognized as an essential component of successful drug

discovery. This is especially true in the modern era of medicinal chemistry due

to the higher demands placed on potency and selectivity since this often has the

effect of increasing the size and hydrophobicity of the molecules being examined

as potential drugs. While certain remedies have been institutionalized by most

companies in order to tackle this issue, there is no panacea to avoid this trend

completely. As such, it is important that medicinal chemists be equipped with the

appropriate knowledge to solve problems such as poor solubility as they arise.

Unfortunately, the factors which control solubility are not completely understood,

meaning that solubility issues can only be solved through a combination of rational

and empirical molecular design. This requires a fundamental understanding of

the principles of solvation and crystalline stability as well as a body of literature

examples as a source of ideas.
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Tactics to Avoid Inhibition of Cytochrome

P450s

Andrew G. Leach

Abstract This chapter will focus on avoiding inhibition of cytochrome P450s.

This problem leads to drug–drug interactions that can severely restrict the patients

who can receive a particular drug. The first sections [(1) background and motivation,

(2) the structure of the cytochrome P450s, and (3) overview of the mechanism of

cytochrome P450s] provide essential background to understanding both the problem

and some of the solutions. The subsequent three sections [(4) trends for inhibition to be

modulated by bulk properties (database analysis), (5) metal chelation, and (6) reactive

metabolites and mechanism-based inhibition] will outline some general methods for

tackling the problem, and each section has a summary in which the strategic

approaches that follow from the information are presented. In the final section

[(7) examples of successful reduction of P450 liability], how these strategies can be

reduced to tactical application is illustrated with published examples.

Keywords Cytochrome P450, Inhibition, Lead optimization, Medicinal chemistry
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1 Background and Motivation

The cytochrome P450s (CYPs) are a class of iron containing enzymes that catalyze

a range of redox reactions in biological contexts. In the human system, they play a

key role in the metabolism of many substrates both natural and unnatural. It is

this latter effect that is most directly relevant to medicinal chemists. The

co-administration of two compounds one of which relies upon a particular CYP

(or any other mechanism for that matter) for its metabolism may have its exposure

significantly altered (usually increased) if the other compound is an inhibitor of that

CYP (or other mechanism) [1]. This is a so-called drug–drug interaction and is a

key cause of concern when a compound is found to be an inhibitor of a CYP [1–4].

A relatively small fraction of the large family of CYP isoforms is responsible for

the metabolism of most drugs [2]. These are the isoforms that are able to bind

(and in some cases metabolize) a large range of compounds with properties like

those of drugs. The most significant of these isoforms are in order: 3A4, 2C9, 1A2,

2E1, 2D6, 2C19, 2C8, and 2A6 [2]. The reliance upon any single one of these

enzymes for the elimination of a compound is also a liability that will not be

explored further here. The inhibition of any of this small set of isoforms is likely

to lead to a limitation of the other drugs that a compound can be co-dosed with. This

can be a more severe problem in certain classes of disease targets; any affliction of

the elderly or other groups likely to be on complex regimes of medication will

require treatments that do not cause any of these concerns.

A stark example of the drug–drug interaction problem is provided by the

withdrawal of mibefradil from the market in light of interactions with a range of

other drugs [5]. Mibefradil is an inhibitor of the 2D6 and 3A4 isoforms of human

CYPs. These isoforms are responsible for the metabolism of many drugs including

antibiotics, antihistamines, and statins. In the latter case, these compounds which

rely upon the 3A4 isoform for their elimination reached elevated levels when

co-dosed with mibefradil and caused rhabdomyolysis.

This kind of drug–drug interaction can also be turned to advantage. Compounds

that are not able to achieve optimal exposure due to high clearance by one of the

CYPs might be improved by co-administrating with a CYP inhibitor. This general

principle has been described in patents and has focused on the use of ritonavir,

a 3A4 inhibitor [6]. It has been found in clinical practice that the HIV protease

inhibitors saquinavir and indinavir achieve better plasma levels and efficacy when

co-dosed with low doses of ritonavir [7].

By contrast, CYPs are also responsible for some metabolic transforms of natural

substrates; some medicinal chemistry programs involve inhibiting these in order to

modify physiological levels of substrates or product. For instance, the drug

anastrozole inhibits CYP19 that is otherwise known as aromatase and catalyzes

the transformation of androgens to estrogens. Some forms of breast cancer are
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driven by estrogens such that reducing their production leads to an effective

treatment for that condition. Optimization of compounds such as anastrozole that

target one CYP is a significant challenge due to the large family of related enzymes

which it is impractical to test against.

One mechanism by which compounds can affect the levels of CYP-mediated

metabolism is to modulate the expressed levels of the CYPs or their associated

cofactors. For instance, a number of compounds are known to be inducers of CYPs,

including the herbal treatment St John’s wort [8]. By contrast, some compounds,

including many that are involved in the inflammatory cascade, are thought to reduce

the levels of CYPs, and so levels of metabolism can be decreased in this

state [9]. Similarly, there are significant differences in the levels and activity of

many of the CYPs between the two genders, between different ethnic groups and

between people with different disease states [2].

Publications in the field of medicinal chemistry have recently highlighted the

increased likelihood of compounds safely traversing clinical trials if they have lower

molecular weight and lipophilicity [10–13]. One simple way of reducing both of

these properties without changing the shape of the molecule (and hence its likeli-

hood of fitting in its target active site) is to transform aromatic carbon atoms into aza

nitrogen atoms. This is generally beneficial but these aza nitrogen atoms can have a

propensity to coordinate to metals in general and iron in particular and as such are

more likely to be inhibitors of CYPs [14–16]. Curiously, reduction of lipophilicity is

also an oft-cited means for reducing the CYP inhibition potential of compounds.

This chapter will focus on the approaches that have been adopted to avoid CYP

inhibition without sacrificing the other good properties of a molecule. These will be

compounds that are direct enzyme inhibitors and not modulators of the amount of

enzyme that is present. The chapterwill encompass reversible and irreversible inhibitors

and compounds that bind to the iron of CYPs (type II) and those that do not (type I).

2 The Structure of the Cytochrome P450s

The structures of a number of the most important human isoforms of the CYPs have

been solved in either apo- or holo-form. The structure of 3A4 illustrates many of the

key features of this class of enzymes [17–19]. The complexes of the protein

with two different inhibitors are shown in Fig. 1. The first is the complex with

erythromycin, taken from the protein databank file with code 2J0D [17] This

macrolide antibiotic can be accommodated in what appears to be a large and

open active site. The first view in panel a shows that the added compound as well

as the heme (carbons colored light blue) can be seen from the exterior, and a wide

channel is the likely route taken by the erythromycin during complexation. The

protein is color coded with lipophilic regions green and hydrophilic regions purple.

The close-up of the region immediately above the heme in panel b shows that this

region has significant hydrophilic character with a more lipophilic zone a little

further back. The second complex (from the structure with code 2V0M) is that with

ketoconazole [17]. This compound is known to show unusual kinetics of inhibition
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of 3A4, and this may relate to the observation that two molecules are bound to the

protein in the crystallographic structure. Panel c shows that the channel linking the

binding site to the solvent is largely closed over in this complex. It is a key

challenge to using the structures of these proteins in drug design that they are

highly mobile. The 3A4 isoform may represent the most flexible CYP, and this is a

likely contributor to this isoform being the most promiscuous in terms of having

drugs as substrates and inhibitors. The zoomed in view of the binding site in panel d

shows the two molecules bound, one remote from the heme with carbons colored

brown and one close to the heme with carbons colored gray. This latter molecule

presents an imidazole nitrogen to the iron atom and forms a covalent bond. This

type of interaction is an important one for many inhibitors and will be discussed

below. The effects of each molecule on the binding of the other within this

complex have been explored with simulations that reveal that the increased shape

complementarity of the binding site to the second molecule once the first is already

bound leads to positive cooperative binding [20].

For the other most important isoforms, except for 2C19, there are structures

available. The relevant PDB codes are given below:

2C9: 1R9O, 1OG2, and 1OG5 [21, 22]

1A2: 2HI4 [23]

2E1: 3T3Z, 3E6I, 3KOH, 3GPH, 3E4E, and 3LC4 [24–26]

2D6: 2F9Q, 3TDA, 3TBG, and 3QM4 [27, 28]

2C8: 1PQ2, 2NNI, 2NNJ, 2VN0, and 2NNH [29, 30]

2A6: 4EJJ, 3T3Q, 3T3R, 3EBS, 2PG5, 2PG6, 2PG7, 2FDU, 2FDV, 2FDW, 2FDY,

1Z10, and 1Z11 [19, 26, 31–33]

The heme present in the CYPs is a B type heme with structure shown in Fig. 2.

The fifth ligand is a deprotonated active site cysteine. In the resting state of the

Fig. 1 Two views of the crystal structure of the complex between erythromycin (a and b) and

CYP 3A4, and ketoconazole (c and d) and CYP 3A4. Panels a and c show a view from a distance

from the protein with glimpses of the active site heme in blue. Panels b and d show a close-up of

the binding site including the heme
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enzyme, the sixth site in the octahedral coordination sphere is occupied by water.

The porphyrin has a significant effect on the types of ligands that are able to form

direct interactions with the iron atom. The four nitrogens that interact with the iron

are held by the covalent framework of the porphyrin in such a way that they are

closer to the metal than they would be if they were not so linked. The consequence

of this is that the coordination sphere of the iron is more sterically crowded than it

would otherwise be. Hence, a number of ligand types that have the potential to bind

to iron may not be able to do so in this particular environment [34]. Examples are

discussed in the section on metal binding.

3 Overview of the Mechanism of Cytochrome P450s

A compound will be an inhibitor of CYPs if it disrupts any of the steps of the

mechanism by which they operate. This mechanism is complex and remains the

subject of research and much heated debate. The structures of several CYPs have

been elucidated and reveal that the active site contains a porphyrin complex of iron,

the so-called heme, that becomes the functional oxidant. The remainder of the

active site is highly variable both in shape and in the polarity, hydrophobicity and

charge type of the residues lining them. Hence, a broad range of substrates and

inhibitors are known for this class of enzymes.

The most likely mechanism by which CYP-based metabolism of drugs takes

place is shown in Fig. 3. The resting state of the enzyme 1 has iron in its FeIII state.

Initial binding of a substrate to give 2 prompts the first redox step leading to 3; the

details of the timing of these two events are not clear and are likely variable. A

molecule of NADPH provides an electron to 2 via the cytochrome P450 reductase

enzyme (other enzymes may also perform this feat) that mediates the electron

transfer from NADPH to first an FAD cofactor and then an FMN cofactor which

transfers the electron to the heme system [35, 36]. The two enzymes interact with

one another in the context of membranes, usually in the endoplasmic reticulum and,

hence, the structure of the interaction complex is challenging to establish. How such

a complex might achieve its chemical outcome is therefore unclear.

Fig. 2 The B type heme

employed by CYPs
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The reduced form of the enzyme, 3, has a high affinity for oxygen which binds to

create complex 4. At this point, a second electron is transferred from NADPH

through the intermediacy of the cytochrome P450 reductase which generates the

superoxide complex 5. Initial protonation of this complex creates the peroxide

containing Compound 0 (6) which has been implicated as the active oxidant

in some enzymatic transformations. Addition of a further proton prompts the

concerted cleavage of the O–O bond generating water and Compound I (7) which

is the oxidant most usually cited as being relevant to the observed transformation.

The structure of this complex has evaded observation until recently [37, 38].

The mechanism by which Compound I (or any of the alternative postulated

species) brings about the oxidation of various compounds is a subject of some

debate and some ingenious experimentation; one of the more commonly accepted

ones is illustrated in Fig. 3 [39, 40]. The oxygen atom of Compound I can abstract a

hydrogen atom. The radical thus generated (8) rebounds and traps back onto the

Fig. 3 The mechanism by which CYPs oxidize aliphatic C–H bonds
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oxygen, cleaving the Fe–O bond and generating an alcohol (9) in which the oxygen

atom has been inserted into a C–H bond. In substrates where the oxidized position is

adjacent to a heteroatom, the species generated (acetal, aminal, etc.) is unstable and

can lead to cleavage of the carbon–heteroatom bond. Aryl or alkenyl oxidations

tend to proceed through epoxidation and subsequent rearrangements [39]. The

apparently unpredictable nature of the reaction that might be undergone by any

given substrate can be rationalized in part by the observation that multiple spin

states of the iron may be accessible at each stage of the catalytic cycle [41, 42]. The

interplay of chemical reactivity with the orientation of the substrate in the binding

site which will be governed by a complex set of molecular recognition elements

makes predicting the site at which any given substrate will be metabolized and

which reaction it will undergo extremely challenging [43].

Many assessments of inhibition of the CYPs are made by monitoring the

decrease in the turnover of a standard substrate, usually selected to be easily

detectable. Such measurements are not able to distinguish if a compound inhibits

that reaction by being an inhibitor or by being a competitive substrate. Such

distinction requires a more detailed study that is rarely performed; some

compounds may be incorrectly classified as inhibitors although their ability to

cause drug–drug interactions remains an issue.

4 Trends for Inhibition to be Modulated by Bulk

Properties (Database Analysis)

Many reports describe attempts to model the inhibition of various CYP isoforms

using computed or measured molecular descriptors. Many of these have been

summarized by Refsgaard et al. who showed that the various studies are not

consistent in terms of the descriptors that are found to be significant [44]. More

recently, Gleeson has analyzed the inhibition of five of the CYP isoforms that are

routinely measured within GSK (1A2, 2C9, 2C19, 2D6, and 3A4) in order to arrive

at some “rules of thumb.” This analysis appeared to show that molecular weight

(MW), charge type and lipophilicity are key determinants of activity against some

or all of these isoforms. This contradicts experience at AstraZeneca, and to probe

some of this uncertainty, the full set of data concerning the inhibition of human

cytochrome P450s curated by the EBI in the Chembl database has been analyzed.1

Each compound in Chembl is annotated with its molecular weight and three

different computed lipophilicity measures: AlogP, ACDlogP, and ACDlogD. This

permits a comparison of the data in Chembl with that analyzed by Gleeson and

enables some of the conclusions to be challenged.

1Data that are categorized as either IC50, AC50 or potency and have molar units have been

included. Properties are calculated on all compounds with molecular weight <1,000 Da.
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4.1 Molecular Weight Dependence

In Fig. 4, the dependence of P450 inhibition upon molecular weight is shown in two

ways. In the left hand column, the direct plot of pXC50 (all measurements

transformed to a linear scale) against molecular weight shows that there is only a

very weak link between these two parameters with the best correlation being for

3A4, which has an R2 value of 0.03, which is to say that this linear dependence

accounts for less than 5% of the variation in all cases. The coefficient linking

molecular weight and pXC50 is always less than 0.0012, which is to say that

variation of 1,000 in MW is required to bring about an order of magnitude variation

in CYP inhibition. The same data is replotted in the right hand column in the format

employed by Gleeson. The binning procedure into molecular weight sets for <300,

300–500, 500–700, and >700 Da shows that the data in Chembl apparently

recapitulates the findings of Gleeson: 1A2 inhibition decreases as MW increases,

2C9 shows a parabolic dependence upon MW; 2C19 has little dependence upon

MW; 2D6 has a weak but “clearly evident” parabolic dependence upon MW; and

3A4 inhibition potency increases with the MW of the inhibitor. The dataset

suggests that such correlations are driven by the arbitrary binning of a continuous

variable and by the different number of compounds populating each part of the

molecular weight range. This is not to say that the conclusions are incorrect but

that they are overstated by Gleeson. Based even on the presentation by Gleeson,

a change in molecular weight of over 400 Da (i.e., from<300 to>700) would bring

about a change of 0.8 log units in inhibition of 1A2, 0 for 2C9, 0.1 log units for

2C19 and 2D6, and 0.82 log units for 3A4. This magnitude of change in molecular

weight is unlikely to be achieved without significantly altering the other properties

of a molecule.

4.2 Charge State and Lipophilicity Dependence

The Chembl dataset can also be analyzed in such a way as to probe the variation with

charge state and lipophilicity. In Fig. 5, the pXC50 values for inhibition of the same

five isoforms are plotted against values of AlogP (almost identical plots arise for

ACDlogP and ACDlogD also) [45]. For each isoform, the plots are shown for

compounds identified as acids, bases, and neutral molecules. The zwitterion set was

excluded because there are many less molecules in that group. As with the molecular

weight analysis, the line of best fit is shown for each plot along with the R2 value for

that correlation. These show that the strongest linear dependence upon lipophilicity is

for bases inhibiting 2D6 which has R2 of 0.05, showing that like molecular weight,

lipophilicity accounts for less than 5% of the variation in inhibition that is observed.

The correlations are similar to those found by Leach and Kidley when studying the

AstraZeneca dataset for the same five isoforms [34].
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1A2: pXC50 vs MW 1A2: MW bins

2C9: MW bins

2C19: MW bins

2D6: MW bins

3A4: MW bins

y = –0.001x + 5.694
R2 = 0.019

2C9: pXC50 vs MW

y = 0.000x + 5.087
R2 = 0.003

2C19: pXC50 vs MW

y = 0.000x + 5.308
R2 = 0.000

2D6: pXC50 vs MW

y = 0.000x + 5.230
R2 = 0.000

3A4: pXC50 vs MW

y = 0.001x + 4.816
R2 = 0.033
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Fig. 4 The dependence of CYP inhibition upon molecular weight
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The lines of best fit lead to the conclusion that when the lipophilicity increases

by 4 log units going from AlogP ¼ 1 to AlogP ¼ 5, the average inhibition changes

as indicated:
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Fig. 5 Dependence of CYP inhibition upon lipophilicity for neutral molecules (green, left hand
column), bases (red, central column), and acids (blue, right hand column)

116 A.G. Leach



1A2: neutral molecules +0.2; bases 0.0; acids �0.1

2C9: neutral molecules +0.3; bases +0.1; acids +0.2

2C19: neutral molecules +0.3; bases +0.2; acids �0.3

2D6: neutral molecules +0.2; bases +0.6; acids +0.1

3A4: neutral molecules +0.2; bases +0.2; acids 0.0

The coefficients of the AlogP term for the line of best fit are generally less than

0.08 which implies that a change in lipophilicity of over 12 log units is on average

required to change the pXC50 by an order of magnitude. It is clear that even large

changes in lipophilicity only have a weak effect on inhibition of any of these

isoforms; changes of the order of 4 log units are unlikely to leave other properties

of a molecule unaffected.

There are a number of other isoforms for which data is provided in the Chembl

database, and among these are five which do show correlations with R2 higher than

the highest found for the five isoforms described in detail above for at least one

charge type and where there are at least 20 compounds contributing to the correlation.

These are shown in Fig. 6. For four of the isoforms, it is neutral molecules that show a

correlation with lipophilicity (1A1, 3A5, 4A11, and 4 F2) while one isoform shows a

correlation for acids (19A1). Even among this set which show higher correlations,

the highest only has R2 of 0.27 (19A1 acids), and this statistic is clearly driven by

clumping of the data as well as a genuine dependence upon lipophilicity. For three of

the five sets, inhibition decreases as lipophilicity increases.

Once again, the data for the five isoforms selected by Gleeson can be replotted in

the format employed by Gleeson, and this is shown in Fig. 7. Molecules are binned

into groups according to their lipophilicity using the ranges <3 (green), 3 to

5 (orange), and>5 (red). The data from Chembl again resembles that from Gleeson

when plotted this way. This suggests that the underlying datasets would have

similar properties. The conclusions Gleeson drew are as follows: 1A2 shows little

dependence on charge state but with neutral molecules most potent and the effect of

lipophilicity varies with charge state; 2C9 shows neutral and acidic molecules are

more potent and increasing lipophilicity increases potency; 2C19 shows little

variation with charge state and potency increases with lipophilicity (the Chembl

dataset differs on this last point for acids only); 2D6 is inhibited most strongly by

bases and all charge states apart from acids show increasing inhibition with

increasing lipophilicity; and 3A4 is most potently inhibited by neutral molecules,

acids are weaker inhibitors, and increasing lipophilicity leads to increasing potency.

Once again, the underlying data reveals that the binning of the data into groups

exaggerates what is actually a rather weak link between potency of inhibition and

charge state or lipophilicity. Further work from Ritchie and coworkers who, like

Gleeson, studied the GSK dataset confirmed a weak dependence upon logD [46].

Focusing on the compounds with the most oral-drug-like properties (AlogP or

clogP < 3) in Fig. 7 shows that within this group the effect of changing charge type

is also weak. The position of acids differs between the Chembl dataset and the GSK

dataset, but general conclusions are that:
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1. for 1A2 and 3A4, neutral molecules are more potent than bases and acids;

2. for 2C9 and 2C19, neutral molecules are more potent than bases;

3. for 2D6, bases are more potent than acids or neutrals.

In all cases, the differences between charge types are less than 0.2 log units

within this less lipophilic group. Even in the high lipophilicity group, the largest

difference between charge types is between acids and neutrals in 3A4 where

according to Gleeson there is a 0.8 log unit difference on average but only a 0.4

log unit difference according to the Chembl dataset.
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Fig. 6 Isoform and charge type combinations showing a stronger linear correlation than the

examples in Fig. 5
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Fig. 7 Plots analogous to those plotted by Gleeson for Chembl data (left hand column) and

Gleeson’s own data (right hand column) [12]
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4.3 Other Properties: Shape

The weak dependence upon any of molecular weight, lipophilicity, or charge state

leaves the question of what property-based design can be undertaken. Some hints are

provided by some other recent publications. Ritchie et al. who, like Gleeson [12],

studied the GSK dataset found that inhibition of 3A4 increases with the number of

aromatic rings present in the molecule [47]. This was developed further when the

aromatic rings were subset by whether they are carbo- or heteroaromatic [48]. This

subsetting showed that for 2C9, 2C19, 2D6, and 3A4, carboaromatic rings are more

of a liability than heteroaromatic rings. For 1A2, the reverse trend was found with

heteroaromatic rings more of a liability. Aliphatic ring types generally have a weaker

influence, but heteroaliphatic rings are found to be beneficial in reducing inhibition of

1A2, 2C9, and 2C19. The benefit endowed by heteroaliphatic rings resonates with the

observations of Lovering et al. concerning the shape of molecules. They showed that

increasing the proportion of carbons in a molecule that are sp3 or chiral can have

a benefit [49].

In addition to reconfirming enhanced inhibition of 3A4 for bases and neutral

molecules compared to acids, Chen et al. found the same dependence on

lipophilicity as Gleeson but also showed that there is an additional variation caused

by the fraction of the molecule that is included in the “molecular framework”: the

fraction of the heavy atoms that are included inside the part of the molecule

bounded by rings. The higher this fraction, the more potent the inhibitors. This

suggests that having more of the molecule as side chains rather than core is

beneficial. A QSAR study of the inhibition of the usual five isoforms found

that topological features such as aromatic count and fraction of sp2 atoms had a

significant effect on inhibition potency in a dataset of over 17,000 molecules

[50]. The initial analysis of the same dataset found a number of substructural

elements that are associated with reduced or enhanced inhibition (Fig. 8) [51].

Beneficial elements include hydroxyls, amines, carboxylic acids, imides, ureas,

and oxolanes. By contrast, thiophenes, pyrimidines, indoles, benzodioxoles, and

naphthalenes are associated with enhanced inhibition.

The impact of changing the shape of a molecule can be deduced in a very clean

fashion by investigating the change in potency observed when a chiral compound is

inverted. All the physical properties of a molecule remain identical, only the shape

changes. Leach et al. reported that measured pIC50 differences between

enantiomers have 95% confidence interval range of 0.68 log units for 1A2, 0.62

log units for 2C9, 0.72 log units for 2C19, 0.98 log units for 2D6, and 0.66 log units

for 3A4. Even when experimental variation is factored out of these differences,

95% confidence interval ranges of 0.56, 0.44, 0.64, 0.78, and 0.23 log units

respectively are found. These differences are larger than most of those predicted

to be caused by substantial changes in molecular weight or lipophilicity [12]. When

trying to avoid inhibition of CYPs, the shape of a molecule is a dominant factor.

How to bring about a change in shape should be considered with higher priority

than reducing molecular weight and lipophilicity, at least in so far as avoiding CYP
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inhibition is concerned; the influence of those properties on the rest of a molecule’s

profile is beyond doubt [10–12, 52]. A fuller understanding of the set of interactions

in three dimensions that cause binding between inhibitors and the CYPs should aid

in selecting how to alter the molecules shape to best effect. Crystal structures of the

protein–ligand complex should aid this process.

4.3.1 Strategic Approach

Attempting to reduce lipophilicity and molecular weight is generally beneficial to a

molecule’s pharmaceutical properties. The influence of lipophilicity and molecular

weight on CYP inhibition is weak. Changes to the shape of a molecule are more

likely to have a substantial effect. In particular, the removal of flat, aromatic regions

should be considered, and the introduction of chirality or twisting could be

attempted. Obtaining a crystal structure of the complex of a representative of the

series with the relevant CYP could be considered in particularly serious cases.

5 Metal Chelation

The active site of the CYPs contains an iron atom encircled by a porphyrin-based

heme and linked to the protein through a deprotonated cysteine atom. As shown in

Fig. 3, the iron atom samples three different oxidation states during the catalytic

cycle although only two of these are in coordination states that have one apex of the

octahedral arrangement either vacant or with an exchangeable (water) ligand

present. The FeII and FeIII oxidation states each have three spin states available

(singlet, triplet, and quintet for FeII and doublet, quartet, and sextet for FeIII)

[34, 39, 41, 53]. Each of these spin states will have a different propensity to form

interactions with particular ligand types. This variability may be one further aspect

of the CYPs that allow such a broad range of chemotypes to cause inhibition.

The spectroscopic characterization of iron–porphyrin complexes is long

established and, indeed, it is one of the characteristic spectroscopic features of

Fig. 8 Examples of substructures that are found to reduce (in green) or increase (in red) inhibition
of CYPs according to Veith et al. [51]
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such systems that leads to the P450 label of these enzymes [54–56]. Changes in the

nature of the coordination of the iron atom perturb the populations of the various

spin states and lead to distinctive spectroscopic changes. Hence, inhibitors that bind

directly to iron can be distinguished spectroscopically from those that do not.

Inhibitors that have their effect without binding to iron are styled type I and those

that do bind type II [57]. It is to be expected that a direct bond to iron should lead to

enhanced inhibition although, as with all interaction types, this will depend upon

whether the metal–ligand bond can offset the desolvation penalty for both the metal

and the ligand [58].

As previously mentioned, the steric environment around the iron atom is particu-

larly crowded and rigid and, hence, it is difficult to envisage anything other than a

mono-dentate binding mode. Thus, some inhibitors that employ groups deliberately

chosen to bind to metals by exploiting the entropic advantage that can arise through

bidentate (or higher oligodentate) interactions may not bind to the CYPs using the

metal binding group. For instance, the matrix metalloproteinase inhibitor Prinomastat

(Fig. 9) includes a hydroxamate, which is a well-known zinc binding group. The

crystal structure of this compound in complex with CYP 2D6 reveals that rather than

using this bidentate metal binding group to interact with the iron, the alternative

pyridyl nitrogen is employed [28].

It is interactions with aromatic nitrogen atoms like that in Prinomastat that are

the predominant feature of inhibitors that exploit binding to iron in CYP inhibition.

It is well understood now that reducing the molecular weight and lipophilicity of

compounds can improve many of their pharmaceutical properties and their likelihood

of success in the clinic [10–12, 52, 59, 60]. One of the means by which one might

think to reduce lipophilicity is to introduce polar groups, which inevitably increases

molecular weight. Alternatively, the removal of lipophilic groups might be

considered, albeit with a risk of reduced potency. One highly attractive option is to

transform aromatic carbon atoms to aromatic nitrogen, which lowers lipophilicity

with only a tiny increase in molecular weight. It is a common procedure during

medicinal chemistry programs to attempt the introduction of one or more nitrogen

atoms into a lead series with the aim of finding a location in which this feature does

not substantially diminish the potency of the series [61]. One of the few negative

consequences of introducing such a nitrogen is that it may enhance inhibition of

CYPs by binding to the iron.

Fig. 9 The two metal binding groups in Prinomastat are highlighted
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Binding to iron by inhibitors containing aromatic nitrogen atoms has been long

known [62], with this feature being deliberately present in a number of marketed

compounds which have CYPs as their target, e.g., metyrapone, fluconazole,

econazole, and abiraterone (Fig. 10) [63–66].

The extra inhibition caused by compounds containing pyridines, imidazoles, and

triazoles compared to other compounds with identical lipophilicities was quantified

by Riley et al. [67]. By comparing a dataset containing 11 compounds that each had

one or other of those substructures and a dataset containing 19 compounds that did

not, potency of inhibition of 3A4 is enhanced by 1.3 log units (~20 fold) at the same

measured logD7.4 for compounds containing one of the metal binding groups. Such

an approach was extended further by Leach and Kidley, who studied all five of the

usual isoforms in the AstraZeneca database and Ritchie et al. who examined the

GSK database [34, 46].

Leach and Kidley studied 14 different heteroaromatic rings and found that even

when weighted for the differences in their lipophilicity, compounds containing

certain heteroaromatics were significantly more likely to be potent inhibitors of

CYPs than compounds that did not contain them. In particular, imidazole, oxazole,

isoquinoline, pyridine, and pyrimidine were found to be more potent than expected

across all isoforms. These are shown in Fig. 11 in which the atom likely to form a

bond to iron is indicated in red. When examining a similar set of heteroaromatics,

Ritchie et al. focused on inhibition of 2C9, 2C19, and 3A4 which they had previously

found to be more sensitive to the presence of heteroaromatic and heteroaliphatic rings

[48]. Leach and Kidley observed the same enhanced sensitivity for 2C9, 2C19, and

3A4 compared to 1A2 and 2D6 and attribute this to differences in the degree of

occlusion of the iron atom in the various observed protein crystal structures. Ritchie

et al. did not seek out ring types that can bind to iron but rather those that showed

enhanced inhibition. They found that thiophene, tetrazole, 1,2,3-triazole, isoxazole,

pyridine, imidazole, and thiazole show a degree of enhanced inhibition of P450. As

indicated in Fig. 11, most of these also have a nitrogen atom capable of forming an

interaction with iron. The two studies contrast in whether they constrained the atoms

adjacent to the indicated atom to be unsubstituted (Leach and Kidley) or not (Ritchie

et al.). This difference provides some of the rationale for the differences observed.

The effect of fluorination or methylation adjacent to a pyridyl nitrogen was studied by

Leach and Kidley who found that both groups effectively eliminate the ability to

Fig. 10 Examples of compounds designed to include metal binding elements
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complex the heme iron [34]. This steric effect does not diminish the nitrogen’s ability

to form hydrogen bonds with water to the same extent such that pyridyls with ortho-

binding groups are less likely to be inhibitors than general compounds of the same

lipophilicity. Both the AstraZeneca and GSK studies also found heteroaromatic rings

that contain a potential iron binding group that are actually less likely to be inhibitors

than other compounds of the same lipophilicity, and these are also indicated in

Fig. 11. The studies agree on most heterocycles but diverge on the conclusions

concerning oxazole and tetrazole. Such differences can be a useful prompt for

discussion [68].

Leach and Kidley also performed quantum mechanical calculations in order to

be able to make predictions about heteroaromatic rings that are not currently well

represented in the dataset and to provide further understanding of the binding event

between iron and nitrogen. The geometries of the complexes of imidazoles and

pyridines were compared to those observed in crystal structures of the complexes of

inhibitors and CYPs. These showed that the computed geometry for complexes to

iron as FeIII in its doublet state was in best agreement and that rotation about the

Fe–N axis has essentially no barrier making this a very flexible interaction type.

Computed gas phase complexation energies alone were not able to reproduce trends

in binding energies. However, differences between the complexation energy to iron

and hydrogen bonding to water were able to correct this. It should be noted that the

case that this provided the largest correction to was oxazole which the results of

Ritchie et al. suggest may not be as potent an inhibitor as found by Leach and

Fig. 11 Sets of heteroaromatic rings found to increase (in red) or decrease (in green) inhibition of
CYPs by Leach and Kidley or Ritchie et al. [34, 46]
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Kidley. Having a quantum mechanical procedure enabled predictions to be made

for heteroaromatic rings that have not yet been reported but were suggested by Pitt

et al. [69].

Quantummechanical studies had also been performed by Balding et al. who exam-

ined potential binding modes of imidazole, 1,2,4-triazole, and pyridine containing

compounds [53]. Rather than simply studying isolated molecules or complexes, they

studied the process that happenswhen the aza nitrogen approaches the complex of FeIII

porphyrin with water bound. They found that during the initial approach, a hydrogen

bond is formed between the nitrogen atom and the iron bound water. A structure in

which this interaction is present had been reported for fluconazole with a CYP from

Mycobacterium tuberculosis [70]. The process of displacement requires the water to

leave, forming a pentacoordinate iron atom, before the nitrogen atom is able to

approach and form a bond to iron. They found that during this dissociation, it is

possible that the spin states approach one another closely in energy and a spin flip is

possible (from the ground state doublet of the hexacoordinate complex) unless the

nitrogen ligand is already proximal as it retains the doublet ground state.

5.1 Strategic Approach

A number of approaches can be taken to reduce CYP inhibition for compounds in

which iron binding is thought likely. If the heteroaromatic is one of those mentioned

as detrimental, the introduction of substituents (even just F or Me) adjacent to the

likely iron binding nitrogen atom or exchanging the heteroaromatic for one of the

alternatives identified as beneficial could be considered. Alternatively, if a number

of transformed examples are possible but their iron binding liability is not known,

they could be subject to quantum mechanical calculations.

6 Reactive Metabolites and Mechanism-Based Inhibition

Thus far, the focus has been on compounds that inhibit CYPs in a reversible way.

It is in the nature of the CYPs that they transform some compounds (usually by

oxidation) as described above such that the resulting compound is reactive. If this

metabolite reacts with the CYP that generated it, then this is a mechanism-based

inhibitor (MBI). MBIs were discussed in great detail by Orr et al., but earlier

surveys also highlight similar points [71–74]. CYP MBIs carry even more safety

risks than reversible inhibitors. By irreversibly preventing their own metabolism,

they can reach elevated, dangerous levels upon repeat dosing. The effect of their

inhibition does not necessarily reduce once treatment is eliminated, and so

prolonged effects can ensue; the elimination of the effect depends upon the turnover

of the CYP. Covalently modified proteins can be immunogenic, and antibodies can

be raised to the complex of MBIs with CYPs leading to dangerous immune
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responses. Detection of MBIs of CYPs requires assays to be run at different time

points to monitor the decrease in activity with time and requires the presence of

NADPH and the requisite machinery for turnover of the enzyme.

There are particular substructures that have been associated with MBI, and these

are shown in Figs. 12, 13, and 14 along with the presumed metabolite that causes

the irreversible inhibition [71]. It is often the case that the substrate that becomes

the reactive species is itself the product of metabolism, notably phenolic hydroxyls

which originate from oxidation of the aromatic ring and primary amines resulting

from dealkylation of secondary and tertiary amines. There are three parts of the

CYP that can form irreversible interactions: the iron, the heme, and the protein.

Each of these is implicated as the site of reaction of some of the metabolites

indicated in Figs. 12, 13, and 14. These figures are derived from the review of

Orr et al. and show conceptual ideas of what the liability of each substructure might

be although the details will vary from molecule to molecule and between CYP

isoforms [71]. Examples of each based on a range of drugs and medicinal chemistry

programs are also provided by Orr et al. [71].

The heme including its nitrogens is not particularly reactive, but the generation

of highly reactive species in close proximity to it prompts this otherwise inert group

to engage in reaction. Figure 12 shows some substructures that have been found to

Fig. 12 Substructures reported to occur in MBIs of CYPs and which generate metabolites that

react with the heme [71]
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generate species that react with the heme group. These tend to involve highly

reactive electrophiles or radicals. Compounds that act in this way are detectable

because of the changes caused to the UV/vis spectra of the system. By contrast, the

reactions that modify the protein need not significantly alter these spectra. In

Fig. 13, a number of the substructures that generate species that react with the

protein are shown. These tend to be less reactive electrophiles. The final class of

MBIs usually identified are those that lead to very tight binding to the iron atom

shown in Fig. 14. In particular, nitroso compounds and some carbenes are able to

bind very tightly to iron in its FeII state. These tend to bind so tightly that they

cannot be displaced by CO or O2 and hence halt the catalytic cycle in its early

stages. These complexes provide a very distinctive UV/vis spectrum because the

iron is in its FeII state [56].

Fig. 13 Substructures reported to occur in MBIs of CYPs and which generate metabolites that

react with the protein [71]
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A number of attempts to eliminate or decrease MBI have been discussed in the

literature. Two broad strategies are employed. The first is to reduce the metabolism

that generates the reactive intermediate. This could be done by lowering

the lipophilicity thereby reducing the rate of the transformation to the reactive

intermediate. Whereas the link between lipophilicity and CYP inhibition is not very

strong, the link to the degree of metabolism is tighter [12, 52]. In this approach,

the problematic substructure in the molecule may be retained, but the degree to

which it generates any reactive species is attenuated. An example of this is shown in

Fig. 15 taken from the STAT6 inhibitor program at Astellas [75]. The morpholine

10 shows clear MBI of 3A4, but when the morpholine is transformed to the

N-hydroxyethyl group in 11, the lipophilicity is reduced by over a log unit and

TDI could not be detected. Alternatively, the metabolism could be redirected

elsewhere in the molecule. For instance, the PI3-kinase δ inhibitor 12 (Fig. 16) is

hypothesized to undergo activation of the indole moiety through epoxidation and

formation of a p-quinoneimine and consequent reaction with the protein of 3A4

[76]. No metabolism is detected at the piperazine, but by transforming this to the

fused morpholine–piperazine in 13, metabolism is directed to this moiety and TDI

significantly reduced. This strategy presumably benefits from the reduced

lipophilicity of the metabolites of 13 which are therefore less likely to undergo

metabolism to form the reactive intermediate. A final approach in this category is to

block the metabolism that leads to the reactive group. This is illustrated by

potassium channel KCNQ2 opener 14 (Fig. 17) which is activated via initial

oxidation to 15 then quinoneiminium formation [73]. This can be blocked by

introduction of a fluorine atom at the site that is oxidized, as in 16 [77].

The second strategy is to remove the substructure that is responsible for

generating the reactive intermediate or to modify it in such a way that it can no

Fig. 14 Substructures

reported to occur in MBIs

of CYPs and which generate

metabolites that form

effectively irreversible

interactions with the iron

atom [71]
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longer undergo the requisite activation. An example of this is taken from

the optimization of some PYK2 inhibitors [78]. Compound 17 containing the

p-diaminophenyl group highlighted in red can generate p-diimine species

analogous to a p-quinone. This in turn can react with the 3A4 protein. By simply

inverting the amide, the substructure that causes the liability is removed, and the

PYK2 activity is retained (Fig. 18).

Fig. 15 An example in which mechanism-based inhibition is reduced by decreasing the rate of

metabolism by modulating the lipophilicity of the molecule

Fig. 16 An example in which metabolism is redirected away from the substructure that causes

mechanism-based inhibition (the indole highlighted in red)

Fig. 17 An example in which metabolism that causes mechanism-based inhibition is blocked
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6.1 Strategic Approach

Reduce the rate of the metabolism that generates the reactive intermediate by

reducing lipophilicity, introducing blocking groups, or redirecting the metabolism

elsewhere. If possible, eliminate the substructure that is transformed into the

reactive intermediate.

7 Examples of Successful Reduction of P450 Liability

There are a number of literature surveys of structural changes that have effected

beneficial changes to molecules. Among these, the survey of bioisosteres of

Meanwell is a good recent example and includes a number of structural changes

that reduce CYP inhibition [79]. For examples of how to modulate MBI, the review

of Orr is a very comprehensive survey [71]. This section complements the earlier

publications by providing a selection of interesting examples abstracted from the

literature. These show significant changes in CYP inhibition against one or several

isoforms and are grouped by the present author according to the factor that is likely

to be most significant in causing the change. The first tables [1–3] illustrate

improvements in CYP inhibition caused by changes in shape, those caused by

changes in lipophilicity and those caused by a combination of these two factors.

Table 4 includes improvements caused by changing or removing a metal binding

group, some of these examples also exploit a change in shape. Table 5 contains a

small selection of examples where changing the charge type of a molecule has a

large influence on CYP inhibition. These include a small number of repeats from

earlier tables. Table 6 contains a range of changes in reversible CYP inhibition that

could not readily be rationalized. Table 7 contains some examples of variations in

TDI caused by either reducing metabolism or by eliminating the metabolic group.

Wherever possible a computed lipophilicity (AlogP) is provided to enable the

reader to judge the degree to which lipophilicity is responsible for any change.

The isoform being varied is indicated in each case. Where potency is assessed by

full IC50 measurement, these values are quoted (usually in μM units). Where only a

single concentration has been evaluated, a percentage inhibition value is quoted

along with the concentration at which it is measured.

Fig. 18 An example in which the substructure responsible for mechanism-based inhibition is

removed
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C
l
1
1
B
2
:
8
8
.8

n
M

R
¼

C
l
C
Y
P
1
7
:
3
7
%

R
¼

C
l
C
Y
P
1
9
:
3
3
0
n
M

R
¼

B
r
1
1
B
1
:
2
6
.2

n
M

R
¼

B
r
1
1
B
2
:
9
2
.8

n
M

R
¼

B
r
C
Y
P
1
7
:
1
3
%

R
¼

B
r
C
Y
P
1
9
:
2
7
n
M

A
t
2
.5

μM

D
o
u
b
le

b
o
n
d
is
o
m
er
s

M
o
d
el
in
g
to

ra
ti
o
n
al
iz
e
ef
fe
ct

o
f
ch
an
g
e
in

sh
ap
e

M
et
al

ch
el
at
io
n
ab
il
it
y
ch
an
g
ed

b
y
ch
an
g
e
in

sh
ap
e

U
lm

sc
h
n
ei
d
er

[9
3
]
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T
a
b
le

2
M
o
d
u
la
ti
o
n
o
f
re
v
er
si
b
le

C
Y
P
in
h
ib
it
io
n
d
o
m
in
at
ed

b
y
li
p
o
p
h
il
ic
it
y
re
d
u
ct
io
n

E
x
am

p
le

n
u
m
b
er

P
ro
b
le
m

m
o
le
cu
le

P
o
te
n
cy

o
f
p
ro
b
le
m

m
o
le
cu
le

Im
p
ro
v
ed

m
o
le
cu
le

P
o
te
n
cy

o
f
im

p
ro
v
ed

m
o
le
cu
le

C
o
m
m
en
ts
an
d

re
fe
re
n
ce

1

A
lo
g
P
¼

5
.6

2
C
9
:
1
.9

μM

A
lo
g
P
¼

4
.6

2
C
9
:
3
2
.0

μM
In
tr
o
d
u
ce

p
o
la
ri
ty

S
p
ar
k
s
[9
6
]

2
R
1
¼

H
,
R
2
¼

M
e
C
Y
P
1
9
:
4
.8

μM
A
lo
g
P
¼

3
.9

R
1
¼

M
e,
R
2
¼

H
C
Y
P
1
9
:
4
.1

μM
A
lo
g
P
¼

3
.9

R
1
¼

M
e,
R
2
¼

M
e
C
Y
P
1
9
:
3
.7

μM
A
lo
g
P
¼

4
.2

A
lo
g
P
¼

3
.6

C
Y
P
1
9
:
4
1
μM

R
em

o
v
e
li
p
o
p
h
il
ic
it
y

M
in

[9
7
]

3

A
lo
g
P
¼

3
.6

3
A
4
:
1
.0

μM

A
lo
g
P
¼

3
.0

3
A
4
:
>
1
0
.0

μM
In
tr
o
d
u
ce

p
o
la
ri
ty

K
ak
u
[8
4
]

4

A
lo
g
P
¼

6
.6

2
C
1
9
:
0
.3

μM

A
lo
g
P
¼

5
.5

2
C
1
9
:
le
ss

p
o
te
n
t

R
em

o
v
e
li
p
o
p
h
il
ic
it
y

G
ib
so
n
[9
8
]

5

A
lo
g
P
¼

6
.6

3
A
4
:
0
.4
4
μM

A
lo
g
P
¼

5
.5

3
A
4
:
5
6
.0

μM
R
em

o
v
e
li
p
o
p
h
il
ic
it
y

*
N
eu
tr
al

to
ac
id

C
h
en

[8
7
]

6

A
lo
g
P
¼

3
.8

3
A
4
:
0
.3
8
μM

A
lo
g
P
¼

3
.2

3
A
4
:
>
2
0
.0

μM
In
tr
o
d
u
ce

p
o
la
ri
ty

R
em

o
v
e
li
p
o
p
h
il
ic
it
y

Z
h
an
g
[9
9
]
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T
a
b
le

3
M
o
d
u
la
ti
o
n
o
f
re
v
er
si
b
le

C
Y
P
in
h
ib
it
io
n
b
y
a
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m
b
in
at
io
n
o
f
sh
ap
e
ch
an
g
es

an
d
li
p
o
p
h
il
ic
it
y
re
d
u
ct
io
n

E
x
am

p
le

n
u
m
b
er

P
ro
b
le
m

m
o
le
cu
le

P
o
te
n
cy

o
f
p
ro
b
le
m

m
o
le
cu
le

Im
p
ro
v
ed

m
o
le
cu
le

P
o
te
n
cy

o
f
im

p
ro
v
ed

m
o
le
cu
le

C
o
m
m
en
ts
an
d
re
fe
re
n
ce

1

A
lo
g
P
¼

5
.5

1
A
2
:
6
1
%

2
C
9
:
7
5
%

2
C
1
9
:
8
5
%

2
D
6
:
6
7
%

3
A
4
:
6
1
%

A
t
1
0
μM

A
lo
g
P
¼

3
.5

1
A
2
:
<
5
0
%

2
C
9
:
<
5
0
%

2
C
1
9
:
<
5
0
%

2
D
6
:
8
6
%

3
A
4
:
<
5
0
%

A
t
1
0
μM

M
o
v
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

A
d
am

s
[1
5
]

2

A
lo
g
P
¼

5
.5

1
A
2
:
3
8
%

2
C
9
:
8
7
%

2
C
1
9
:
9
2
%

2
D
6
:
7
3
%

3
A
4
:
7
7
%

A
t
1
0
μM

A
lo
g
P
¼

3
.6

1
A
2
:
2
9
%

2
C
9
:
3
9
%

2
C
1
9
:
2
5
%

2
D
6
:
5
%

3
A
4
:
3
3
%

A
t
1
0
μM

L
ar
g
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

L
au
fe
r
[1
6
]

3

A
lo
g
P
¼

6
.7

2
C
9
:
0
.7

μM

A
lo
g
P
¼

5
.8

2
C
9
:
6
.7

μM
C
y
cl
iz
at
io
n

In
tr
o
d
u
ce

p
o
la
ri
ty

S
p
ar
k
s
[8
0
]

4

A
lo
g
P
¼

6
.5

3
A
4
:
6
6
%

A
t
1
0
μM

A
lo
g
P
¼

5
.7

3
A
4
:
1
4
%

A
t
1
0
μM

C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

M
iw
a
[1
0
0
]
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5

A
lo
g
P
¼

5
.7

3
A
4
:
1
4
%

A
t
1
0
μM

A
lo
g
P
¼

4
.5

3
A
4
:
0
%

A
t
1
0
μM

L
ar
g
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

M
iw
a
[1
0
0
]

6

A
lo
g
P
¼

5
.1

2
D
6
:
0
.3

μM

A
lo
g
P
¼

4
.4

2
D
6
:
>
6
μM

C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

L
i
[8
3
]

7

A
lo
g
P
¼

5
.5

1
A
2
:
6
1
%

2
C
9
:
7
5
%

2
C
1
9
:
8
5
%

2
D
6
:
6
7
%

3
A
4
:
6
1
%

A
t
1
0
μM

A
lo
g
P
¼

5
.1

1
A
2
:
0
%

2
C
9
:
1
9
%

2
C
1
9
:
1
9
%

2
D
6
:
0
%

3
A
4
:
3
8
%

A
t
1
0
μM

L
ar
g
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

L
au
fe
r
[1
0
1
]

8

A
lo
g
P
¼

4
.4

3
A
4
:
0
.0
1
4
μM

A
lo
g
P
¼

3
.4

3
A
4
:
1
5
.0

μM
C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

*
N
eu
tr
al

to
ac
id

H
o
ls
w
o
rt
h
[1
0
2
]

9

A
lo
g
P
¼

5
.8

3
A
4
:
0
.0
8
4
μM

A
lo
g
P
¼

3
.8

3
A
4
:
4
.0

μM
M
o
v
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

D
eg
n
an

[1
0
3
] (c
o
n
ti
n
u
ed
)
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T
a
b
le

3
(c
o
n
ti
n
u
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)

E
x
am

p
le

n
u
m
b
er

P
ro
b
le
m

m
o
le
cu
le

P
o
te
n
cy

o
f
p
ro
b
le
m

m
o
le
cu
le

Im
p
ro
v
ed

m
o
le
cu
le

P
o
te
n
cy

o
f
im

p
ro
v
ed

m
o
le
cu
le

C
o
m
m
en
ts
an
d
re
fe
re
n
ce

1
0

A
lo
g
P
¼

5
.0

3
A
4
:
0
.2
3
μM

A
lo
g
P
¼

4
.9

3
A
4
:
5
6
.0

μM
L
ar
g
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

C
h
en

[8
7
]

1
1

A
lo
g
P
¼

5
.6

1
A
2
:
0
.7

μM
2
B
6
:
1
.1

μM
2
C
8
:
0
.3

μM
2
C
9
:
0
.8

μM
2
C
1
9
:
2
.2

μM
2
D
6
:
0
.0
2
μM

2
E
1
:
5
0
.0

μM

A
lo
g
P
¼

5
.3

1
A
2
:
5
0
.0

μM
2
B
6
:
5
0
.0

μM
2
C
8
:
0
.7

μM
2
C
9
:
0
.9

μM
2
C
1
9
:
5
0
.0

μM
2
D
6
:
0
.1

μM
2
E
1
:
5
0
.0

μM

C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

F
o
ti
[9
2
]

1
2

A
lo
g
P
¼

5
.0

1
A
2
:
0
.7

μM
2
B
6
:
1
.1

μM
2
C
8
:
0
.3

μM
2
C
9
:
0
.8

μM
2
C
1
9
:
2
.2

μM
2
D
6
:
0
.0
2
μM

2
E
1
:
5
0
.0

μM

A
lo
g
P
¼

3
.6

1
A
2
:
1
0
.7

μM
2
B
6
:
2
0
.0

μM
2
C
8
:
3
.4

μM
2
C
9
:
2
.3

μM
2
C
1
9
:
5
0
.0

μM
2
D
6
:
9
.1

μM
2
E
1
:
5
0
.0

μM

M
o
v
e
su
b
st
it
u
en
t

R
em

o
v
e
li
p
o
p
h
il
ic
it
y

F
o
ti
[9
2
]

1
3

A
lo
g
P
¼

5
.6

1
A
2
:
0
.7

μM
2
B
6
:
1
.1

μM
2
C
8
:
0
.3

μM
2
C
9
:
0
.8

μM
2
C
1
9
:
2
.2

μM
2
D
6
:
0
.0
2
μM

2
E
1
:
5
0
.0

μM

A
lo
g
P
¼

3
.6

1
A
2
:
5
0
.0

μM
2
B
6
:
5
0
.0

μM
2
C
8
:
5
0
.0

μM
2
C
9
:
5
0
.0

μM
2
C
1
9
:
5
0
.0

μM
2
D
6
:
5
0
.0

μM
2
E
1
:
5
0
.0

μM

M
o
v
e
su
b
st
it
u
en
t

In
tr
o
d
u
ce

p
o
la
ri
ty

R
em

o
v
e
li
p
o
p
h
il
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it
y

*
N
eu
tr
al

to
ac
id

F
o
ti
[9
2
]
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1
4

A
lo
g
P
¼

3
.2

3
A
4
:
0
.5

μM

A
lo
g
P
¼

4
.0

3
A
4
:
2
5
.0

μM
C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

Y
u
an

[1
0
4
]

1
5

A
lo
g
P
¼

5
.4

1
A
2
:
4
1
%

2
B
6
:
2
4
%

2
C
9
:
7
8
%

2
C
1
9
:
6
2
%

2
D
6
:
2
3
%

3
A
4
:
9
%

A
t
1
μM

A
lo
g
P
¼

5
.0

1
A
2
:
2
2
%

2
B
6
:
1
4
%

2
C
9
:
3
5
%

2
C
1
9
:
<
5
%

2
D
6
:
2
3
%

3
A
4
:
2
3
%

A
t
1
μM

C
h
an
g
e
to
p
o
lo
g
y

In
tr
o
d
u
ce

p
o
la
ri
ty

L
u
ca
s
[9
4
]

1
6

A
lo
g
P
¼

2
.8

3
A
4
:
2
.5

μM

A
lo
g
P
¼

2
.6

3
A
4
:
>
2
0
.0

μM
C
y
cl
iz
at
io
n

R
em

o
v
e
li
p
o
p
h
il
ic
it
y

Z
h
an
g
[9
9
]
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M
o
d
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o
f
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v
er
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b
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C
Y
P
in
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m
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b
y
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m
et
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b
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d
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g
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E
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p
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n
u
m
b
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P
ro
b
le
m

m
o
le
cu
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P
o
te
n
cy

o
f
p
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b
le
m

m
o
le
cu
le

Im
p
ro
v
ed

m
o
le
cu
le

P
o
te
n
cy

o
f
im

p
ro
v
ed

m
o
le
cu
le

C
o
m
m
en
ts
an
d
re
fe
re
n
ce

1

A
lo
g
P
¼

3
.5

2
D
6
:
8
6
%

A
t
1
0
μM

A
lo
g
P
¼

2
.9

2
D
6
:
7
%

A
t
1
0
μM

S
te
ri
c
b
lo
ck

M
o
d
u
la
ti
o
n

A
d
am

s
[1
5
]

2

A
lo
g
P
¼

5
.5

1
A
2
:
3
8
%

2
C
9
:
8
7
%

2
C
1
9
:
9
2
%

2
D
6
:
7
3
%

3
A
4
:
7
7
%

A
t
1
0
μM

A
lo
g
P
¼

6
.0

1
A
2
:
5
5
%

2
C
9
:
8
0
%

2
C
1
9
:
8
8
%

2
D
6
:
7
3
%

3
A
4
:
8
1
%

A
t
1
0
μM

A
tt
em

p
te
d
st
er
ic

b
lo
ck

to
p
re
v
en
t

m
et
al

b
in
d
in
g
d
id

n
o
t
w
o
rk

L
au
fe
r
[1
6
]

3

A
lo
g
P
¼

4
.3

3
A
4
:
9
6
%

A
t
1
0
μM

A
lo
g
P
¼

3
.5

3
A
4
:
1
6
%

A
t
1
0
μM

R
em

o
v
al

T
aj
im

a
[1
0
5
]

4

A
lo
g
P
¼

4
.3

3
A
4
:
9
6
%

A
t
1
0
μM

A
lo
g
P
¼

4
.4

3
A
4
:
4
0
%

A
t
1
0
μM

S
te
ri
c
b
lo
ck

C
l,
C
N
,
S
M
e
le
ss

ef
fe
ct
iv
e
th
an

F

T
aj
im

a
[1
0
5
]

5

A
lo
g
P
¼

4
.3

3
A
4
:
9
6
%

A
t
1
0
μM

A
lo
g
P
¼

3
.9

3
A
4
:
2
1
%

A
t
1
0
μM

S
te
ri
c
b
lo
ck

N
H
A
c
eq
u
al
ly

ef
fe
ct
iv
e

T
aj
im

a
[1
0
5
]
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6

A
lo
g
P
¼

6
.5

3
A
4
:
6
6
%

A
t
1
0
μM

A
lo
g
P
¼

7
.1

3
A
4
:
3
6
%

A
t
1
0
μM

R
em

o
v
al

M
iw
a
[1
0
0
]

7

A
lo
g
P
¼

4
.2

2
D
6
:
0
.3

μM

A
lo
g
P
¼

3
.6

2
D
6
:
4
.0

μM
M
o
d
u
la
ti
o
n

B
er
li
n
[8
8
]

8

A
lo
g
P
¼

3
.5

3
A
4
:
7
1
%

A
t
5
μM

A
lo
g
P
¼

5
.2

3
A
4
:
<
5
%

A
t
5
μM

R
em

o
v
al

W
u
st
ro
w

[9
0
]

9

C
h
ar
ac
te
ri
ze
d
as

T
y
p
e
II

A
lo
g
P
¼

5
.6

2
D
6
:
0
.0
4
μM

C
h
ar
ac
te
ri
ze
d
as

T
y
p
e
I

A
lo
g
P
¼

6
.2

2
D
6
:
0
.7
1
μM

R
em

o
v
al

W
o
o
d
[9
1
]

1
0

A
lo
g
P
¼

3
.5

2
0
R
C
Y
P
1
7
:
1
.5
2
μM

2
0
S
C
Y
P
1
7
:
0
.5
4
μM

A
lo
g
P
¼

3
.9

2
0
R
C
Y
P
1
7
:
>
2
.5

μM
2
0
S
C
Y
P
1
7
:
1
.5
2
μM

R
em

o
v
al

U
V
/v
is
d
et
ec
ti
o
n
o
f
m
et
al
b
in
d
in
g

R
ev
er
si
b
le

b
in
d
in
g

H
ar
tm

an
n
[1
0
6
]

1
1

A
lo
g
P
¼

2
.4

1
A
2
:
2
.0

μM
2
B
6
:
<
5
0
.0

μM
2
C
9
:
5
8
.9

μM
2
C
1
9
:
<
2
0
0
μM

2
D
6
:
1
7
1
μM

3
A
4
:
1
2
7
μM

A
lo
g
P
¼

4
.2

1
A
2
:
>
1
5
0
μM

2
B
6
:
<
1
0
0
μM

2
C
9
:
2
.9

μM
2
C
1
9
:
9
.2

μM
2
D
6
:
<
5
0
μM

3
A
4
:
<
5
0
μM

M
o
d
u
la
ti
o
n

L
u
ca
s
[1
0
7
]
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o
n
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n
u
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)
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Tactics highlighted in Tables 1 and 3 include the movement of substituents

around rings, inversion of chirality, double bond isomerism, the introduction of

large substituents, changing topology, cyclization, and ring breaking. Table 2

includes examples of the introduction of polarity, the removal of lipophilicity a

subset of which also include changes in charge type. Table 4 includes examples in

which the metal binder is removed, sterically blocked or modulated. Table 5 is

dominated by changes in which an acid is introduced to a molecule but also

includes one example where a base was introduced. Table 6 includes an interesting

set in which tetrazole is exchanged for a range of alternative common acid isosteres,

for which many possible causes, including lipophilicity and pKa, could contribute

to the observed changes. Finally, a small selection of structural changes that

modulate MBIs is shown, a much more thorough set of such changes are provided

by Orr et al. [71].
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Avoiding PXR and CAR Activation

and CYP3A4 Enzyme Induction

Michael W. Sinz

Abstract Avoiding drug–drug interactions is an important aspect of today’s drug

discovery and development process. The most significant of these interactions

occur through changes in the enzyme level of CYP3A4 which is involved in the

metabolism of many drugs. Increases in the expression of CYP3A4 mRNA and

enzyme activity can occur through several mechanisms, the most predominant of

which is the activation of transcription factors, such as the nuclear hormone

receptors pregnane X receptor (PXR) and constitutive androstane receptor (CAR).

Through an understanding of interactions between drugs (ligands) and the ligand

binding pockets of these receptors, several laboratories have attenuated the binding

interactions and significantly reduced the potential for CYP3A4 induction and

ultimately drug–drug interactions.

Keywords Constitutive androstane receptor, CYP3A4, Drug discovery, Drug-

drug interactions, Pregnane X receptor, Structure-activity-relationship
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1 Introduction

In today’s healthcare system, patients routinely take multiple medications on a daily

basis and, as such, the risk of adverse events due to drug–drug interactions (DDIs) has

increased significantly. DDIs are a concern for clinicians and pharmaceutical

companies as they can have a significant impact on patient safety as well as a negative

impact on the financial return on investment if the marketability of a new drug is

restricted due to DDIs. Serious DDIs have contributed to drugs being withdrawn from

the market, changes to labeling, dose adjustments, and in some situations

non-approval notification from regulatory agencies [1, 2]. Consequently, there is a

compelling need in the pharmaceutical industry to avoid, as much as possible, the

development of new drugs that have a potential to cause DDIs.

Drug–drug interactions occur when the efficacy or toxicity of one drug is unduly

affected by coadministration of a second drug. These interactions occur as a result

of changing concentrations of drug-metabolizing enzymes or drug transporters,

both of which play a significant role in the absorption, distribution, metabolism,

and elimination (ADME) of drugs. Inhibition of enzyme activity leads to reduced

metabolism of the parent drug and a decrease in metabolite formation, while

enzyme induction leads to an increase in parent drug metabolism and increased

formation of metabolites. In the case of enzyme inhibition or reduced enzyme

activity, the perpetrator drug (drug that causes the enzyme inhibition) causes a

significant increase in the exposure of the victim drug resulting in exaggerated

pharmacology or increased off-target toxicity. For example, when the CYP3A4

substrate sildenafil (Viagra®) is coadministered with the antiretroviral protease

inhibitor combination of saquinavir/ritonavir (both inhibitors of CYP3A4), there

is an 11-fold increase in the AUC (area under the curve) of sildenafil. This

significant increase in sildenafil systemic exposure necessitates limiting the dose

of sildenafil when given in combination with potent inhibitors of CYP3A4, such as

saquinavir/ritonavir [3]. In one of the most significant interactions, the AUC of

ramelteon (Rozerem®) increases 190-fold when coadministered with fluvoxamine.

The significant magnitude of this interaction stems from two properties of

ramelteon: (1) the elimination of ramelteon is solely by metabolism and

(2) ramelteon is predominately metabolized by CYP1A2 and to a lesser extent by

CYP2C19 and CYP3A4. Fluvoxamine is a potent inhibitor of CYP1A2 and can also

inhibit CYP2C19 and CYP3A4; therefore coadministration of fluvoxamine

abolishes all pathways of ramelteon elimination and significantly increases the

systemic exposure of ramelteon [4].

In the case of enzyme induction or increased enzyme activity, the perpetrator

drug (drug that causes the enzyme induction) causes a significant decrease in the

exposure of the victim drug resulting in a loss of efficacy. Perpetrators of enzyme

induction can be drugs, natural products, or endogenous substrates, such as

hormones. A number of drug-related clinical DDIs are illustrated in the literature

with midazolam as the victim since the disposition of this drug is very sensitive to

changes in CYP3A4 enzyme activity. For example, rifampicin, carbamazepine,
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phenytoin, and pleconaril give rise to 96%, 94%, 94%, and 35% reductions,

respectively, in the midazolam AUC when coadministered (Fig. 1) [5–8]. In

addition to drugs, many natural products also cause DDIs, including the herbal

antidepressant St. John’s Wort which contains the CYP3A4 inducer hyperforin

[9]. Natural products or herbal remedies typically result in highly variable DDI

responses due to the varying amount of inducer or inhibitor in each source or lot of

material. For example, St. John’s Wort has been shown to cause decreases in the

AUC of midazolam that range from 21% to 80% and is dependent on the amount of

hyperforin in each preparation (Fig. 1) [8]. Progesterone is an example of an

endogenous compound that induces drug-metabolizing enzymes [10]. Progesterone

levels increase significantly during pregnancy and lead to induction of the phase II

conjugating enzyme UGT1A1 (uridine diphosphate glucuronosyltransferase 1A1).

Coadministration of the antihypertensive agent labetalol to pregnant woman did not

lead to the appropriate efficacy. In this situation, it was found that labetalol plasma

exposure in pregnant woman dramatically decreased due to increased metabolism

of the drug which is metabolized by UGT1A1 [11].

In addition to the aforementioned scenarios where the perpetrator causes the

induction and a second victim drug is affected, there are situations where a single

drug acts as both perpetrator and victim, referred to as autoinduction. The anticonvul-

sant carbamazepine causes CYP3A4 enzyme induction and this induction increases

the elimination of carbamazepine itself because carbamazepine is predominately

metabolized by CYP3A4 [12]. The antimalarial drug artemisinin also exhibits this
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Fig. 1 Structures of PXR and CAR activators that cause CYP3A4 enzyme induction and DDIs
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effect by inducing CYP2B6, which is significantly involved in artemisinin elimination

[13]. Autoinduction is a phenomenon that can occur anytime a drug induces an

enzyme which is also predominately involved in its own metabolic clearance. The

enzyme being induced generally needs to be a major elimination pathway for the

inducer to have an impact on its own metabolism and efficacy. Therefore, when

understanding the overall liability of an enzyme inducer, a complete understanding

of the major elimination pathways and enzymes involved in elimination of the

perpetrator drug is important to assess potential autoinduction and loss of efficacy.

Although enzyme induction can occur with nearly all drug-metabolizing

enzymes and many drug transporters, the elimination pathway with the greatest

impact in precipitating a DDI is induction of the phase I oxidative enzyme,

CYP3A4. CYP3A4 is involved in the metabolism or elimination of approximately

50% of marketed drugs [14]. Therefore changes in the activity of this enzyme will

have an effect on a significant number of drugs currently prescribed. Table 1 lists

Table 1 List of clinically significant CYP3A4 DDIs (victim drugs) due to enzyme induction after

oral administration of rifampicina

Victim drugs

Percent decrease in victim

drug AUCb

Budesonide, voriconazole, (R)-verapamil, midazolam,

(S)-verapamil, nilvadipine, casopitant, mirodenafil,

ruboxistaurin, alfentanil, triazolam, levomethadyl, buspirone,

telaprevir, nifedipine, brotizolam, simvastatin, ivacaftor,

alprazolam, itraconazole, tolvaptan, toremifene, tamoxifen,

oxycodone, ticagrelor, lersivirine, praziquantel, gefitinib,

propafenone, quinine, quinidine, lurasidone, dienogest, nilotinib,

dasatinib, zopiclone, amprenavir, ketoconazole, ramelteon,

codeine, dronedarone, roflumilast, atorvastatin, gemigliptin

>80–100

atazanavir, rilpivirine, repaglinide, axitinib, macitentan,

methadone, saxagliptin, diazepam, ebastine, (S)-warfarin,

imatinib, dextromethorphan, cyclosporine, zolpidem, gliclazide,

bupropion, saquinavir, (R)-warfarin, ruxolitinib, mycophenolic

acid, propranolol, tacrolimus, zibotentan, mefloquine, lopinavir,

dabigatran, rosiglitazone, ethinyl estradiol, ondansetron,

etoricoxib, glyburide, celecoxib, tolbutamide, maraviroc,

carvedilol, fentanyl, everolimus, ritonavir, caffeine,

disopyramide, norethindrone, antipyrine, doxycycline, bosentan,

tertatolol, ezetimibe, warfarin, efavirenz, aliskiren, celiprolol,

tizanidine, pioglitazone, ranitidine, (S)-bupropion, prednisolone,

zidovudine

>50–80

rivaroxaban, vandetanib, trimethoprim, (R)-bupropion, nevirapine,

risperidone, deferasirox, novobiocin, lamotrigine, pefloxacin,

raltegravir, mexiletine, acetaminophen, losartan, talinolol,

(S)-talinolol, glimepiride, bisoprolol, metoprolol, (R)-talinolol,

linezolid, repaglinide, moxifloxacin, pravastatin, digoxin,

temsirolimus, theophylline, tocainide, morphine, flurbiprofen,

cortisol, fluconazole, dicloxacillin, sulfamethoxazole, glipizide,

nateglinide, ornidazole

>20–50

aData abstracted from the University of Washington Drug Interaction Database [8]
bAll compounds are rank ordered by the maximum change reported in the literature
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many of the victim drugs (CYP3A4 substrates) that have exposure decreases when

coadministered with the potent CYP3A4 enzyme inducer rifampicin. There are

many drugs, such as simvastatin, warfarin, ethinyl estradiol, and cyclosporine,

which have significant pharmacological consequences (i.e., loss of efficacy) when

co-dosed with rifampicin or other potent CYP3A4 enzyme inducers. Table 2 lists

many of the known, clinically relevant CYP3A4 enzyme inducers along with the

measured AUC decrease when each inducer is co-dosed with midazolam

(a sensitive probe substrate which measures CYP3A4 enzyme activity in vitro

and in vivo). The magnitude of each interaction is categorized according to the

guideline recommendations of the FDA and EMA which classify strong, moderate,

or weak inducers as those that decrease AUC of a victim drug (e.g., midazolam) by

>80%, >50–80%, and >20–50%, respectively [15, 16].

All of the aforementioned examples illustrate the end result of enzyme induction,

that being a CYP3A4-mediated clinically relevant DDI which has significant

consequences for patient safety and efficacy. The following sections describe the

mechanisms of CYP450 induction with an emphasis on mechanisms related to

induction of CYP3A4 and how to screen and predict CYP3A4 DDIs. Moreover,

examples of SAR that provide insight into the nature of CYP3A4 inducers as well as

Table 2 List of clinically significant CYP3A4 enzyme inducers (perpetrator drugs) changing the

AUC of orally administered midazolama

Precipitant (inducer)

Therapeutic class of

inducer

Percent change in

midazolam AUCb

Rifampicin Antibiotic �98 Sc

Mitotane Antineoplastic �95 S

Carbamazepine and/or

phenytoin

Anticonvulsants �94 S

Avasimibe Antilipemic �94 S

St. John’s Wort Herbal medication �80 S

Lersivirine Nonnucleoside reverse-

transcriptase inhibitor

(NNRTI)

�51 M

Pleconaril Antiviral �35 W

Ginseng Herbal medication �34 W

Ginkgo Herbal medication �34 W

Armodafinil

(R-modafinil)

Psychostimulant �32 W

Desvenlafaxine Serotonin-norepinephrine

reuptake inhibitor

(SNRI)

�31 W

Danshen Herbal medication �28 W

Clobazam Benzodiazepine �28 W

Echinacea Herbal medication �27 W

Quercetin Food product �24 W

Glycyrrhizin Herbal medication �23 W
aData abstracted from the University of Washington Drug Interaction Database [8]
bMaximum change reported in the literature
cS, strong inducer; M, moderate inducer; W, weak inducer
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practices that have eliminated or attenuated a compound’s propensity for CYP3A4

enzyme induction are described. Decades of research evaluating drugs that inhibit

CYP450 enzymes have led to a wealth of useful information that can provide

guidance to the medicinal chemist in avoiding this liability and similar information

is arising with enzyme induction, in particular for CYP3A4 [17].

2 Mechanisms of CYP450 Enzyme Induction

There are several known mechanisms of enzyme induction: (1) activation

of transcription factors, (2) increased expression of transcription factors, and

(3) stabilization of mRNA or protein, summarized in Fig. 2. By far the predominant

mechanism responsible for inducing the expression of drug-metabolizing enzymes

is activation of transcription factors, such as PXR, CAR, and AhR (pregnane

X receptor, constitutive androstane receptor, and aryl hydrocarbon receptor,

respectively). Table 3 lists the major enzymes/transporters induced by the

transcription factors along with their tissue distribution. PXR and CAR are

predominately responsible for the increased expression and activity of CYP3A4.

An example of PXR-mediated CYP3A4 induction is illustrated by the drug

rifampicin (rifampin) used to treat tuberculosis. As can be seen in Table 2, rifampicin

significantly reduces the exposure of CYP3A4 substrates like midazolam (98%).

Rifampicin binds to PXR as an agonist and “activates” the receptor. In brief, this

activation process involves displacing corepressors bound to PXR and the

RX
R

Activation of Nuclear
Hormone Receptor 

RNA-polymerase Transcription

Gene Promoter Region   Gene

NHR mRNA

Protein

Translation

Stabilization of mRNA
or Protein 

Increased Expression
of Nuclear Hormone

Receptor  

NHR NHR
NHRNHRNHRNHR

Fig. 2 Illustration of the four mechanisms of enzyme induction: (1) receptor activation,

(2) increased expression of NHR, (3) stabilization of mRNA, and (4) stabilization of enzyme
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recruitment of coactivators, as well as inducing binding to a heterodimer partner,

RXR (retinoid X receptor). This complex then initiates transcription of PXR target

genes, as indicated in Table 3 (more details of this mechanism will be described in

subsequent sections describing PXR and CAR).

Increased expression of a transcription factor is another mechanism by which

CYP3A4 can be induced; however, this is a minor mechanism for CYP3A4 and not

a prevalent mechanism for other enzymes/transporters, as summarized in Fig. 2.

Pascussi et al. demonstrated that dexamethasone induces CYP3A4 in human

hepatocytes via two mechanisms: (1) activation of the PXR receptor at high

concentrations of drug, >10 μM and (2) activation of the glucocorticoid receptor

(GR) which in turn induces transcription of PXR and ultimately increases the

expression of CYP3A4, at low concentrations of dexamethasone (~0.1 μM)

[18]. The induction of CYP3A4 by dexamethasone at low concentrations is

considered modest with about a four-fold increase in CYP3A4 mRNA expression,

whereas the induction response by dexamethasone at higher concentrations results

in much greater mRNA expression (~16-fold). In addition to PXR, Li et al. have

suggested that increased expression of CAR may be responsible (in part) for the

CYP3A4 induction observed for a series of IGF-1R antagonists in human

hepatocytes, HepG2, and Huh7 cells [19]. Cells treated with BMS-665351

demonstrated 3–6-fold increases in CAR mRNA expression along with >20-fold

increases in CYP3A4 mRNA expression.

The final pair of mechanisms, stabilization of mRNA or protein, is also minor

mechanisms for induction of drug-metabolizing enzymes and appears to be most

relevant for CYP2E1 (Fig. 2). In the case of CYP2E1, protein and activity are

stabilized by organic solvents such as acetone, ethanol, and pyrazole which are all

substrates of CYP2E1. As a result of substrate binding to the enzyme, the enzyme is

partially protected from endogenous mechanisms of degradation. When the rate of

enzyme synthesis remains the same and the rate of degradation is reduced, the

enzyme concentration increases, leading to induction. Moreover, when rats are

chemically made diabetic, CYP2E1 protein and mRNA are increased. The

increased mRNA is not due to increased transcription but due to stabilization of

Table 3 Transcription factors responsible for induction of drug-metabolizing enzymes and drug

transporters and their tissue distribution

Transcription

factor Induced enzymes/transporters Tissue distributiona

PXR CYP2A6, 2B6, 2C8, 2C9, 2C19, 3A4, 3A7, 4F12,

7A1; CES2; SULT2A, UGT1A1, 1A3, 1A4,

1A6, GST1A; MDR1, MRP2, MRP3, OATP2

Liver >
small

intestine > kidney

CAR CYP2B6, 2C8, 2C9, 2C19, 3A4; FMO5; UGT1A1,

SULT1A1; MDR1, MRP2, MRP3, MRP4

Liver > kidney >
small intestine

AhR CYP1A1, 1A2, 1B1; UGT1A1, 1A3, 1A4, 1A6,

1A9; NQO1, GSTA1, GSTA2; BCRP

Lung > liver ¼ kidney >
small intestine

amRNA expression or transcription factor [25, 78–81]

Bold indicates major enzyme induced
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the RNA itself. These mechanisms of CYP2E1 induction are nicely reviewed in an

article by Gonzalez [20].

3 How to Avoid CYP3A4 Enzyme Induction

and Drug–Drug Interactions

For centuries, leaders of armies have known that to defeat your enemy you must

know your enemy. The better you know your enemy the more you are prepared to

defeat them. The same reasoning can be used to avoid CYP3A4 enzyme induction;

by understanding the transcription factors involved, how they interact with drugs,

and their mechanisms of activation, the better you can develop compounds that

do not elicit this liability.

Over the past decade, important advances have been made in our understanding

of the mechanisms that regulate the expression of drug-metabolizing enzymes and

transporters, in particular CYP3A4. These mechanisms have at their root the

transcription factors PXR and CAR which are also known as nuclear hormone

receptors. The following sections will describe the characteristics of each receptor,

their mechanisms and binding partners, and the xenobiotics (agonists) that bind to

each receptor, along with various examples where structure activity information or

specific chemical modifications have disrupted the interactions between agonist and

receptor thereby eliminating or reducing the liability of CYP3A4 induction.

3.1 Pregnane X Receptor (PXR)

The pregnane X receptor (PXR, NR1I2) is a member of the nuclear receptor

superfamily which is ligand-regulated DNA-binding transcription factors. Activation

of PXR is the primary mechanism by which CYP3A4 is induced. The activation of

PXR and subsequent induction of CYP3A4 and other proteins is considered a defense

mechanism by which xenobiotics, such as herbal extracts or drugs taken to treat

disease, are recognized as foreign and should be quickly eliminated from the

body [9]. Given the role of PXR as a protective mechanism against foreign

substances, it is not surprising that the largest concentrations of PXR are found in

the intestine, the initial barrier to entering the body, and the liver, the main organ for

elimination (Table 3).

The major structural features of the PXR receptor are illustrated in Fig. 3a. At the

N-terminus is the activation function 1 (AF-1) region that regulates the receptor in a

ligand-independent manner by making functional interactions with transcriptional

machinery. The DNA-binding domain (DBD) directs the receptor to its target genes

by binding to specific DNA response elements found within the promoter region of

target genes (Fig. 3). Near the C-terminus is the ligand binding domain (LBD)

which contains the binding pocket for agonists/antagonists and the ligand-

dependent activation factor, AF-2, region. In between the DBD and the LBD is a

flexible hinge region.
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The key to understanding PXR binding and activation is the structure of the

LBD. Like many other nuclear receptors, the PXR LBD is generally hydrophobic;

however, in contrast to other receptors, the binding pocket is much larger, more

flexible, and can accommodate molecules of varying sizes and shapes. Also

uncharacteristic of other receptors are additional amino acid residues lining the

bottom of the LBD which have been attributed to the receptor’s flexibility and

ability to change size. It has been reported that the binding pocket of PXR can

change its internal volume from 1,200 to 1,600 A3 depending on the size of the

ligand [21]. These characteristics of the LBD help explain the promiscuous nature

of PXR and why many drugs have a propensity to bind to this receptor. Several

groups have screened large libraries of drugs or drug-like molecules and found that

between 11% and 16% of molecules are reasonably good ligands for PXR. These

percentages would suggest that the odds of activating PXR are fairly high and this is

a liability that needs to be evaluated during drug discovery campaigns [22–24].

The LBD is elliptical in shape and lined with 28 amino acids of which 20 are

hydrophobic, four are polar, and four are potentially charged [25]. The polar

residues (Ser208, Ser247, Cys284, Gln285), the charged residues (Glu321,

His327, His407, Arg410), and the hydrophobic residues are all fairly well

distributed throughout the binding pocket, as summarized in Fig. 4. Although

Ligand Binding Domain DNA Binding Domain 

Ligand-PXR-Coactivator-RXR
Complex 

Gene TranscriptionC

CYP3A4 Gene Promoter CYP3A4 Gene

L
RE

AF-1 AF-2

PXR RXR

Gene
Translation 

DBD LBDHinge
Region

CYP3A4
Enzyme 

SRC-1a

b

Fig. 3 (a) Representation of the pregnane X receptor: AF1 region, DNA-binding domain (DBD),

ligand binding domain (LBD), AF-2 region, and SRC-1 coactivator binding site. (b) Illustration of

complex formation for CYP3A4 transcriptional activation with heterodimer partners PXR and

RXR along with ligand (box), SRC-1 (circle), and RNA polymerase
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PXR ligands have been shown to interact with many of these LBD amino acids,

binding studies with SR12813, hyperforin, and rifampicin have demonstrated that

six key amino acids are involved in the binding of all three drugs. These amino

acids include hydrogen bonding with Ser207, Gln285, and His407 as well as

hydrophobic interactions with Met243, Trp299, and Phe420 [26]. The later sections

will illustrate how interactions with these significant amino acid residues alter the

binding and activation of PXR.

Another unique aspect of the PXR LBD is the significant differences in the amino

acids lining the pocket, which leads to significant differences in ligand-activated

responses between animals and humans [27–29]. The amino acid similarity between

human PXR and rat, mouse, rabbit, dog, pig, and monkey PXR is 76%, 77%, 82%,

83%, 87%, and 95%, respectively. These differences within the LBD of PXR lead to

significant differential binding (or no binding) of ligands between species. In contrast

to the LBD, the DBD of PXR is fairly well conserved across multiple animal species

with >92% sequence homology [27]. Given the significant differences in binding

between species, human-based models, such as human PXR and human hepatocytes,

must be employed to accurately assess PXR agonists and human CYP3A4 enzyme

induction potential. However, the most pronounced homologies in LBD sequence to

human PXR are the rhesus and cynomolgus monkeys which are 95% similar to the

human form of PXR. It has been shown that monkey in vitro and in vivo models

respond in a similar fashion to human in vitro and in vivo models with known human

PXR agonists, indicating that these animal models are useful in vivo tools to assess

human CYP3A4 drug–drug interaction potential [28, 30, 31].

Binding of a ligand to the binding pocket ismerely the first step in a series of events,

including conformational changes of the receptor that ultimately leads to induction of

enzymes and transporters. The transcriptional activity of PXR is mediated by nuclear

receptor coactivators, such as SRC-1 of the steroid receptor coactivator family which

binds to PXR after ligand activation at the AF-2 region [32]. These coactivators

contain chromatin-modifying enzymes used to activate transcription by stabilizing

the ligand-receptor complex and initiating transcription. In addition to recruitment

of coactivators, ligand binding also leads to conformational changes that displace

His407
Ser247

Gln285   His327

Glu321Ser208

Arg410

Cys284

LIGAND

Fig. 4 Representation of the

LBD of PXR and identified

interaction points. Boxes
represent H-bonding

interactions and shaded

half-circles represent

hydrophobic regions
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corepressors, such as nuclear receptor corepressor (NCoR) and silencing mediator of

retinoid and thyroid (SMRT) which are responsible for repressing the activity of PXR.

Once activated and translocated to the nucleus, the transcriptional activation is

further facilitated by binding of the heterodimer partner RXR which aids in DNA

binding and transcription. Targeting of PXR to specific genes is mediated by the DBD

of PXR and specific nucleotide sequences known as response elements found within

the promoter region of specific genes. Once PXR is fully activated and bound to

the promoter region of its target gene(s), transcription is initiated leading to an

increase in mRNA expression and eventually translation of larger quantities of

enzyme, as summarized in Fig. 3b.

In addition to agonists or activators of PXR, there are also inhibitors and

antagonists of PXR that exist naturally or are part of the drug pharmacopeia.

Many of the inhibitors of PXR mediate their action by interfering with recruitment

of coactivators, such as SRC1 and HNF4α (hepatocyte nuclear factor 4-alpha);

these include sesamin – a major constituent of sesame seeds, ketoconazole,

sulforaphane, and camptothecin [33–36]. Interestingly, camptothecin inhibits

PXR activity while its close analog irinotecan (CPT-11) is an agonist of PXR

[34]. Coumestrol, which is a potent agonist of the estrogen receptor, has been

found to be a modest antagonist of PXR, IC50 ¼ 12 μM [33]. Other compounds

also inhibit PXR such as ecteinascidin-743 (ET-743), a marine-derived antineo-

plastic agent, and the HIV protease inhibitor A-792611 but the underlying

mechanisms are not yet fully understood [33].

3.1.1 PXR Assays

There are multiple assays that can be employed to assess PXR activation and

CYP3A4 enzyme induction that range from simple to complex [37–39]. The simple

high-throughput assays generally involve direct measurements of ligand binding or

activation of PXR. Common assays that measure the binding of drugs to the PXR

LBD include scintillation proximity (SPA) and time-resolved fluorescence

resonance energy transfer (TR-FRET), both of which measure the degree of dis-

placement of a radiolabeled ligand (3H-SR12813) or acceptor fluorophore

(fluorescein), respectively, upon binding of a second agonist [38]. These assays

can be extremely high throughput; for example, SPAs are typically run in a 384-well

format, while Shukla et al. were able to screen 8,280 compounds at multiple

concentrations using a TR-FRET assay in a 1,536-well format [22, 40]. One

significant disadvantage of these nuclear receptor binding assays is that they are

unable to distinguish between agonists and antagonists. For this reason binding

assays are typically used to initially identify possible PXR agonists. Once the

agonist properties are confirmed, these binding assays can be used for structure

activity relationships (SAR) or rank ordering of agonist affinity to the receptor.

Another simple assay is the PXR transactivation assay. Although there are many

variations of the assay, they are all cell based and consist of an expression vector

containing response elements from the CYP3A4 promoter region coupled to a
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reporter gene (typically luciferase) and a human PXR expression vector. In these

assays, ligands enter the cell and bind to the LBD of PXR. This bound complex then

recruits coactivators, dislodges corepressors, and binds with its heterodimer

partner, RXR, preparing the activated receptor to bind to a target gene promoter.

The activated complex initiates transcription of the luciferase gene creating greater

quantities of luciferase mRNA and enzyme. The degree of PXR activation is

proportional to the amount of luciferase enzyme produced, which is measured by

the metabolism of luciferin to oxyluciferin and light.

The general assay is run in 96- or 384-well formats and compounds are tested

over a large concentration range in duplicate or triplicate wells. Typically 8–10

concentrations are tested to produce an informative concentration-response plot

[38, 41]. The PXR ligand rifampicin (10 μM) is generally included as a positive

control for assessment of assay performance and as a benchmark compound for

comparator purposes [24, 40]. Appropriate measures should also be implemented as

part of the assay to assess possible cytotoxicity and compound solubility. Cytotoxicity

or test compound insolubility leads to attenuated or false-negative responses, which

will confound discovery optimization by providing misleading SAR and erroneously

altering the rank order of compounds. Conveniently, several versions of the PXR

transactivation assay have become commercially available (Puracyp and Indigo

Biosciences).

Agonist properties are measured by determining the potency (EC50) and efficacy

(Emax) of a compound. For higher-throughput screening, data can be collected on

larger numbers of compounds tested at a single concentration (measuring fold

activation compared to a DMSO control or percent activation of a positive control,

such as rifampicin). Several methods have been employed to predict CYP3A4

induction potential from PXR transactivation data. In general, these methods

involve the use of EC50, Emax, and information about the anticipated efficacious

drug concentration at steady state (Css) or maximum systemic concentration (Cmax)

[24, 39, 42, 43].

Overall the PXR binding and transactivation assays are useful tools in

identifying compounds that interact with PXR. Further, the PXR transactivation

assay performs well when identifying PXR agonists and in the binning or rank

ordering of compounds in their ability to increase the transcription of CYP3A4, as

well as an informative tool in drug discovery for SAR. However, these assays may

not sufficiently recapitulate the in vivo situation in order to accurately predict a DDI

that results from PXR-mediated CYP3A4 enzyme induction. Nonetheless, these

assays have established themselves as useful liability screens and mechanistic tools

for evaluating large numbers of compounds in discovery lead optimization by

eliminating or attenuating the potential for CYP3A4 DDIs.

There are several additional models that can be employed to assess PXR agonists

and predict more complex PXR-mediated DDIs. Unlike the previously mentioned

PXR assays that are simple in nature and directly measure the interactions of

agonists with PXR, these more complex models require functional PXR and

measure responses that are much farther downstream from the initial PXR

binding-activation event. In addition, these models tend to be more physiologically
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relevant by employing endogenous cofactors at nominal concentrations, albeit they

are generally considered to be low throughput.

Primary human hepatocytes are the most useful and accepted in vitro model to

predict PXR-mediated CYP3A4 DDIs. Hepatocytes express many transcription

factors such as PXR and CAR that regulate the expression of CYP3A4. The

hepatocyte model has been shown to effectively replicate the human in vivo

induction response and is recognized as an effective model to predict CYP3A4

induction potential [44–46]. Moreover, only human hepatocytes can be used in this

model due to the species differences in the LBD of PXR, as described previously.

Although this assay is considered to be low throughput, it can be used to some

extent in drug discovery to gain a preliminary assessment of PXR-mediated

CYP3A4 induction. Immortalized human hepatocytes (e.g., HepG2, BC2, HepaRG,

or Fa2N-4) have also been used for screening purposes as they contain various

levels of human PXR expression and offer the advantage of convenience compared

to primary human hepatocytes with respect to availability and reproducibility

[37, 44, 47].

Thus far, all of the models and assays described have been in vitro in nature,

making them useful tools for SAR, rank ordering, and predicting PXR-mediated

CYP3A4 DDIs. However, in vitro experiments have limitations, the most signifi-

cant of which is the static nature of the assays in which drug concentrations do not

change over time. This is in contrast to the situation in vivo where drug

concentrations rise and fall with time and, as such, drug exposure to PXR changes

with time. Several laboratories have evaluated the use of in vivo models (mice and

monkeys) to predict DDIs more accurately. Due to species differences mice cannot

be used to assess human PXR interactions or induction; however, humanized mice

(mice in which the mouse PXR has been eliminated and human PXR inserted) have

been shown to be reasonable in vivo models of human PXR response. Several

laboratories have been able to demonstrate that in vivo dosing of rifampicin to

humanized PXR mice leads to pharmacokinetic changes similar to those found in

patients taking rifampicin and CYP3A4 substrates [48, 49]. In addition, monkeys

have been proposed as an in vivo model to predict human PXR-mediated CYP3A4

induction. Both the cynomolgus and rhesus monkey PXRs are ~95% homologous to

human PXR and demonstrate a high degree of correlation in transactivation

properties, as well as induction profiles in primary hepatocytes and in vivo

pharmacokinetic changes due to CYP3A induction. Kim et al. demonstrated with

rifampicin and hyperforin that both monkey and human PXR transactivation and

primary hepatocytes responded in a similar fashion (efficacy and potency)

[28]. Also, in vivo induction of CYP3A4 in the cynomolgus monkey by rifampicin

and hyperforin demonstrated comparable pharmacokinetic changes to those found

in humans [28].
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3.1.2 Practical Examples of Attenuating PXR Activation

and CYP3A4 Induction

There are several examples in the literature of laboratories using PXR

transactivation assay data as a means to identify and attenuate or eliminate PXR

activation from a series of drug discovery candidates. The LBD or pocket of human

PXR has been described as large, hydrophobic, and flexible. Using this information

along with crystal structure data with bound ligands, it has been determined that

PXR ligands tend to have a flexible structure, one hydrogen-bond acceptor and

several hydrophobic regions that interact with amino acids in the LBDs

[50, 51]. Many of the known ligands of PXR express these structural features,

which are summarized in Fig. 1, but, unfortunately, so do many drugs. Several

strategies to diminish a compound’s interaction with the PXR LBD through

destabilizing the ligand-receptor interaction have been described by Gao

et al. The strategies to reduce PXR interactions include introduction of polar groups

to disrupt hydrophobic interactions, increasing steric hindrance (decreasing

flexibility) to disrupt specific binding interactions within the LBD, and elimination

of key hydrogen-bond acceptors. The following examples from the literature

illustrate how these changes, as well as others, can change ligand binding properties

with human PXR.

Triazole Derivatives

Using the approach of increasing polarity, Gao was able to eliminate the PXR

activation from the series of triazole derivatives depicted in Fig. 5 [50]. PXR

docking results indicated that the triazole heterocycle provided a H-bond acceptor

that interacts with H407, the para-chloro group makes a hydrophobic interaction

with Phe429, and the biphenyl moiety interacts with another hydrophobic region

that includes Trp299. The transactivation results could have also been explained by

increasing basicity with the first three compounds; however, polarity appears to be

the driving force for binding disruption as shown by changes to the sulfone

derivatives. Increasing the polarity by replacing the terminal phenyl ring of the

biphenyl group with a pyridine or imidazole heterocycle or substituting the phenyl

ring with an ethylsulfonyl moiety decreased the degree of PXR transactivation

relative to the positive control rifampicin. In addition, in the case of the

ethylsulfonyl-substituted compounds, steric hindrance may have also played a

role in disrupting the drug-PXR interaction. Curiously, deploying the ethylsulfone

group in the para- or meta-position led to no PXR transactivation, while an

ethylsulfone at the ortho-position resulted in increased PXR transactivation.

Additional docking results indicate that although the ethylsulfone moiety increases

polarity, when deployed at the ortho-position, it introduces a new H-bond inter-

action with Gln285, thereby restabilizing the compound in the ligand binding

pocket. All of these PXR transactivation results were subsequently replicated in
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cultures of human hepatocytes with the same trend demonstrated by measuring

CYP3A4 mRNA expression and enzyme activity.

T-Type Calcium Channel Antagonists

A series of 4,4-disubstituted quinazolinones as T-type calcium channel antagonists

with varying degrees of PXR transactivation (as well as several other metabolic

issues) was reported by Schlegal et al. [52]. Compound 1, Fig. 6, was the starting

point for the program and this compound activated PXR to 63% of the rifampicin

response at 10 μM. Various modifications, such as halogen substitutions and

changes to the ethyl substituent (propyl, nitrile, and halogenation), had little effect

on the extent of transactivation; however, compound 2, which incorporates multiple

fluorine substituents, exhibited significantly reduced PXR activation to 35% of

control. Further reductions in PXR transactivation were made by the addition of

the 4-pyridylmethyl N-oxide moiety as exemplified by compounds 3 and 4. Likely

the added bulk (steric effect) and/or zwitterionic nature of the N-oxide had an effect

on the binding affinity of these compounds to PXR. However, combination of the

structural modifications that led to reduced PXR transactivation in compounds 2–4

did not lead to further reductions in PXR transactivation when hybridized in 5 but

led to an increase in transactivation (56%). In this set of examples, it would appear
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Fig. 5 PXR transactivation results for a series of triazole derivatives and critical interaction points

within the PXR LBD
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that steric and charge differences altered the binding within the binding pocket of

PXR. CYP3A4 enzyme induction in primary human hepatocytes was not reported

in the article so it is unclear how these PXR results translate to actual DDI potential.

Inhibitors of Hepatitis C Virus NS5B Polymerase

Harper et al. rationalized the PXR transactivation properties of a series of indole-N-
acetamides being developed as potent allosteric inhibitors of HCV NS5B polymerase

[53]. Compound 6 (Fig. 7) is reprehensive of a series of compounds (phenyl shown;

meta-fluorophenyl and para-chlorophenyl not shown) that activated PXR to 82%,

72%, and 92% of the rifampicin response at 10 μM, respectively. Within the series,

it was determined that the PXR agonist properties were associated with the acetamide

side chain attached at N1 and that by removing the sp3 carbon link to the piperidine

ring, PXR transactivation could be reduced. Compound 7 represents a series of

N
H

N

O

CF3
Cl

F

CH3

1 (63%)

N
H

N

O

CF3
F

F

CHF2

2 (35%)

F

N

N

O

CF3
F

F

CH3

3 (26%)

F

N
O

N

N

O

CF3
F

F

4 (11%)

F

N
O

CH3

N

N

O

CF3
F

F

CHF2

5 (56%)

F

N
O

Fig. 6 PXR transactivation results for a series of T-type calcium channel antagonists (% PXR

transactivation)

His407

Ser247

6 (82%) 7 (14%)

NHO

N
O O

H3C

N
H3C

His407

Ser247
NHO

N
O O

N
H3C

CH3

Fig. 7 PXR transactivation results for a series of hepatitis C virus NS5B polymerase inhibitors

and key interaction points within the PXR LBD (% PXR transactivation)

174 M.W. Sinz



compounds (phenyl as shown;meta-fluorophenyl and para-chlorophenyl, not shown)
that have reduced PXR activation down to 14%, 30%, and 15% of the rifampicin

response at 10 μM, respectively. Subsequent molecular modeling by Gao

et al. indicated that the carboxylic acid and amide groups were responsible for

H-bond interactions with amino acid residues Ser247 and His407 within the LBD,

respectively [50]. They also suggested that removal of the sp3 carbon linker increased

the rigidity of the molecule so that the dimethylamine moiety buttresses against the

interior of the LBD,moving themolecule out of a favorable binding position to engage

Ser247 and His407.

11-Beta-hydroxysteroid Dehydrogenase Type 1 (11β-HSD1) Inhibitors

A series of 2-amino-1,3-thiazol-4(5H )-ones were profiled as potent activators of

human PXR with 8 (45% PXR transactivation at 20 μM compared to rifampicin) the

initial compound used as a starting point for attenuation of the PXR activity (Fig. 8)

[54]. By altering several structural features around the molecules, Fotsch

et al. found that replacing the trifluoromethyl group with a more bulky and polar

phenyl amide or alkyl alcohol group in addition to the introduction of a para-fluoro
substituent to the phenyl ring had a significant impact on reducing the PXR activity,

as exemplified by compound 9which exhibits only 9% PXR transactivation. Further

increases in steric bulk with the phenyl amide however had detrimental effects and

significantly increased the degree of PXR transactivation (compound 10 with 97%

PXR transactivation). Likely the additional length introduces an interaction with a
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H-bond donor in PXR. Other changes also affected the PXR activity, such as a

halogen substitution to the phenyl ring on the left side of the molecule. Interestingly

the unsubstituted phenyl derivative 11 exhibited 68% PXR transactivation. Ulti-

mately 12, which combines a modest sized tether, a tertiary alcohol, and para-fluoro
substitution, was found to have negligible PXR activation at just 6% of control.

Further studies demonstrated that the reduced PXR activity led to a significant

decrease in CYP3A4 mRNA levels and enzyme activity when incubated with

primary human hepatocytes but did not entirely eliminate the effects. Nevertheless,

compound 12 did have the appropriate balance of PXR transactivation and other

biochemical properties for further evaluation.

Rew et al. evaluated the PXR transactivation activity of a series of cyclohexyl and

piperidyl benzamide derivatives of 11β-HSD1 inhibitors that are summarized in Fig. 9

[55]. It was determined that increasing the polarity of the cyclohexyl substituent from

nitrile (13) to an amide (14) led to a significant decrease in PXR transactivation from

75% to 5%. In addition, the configuration around the cyclohexyl ring demonstrated

dramatic differences in PXR activation. Compounds 14 and 15 with trans- and

cis-configurations demonstrated 5% and 100% PXR transactivation, respectively.

Further modification by replacing the lipophilic cyclohexane ring with a more polar

piperidine heterocycle and extending the chain linking polar amide group at the

4-position of the ring removed the stereochemical center to afford 16 which was

found to have low PXR transactivation (4%) and an appropriate balance of other

properties, such as ADME, potency, and cytotoxicity.
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Antagonists of the Hedgehog Signaling Pathway

Kaizerman et al. evaluated the PXR activity of a series of antagonists of the

hedgehog signaling pathway captured in Fig. 10 that started with 17 which

exhibited 81% PXR transactivation compared to rifampicin, [56]. The researchers

found that increasing the polarity of the left-hand side phenyl ring significantly

reduced the PXR transactivation, effects that correlated reasonably well with the

logD (pH 7.4). In fact, the simple change of removing the trifluoromethyl group,

thereby creating the phenyl analog 18, diminished PXR transactivation to 30%,

while further increases in polarity were able to reduce the PXR transactivation to

3–8%. Unfortunately, changes at this position resulted in overall unfavorable

biochemical properties and these molecules could not be progressed. Synthesis of

a series of pyrido[3,4-d]pyridazines also lead to decreases in PXR transactivation,

presumably by increasing polarity in the same region of the PXR LBD. Compounds

19 and 20 (Fig. 10) were found to transactivate PXR 5 and 9%, respectively.

Although both compounds had favorable biochemical and PXR responses,

compound 20 was found to possess significantly better biochemical properties

than 19 and was selected for further evaluation.

Insulin-Like Growth Factor 1 Receptor (IGF-1R) Inhibitors

Zimmermann et al. evaluated the PXR activity of a series of benzimidazole-based

IGF-1R inhibitors that are summarized in Fig. 11 [57]. Compound 21 was

promising from a potency standpoint until it was determined that its PXR

transactivation ranged from 90% to 123% of the rifampicin response. Moreover,

CYP3A4 mRNA expression in human hepatocytes was similar to that of rifampicin,

indicating that the compound would be expected to cause significant DDIs with

coadministered drugs metabolized by CYP3A4. The researchers determined in a
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series of analogs that polarity was a significant player in attenuating the PXR

interaction. Starting with compound 22, which also has high PXR transactivation

(147%), and modifying only the pyrazole C4 substituent from chlorine to a series of

more polar groups, the PXR transactivation was eventually reduced to 6% in 23.

The reduction in PXR transactivation of this series of compounds correlated well

with the logD (pH 7.4) of the C4 substituents. Drawing attention to the other end of

the molecule, the morpholine moiety would be expected to interact with a

hydrophobic pocket in the LBD. Therefore, using the ideas of creating steric

bulk, reducing flexibility and increasing polarity would be expected to lead to

attenuation of the PXR interaction. These changes proved to be beneficial in

reducing the PXR activity as shown, with compound 24 exhibiting only 1% PXR

transactivation (Fig. 11). Unfortunately, 24 did not have the appropriate biochemical

properties to advance. Subsequently, further modifications on both ends of the

molecules led to analogs 25 and 26 which incorporated the features of polarity

and bulk. These compounds showed low PXR transactivation (1%) along with

favorable potency toward IGF-1R and improved ADME properties. Further studies

with 25 and 26 in primary human hepatocytes led to the unusual discovery that both

compounds despite being devoid of PXR activity still demonstrated induction

of CYP3A4 mRNA and enzyme activity similar to that of the positive control

rifampicin. Although the interaction with PXR was eliminated, the compounds

would still be expected to cause significant DDIs with CYP3A4 substrates. This

example illustrates why it is important to always confirm that reductions in PXR

transactivation lead to significant reductions in CYP3A4 induction in human

hepatocytes. This phenomenon is discussed further in the section describing CAR

activation.

CH3

H
N NH

O

N

N
O

HN

HO

Cl

CH3

H
N NH

O

N
HN

HO

Cl

N

CH3

H
N NH

O

N

N
O

HN

N
N

Cl

CH3

N

H
NN NH

O
N

NH3CO

O

HN HN

N N

Cl

CH3

CH3

N

H
NN NH

O
N

NH3CO

O

N
N

H3CO
O

CH3

H
N NH

O

N

N
O

HN

N
N

COOH

21 (90-123%) 22 (147%) 23 (6%)

N N

Cl

24 (1%) 25 (1%) 26 (1%)

Fig. 11 PXR transactivation results for a series of insulin-like growth factor1 receptor inhibitors

(% PXR transactivation)

178 M.W. Sinz



Additional Examples of Differential PXR Interactions

Figure 12 illustrates two examples of PXR non-activators and PXR activators in

which small structural changes lead to markedly different PXR binding properties

[58]. Nevirapine is considered a PXR non-activator, while both carbamazepine and

oxcarbazepine are considered PXR activators. The urea carbonyl groups on both

carbamazepine and oxcarbazepine were shown by molecular modeling to interact

with and form a H-bond with Gln285 in the PXR binding pocket. It was also

suggested that the second carbonyl on oxcarbazepine may form a H-bond with

His407 but that the analogous carbonyl of nevirapine was unable to properly

interact with this residue. In a similar fashion, the carbonyl moiety of the carbamate

of loratadine, a PXR activator, is predicted to interact with Gln285 of PXR while

the PXR non-activators desipramine and amitriptyline are unable to establish this

H-bond interaction. Other subtle structural differences were noted between the

PXR activators paclitaxel and hydrocortisol (Fig. 13) after molecular modeling

conducted by Schuster and Langer [51]. They noted that paclitaxel and hydro-

cortisone activated PXR but the structural analogs docetaxel and cortisone were

much weaker. They hypothesized that the phenyl group of paclitaxel was able to

form π–π stacking interactions with Tyr306 but docetaxel with its O-tert-butyl
group could not. Similarly, while the hydroxyl moiety of hydrocortisone was able

to H-bond within the model, cortisone (even with the carbonyl group having the

ability to H-bond) was not in the proper orientation to do so [51].

The species differences in PXR LBDs were discussed previously and the

following example illustrates both species and isomeric differences in PXR

activation. Wipf et al., while screening a series of amino acid derivatives, found

that one of the analogs not only demonstrated a species difference between mouse

and human PXR activation but that the two enantiomers of the compound also

demonstrated different profiles (Fig. 14). Compound 27 (+ isomer) was shown to

significantly activate human PXR while compound 28 (� isomer) was a weak
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activator of PXR. Conversely, compound 28 significantly activated mouse PXR,

while compound 27 was a weak mouse PXR activator [59]. This example is helpful

and illustrates that PXR activation may be modulated by different isomers and,

assuming that each isomer has similar pharmacological properties, the isomer with

lower PXR activation can be selected for further development.
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3.2 Constitutive Androstane Receptor (CAR)

The constitutive androstane receptor (CAR, NR1I3) is a member of the nuclear

receptor superfamily primarily responsible for the induction of CYP2B6, but also

CYP3A4. The term CAR was originally introduced to represent the constitutive

activated receptor because of its partnering with the hetereodimer RXR and

activation of target gene transcription in the absence of a ligand. Upon further

screening for CAR ligands, the two androstane metabolites andostranol and

androstenol were identified as endogenous ligands (albeit antagonists) and the name

was changed to the constitutive androstane receptor [60]. The largest concentration of

CAR is found in the liver with significantly lower amounts in the intestine. A library

of 2,000 FDA-approved drugs were initially screened by docking and ligand-based

structure activity modeling followed by evaluation in several in vitro models of CAR

activation, including the expression of CYP2B6 in human primary hepatocytes. Out

of the 2,000 original compounds, 19 had optimal properties based on modeling to

interact with CAR and five of those compounds were shown to have in vitro

properties consistent with induction of CYP2B6 [61]. The low percent of CAR

activators found in this study (0.25%) suggest that the odds of activating CAR are

much lower than for PXR; nevertheless, there are a number of known CAR activators

that cause significant DDIs such that it is important to evaluate this liability during a

drug discovery campaign when induction of CYP2B6 and/or CYP3A4 are observed.

The major features of the CAR receptor are illustrated in Fig. 15. There are great

similarities of CAR receptor structure to that of PXR, such as the N-terminus AF-1

region that regulates the receptor in a ligand-independent manner by making

functional interactions with transcriptional machinery. The DNA-binding domain

(DBD) directs the receptor to its target genes by binding to specific DNA response

elements found within the promoter region of target genes. In between the DBD and

the ligand binding domain (LBD) is a flexible hinge region. Near the C-terminus is

the LBD which contains the binding pocket and the ligand-dependent activation

factor, AF-2, region. One significant difference between CAR and PXR is the

extremely short AF-2 region of CAR, with only eight amino acids. The short
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AF-2 region is implicated in the constitutive activity of the receptor by forming a

charge clamp which is closely associated with the core of the CAR LBD.

The activation and LBD of CAR have unique characteristics from many of the

other nuclear receptors. Similar to the PXR LBD, the CAR LBD is generally

hydrophobic; however, in contrast, the ligand binding pocket is much smaller

(675 A3) and has limited flexibility, and ligand binding leads to little change in the

ligand binding domain [62]. The LBD of CAR is round in shape and lined with

31 amino acids. The LBD contains a number of polar and charged residues, such as

Cys202, Asn165, Tyr224, Tyr326, His160, and His203, and a number of hydrophobic

residues all fairly well distributed throughout the binding pocket. Not much is

known about the key CAR residues involved in ligand binding; however, there

is some information related to the binding of 5β-pregnanedione and CITCO

(6-(4-chlorophenyl)-imidazo[2,1-b]thiazole-5-carbaldehyde O-(3,4-dichlorobenzyl)
oxime) based on crystal structure data. The structure and binding interactions of

5β-pregnanedione are shown in Fig. 15. 5β-Pregnanedione appears to bind most

significantly with the two carbonyls engaging in H-bond interactions with His160

and His203, while the remaining hydrophobic interactions border the sides of the

molecule [62]. CITCO binding with the CAR LBD is not as well defined; however,

both the para-chlorophenyl and dichlorophenyl oxime linker regions appear to reside

in two separate hydrophobic pockets. The imidazo[2,1-b]thiazole ring system appears

to be in a more hydrophilic region of the pocket surrounded by several polar residues,

such as Asn165*, Val199, Cys202, His203*, and Tyr326* (*possible electrostatic

interactions) [63].

As with PXR, there are significant differences in ligand-activated responses of

CAR between animals and humans. The amino acid similarity to human CAR when

compared to rat, mouse, dog, pig, and monkey CAR is 77%, 73%, 84%, 82%, and

94%, respectively [25]. When comparing the mouse CAR LBD, which is thought to

be square in shape, a third of the mouse amino acids are different from the human

CAR LBD amino acids [62]. These differences lead to significant differential

binding of ligands between species. For example, CITCO is a good ligand for

human CAR while it does not activate mouse CAR and TCPOBOP (1,4-bis
[2-(3,5-dichlorpyridyloxy)]benzene) is a strong mouse CAR activator, but not a

human CAR activator. As with PXR, given the significant differences in binding

between species, human-based models must be employed to accurately assess CAR

activation and ultimately human CYP2B6 and CYP3A4 enzyme induction potential.

As previously discussed, PXR activation is dependent only upon ligand binding,

while CAR can be activated by one of two mechanisms: ligand-dependent binding

or a ligand-independent mechanism. The activation of CAR can occur by direct

ligand binding and translocation, as in the case of CITCO, similar to the examples

shown with PXR. The second mechanism does not require ligand binding, but does

lead to CAR translocation to the nucleus. For example, phenobarbital does not bind

to CAR but does cause significant CAR translocation and induction of CYP2B6

and CYP3A4. This ligand-independent mechanism is thought to involve a

phosphorylation-dependent signaling pathway [60]. In both activation mechanisms,

CAR is sequestered in the cytoplasm by protein complexes (heat shock protein
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90 (Hsp90) and cytoplasmic CAR retaining protein (CCRP)) which prohibit CAR

translocation to the nucleus. In the presence of a CAR activator (ligand-dependent

or ligand-independent), CAR is dephosphorylated, dissociates from the protein

complex retaining it in the cytoplasm, displaces corepressors, recruits coactivators,

and heterodimerizes with RXR [64]. Once the CAR complex is properly assembled

and translocated to the nucleus, gene transcription can initiate at the appropriate

target genes (e.g., CYP2B6 and CYP3A4).

There are a number of CAR activators including CITCO, phenobarbital,

artemisinin, phenytoin, carbamazepine, efavirenz, nevirapine, and chlorpromazine,

depicted in Figs. 1 and 16. However, due to the constitutive activity of CAR in the

absence of a ligand, ligand binding to CAR can result in agonism or inverse

agonism (an inverse agonist binds to the receptor and reduces the constitutive

activity thereby producing an effect opposite of an agonist). Figure 16 illustrates

the structures of several known human inverse agonists (also referred to as CAR

deactivators), including clotrimazole, meclizine, and PK11195 [65]. Many of the

CAR deactivators, such as SO7662, have been shown to disrupt or eliminate

interactions with other CAR components necessary for full activity and result in

little to no CAR transcriptional activity [66].

3.2.1 CAR Assays

Whereas CAR has two potential mechanisms leading to translocation (ligand-

dependent and ligand-independent), the models used to evaluate CAR are some-

what different than PXR. Simple LBD assays, such as SPA assays, have been
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shown to identify ligand-dependent activators of CAR; however, these assays

would not be able to detect compounds such as phenobarbital that act through a

ligand-independent mechanism [38]. Moreover, the expression of CAR is lost in

most immortalized cell lines and transfected wild-type CAR (known as CAR1)

spontaneously accumulates in the nucleus due to its strong constitutive activity

which prohibits the use of CAR1 in simple, cell-based reporter assays. Whereas

these are the primary assay for identification and rank ordering of PXR agonists,

these types of assays are not appropriate for wild-type CAR. Nevertheless, several

mutant or mutated versions of CAR (CAR3, CAR1+A, CAR(+3aa)) have been

shown to have reduced constitutive activity and can be used in cell-based reporter

assays with either expressed promoters for CYP2B6 or CYP3A4 [61, 67, 68].

Conveniently, a version of the mutant CAR3 assay has become commercially

available (Indigo Biosciences). More recently, however, Kublbeck et al. were

able to demonstrate that wild-type CAR1 transfected into a C3A hepatoma cell

line was able to effectively respond to CAR activators [69]. The authors surmise

that CAR1 was able to retain enough cytoplasmic retention due to endogenous

components (or lack thereof) unique to the C3A cell line.

Primary human hepatocytes can also be used to evaluate CAR activators; however,

due to the significant overlap of target genes between CAR and PXR, it is sometimes

difficult to understand through which mechanism CYP3A4 is being induced [70]. In

most situations, CAR predominately activates expression of CYP2B6 with moderate

overlap to CYP3A4 while the opposite occurs with PXR agonists. Therefore, the

differential expression of these two gene targets can often help identify whether PXR

or CAR is the primary driver of an induction effect. A novel tool for screening CAR

activators in primary human hepatocytes is the use of an adenovirus expressing

enhanced yellow fluorescent protein-tagged CAR1 (Ad/EYFP-hCAR) which infects

the hepatocytes with high efficiency [71]. The majority of the Ad/EYFP-hCAR is

expressed in the cytoplasm of non-induced hepatocytes and is translocated to the

nucleus in response to activators of CAR. Most importantly, this model responds to

both direct ligand binding and ligand-independent mechanisms of CAR activation;

however, this assay has the disadvantage of seemingly lower throughput. Neverthe-

less, this assay has become one of the more standard methods to identify human CAR

activators. An illustration of the nuclear translocation observed by confocal micro-

scopy is shown in Fig. 17 with DMSO vehicle- and phenobarbital-treated cultured

primary human hepatocytes. In addition to the in vitro assay described above, this Ad/

EYFP-hCAR has also been used in vivo. For example, CAR�/� mice (CAR-deficient

mice) can be injected in the tail vein with the Ad/EYFP-hCAR and subsequently

treated with vehicle or various CAR activators by IP injection. After several hours, the

livers are removed, frozen, and sliced, and hepatocytes visualized by confocal laser

scanning microscopy [67]. Similar to the in vitro assay, this in vivo method

demonstrated similar translocation of CAR by activators, but not the vehicle-treated

animals or animals treated with the PXR agonist rifampicin.
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3.2.2 Identifying and/or Attenuating CAR Activation

and CYP3A4 Induction

In contrast to the situation with PXR ligands, there are few examples of SAR

associated with attenuation of CYP3A4 induction by CAR activation, mostly due to

a lack of robust assays and the complexity of CAR activation (direct and indirect

activation). In addition, fewer crystal structures of human CAR are available for

analysis and comparison (two CAR structures and seven PXR structures have been

solved) [72]. Finally, most SAR examples involve interactions with rat and mouse

CAR that are unlikely to translate to human CAR [73, 74]. Much of the research

dedicated to CAR has been in the area of identifying CAR activators with different

structural motifs designed to broaden our basic understanding of structure and CAR

activation [61, 75, 76]. In a limited example using an in silico approach relying on

compound docking, Jyrkkarinne et al. hypothesized that the binding ofCAR activators

may not be as flexible as PXR agonists. Their research indicates that CAR agonists

need to fit into a deep pocket within the LBD in order to be effective activators and a

lack of binding to this pocket leads to no or little CAR activation [77]. In addition, as

was seen previously in the crystal structures of 5β-pregnanedione and CITCO,

interactions with some key amino acid residues are important and disruption of these

interactions would be expected to attenuate or eliminate activation of CAR (but only

those compounds that bind directly to CAR, not ligand-independent activators).

CYP3A4 Induction by Insulin-Like Growth Factor 1 Receptor (IGF-1R)

Inhibitors

Studies with compounds 25 and 26 (Fig. 11) in primary human hepatocytes led to the

discovery that both compounds, despite being devoid of PXR activity, still

demonstrated induction of CYP3A4 mRNA and enzyme activity similar to that of

the positive control rifampicin. This phenomenon is not unusual as there are

examples of compounds that either do not bind to PXR or bind weakly, such as

Vehicle (DMSO)
Treated

Phenobarbital
Treated

Fig. 17 An illustration of the translocation of CAR from the cytoplasm to the nucleus of primary

human hepatocytes as observed by confocal microscopy. The grey areas represent CAR localization

in cytoplasm of DMSO-treated cells and in the nucleus of phenobarbital-treated cells
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phenobarbital, but cause CYP3A4 induction through other nuclear receptors (e.g.,

CAR) [24]. Subsequent studies revealed that compound 26 did not cause CYP3A4

induction in hepatocytes through the known mechanisms of CAR (direct ligand

binding-activation or ligand-independent translocation). Using both a CAR3 reporter

and an Ad/EYFP-hCAR-infected human hepatocyte assay, it was shown that the

compound did not directly or indirectly activate or translocate CAR [19]. Moreover,

CYP3A4 mRNA expression was always greater than CYP2B6 mRNA expression,

which is in contrast to conventional CAR mechanisms. Eventually it was

demonstrated in immortalized liver cell lines and primary human hepatocytes that

26 was able to increase the expression of CAR mRNA, as well as CYP3A4 mRNA.

The increased expression and transcriptional activity of CAR manifested by 26 in

cell-based models could be the cause of the CYP3A4 enzyme induction (similar to

the situation of increased expression of PXR and CYP3A4 induction); however,

further investigation is necessary to determine if this is the primary mechanism or

merely one of several mechanisms by which CYP3A4 is induced by these

compounds.

4 Summary

Over the years many drugs and natural products have been found that activate PXR

due to the promiscuous nature of its LBD. Fortunately many PXR activators,

although they bind to and activate PXR, do so at higher than normal or supra-

therapeutic concentrations. Therefore, many compounds have the ability to activate

PXR but few demonstrate DDIs at therapeutic drug concentrations [24]. For those

drugs that are identified as PXR activators, several strategies to diminish

interactions with PXR through destabilizing the ligand-PXR interaction have

been described by Gao and others [50]. It is worth repeating those strategies here:

(1) introduction of polar groups to disrupt hydrophobic interactions, (2) increasing

steric hindrance (decreasing flexibility) to disrupt specific binding interactions

within the LBD, (3) elimination of key hydrogen-bond acceptors, and (4) possible

stereochemical changes.
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Strategies for Minimisation of the Cholestatic

Liver Injury Liability Posed by Drug-

Induced Bile Salt Export Pump (BSEP)

Inhibition

J. Gerry Kenna, Simone H. Stahl, and Tobias Noeske

Abstract Hepatobiliary uptake and efflux transporter proteins play key roles in the

formation of bile, which is a vital function of the liver. The ATP-dependent bile salt

export pump (BSEP) excretes bile salts from hepatocytes into bile. Inherited BSEP

mutations in humans cause intrahepatic accumulation of bile salts, which results in

cholestatic liver injury. Furthermore, inhibition of BSEP activity is considered one

of a number of key initiating mechanisms by which drugs may cause liver injury

(drug-induced liver injury, DILI) in the human population. DILI is an important

cause of serious drug-induced illness and is a leading cause of drug attrition during

development and of drug withdrawal and restrictive labelling post-marketing. In

this chapter we summarise the evidence that BSEP inhibition is a drug-related DILI

risk factor, we describe experimental approaches (in silico, in vitro and in vivo)

which may be used to predict and quantify this process during drug discovery and

development and we discuss data interpretation. We also outline an approach by

which assessment of BSEP inhibition in drug discovery can be used to reduce the

likelihood that DILI may arise during development. In addition, we consider the

current state of computational predictive modelling of BSEP inhibition and discuss

the influence of physicochemical parameters.

Keywords Bile acids, Bile salt export pump, Cholestasis, Computational modelling,

Drug-induced liver injury

J.G. Kenna (*)

Safety Science Consultant, Macclesfield, UK

e-mail: jgerrykenna@gmail.com

S.H. Stahl

DMPK, Drug Safety and Metabolism, AstraZeneca R&D Alderley Park, Macclesfield,

Cheshire, UK

T. Noeske

Discovery Safety, Drug Safety andMetabolism, AstraZeneca R&DMölndal, Mölndal, Sweden

mailto:jgerrykenna@gmail.com


Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

1.1 Role of BSEP in Bile Formation and Bile Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

1.2 Impaired BSEP Activity and Human Cholestatic Liver Disease . . . . . . . . . . . . . . . . . . . . 194

1.3 Bsep Knockout Mouse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

1.4 Drug-Induced Liver Injury (DILI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

1.5 BSEP Inhibition by Drugs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

2 Tools for Evaluation of BSEP Function and Its Inhibition by Drugs . . . . . . . . . . . . . . . . . . . . . 197

2.1 In Vitro Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

2.2 Ex Vivo and In Vivo Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

3 Interpretation of BSEP Inhibition Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

3.1 BSEP Inhibition Is a Human DILI Risk Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

3.2 Recommendations from the International Transporter Consortium and European

Medicines Agency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

3.3 Assessment of BSEP Inhibition During Drug Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

4 Computational Approaches and Structure–Activity Relationship (SAR) . . . . . . . . . . . . . . . . . 212

4.1 Introduction to Computational Modelling Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

4.2 BSEP Inhibition SAR Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

4.3 Limitations of Current BSEP SAR Models and Opportunities for Improvement . . 215

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

Abbreviations

ABC ATP-binding cassette

ALT Alanine aminotransferase

BCRP Breast cancer resistance protein

BRIC2 Benign recurrent intrahepatic cholestasis type 2

BSEP/Bsep Bile salt export pump

CDF 5(6)-Carboxy-20,70-dichlorofluorescein
CLF Cholyllysylfluorescein

DILI Drug-induced liver injury

IADR Idiosyncratic adverse drug reaction

ICP Intrahepatic cholestasis of pregnancy

MDCK Madin–Darby canine kidney

MDR Multidrug resistance

MRP Multidrug resistance-associated protein 2

NTCP Sodium taurocholate co-transporting polypeptide

OATP Organic anion transporting polypeptide

OPLS-DA Orthogonal partial least-squares projection to latent structures

discriminant analysis

P-gp P-glycoprotein, ABCB1

PFIC2 Progressive familial intrahepatic cholestasis type 2

QSAR Quantitative structure–activity relationship

SCH Sandwich-cultured hepatocytes

SLC Solute carrier

TAP Transporter associated with antigen processing

192 J.G. Kenna et al.



1 Introduction

1.1 Role of BSEP in Bile Formation and Bile Flow

The bile salt export pump (BSEP in humans, ABCB11; Bsep in animal species,

Abcb11) is a member of the MDR/TAP subfamily of the ATP-binding cassette

(ABC) transporter superfamily. It is a liver-specific membrane protein which is

expressed on the apical domain of the hepatocyte plasma membrane, plays a key

role in bile formation [1] and is highly conserved throughout evolution [2]. Bile is a

digestive fluid that is produced within the liver and is released into the duodenum

(following its storage and concentration in the gallbladder, in humans and many

other animal species), where it is responsible for emulsification and absorption of

lipids and fat soluble nutrients. Its principal components are bile acids, cholesterol,

phospholipids, conjugated bile pigments, inorganic electrolytes and water [3]. Bile

acids comprise a large family of molecules, which are produced via cytochrome

P450-mediated oxidation of cholesterol within the liver to primary bile acids that

may be conjugated in the liver to form glycine or taurine conjugates (termed

“bile salts”) and/or may be dehydroxylated to secondary bile acids by intestinal

bacteria [3]. BSEP mediates active efflux of bile acids from hepatocytes into bile

and is the primary transporter responsible for bile acid-dependent bile flow. BSEP

acts in concert with other ABC transporters present on the apical plasma membrane

domain of hepatocytes, which mediate efflux into bile of cholesterol, phospholipids

and bile pigments. These include multidrug resistance-associated protein 2 (MRP2;

ABCC2), which transports many different conjugated endobiotics and drug conju-

gates [4]; P-glycoprotein (P-gp/MDR1; ABCB1), which has broad substrate spec-

ificity and transports some endobiotics and many different drugs [5]; and the

phospholipid translocator (MDR3 in humans, previously termed MDR2; ABCB4)

[6]. Whereas MRP2 and P-gp mediate the efflux of numerous drugs or drug

conjugates from hepatocytes into bile, BSEP is not considered to play a major

role in drug disposition.

In humans, the primary bile acids are cholic acid and chenodeoxycholic acid,

although numerous other bile acid species are also produced and excreted in bile.

Markedly different bile acid compositions have been observed in other animal

species and some species differences in BSEP/Bsep substrate kinetics have been

described [1, 7]. Following their excretion from hepatocytes, bile acids and other

biliary components are reabsorbed from the intestinal lumen and then transported

back to the liver via the portal vein, where they re-enter hepatocytes via facilitated

carriers located on the basolateral domain of the plasma membrane. This process is

termed enterohepatic circulation and involves plasma membrane transporters

expressed on hepatocytes, biliary epithelial cells and enterocytes [7, 8]. Transport

of bile acids into hepatocytes across the basolateral plasma membrane domain is

mediated by the sodium taurocholate co-transporting polypeptide (NTCP;

SLC10A1) and organic anion transporting polypeptides (OATPs; SLCOs), which

are members of the solute carrier (SLC) family [8]. This is illustrated schematically
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in Fig. 1, which also highlights that the ABC transporters MRP3 (ABCC3) and

MRP4 (ABCC4) are expressed on the basolateral plasma membrane domain of

hepatocytes.

MRP3 and MRP4 are structurally related to MRP2 and are expressed at low

levels in hepatocytes under normal physiological conditions. However, when bile

flow is impaired, their expression is markedly increased, as is the expression of

BSEP and the enzymes involved in bile acid formation, while expression of NTCP

and OATPs is decreased [7–9]. Regulation of bile formation and biliary transporter

expression is mediated via both transcriptional and post-transcriptional mecha-

nisms and is believed to play a protective role in enabling hepatocytes to maintain

sub-toxic concentrations of bile acids, which are cytotoxic at high concentration,

and other biliary components [7–9]. Transcriptional regulation of bile acid trans-

porter expression is mediated by ligand interactions between bile acids and nuclear

hormone receptors, most notably via the farnesoid X receptor, and also involves

crosstalk with other nuclear hormone receptors [9].

1.2 Impaired BSEP Activity and Human Cholestatic
Liver Disease

Impairment of bile flow is termed cholestasis and results in accumulation of bile

acids and other biliary constituents within the liver. In humans, an especially

important mechanism of cholestasis is due to genetically inherited defects in

BSEP. The most severe functional consequence is progressive familial intrahepatic

cholestasis type 2 (PFIC2). This is characterised by early onset cholestasis soon

after birth and subsequent progressive degenerative liver injury, which is fatal

unless treated by liver transplantation [10]. PFIC2 is a consequence of mutations

or single nucleotide polymorphisms (SNPs) in the BSEP gene which result in either

reduced levels of mRNA transcription or translation or reduced protein stability or

activity [10–12]. The resulting liver injury has been attributed to intracellular

accumulation of cytotoxic bile constituents [13]. Less functionally severe ABCB11
gene mutations result in benign recurrent intrahepatic cholestasis type 2 (BRIC2)

and in intrahepatic cholestasis of pregnancy (ICP), which are characterised by

non-progressive cholestasis [14, 15]. Studies undertaken in cell lines transfected

with rat Bsep variants which incorporated human PFIC2, BRIC2 and ICP mutations

OATPs

NTCP MRP3

MRP4

OSTα/β/?

BSEP

MRP2 MDR3

P-gp

Fig. 1 Major transporters

which mediate bile

formation and vectorial bile

flow in human hepatocytes
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revealed a correlation between the observed clinical phenotype and the amount of

mature protein expressed at the cell surface, which was attributed to rapid intracel-

lular degradation of the variant proteins[16, 17].

1.3 Bsep Knockout Mouse

When fed a normal diet, Bsep�/� knockout mice were found to exhibit mild

cholestasis and markedly altered bile composition (reduced bile acid levels, high

levels of tetra-hydroxylated bile acids which were not present in bile from wild-type

mice, plus increased cholesterol and phospholipid content) [18]. In addition, the

Bsep�/� mice exhibited marked adaptive up-regulation of P-gp and less marked

up-regulation of Mdr2 and Mrp2, which was presumed to enable them to cope with

Bsep deficiency. This was because severe cholestatic liver injury was observed

when the animals were fed a bile acid-enriched diet [19], or when knockout mice

which were deficient in both Bsep and P-glycoprotein were fed a normal diet

[20]. Furthermore, when the original strain of Bsep�/� mice was backcrossed

with C57BL/6J mice for ten generations to produce C57BL/6 Bsep�/� mice, the

resulting animals developed progressive cholestatic liver injury which resembled

PFIC2 in humans when fed a normal diet [21]. The onset of cholestasis in C57BL/6

Bsep�/�mice was preceded by impaired hepatic fatty acid β-oxidation and elevated
levels of expression of various anti-oxidative response genes. This suggested that

oxidative stress, caused by elevated fatty acid oxidation which results in the

generation of reactive oxygen species, could have contributed to the mechanism

of liver injury in C57BL/6 Bsep�/� mice [21].

1.4 Drug-Induced Liver Injury (DILI)

Toxicity to the liver is a relatively frequent finding during preclinical safety testing

of potential candidate drugs in animals. Typically, liver injury observed in animals

exposed to test compounds is a dose-dependent and reproducible finding. If the

safety margin vs. the expected human efficacious dose is low and the type of liver

injury is considered likely to raise clinical concern were it to occur in humans

(e.g., acute hepatocellular necrosis), compound termination prior to clinical evalu-

ation may occur. In addition, many drugs do not cause evidence of liver damage

in preclinical species yet may cause liver injury in humans. For the vast majority

of drugs, this type of liver injury occurs infrequently and only in certain suscep-

tible drug-treated patients, does not exhibit overt dose dependence and is termed

idiosyncratic DILI [22, 23]. The pattern of liver injury may be cholestatic,

hepatocellular or mixed hepatocellular/cholestatic [23].

The most concerning clinical outcome of idiosyncratic DILI is acute life-

threatening liver failure, which arises when large proportions of hepatocytes are
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damaged. However, numerous drugs cause acute or chronic damage to cells of the

liver which results in symptomatic liver injury, but not liver failure, and some drugs

cause asymptomatic and mild liver damage which results in abnormal serum

clinical chemistry (most commonly, elevated concentrations of the enzyme alanine

aminotransferase (ALT) which is released from damaged hepatocytes). Idiosyn-

cratic DILI is a major cause of serious illness in man and, when detected during

drug development, is a leading cause of terminated development or failed registra-

tion of otherwise promising new therapies [24]. Furthermore, idiosyncratic DILI

caused by licensed drugs is an important cause of drug withdrawal or cautionary

and restrictive drug labelling [23, 25].

Extensive investigations of the mechanisms which underlie DILI in animals and

humans, and the basis of susceptibility, have been undertaken and have revealed

that this is a complex multi-step process which involves both drug-related and

patient-related factors. This is illustrated in Fig. 2.

Drug-related processes determine whether or not individual drugs have the

propensity to cause DILI in vivo, in preclinical test species or in humans. These

arise via interaction of drugs and/or their metabolites with biochemical processes

within liver cells, which initiate and propagate tissue injury or trigger protective

responses. Notable examples include drug metabolism within hepatocytes to chem-

ically reactive intermediates, impairment of mitochondrial function, initiation of

oxidative stress and activation of inflammatory processes and cell stress responses

[26–29]. Patient-related processes play a major role in influencing whether or not

drug-related processes result in DILI in vivo. These include genotype, underlying
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disease state, co-medications which cause drug–drug interactions, adaptive immune

responsiveness, gender, age, ethnicity and various other demographic factors

[30, 31].

1.5 BSEP Inhibition by Drugs

Numerous methods have been used to investigate modulation by drugs of BSEP/

Bsep activity in vitro and to assess functional consequences arising from modula-

tion of the activity of the transporter in preclinical species and humans in vivo.

These are summarised and discussed in Sect. 2. Data obtained using these

approaches have provided evidence that BSEP inhibition is an important drug-

related adverse property which contributes to cholestatic idiosyncratic DILI caused

by many drugs in humans. This is discussed in Sect. 3, as are approaches which can

be used to assess and minimise the potential liability posed by BSEP inhibition

during drug discovery and drug development. The current status of BSEP

structure–activity modelling is reviewed in Sect. 4. Key gaps in our current

understanding and future needs are highlighted in Sect. 5.

2 Tools for Evaluation of BSEP Function and Its Inhibition

by Drugs

2.1 In Vitro Tools

A wide variety of different experimental systems may be used to assess inhibition

of BSEP/Bsep activity by drugs in vitro. These include membrane vesicles prepared

from ex vivo liver samples or from cell lines transfected with BSEP/Bsep from

various species [32–43], primary hepatocytes cultured in sandwich configuration

[44, 45] and polarised epithelial Madin–Darby canine kidney (MDCK) cell lines

co-transfected with Ntcp and Bsep and cultured as monolayers [46].

2.1.1 Membrane Vesicles

Two assay formats may be used to assess effects of test compounds on BSEP/Bsep

activity in membrane vesicles. These are the ATPase assay and the vesicular

transport assay. The most frequently used approach is the vesicular transport

assay. Typically, this utilises inside-out membrane vesicles prepared from cells

transfected with a plasmid vector which includes the appropriate cDNA sequence

and quantifies the ATP-dependent accumulation of a probe substrate into inside-out
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vesicles in the absence and presence of test compound. The assay principle is

illustrated in Fig. 3.

Inhibition of BSEP transport activity in the presence of the test compound results

in reduced uptake of the probe substrate into the vesicles, while use of vesicles from

mock-transfected cells and studies undertaken using AMP in place of ATP enable

correction for possible artefacts which are unrelated to inhibition of BSEP activity.

Membrane vesicle assays enable direct determination of concentration–response

relationships, determination of apparent IC50 values and estimation of key kinetic

parameters (i.e. Km, Ki, Vmax). In addition, the approach can be adapted to 96-well

plate format, enabling convenient and rapid generation of data with substantial

numbers of compounds. For BSEP, the most commonly used probe substrate is

taurocholate, which is one of the important endogenous substrates of this trans-

porter and is available commercially in its tritiated form as [3H]-taurocholate.

A detailed description of the vesicle methodology is provided in recent reviews

and detailed protocols are available [47–49]. This approach has been used to

investigate a large number of drugs and endogenous molecules in order to

identify compounds which interfere with BSEP function, to study the relationship

between BSEP inhibition and DILI and to explore structure–activity relationships

[32, 38, 42, 43, 50]. Typical concentration–response curves obtained with

inhibitory and non-inhibitory drugs are shown in Fig. 4.

Typically, insect cells such as Spodoptera frugiperda (e.g., Sf 9 or Sf 21) or High
Five are used as BSEP expression systems as they are easy to manipulate, the

required technologies are well established and large quantities of membranes can be

generated. Vesicles prepared from transfected mammalian cells (e.g., HEK) can

also be used but typically give a lower yield of vesicles, although approaches for

larger-scale vesicle preparation have been described [51]. It has been found that

cholesterol content can influence the activity of BSEP and other plasma membrane

transporters and use of vesicles prepared from mammalian cells provides a more

relevant membrane lipid composition than is provided by insect cell membranes

[41, 52]. However, a study of BSEP inhibition by a small set of compounds in

insect-derived vesicles with and without cholesterol supplementation demonstrated

no significant differences in transport inhibition potencies between the two types of

vesicles [52]. Other investigators also observed no significant differences when a

variety of test compounds were evaluated for transport and transporter interactions
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using insect and mammalian cell-derived vesicles which expressed MRP2 or BCRP

(the breast cancer resistance protein; BCRP/ABCG2) [53].

Vesicular transporter studies may also be undertaken using apical plasma mem-

brane vesicles prepared from liver tissue [54]. Such membranes express multiple

hepatic transporters at physiologically relevant levels in a native membrane envi-

ronment, although their preparation is technically challenging. The potential value

that can be obtained from their use is exemplified by studies undertaken with

estradiol-17β-glucuronide, which plays an important role in human intrahepatic

cholestasis of pregnancy [55]. This compound has been shown to inhibit Bsep

activity in rat liver canalicular membrane vesicles and in membrane vesicles from

insect Sf 9 cells which had been co-transfected with both Bsep and Mrp2. However,

inhibition of Bsep activity by estradiol-17β-glucuronide was not observed when

studies were undertaken using membranes from insect cells transfected with Bsep

alone, or liver canalicular membrane vesicles from Mrp2 deficient rats [32]. It was

inferred that estradiol-17β-glucuronide trans-inhibits Bsep only after its secretion

into bile canaliculi, which is mediated by Mrp2 [32].

Since BSEP transporter activity is coupled to ATP hydrolysis, BSEP interactions

may also be assessed indirectly by quantification of inhibition of ATPase activity.

To distinguish between enzymatically mediated and spontaneous ATP hydrolysis,
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inhibition of vanadate-sensitive ATPase activity is assessed. While apparent IC50

values can differ between ATPase and vesicle systems, in a study undertaken by Kis

et al. [41], the rank order of inhibition potencies was similar between the two

systems for murine Bsep. The ATPase assay is suitable for high-throughput appli-

cations and does not require the use of radioactivity. However, relatively few

investigators have used this approach to explore potential BSEP inhibition by

drugs since it provides only indirect data indicative of compound-induced

modulation of BSEP activity.

In addition to their use for evaluation of BSEP inhibition, membrane vesicles are

a versatile tool which enable investigation of transport of compounds by BSEP.

This has been demonstrated for a range of endogenous substrates [35, 36] and for

some drugs, e.g., pravastatin and vinblastine [56, 57], although overall BSEP is not

considered to play an important role in drug disposition. Another area where vesicle

assays are especially useful is in investigations of the impact of BSEP single

nucleotide polymorphisms [58, 59] on transport activity and its modulation by

test compounds.

However, it is important to be aware that compounds which are highly perme-

able may return false-negative results in vesicle substrate assays, since they may

diffuse out of the vesicles passively. In addition, partitioning into membrane lipids

may pose problems for highly lipophilic compounds.

2.1.2 Polarised Epithelial Cells Transfected with BSEP

Polarised cells which express BSEP on the apical domain of the plasma membrane,

in the correct orientation, provide a uniquely valuable tool for investigation of the

role of BSEP in cellular efflux of test compounds. In order to avoid artefacts which

may arise due to other transporters, it is important to select cells which have low

endogenous expression of relevant transporters (MRP2, P-gp) and to undertake

“negative control” studies with mock-transfected cells. However, when using cell

lines transfected with BSEP to investigate the role of the transporter in vectorial

transport of conjugated bile salts and other endogenous substrates, it is important to

ensure that the cells also express relevant basolateral solute carriers which mediate

their cellular uptake (which in hepatocytes is mediated by NTCP and OATP, as

described previously) since these substrates have low passive permeability across

cell membranes. This limitation can be avoided by co-expression of BSEP and

sinusoidal uptake transporters in polarised cell lines. Cells transfected with multiple

genes have been used to investigate the role of sinusoidal uptake and apical efflux

transporters other than BSEP in hepatic uptake and clearance of a variety of drugs

and also to explore the interdependency between transporters and drug-

metabolising enzymes. Notable examples include MDCK cell lines which

co-expressed both the uptake transporter OATP1B3 (SLC21A8, formerly termed

OATP8) and the efflux transporter MRP2 [60] and, more recently, triply or qua-

druply transfected MDCK cell lines which co-expressed OATP1B1,

UDP-glucuronosyltransferase 1A1, MRP2 and cytochrome P450 3A4 [61, 62].

200 J.G. Kenna et al.



A general note of caution when interpreting data obtained using such models is that

the levels of expression of proteins derived from the transfected genes may differ

markedly from their expression levels in the liver in vivo.

Doubly transfected cells which co-express human NTCP and BSEP, or their rat

orthologues, in MDCK cells [46] and porcine kidney-derived LLC-PK1 cells

[63, 64], have been used to investigate the bile acid substrate specificity of these

transporters and to assess transport of fluorescently tagged bile acids. Due to the

polarised expression of NTCP and BSEP in these cells, transwell devices may be

used to study basal-to-apical transport and apical efflux of probe substrates. For the

probe substrate taurocholate, both parameters were shown to be reduced when cells

were exposed to drugs which cause cholestasis (e.g., rifampicin, cyclosporine A)

[64]. This approach has the potential to provide information on the effects of drugs

on transporter function under conditions which are more physiologically relevant

than those utilised in isolated membrane vesicle assays. However, this cell model

system does not permit precise quantification of the potency of BSEP inhibition

unless the intracellular concentration of the test compound is determined.

2.1.3 Cultured Hepatocytes

Although hepatocytes can be isolated from the livers of numerous animal species

and humans at high yield and with high viability, this process results in loss of

polarised expression of basolateral and apical plasma membrane transporters.

Therefore, freshly isolated hepatocytes cannot be used to explore vectorial transport

processes. This limitation can be circumvented by culturing isolated hepatocytes in

3-dimensional sandwich configuration. The term “sandwich” refers to the culture

configuration achieved when hepatocytes are plated on collagen-coated plates and

then overlaid with either gelled collagen or Matrigel™. Under such conditions,

hepatocytes re-polarise and express functionally active transporter proteins at the

corresponding plasma membrane domains. Apical domains are localised to plasma

membrane domains between adjacent hepatocytes, which are surrounded by imper-

meable tight junctions that result in the formation of sealed “canalicular pockets,”

while basolateral domains are expressed at the interface between hepatocytes and

the cell overlay. Methods for preparation of sandwich-cultured hepatocytes (SCH)

derived from primary hepatocytes (cryopreserved or freshly isolated) of a range of

species, including human and rat, have been established. In addition to their

expression of functionally active basolateral and apical transporter proteins, SCH

express some phase 1 and 2 drug-metabolising enzymes [65]. Therefore they

comprise a physiologically relevant model which allows the assessment of various

important hepatic drug elimination pathways (uptake, metabolism, sinusoidal

efflux, biliary efflux) in one in vitro system [65].

The technique used most frequently to quantify apical efflux transporter activity

in SCH requires evaluation of compound efflux from the cells in buffer which

contains Ca2+/Mg2+ (where tight junctions are sealed) and in Ca2+/Mg2+-free buffer

(which disrupts protein–protein interactions between connexins and releases
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material otherwise enclosed within sealed canalicular pockets). Subtraction of the

extent of compound efflux into culture medium containing Ca2+/Mg2+

(i.e. transport mediated by basolateral transporters) from the extent of efflux in

Ca2+/Mg2+-free medium (i.e. transport mediated by both basolateral and apical

transporters) enables indirect quantification of apical transporter-mediated cell

efflux. A close correlation has been observed between the extents of apical excre-

tion of a variety of test compounds in this model in vitro and biliary excretion of the

compounds in vivo, in bile duct cannulated rats [66]. Furthermore, numerous drugs

which were shown to inhibit BSEP activity in inverted membrane vesicle assays

have been shown to inhibit apical excretion of the BSEP probe substrate [3H]-

taurocholate from rat and human SCH in vitro. Examples include cyclosporine A,

CI-1034, glibenclamide, the macrolide antibiotics troleandomycin and erythromy-

cin estolate and nefazodone [67, 68].

Direct assessment of apical transporter activity in SCH may be undertaken by

live cell imaging of apical efflux of fluorescent probe substrates. Such studies have

been undertaken using the probe substrates 5(6)-carboxy-20,70-dichlorofluorescein
(CDF), which is added to cells in its membrane permeable, non-fluorescent

diacetate form and is cleaved intracellularly to release fluorescent CDF [69, 70],

and cholyllysylfluorescein (CLF), which is a fluorescent analogue of the natural bile

salt cholylglycine that exhibits in vivo clearance in humans similar to that of

endogenous bile acids [71–73]. The chemical structures of CDF and CLF, and of

the endogenous BSEP substrate taurocholate, are shown in Fig. 5.

Both CDF and CLF have been shown to accumulate in sealed canalicular

pockets between hepatocytes following their administration to SCH in medium

containing Ca2+/Mg2+, but not in Ca2+/Mg2+-free medium. In addition, canalicular

excretion of CLF from human or rat SCH was found to be inhibited in the presence

of a variety of compounds which inhibit BSEP/Bsep activity (cyclosporine A,

troglitazone, tiapride or troleandomycin) [44, 73]. In the case of CLF, this inhibition

could be quantified by use of a high-content cell imaging algorithm [73].
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The available data indicate that biliary efflux of both CDF and CLF from hepato-

cytes is mediated primarily by Mrp2 [69, 70, 74], even though earlier data had

suggested that biliary CLF efflux was mediated by BSEP [71, 72]. Alternative

fluorescent probes have been described which exhibit high affinity for BSEP

(e.g., [75]), although these have yet to be used in SCH imaging studies.

SCH provide higher throughput and have much lower compound requirements

than in vivo biliary transport studies. They also enable cross-species investigations

of biliary transport and transporter interactions using a convenient system, which is

more physiologically relevant than inverted membrane vesicle assays or transfected

cell expression models. In addition, since SCH express drug-metabolising enzymes,

they may be suitable for the investigation of transporter interactions caused by

metabolites in addition to parent compounds. However, studies with SCH require

a substantial resource and expertise and are dependent upon access to plateable

primary hepatocytes of high quality.

2.2 Ex Vivo and In Vivo Tools

Several approaches can be used to investigate effects of test compounds on bile

formation and BSEP/Bsep activity ex vivo or in vivo. These methods are used to

explore and understand functional consequences arising from transporter

interactions.

2.2.1 Isolated Perfused Liver

The isolated perfused liver [76] is an ex vivo model which maintains the hepatic

architecture and zonal nature of the liver, as well as the natural composition of

parenchymal and non-parenchymal cells and cell–cell interactions, and is not

influenced by extra-hepatic factors. This approach enables assessment of hepatic

uptake, metabolism and the biliary and basolateral efflux of test compounds and has

been utilised to investigate drug clearance in liver from mouse, rat and other

preclinical species. The technique requires experience and surgical skills and a

number of key parameters need to be controlled carefully to ensure that reproduc-

ible results are obtained (e.g., perfusion buffer, flow rates, temperature, oxygena-

tion). Typically, blood vessels (either venous alone or venous and arterial) are

cannulated and connected to a perfusion apparatus and the bile duct is also

cannulated, enabling measurement of bile flow and biliary excretion. The perfusion

medium can be administered in a recirculating or a single pass mode and contains

probe substrate (e.g., [3H]-taurocholate, when exploring bile acid clearance) plus

test compound. Effects on specific transporters can be investigated to some degree,

although since the preparation retains the complement of transporters expressed

in the liver, the data that can be obtained are determined by the transporter

specificity of the probe substrate used. Examples of BSEP inhibitors which have
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been investigated in the isolated rat perfused liver model are troglitazone, which

was found to cause a marked decrease in bile flow due to its cholestatic action [77],

and rifamycin SV, which inhibited the biliary excretion of taurocholic acid [78].

2.2.2 Bile Duct Cannulation

Cannulation of the common bile duct (or gall bladder) permits in vivo quantifica-

tion of biliary clearance of drugs, their metabolites or endogenous molecules and

therefore enables direct assessment of effects of test compounds on bile flow and

bile composition. Bile duct cannulation is used most frequently in mice and rats

[79, 80], but can also be performed in a range of other species such as dog [81],

monkey [82], rabbit [83], mini pig [84] and humans [85]. In the preclinical setting,

the procedure requires surgical preparation under anaesthesia. Experiments in

anaesthetised animals can be performed for a few hours, whereas studies in

conscious animals can be undertaken for durations that vary from several days up

to months. The conscious model requires externalisation of catheters, to allow

sample collection and free movement of animals, and administration of bile acids

is required to avoid bile acid depletion and to maintain normal digestive function in

studies of longer duration. Typically, bile flow is measured gravimetrically, by

determining the amount of bile collected within short defined time intervals over

the duration of the experiment, while analysis of bile composition can provide

detailed and valuable mechanistic insights into effects arising from administration

of test compounds (e.g., [86–88]). However, the technique is technically challeng-

ing and labour intensive and its value can be limited by marked inter-subject

variability.

2.2.3 Plasma Biomarkers of In Vivo BSEP Inhibition

Elevated plasma or serum bile acid concentrations have been observed following

administration of compounds which inhibit BSEP/Bsep in vivo. The total pool of

3-hydroxy bile acids may be measured in these studies using an enzymatic clinical

chemistry assay. Troglitazone and cyclosporine A are examples of cholestatic drugs

which cause a rapid and dose-dependent increase in plasma bile acid levels after

intravenous administration to rats [34]. Oral administration to rats of nefazodone

(a potent BSEP inhibitor which has a black box warning for liver injury) caused a

transient increase in plasma bile acid levels one hour post-dose, which was not

observed when rats were dosed with the structurally related drug buspirone (a less

potent BSEP inhibitor than nefazodone that has not been reported to cause liver

injury but has been associated with infrequent serum transaminitis, which suggests

that mild liver injury may occur) [68]. Test compounds which have been reported to

inhibit BSEP/Bsep and to cause in vivo bile acid elevations are summarised in

Table 1 and their chemical structures are illustrated in Fig. 6.
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These data raise the possibility that evaluation of serum or plasma bile acids

might provide a useful noninvasive biomarker of in vivo BSEP/Bsep inhibition,

which can aid in establishing the rank order of cholestatic potential of test com-

pounds and might, therefore, be valuable if used to aid compound selection during

drug discovery [92]. However, since transporters other than BSEP also play impor-

tant roles in bile acid clearance (e.g., the hepatic uptake transporters NTCP and

OATP1B1), inhibition of such transporters also has the potential to cause elevated

Table 1 Examples of in vivo plasma bile acid elevations caused by test compounds which

inhibit BSEP

Compound

BSEP inhibition in

vitro (data are IC50

values in μM from

vesicles, unless

indicated otherwise)

Species

exhibiting

bile acid

increase

in vivo

Label (where

other outcome

not available) References

Cyclosporine A 0.5 (h) Rat Warnings:

hepatotoxicity

[34, 43]

0.6 (r)

Troglitazone 2.7 (h) Rat Withdrawn due to

liver injury

[34, 43, 89]

10.6 (r)

Bosentan 38.1 (h) Human, rat Black box warning

for liver injury

[33]

30.6 (r)

CI-1034 90% inhibition

at 50 μM
(h, SCH)

Rat Development

stopped,

transaminitis in

phase 2 studies

[44]

Glibenclamide 5.3 (h) Rat Adverse reaction:

cholestatic

jaundice and

hepatitis

[34, 44, 89]

2.8 (r)

Nefazodone 4.2 (h) Rat Black box warning

for liver injury

[43, 68]

17.4 (r)

100% inhibition

at 100 μM
(h, SCH)

Buspirone 104.5 (h) Rat Adverse reaction:

infrequent

transaminitis

[43, 68]

369.8 (r)

10% inhibition

at 100 μM
(h, SCH)

CP-724,714 16 (h) Dog Discontinued

from clinical

development due

to liver injury

[90]

70–80% inhibition

at 50 μM
(h, SCH)

Chemokine

receptor

antagonist

129.7 (r) Rat Discontinued

from clinical

development due

to rapid in vivo

clearance

[91]

h human, r rat, SCH sandwich-cultured hepatocytes
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serum or plasma bile acid levels and therefore needs to be taken into account when

interpreting such data. Recently it has been reported that bile acid levels were

increased in plasma and urine from rats several days after in vivo administration of

a variety of hepatotoxic compounds, some of which do not inhibit BSEP

(e.g., acetaminophen, carbamazepine) [93]. These data indicate that elevated total

plasma bile acid levels should not be considered a specific biomarker of BSEP

inhibition, but instead may provide a sensitive index of impaired liver function

which arises via multiple mechanisms. They also highlight the importance of

evaluating and interpreting plasma bile acids alongside other markers of liver

dysfunction and not in isolation. Nonetheless, it is conceivable that further work

may identify particular bile acid species, or combinations of individual bile acids,

which provide a more specific biomarker of BSEP inhibition in vivo than total

plasma bile acids.

3 Interpretation of BSEP Inhibition Data

3.1 BSEP Inhibition Is a Human DILI Risk Factor

Many pharmaceuticals which cause DILI have been shown to inhibit BSEP/Bsep

activity in vitro and to cause functional effects in vivo in experimental animals

which are indicative of BSEP inhibition (see Sect. 2). Systematic investigations of

the relationship between BSEP inhibition and DILI in humans have been conducted
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by two groups of investigators, both of whom quantified BSEP inhibition in vitro by

drugs that caused clinically concerning DILI and by widely used drugs not reported

to cause DILI [42, 43]. These analyses were undertaken using membrane vesicle

assays based on the insect cell transient transfection system and evaluated >250

drugs. In both studies, the frequency and potency of BSEP inhibition by drugs

which caused DILI was markedly greater than that observed with drugs which did

not cause DILI. Furthermore, one of the studies reported a higher frequency and

potency of BSEP inhibition by drugs which caused cholestatic or mixed DILI than

by drugs which caused hepatocellular DILI [43]. This is consistent with the

cholestatic pattern of DILI observed in humans who have defective BSEP expres-

sion due to genetic causes [14, 15]. In both studies, drugs were identified which

exhibited potent BSEP inhibition but did not cause DILI in humans. However, it

was also observed that the majority of these drugs are administered to humans at

low oral doses either via non-oral routes which result in low plasma exposure

(see Fig. 7) or only via very short courses of treatment [43].

The data obtained in one of the two studies and illustrated in Fig. 7 suggested

that an in vitro apparent BSEP inhibition IC50 value of <300 μM provided useful

discrimination between many drugs which caused cholestatic DILI and the majority

of drugs which did not cause DILI [43]. This value is markedly higher than the

unbound plasma concentrations of the majority of drugs and also the somewhat

higher concentrations typically observed at the hepatic inlet, when compared with

peripheral blood [94]. In comparison, most of the drugs tested in the other study

which were associated with DILI in humans and inhibited BSEP in vitro had

apparent BSEP IC50 values <25 μM [42]. When calculating apparent IC50 values

in both studies, it was assumed that all of the drugs added to the in vitro incubations

were free in solution and that no binding to protein or lipid had occurred.

Many of the tested drugs exhibit high plasma protein binding; therefore, the true

in vitro IC50 values are likely to be much lower than the apparent values that were

calculated. Furthermore, many drugs accumulate within hepatocytes at concen-

trations that are much higher than extracellular concentrations [95] and for some

drugs it has been found that their metabolites (which are not produced in the

membrane vesicle assay model) are more potent BSEP inhibitors than the parent
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compounds (e.g., troglitazone [89], sulindac [96]) and/or that BSEP inhibition

requires co-expression of MRP2 (which is not present in insect cells transfected

with BSEP) [32]. In addition, the fraction of transport inhibition required to cause

functional alterations in bile flow in vivo that contribute to DILI progression

following long-term dosing with drugs is unknown and could be much lower than

the observed IC50 values (e.g., IC10 values). Therefore, the relationship between

potency of in vitro BSEP inhibition by drugs, plasma drug exposure and clinically

significant effects on BSEP function in vivo remains poorly defined and merits

further investigation.

Consideration of physicochemical properties revealed that all of the 33 drugs

which exhibited apparent BSEP IC50 <300 μM in one of the studies [43] had

molecular weight >250 Da, ClogP >1.5 and non-polar surface area (NPSA)

>180 Å. Subsequently, this association was confirmed in a more comprehensive

assessment of the relationship between in vitro BSEP inhibition caused by >600

compounds and physicochemical properties [50], which is discussed in more detail

in Sect. 5.

The drugs tested in the studies summarised above [42, 43] which inhibited BSEP

and caused DILI have been reported to cause idiosyncratic DILI in humans and,

with very few exceptions, have not been reported to cause liver injury in preclinical

species. This implies that the level of BSEP inhibition achieved in vivo is insuffi-

cient to cause liver damage in animals or in non-susceptible humans. The reasons

why liver injury occurs in susceptible patients remain to be determined. When

considering the human safety implications of BSEP inhibition data, it is important

to bear in mind that BSEP inhibition is one of the several drug-related mechanisms

which have been implicated in initiation of DILI (see Fig. 2). Other important drug-

related mechanisms include formation of chemically reactive metabolites, mito-

chondrial injury and activation of both innate and adaptive immune responses

[26–29].

The value for human risk assessment that can be gained from evaluation of these

additional drug-related processes alongside BSEP inhibition has been highlighted

in a recent study of 36 drugs, 27 of which caused severe idiosyncratic adverse drug

reactions (IADRs) in humans (most frequently DILI) and 9 of which did not

[97]. Each drug was tested in vitro for: cytotoxicity to the human liver-derived

THLE cell line, or to a THLE cell line which expressed human cytochrome P450

3A4 (to enable drug metabolism mediated by this enzyme); mitochondrial toxicity

to HepG2 cells cultured in media which contained galactose in place of glucose to

potentiate mitochondrially mediated toxicity; inhibition of BSEP activity; inhibi-

tion of Mrp2 activity; and covalent binding of radiolabelled drug to human hepa-

tocyte proteins. Data from the toxicity assays were assigned a binary score of

1 or 0, depending upon whether or not a threshold potency value indicating

in vitro activity was observed, and the aggregated in vitro panel score for each

drug was calculated. The human hepatocyte covalent binding data were adjusted for

fractional turnover of the drugs under the in vitro assay conditions and also for the

daily human dose, which enabled calculation of the daily covalent binding burden
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(CVB burden). For each drug, the aggregated in vitro panel score was then plotted

against CVB burden. This resulted in a two-dimensional hazard matrix, which is

illustrated schematically in Fig. 8. Seven of the 9 drugs which did not cause

concerning IADRs (78%) were located in Zone 1 (i.e. exhibited few in vitro toxicity

assay signals and low CVB burden). In contrast, the 27 drugs which caused IADRs

were all (100%) located in Zones 2, 3 or 4 (i.e. exhibited multiple in vitro toxicity

assay signals and/or high CVB burden). These results support the complex, multi-

step model of DILI initiation and progression that is outlined in Fig. 2 [97].

3.2 Recommendations from the International Transporter
Consortium and European Medicines Agency

The International Transporter Consortium includes leading scientists from acade-

mia, industry and regulatory authorities who provide advice that may be incorpo-

rated into regulatory guidance. In their latest series of White Papers, this

Consortium has acknowledged the emerging data linking BSEP inhibition with

cholestatic DILI and has highlighted that currently it is impossible to define a value

for BSEP inhibition that can be considered predictive of BSEP-mediated DILI

[98]. Furthermore, it was noted that a strategy has not yet been defined which can

accurately assess the clinical relevance of BSEP inhibition. In view of these

limitations, the Consortium has not recommended proactive testing of BSEP

inhibition during drug development. However, it has recommended that evaluation

of the potential contribution of BSEP inhibition should be considered if evidence of

cholestatic DILI is apparent from clinical studies or preclinical safety studies. In

addition, the Consortium recommended that monitoring of serum bile acid levels
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should be undertaken in vivo for compounds which have been identified as Bsep

inhibitors in rats, as should evaluation of alkaline phosphatase and transaminase

levels [98]. If BSEP inhibition is observed under such circumstances, biochemical

evaluation of serum bile acids has been recommended to aid ongoing clinical safety

assessment [98].

The current European Medicines Agency guideline states that if in vitro studies

indicate BSEP inhibition, adequate biochemical monitoring including serum bile

salts is recommended during drug development [99].

3.3 Assessment of BSEP Inhibition During Drug Discovery

While the recommendations from the International Transporter Consortium are

appropriate to support clinical development of drugs which have exhibited evidence

of cholestatic liver injury in vivo and have been found to inhibit BSEP activity, they

do not address the needs of drug discovery. At this stage, chemical choice is

available; therefore, it is important to design and select candidate drugs which

exhibit an optimal balance between desirable pharmacology and pharmacokinetic

properties and least possible propensity to cause clinically and commercially

undesirable drug–drug interactions and toxicity. If compounds which have reduced

(or ideally no) propensity to cause potent BSEP inhibition can be designed and

selected, the need to take account of and manage possible DILI caused by this

mechanism will be avoided or minimised in drug development. With this in mind, a

Consider phys chem props 

No BSEP hazard 

MW < 250Da and ClogP < 1.5 
= BSEP inhibition unlikely 

Quantify and screen away from in 
vitro BSEP inhibition 

MW > 250Da and/or ClogP > 1.5 
= BSEP inhibition possible 

BSEP IC50 > 300 mM 

Quantify total plasma bile acids in 
vivo in preclinical species 

Elevation vs. control values not detected 
at estimated safety margin >10-fold 

Elevation detected vs. control values, 
estimated safety margin <10-fold 

Quantify in vitro BSEP prior to in 
vivo preclinical safety testing 

Quantify total plasma bile 
acids in vivo in humans 

No elevation detected vs. control values 
at estimated safety margin >10-fold 

Elevation detected vs. control values, 
estimated safety margin <10-fold 

BSEP hazard 

BSEP IC50 < 300 mM Test alternative 
compounds 

Fig. 9 Proposed decision tree for in vitro BSEP assessment and data interpretation
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BSEP assessment decision tree which may be suitable for generic use in drug

discovery is illustrated in Fig. 9.

The primary objective is to enable early identification of drug series which have

the propensity to cause potentially concerning levels of in vitro BSEP inhibition

(e.g., IC50 < 300 μM), so that in silico tools and in vitro screening can be used to

support the design and selection of compounds which exhibit the least possible

BSEP inhibition potency. Progression of candidate drugs which inhibit BSEP

activity in vitro may be appropriate when chemical choice has been exhausted,

the dose and clinical exposure is expected to be low or the anticipated benefit–risk

is considered likely to justify clinical evaluation of a compound that may cause

DILI. Since the risk of BSEP inhibition posed by compounds with molecular weight

<250 Da and ClogP <1.5 appears to be low [43, 50], the value of testing such

molecules for BSEP inhibition is questionable and it is more logical to focus

resources on testing molecules with molecular weight >250 Da and/or ClogP

>1.5. The potency cut-off value of 300 μM assumes that the Sf 21 insect expression
membrane vesicle assay [42, 43], which is suited to high-volume data generation

and utilises the physiologically relevant substrate [3H]-taurocholate, is used to

determine BSEP inhibition. Other cut-off values may be more appropriate if other

in vitro assays or BSEP probe substrates are utilised. For example, Thompson

et al. [97] utilised the fluorescent BSEP probe substrate (7β-[(4-nitro-2,1,3-
benzoxadiazol-7-yl)amino] taurocholate), which necessitated the use of a higher

substrate concentration to yield acceptable signal to noise ratio than was used in the

[3H]-taurocholate assay and resulted in higher apparent BSEP IC50 values than

were observed when using the radiolabelled substrate [43].

In view of the uncertain relationship between BSEP inhibition in vitro and

functional effects in vivo, quantification of plasma or serum bile acid concentra-

tions is required to provide insight into whether BSEP inhibition observed in vitro

results in adverse functional consequences in vivo and to determine whether in vivo

no effect levels and safety margins can be identified. These should be evaluated

alongside conventional plasma biomarkers of liver injury (i.e. increased levels of

plasma alanine aminotransferase, alkaline phosphatase and other enzymes released

from damaged hepatocytes, plus elevated bilirubin arising due to its impaired

hepatic clearance into bile) and altered liver histopathology, as proposed by the

ITC [98]. A tenfold in vivo exposure margin is proposed for identification of

compounds which inhibit BSEP in vitro, but are administered in vivo under

conditions which result in low plasma exposure that can be considered unlikely to

raise safety concerns.

When assessing the in vitro DILI risk posed by test compounds, it is

recommended that the hazard matrix approach described by Thompson et al. [97]

and illustrated in Fig. 6 is utilised. This approach requires evaluation of several

additional parameters, i.e. metabolism-independent cell toxicity, CYP3A4-

mediated cell toxicity, mitochondrially mediated cell injury, inhibition of Mrp2

activity and covalent binding of radiolabelled drug to human hepatocyte proteins,

and is, therefore, relatively resource intensive. It has the potential to provide

valuable insight into the propensity of drugs to cause DILI and other clinically
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concerning IADRs, which otherwise may not be detected until late in development

or even post-licensing [97].

4 Computational Approaches and Structure–Activity

Relationship (SAR)

4.1 Introduction to Computational Modelling Approaches

Computational methods are widely used in predictive safety assessment, with the

ultimate goal of filtering out compounds with safety liabilities at an early stage in

drug discovery [100]. Such methods include but are not limited to statistical- and

structure-based models, expert systems and quantitative SAR (QSAR) models.

Early QSAR models were of the multiple linear regression type and assumed a

linear relationship between physicochemical and structural descriptors which

encode chemical information and biological responses [101]. In practice, correla-

tions between these parameters often are non-linear. Therefore, the need for more

advanced non-linear regression models such as support vector machine, random

forest or artificial neural networks has been recognised and such models are now

being developed and applied widely in drug discovery [102, 103].

Computational approaches have been used to gain improved understanding of

how chemical compounds interfere with ABC transporters and to aid in the design

of compounds which are devoid of such interactions. P-gp is the most extensively

investigated biliary transporter and has been the focus of the majority of computa-

tional efforts in this area. Recently, QSAR models based on around 200 tested

compounds were published in two different studies for P-gp. In one study, different

machine learning methods were compared to achieve the highest accuracy in

distinguishing between P-gp substrates and non-substrates [104]. In the second

study, Bikadi et al. built a QSAR model based on a compound set of similar size

and augmented their analysis by establishing a homology model for P-gp to dock

ligands into the binding pocket [105]. Although computational modelling of MRP2

interactions is currently less advanced, it is notable that Pedersen et al. employed

the concept of a multivariate orthogonal partial least-squares projection to latent

structures discriminant analysis (OPLS-DA) model to compare MRP2 inhibitors

and non-inhibitors and identified molecular descriptors as major determinants of the

inhibitory effect [106].

4.2 BSEP Inhibition SAR Models

Hirano et al. reported the first application of computational approaches to BSEP

inhibitor profiling in 2006 [38, 107]. In this study, BSEP inhibition by a limited yet
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diverse set of 37 drugs from seven different therapeutic classes, which ranged from

neurotransmitters and ion channel blockers to anti-cancer drugs, was analysed using

membrane vesicles from transfected Sf 9 insect cells. Chemical fragmentation

descriptors were extracted for each of the drugs and multiple linear regression

analysis was used to explore possible associations between BSEP inhibition and the

descriptors. A model which incorporated six fragmentation codes was developed,

which provided a high correlation with the experimentally observed in vitro BSEP

inhibition data (r2 ¼ 0.95). Five of the descriptors correlated positively with

inhibition (which included ring-linking groups containing one carbon atom,

thioester groups bound to heterocyclic carbon and aromatic rings), while hydroxyl

groups bonded to aliphatic carbon correlated negatively. Although this analysis is

very encouraging, its practical value is unclear due to the small number of com-

pounds in the training set which were used to build the model and by the absence of

an independent test set of compounds.

Due to these limitations, we have recently described the use of several different

approaches to undertake a more rigorous evaluation of the relationship between

physicochemical features and BSEP inhibition by test compounds [50]. Our anal-

ysis was based on a reasonably large dataset totalling 624 compounds, each of

which was tested for BSEP inhibition using a membrane vesicle assay that utilised

an insect cell expression system and [3H]-taurocholate as the probe substrate. The

tested compounds had a broad range of apparent BSEP IC50 potency values

(see Fig. 10).

In order to build and test QSAR models, the dataset was split randomly into a

training set and a test set and an IC50 cut-off value of 300 μM was selected to

discriminate between inhibitors and non-inhibitors. This IC50 cut-off value was

selected because data obtained by Dawson et al. [43] indicated that it provided a
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Fig. 10 Distribution of BSEP IC50 values obtained with 624 test compounds. Data are geometric

means from at least three independent experiments and the compounds have been ranked by

potency (from [50], reprinted with permission from American Society for Pharmacology and

Experimental Therapeutics)
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useful discrimination between many drugs which cause cholestatic DILI and the

majority of the tested non-hepatotoxic drugs. The approaches employed to build

classification models included simple recursive partitioning and more elaborate,

non-linear machine learning methods (support vector machine and random forest).

The recursive partitioning approach was employed to identify key properties

influencing BSEP inhibition and the machine learning methods were used to

build computational models capable of predicting BSEP inhibition for a given

compound. In addition, molecular pair analysis was used to derive SAR for BSEP

inhibitors and to explore structural modifications which were associated with

reduced BSEP inhibition potency. BSEP inhibition was observed for many different

pharmacologically and structurally distinct drugs, which were distributed across

all ion classes (see Table 2).

A key finding from our QSAR analysis [50] was that lipophilicity and molecular

weight were significantly correlated with BSEP inhibition, which confirmed and

extended a previous analysis of 87 compounds [43]. For compounds where molec-

ular weight was greater than 309, the most important parameter influencing BSEP

inhibitory potency was lipophilicity, as calculated by ClogP. Molecular weight and

ClogP were used to construct a simple recursive partitioning scheme, which

resulted in an improved classification of BSEP inhibitors (r2 ¼ 0.5 in the training

set, r2 ¼ 0.36 in the test set) when compared with any single property and provided

a benchmark against which more elaborate modelling strategies could be compared.

Evaluation of a collection of molecular descriptor sets and modelling algorithms

yielded a further improvement in classification of a collection of 187 compounds.

The source of this improvement appeared to originate from the ability of the QSAR

model to identify low-molecular-weight BSEP inhibitors, where the simple recur-

sive partitioning scheme failed. Furthermore, for basic compounds a statistically

significant relationship was observed between the acid dissociation constants and

BSEP inhibition, indicating that more basic compounds and those with more

hydrogen-bond donors tend to be less potent inhibitors.

Key similarities and differences between the study carried out by Hirano

et al. [38, 107] and our analyses [50] can be summarised as follows. Hirano

et al. used a relatively small dataset of compounds to derive information on

structural features influencing BSEP inhibition. We used a set almost 20 times as

large and employed not one but three different computational approaches to

improve the understanding of chemical properties which distinguish between

Table 2 Distribution of BSEP inhibitors across different ion classes (data taken from [50])

Ion class

BSEP non-inhibitors, IC50 > 300 μM
(N ¼ 299) (%)

BSEP inhibitors, IC50 < 300 μM
(N ¼ 325) (%)

Acid 22.7 20.0

Base 34.8 38.5

Cationic 3.3 0.6

Neutral 32.1 37.8

Zwitterion 7.0 3.1
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BSEP inhibitors and non-inhibitors. A direct comparison of both study results can

be done by comparing the six fragmentation codes (i.e. chemical features) of the

Hirano group with the results of our matched molecular pair analysis. No similar or

identical substructural features being responsible for BSEP inhibition could be

found between the two studies. This lack of correlation is likely to be attributable

to both the small dataset investigated by Hirano et al. and the limited number of

matched pairs that could be identified in our study.

4.3 Limitations of Current BSEP SAR Models and
Opportunities for Improvement

The ultimate goal of assessing BSEP inhibition is to predict cholestatic drug-

induced liver injury. At present, it is unclear whether an in vitro BSEP inhibition

IC50 threshold value can be identified which accurately distinguishes between drugs

which have the propensity to cause cholestatic DILI and drugs which do not. In our

QSAR analysis [50], we used a threshold value of 300 μM, as proposed by Dawson

et al. [43]. This provided a relatively balanced dataset of positive and negative

compounds, which aided our analyses. However, when using this threshold value,

we observed that many of the tested compounds were classified as BSEP inhibitors

(see Fig. 10). This highlights the urgent need for an improved understanding of the

relationship between in vitro potency of BSEP inhibition and in vivo adverse

functional consequences. Another limitation of the categorical QSAR modelling

we have undertaken is the so-called “black box” behaviour of the machine learning

method that was applied. For the current model, it is almost impossible to assess

why a compound is predicted to be a BSEP inhibitor. Nevertheless, the information

provided by the model is helpful if used by medicinal chemists when attempting to

design and synthesise test compounds which are devoid of BSEP inhibition.

One obvious next step when developing more predictive QSAR models for

BSEP inhibition would be the analysis of data from larger sets of compounds.

A set of chemically diverse compounds which comprises thousands of entries with

IC50 values that range over at least three (and ideally five) orders of magnitude

would enable generation of a reasonably good regression model with the potential

of high predictive power. In itself, this will not solve the problem of the limited

interpretability of some of the machine learning methods that were applied. Use of

predicted significant substructures or properties may provide one useful way to

tackle this issue. The Computational Toxicology group at AstraZeneca is working

on this field [108] and recently published an article that introduces the principle of

heuristic localised inverse QSAR to enable assessment of the relative ability of the

descriptors to influence the biological response in an area localised around

predicted compounds [109]. This concept can be used to guide structural modifi-

cations that affect the biological response in the desired direction. Another more

general problem is the limited ability of current transporter models to distinguish
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between BSEP inhibitors and transported substrates [110]. It can be expected

that analysis of larger datasets of diverse compounds, including substrates and

inhibitors, is likely to help address this issue.

A further limitation of the current approaches is that they do not take account of

the possibility that multiple mechanisms may contribute to BSEP inhibition. This is

likely in view of the complex processes involved in cellular BSEP expression and

activity, defective BSEP expression in cholestatic liver injury and BSEP inhibition

by compounds [111–113]. This situation is undesirable and will need to be

addressed in due course. It will require access to data from more physiologically

relevant test systems than the insect cell expression membrane vesicle assays used

currently in many studies.

5 Conclusions

Transporter proteins perform vital functions throughout the body and are also key

determinants of drug disposition, excretion and toxicity. Inhibition of the hepatic

efflux transporter BSEP has been identified in a number of in vitro studies as a drug-

related risk factor for DILI. It has to be recognised that DILI is a complex, multi-

factorial process and that BSEP inhibition is only one of the multiple mechanisms

which contribute to the initiation of DILI. Assessment of BSEP inhibition during

drug discovery and development provides the opportunity to reduce the potential

for this important safety liability to occur. An understanding of the contribution of

physicochemical and molecular properties to the BSEP inhibition potential of new

chemical entities is in its infancy. Nevertheless, the SAR models available currently

allow computational evaluation of BSEP inhibition potential and are able to inform

and guide an in vitro testing strategy. Simple in vitro assays which use membrane

vesicles from transfected insect cell lines can be utilised at sufficient throughput to

influence compound selection in early drug discovery, while more complex in vitro

and in vivo models enable a more detailed assessment at later stages of the drug

discovery process and in drug development.

However, important challenges remain to be addressed, in particular around the

interpretation of in vitro data and their translatability to in vivo adverse functional

consequences in nonclinical animal studies and, ultimately, in humans. Future

research needs to focus on improving human risk assessment of compounds

which exhibit BSEP inhibition in vitro. Key questions here include : What level

and potency of BSEP inhibition in vitro translates into functional inhibition in vivo?

How can an understanding of a compound’s pharmacokinetic properties be used to

enhance interpretation of the significance of in vitro data? What measures of in vivo

drug exposure are the most appropriate to take into account when assessing safety

margins? What is the relationship between BSEP inhibitory potency in vivo in

healthy, non-susceptible humans and liver injury in patients who develop DILI?

Mechanistic mathematical modelling and systems modelling approaches are

now being utilised to address the risk of DILI arising from other mechanisms,
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most notably via reactive metabolite formation (e.g., [114, 115]), and may offer an

opportunity to address some of these questions and improve the prediction of DILI

potential caused by BSEP inhibition.

The ITC has highlighted BSEP as one of the emerging transporters that needs to

be considered when evaluating drug safety. It can be expected that this will

stimulate a discussion amongst transporter scientists on how best to tackle and

manage safety issues arising from BSEP inhibition during the process of drug

discovery and development.
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Drug Discovery vs hERG

Derek J Leishman and Zoran Rankovic

Abstract A number of marketed drugs have been withdrawn and numerous clin-

ical and preclinical compounds discontinued due to prolongation of the time

interval between Q and T waves of the electrocardiogram (long QT syndrome).

Drug-induced QT interval prolongation, which may lead to life-threatening cardiac

arrhythmia torsades de pointes (TdP), has been linked to blockade of a cardiac

potassium channel, a product of the human ether-à-go-go-related gene (hERG).

Consequently, drug discovery efforts across the pharmaceutical industry have been

utilizing hERG in vitro assays to predict and minimize the risk of QT prolongation.

This chapter discusses in silico, in vitro, ex vivo, and in vivo methods employed to

measure blockade of hERG and QT prolongation, as well as regulatory recommen-

dations, and medicinal chemistry strategies utilized to circumvent interactions

with hERG.

Keywords hERG, Medicinal chemistry, QT, Torsades de pointes
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1 Introduction

The assessment of a compound’s affinity for and ability to block the human ether-a-

go-go-related gene (hERG) potassium channel (Kv11.1) has become a standard and

required assay in drug development. This off-target pharmacology is remarkably

common. Estimates made when hERG block rose to prominence, through examin-

ing either published accounts or a random screening exercise, suggest more than

65% of tested compounds blocked the channel or bound to the channel with a

potency of 10 μMor less. The ability to inhibit the hERG channel is therefore one of

the most common off-target activities a medicinal chemist is likely to face.

In the late 1980s and early 1990s several pharmaceutical companies were

exploring class III anti-arrhythmic drugs as a therapy for atrial fibrillation. These

were drugs designed to prolong the refractory period of the cardiac muscle. The

atrial refractory period was prolonged by such drugs. The QT interval of the

electrocardiogram (Fig. 1), a measure of ventricular depolarization and repolariza-

tion, was also prolonged. Thus there was only very modest atrial selectivity for

these agents. Electrophysiological evaluation in isolated cardiac myocytes identi-

fied an ionic current in the heart with the properties of a delayed rectifying

potassium current. Studies also demonstrated that the current could be separated

into two components biophysically and pharmacologically [1]. One of these com-

ponents was rapidly activating and became known as IKr. This current was sensi-

tive to the class III anti-arrhythmic compounds which were being developed. In the

1990s it also became apparent that some noncardiovascular compounds which

prolonged the QT interval and had been associated with the cardiac polymorphic

ventricular tachyarrhythmia torsade des pointes (TdP) also blocked IKr [2]. Given

the difficulty of isolating IKr current for study, the assay of choice to evaluate

delayed repolarization through blockade of IKr was examination of action potential

duration in dog Purkinje fibers. Purkinje fibers respond to IKr blockade with a

prolongation of 100% or more whilst other cardiac tissues such as guinea pig
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papillary muscles prolonged by around 30%. The sensitivity of the Purkinje fiber

resulted in this assay being suggested alongside in vivo QTc prolongation (QTc is

the QT interval corrected for the effect of heart rate) as nonclinical assessments for

the ability to prolong cardiac repolarization for all new medicines in a CMP Points

to Consider document first released for comment in 1996 and finalized in 1997

[3]. Meanwhile in 1995 the hERG potassium channel was first isolated and quickly

identified as the specific molecular target of the class III anti-arrhythmic com-

pounds and the vast majority of those noncardiovascular drugs associated with QTc

prolongation and TdP [4]. In the intervening years a hERG potassium channel

assessment has replaced the dog Purkinje fiber action potential duration study as the

method of choice and required assay to examine the potential for delayed cardiac

repolarization in current globally recognized testing guidelines [5].

Prior to the existence of the current international nonclinical and clinical regu-

latory guidelines, a number of drugs were withdrawn from the market owing to the

association with TdP. One might question how such a pharmacologically promis-

cuous activity may have been missed in prior nonclinical and clinical testing

paradigms. There are a number of reasons for this related to species differences

in sensitivity to IKr blockade and the relative infrequency of a TdP event even on a

background of prolonged QT interval. Firstly neither rats nor mice use the current

IKr to any significant extent in cardiac repolarization. They are, therefore, insensi-

tive to drug exposures which might be expected to completely block the IKr current

for the entire duration of chronic toxicology studies. Fatal arrhythmias would not

occur in such studies and an effect on morbidity would have been the primary

potentially observable event. Secondly the dog has a relatively short QT interval

compared to its heart rate (around 60% of the human value at comparable heart

Fig. 1 The

electrocardiogram

illustrating the

components; P, Q, R, S,

T. The key interval from the

onset of Q until the end of T

is also shown. This interval

represents the

depolarization and

repolarization time for the

ventricles of the heart
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rates). Thus even marked prolongation only results in QT intervals which are still

far shorter than the interval between successive beats and does not result in

arrhythmia. Again there would be no impact on the morbidity of dogs owing to

IKr inhibition. Thirdly in monkey, where the relative QT interval compared to the

interval between beats is more like man, TdP can occur. However the TdP arrhyth-

mia in its definition is self-reverting and would be expected to return to normal

sinus rhythm after a short period. The arrhythmia becomes fatal when it degenerates

into ventricular fibrillation rather than self-reverting. In a model of TdP in the

monkey, where sensitivity to QT prolongation and arrhythmia is increased by AV

node ablation, TdP can be induced but is usually not fatal [6]. Thus whilst TdP may

induce fainting, owing to ineffective circulation, it would rarely be fatal in monkey.

Overall in these animal species the selective and complete block of IKr is unlikely

to lead to death. In contrast, it is unlikely that the same could be said of other

cardiac ionic currents such as the sodium and calcium currents or the potassium

current IK1 which controls resting membrane potential; these are likely to be fatal

in commonly tested animal species. Thus in nonclinical studies the effects would

primarily be detectable in in vitro assays and sensitive QTc assessments (which had

not been routine). In man despite the fact that many compounds do block IKr there

remain relatively few very potent blockers and few which can give 50% or more

block within tenfold of the plasma exposures achieved routinely in man [7, 8]. Even

deliberate targeting of IKr with class III anti-arrhythmic compounds which prolong

the QT interval in man by an average of 40 ms at a therapeutic dose [9] is associated

with TdP in only a small proportion of patients [10]. A literature review suggests

that 95% of cases of TdP with cardiovascular and noncardiovascular drugs occur

when the QT or QTc interval is 500 ms or more [11]. A QTc interval of 500 ms is

around 100 ms longer than the normal duration for most people.

Overall this important off-target pharmacology has led to fatalities amongst

patients and the withdrawal of drugs from the market. Around 1% of all drugs

approved since 1950 have been withdrawn owing to an association with TdP,

around 3% are probably associated with TdP to some extent, and up to 10% are

associated with TdP under some circumstances (for a list of drugs associated with

TdP, see www.AZCERT.org). No drugs approved since the introduction of the

current regulatory guidelines ICH S7B and ICH E14 have been withdrawn owing to

an association with QTc prolongation or TdP. The current concern is that this

success may have come at the cost of many hERG blocking or QTc prolonging

agents which may not have caused TdP and which may have been successful

therapies for unmet medical needs.

2 hERG Physiology and Pharmacology

Cardiac electrophysiology and electrophysiology in general are characterized by

nomenclature dominated by description. The term IKr was derived from the

observations that current (I) was being measured, it was potassium (K) current,
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and it was the rapidly activating component (r) of the delayed rectifying current. In

the field of ion channel genetics many ion channels were recognized by the

phenotype observed in drosophila that had a mutation in a channel or where a

phenotype was triggered pharmacologically and that effect was associated with an

ion channel. In one such example fruit flies exposed to ether were observed to shake

and move in a way which reminded the observer of the dancing in the then popular

Hollywood “Whiskey a Go Go” dance club. The isolated protein was named

ether-à-go-go, it was a potassium channel component abbreviated to eag. A

human analog was isolated and named human ether-à-go-go-related gene (hERG

Fig. 2.) [12, 13]; subsequently other species including mouse ether-à-go-go (mERG

[14]) and dog ether-à-go-go (cERG [15]) have been evaluated. In considering the

physiology and pharmacology of hERG this raises a very important distinction and

potential knowledge gap. The ionic current IKr is the current which flows through

the native cardiac channel. The protein encoded by hERG will form a potassium

channel when expressed in heterologous expression systems. A total of four hERG

proteins come together to form the channel. The current which flows through this

hERG potassium channel is similar to but not identical to IKr [16]. The native

cardiac channel has not been fully described and in general will contain four alpha

subunits (hERG), four beta subunits, and other ancillary proteins. Our understand-

ing of the constituents of the native channel has come from studies of hereditary

long QT syndromes (LQTs) which have identified subunits associated with the

current. The hERG protein also exists in different subtypes [17] which raises the

possibility of heteromeric forms of channel. The extent to which the potential

differences between composition of the native channel and a hERG-only expressed

channel impact conclusions on pharmacology remains unclear. However no com-

pound has been identified to block hERG current and not block IKr and vice versa.

S1 S2 S3 S4 S5 S6P

NH2

COOH

extracellular
+
+

+
+

hERG channel

Fig. 2 A diagram depicting a single hERG subunit containing six alpha-helical transmembrane

domains, S1–S6. Each hERG molecule has 1,159 amino acids and contains six membrane-

spanning domains. A homotetramer of four hERG molecules form the pore α-subunit of Ikr
potassium channel [12]. A reentrant loop forms the K+ selective pore within the channel
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It is likely that the differences would be observed in more subtle variations between

potency estimates in assays examining hERG current and IKr.

In addition to its obvious role in cardiac repolarization in most species, the hERG

channel has other physiological roles. Developmentally two interesting observations

can be made. Firstly even in rat and mouse where in adults IKr plays little role in

cardiac repolarization the hERG channel is involved in fetal cardiac electrophysiol-

ogy and hERG blockers have been demonstrated to be teratogenic in animal studies

[18]. Secondly all cancer cells tested to date appear to express hERG endogenously

[19]. Taken together these observations might suggest a role for hERG in membrane

potential control across many tissues during development.

The hERG channel subunits are also expressed in neuronal tissues in the brain

and periphery. In these tissues roles such as adaptation of neuronal firing rates have

been hypothesized [20].

The existence of hERG subtypes expressed differentially in different tissues and

the potential diversity in the full composition of native hERG-based potassium

channels suggest some functional selectivity of IKr blockers may be observed. The

class III anti-arrhythmic compounds, which were potent selective IKr blockers,

might have offered some insight here into effects on other tissues although practi-

cally the effect on the heart was very dominant. In PK/PD modeling it appears

hERG blockade equivalent to only 5% may be associated with measurable QTc

interval prolongation in man and that 50% of the maximal effect in man occurs at

concentrations which would only block around 20% of the hERG current measured

in vitro [21]. Thus in man the cardiac role of hERG is very dominant. There are no

examples of noncardiac selective hERG blockers.

The IKr and hERG currents share other unusual and novel features. Potassium

channels are outward and repolarizing owing to the concentration gradient between

high potassium inside the cell and low potassium outside the cell. When the

potassium outside the cell drops this would increase the gradient and would be

expected to increase the potassium current – this does occur for most potassium

channels. In the case of IKr and hERG current there is a role of potassium ions in

channel activation and lower external potassium reduces the current [22]. Thus

hypokalemia prolongs the QTc interval in man [23]. Acidosis also has an impact on

hERG current since external protons also appear to influence channel properties – a

modest fall in pH can dramatically impact IKr [24] and hERG current [25].

The hERG channel is remarkably pharmacologically promiscuous. When there is

a paucity of potent selective blockers of other potassium channels it seems unusual

that medicinal chemists can make potent and selective hERG blockers accidentally.

As studies have explored the mechanism of block and the structural features of hERG

channels an explanation of the pharmacological promiscuity has emerged.

2.1 Mechanisms of Channel Block

Voltage-dependent ion channels tend to have large portions of conserved structure.

Common functions such as formation of a transmembrane pore and voltage sensing

lead to conserved structure. Differences between the voltage-gated channels which
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are sodium, calcium, potassium, or cation selective channels obviously exist in the

selectivity filter of the pores. The mechanism by which a pore can select between

potassium and the smaller sodium ion was part of a series of studies which earned

Roderick Mackinnon a Nobel Prize. This pioneering work also helped uncover an

intriguing difference between the hERG channel and other potassium channels.

Whilst most voltage-dependent potassium channels have a proline–other amino

acid–proline (PXP) motif of amino acids in the alpha helix forming the pore, the

hERG channel lacks this motif [26]. The PXP motif kinks the alpha helix and limits

the size of the so-called vestibule between the activation gate and the selectivity

filter/pore of the potassium channel. As hERG lacks this PXP motif it lacks the

kinked helix and has a much larger vestibule. This vestibule can accommodate

drugs and these can even be trapped in the vestibule upon closure of the activation

gate. The work of Sanguinetti and colleagues [27] using scanning alanine muta-

genesis to alter successively all the amino acids which were thought to line the

vestibule then demonstrated three key binding spots for compounds. One of these

was deep in the vestibule near the pore and selectivity filter. Another was the

tyrosine at position 652 (Y652) and the third was the phenylalanine at position

656 (F656). The potency of block for the class III anti-arrhythmic compound

MK499 was reduced by mutation of any of the three locations. The potency of

block for the noncardiovascular agents, cisapride and terfenadine, was not affected

by change to the pore region but was affected by mutation of either Y652 or F656

(Fig. 3). Thus overall the mechanistic studies have shown that hERG has a large

vestibule with key amino acids to interact with compounds. Combined with elec-

trophysiological studies demonstrating that hERG block is use dependent a general

mechanism of block has been described. The blocker crosses the cell membrane and

accesses the vestibule when the activation gate opens. When it occupies the

vestibule it impedes the passage of potassium ions and thus blocks current. The

F656

Y652

PH

Selec�vity
Filter

S6

Fig. 3 Schematic depiction

of the putative interactions

between MK-499 (anti-

arrhythmic) and the hERG

channel. The alpha-subunit

inner helices (S6) and loops

extending from the pore

helices (PH) to the

selectivity filter form the

channel inner cavity and the

ligand-binding site. For

clarity, S6 and PH domains

of only two subunits of the

tetrameric channel are

shown (longitudinal view

with respect to the cell

membrane)
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compound may or may not be trapped in the channel when the activation gate

closes. Subsequent evaluations of a number of different hERG blockers have shown

that they are impacted by mutations at either or both Y652 or F656 [28, 29]. These

include an evaluation of erythromycin which despite its size has hERG blocking

potency also dependent on Y652 and F656 [30]. These studies have confirmed that

there is a relatively limited mechanism for hERG block common across most

compounds.

In common with other ion channels there are toxins which can block IKr/hERG

current. The scorpion toxin, CnErg1, blocks hERG current [31]. A large protein

molecule such as the toxin would not be anticipated to cross the cell membrane to

block the hERG channel. Indeed the nature of the block with the toxin is clearly

different. The block lacks the use dependence and is relieved by prolonged or large

voltage [32]. These are features common to closed channel blockers. The toxin has

been shown to bind to the channel outside of the cell membrane in a manner

consistent with closed channel block. There are no reported accounts of small

molecule closed channel hERG blockers.

There are other structural features of hERG which might suggest other mecha-

nisms of modulation. There is a nucleotide-binding domain on the channel. Current

through excised patches also tends to “run down” very quickly suggesting some

feature of the internal milieu is important in maintaining hERG current. Intrigu-

ingly hERG channels expressed in human embryonic kidney cells are inhibited by

both hypoglycemia and hyperglycemia via different second-messenger systems

[33]. This and the observed effects of kinase inhibition [34] suggest other pharma-

cological mechanisms of modulation exist. There are accounts of hypo- and hyper-

glycemia in man being associated with QTc prolongation [35, 36]. These indirect

modulatory influences raise a further opportunity. The possibility of increasing

hERG current pharmacologically could exist. Indeed in the routine screening

evaluations for hERG blockers a small number of potentiators of hERG current

have emerged [37].

In the field of class I anti-arrhythmics the existence of distinct phenotypes has

long existed. The first classification by Vaughn–Williams divided these into Ia, Ib,

and Ic on a basis which might have included different ion channel effects over and

above the common effect of blocking the cardiac sodium channel which they share.

Subsequently Campbell [38] classified these on the basis of the kinetics of their

sodium channel block – notably their off-rate or dissociation rate which is more

robust as it is not concentration dependent. The compounds remain classified as Ia,

Ib, and Ic but on a kinetic basis. The implications for effects in man and their

clinical utility differ for the different subtypes. Electrophysiological evaluation of

hERG blockers has suggested they differ with respect to effects on channel activa-

tion. They also differ kinetically. Cocaine has kinetics of interaction which are very

quick [39]. The class III anti-arrhythmics dofetilide and E4031 have very slow

kinetics. The kinetics of the majority of other compounds lies between these.

Further consideration of the structural basis of hERG block with some compounds

binding to all three key sites (pore, Y652 and F656), many binding to only 2, and

some to only 1 further suggests there may be different phenotypes of hERG blocker.
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No systematic attempt to classify hERG blockers exists and it is unclear if different

phenotypes would have different clinical or safety implications.

A further consideration of hERG block mechanism concerns longer-term

changes. It has become clear that in different pathophysiological conditions cardiac

remodeling occurs and the proportions of expressed channels change which, in turn,

changes the electrophysiological properties of the tissue. In the case of hERG it has

been demonstrated that compounds can impact the expression of the channel

primarily by disrupting the trafficking of the hERG protein from the endosome to

the cell membrane. The compounds arsenic and pentamidine are notable examples

of compounds which have this effect on hERG trafficking at concentrations more

potent than for direct hERG blockade [40]. Other compounds have effects on hERG

trafficking at concentrations similar to or less potent than for direct effects [41]. In

the clinic pentamidine has been demonstrated to have a delayed QTc prolongation

[40]. Whilst it has become clear that for a few compounds there is a very specific

effect which disrupts hERG trafficking, the physicochemical properties of the

majority of compounds impacting hERG are such that they are also implicated in

lysosomal accumulation and effects on autophagy. Medicinal chemical strategies

minimizing hERG block and effects such as phospholipidosis, binding to cyto-

chrome P450 (CYP) and p-glycoprotein (PGP), are all likely to minimize the more

nonspecific effects on trafficking. This would impact the prevalence of the more

specific trafficking blockers. Specific effects on trafficking might then be deduced

from their mechanism, detected in vitro or detected in an in vivo evaluation of

sufficient duration.

2.2 In Vitro and In Vivo Assays

Since the CHMP Points to Consider document focused attention on routine evalu-

ation of cardiac repolarization there has been considerable attention devoted to

different assays both in vitro and in vivo. Technology has advanced over the

intervening years and different assays are now commonplace compared to those

initially used. The assays used comprise of those specifically designed to evaluate

effects of compounds on the hERG channel and those which integrate the activity at

hERG and other ion channels.

2.2.1 Direct Measurement of Effects on hERG

The technologies used to assess activity at other channels have been reviewed

extensively (e.g., [42]). The hERG-specific assays can measure effects on the

ionic current directly, be indirect measures or examine channel trafficking. The

patch-clamp technique is the primary mechanism used to directly evaluate hERG

channel current. The use of heterologous expression systems is preferred since

these isolate hERG current in a background devoid of electrical activity and boost
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the magnitude of the measured current. Whilst the magnitude of native IKr current

in acutely isolated cardiac myocytes can measure around 50–100 pA, the hERG

potassium current in HEK cells can measure 1–2 nA. The cardiac myocytes have

additional sodium, calcium, and potassium channels all of which are voltage

dependent and some means of isolating the hERG current is necessary. The

myocyte isolation process also takes time on a daily basis making this a laborious

process. The heterologous expression systems also facilitate the use of higher-

throughput patch-clamp devices. Overall hERG channel patch-clamp studies are

almost exclusively conducted in heterologous expression systems.

The specific parameter measured is also determined by the more unusual prop-

erties of the hERG current. Upon depolarization from a relatively hyperpolarized

holding potential (e.g., �80 mV) the hERG channel opens allowing outward

current to flow. However the channel inactivates very rapidly such that increasing

depolarization does not increase the level of instantaneous current since it also

inactivates strongly with increased depolarization. When the depolarization ends

and the voltage is clamped back to more hyperpolarized levels, the inactivation is

equally quickly released, current increases and then slowly diminishes as the

channel slowly deactivates. This increase in current upon repolarization gives rise

to what are known as tail currents. The pharmacological effect of compounds is

generally measured as the extent of inhibition of the peak outward tail current.

More sophisticated measures such as the half-maximal voltage for activation,

inactivation, or deactivation can also be measured to examine the effects of

compounds. The kinetics of effects on channel current and the voltage dependence

of block are also parameters which have been measured. However the overwhelm-

ing parameter of choice is the extent of inhibition of the peak tail current. This

yields percentage inhibition and where block exceeds 50% an IC50 can be deter-

mined along with a Hill slope or Hill coefficient. The Hill slope is usually close to 1;

however, technical considerations can modify this. An example would be whether

or not rundown occurs and whether this is corrected for. The rundown in current

magnitude is an effect whereby the magnitude of the current diminishes with time,

probably owing to the loss of an intracellular factor through dialysis with the

solutions used to fill the patch-clamp pipette. The speed with which inhibition

with drug reaches equilibrium is concentration dependent taking a long time with

low concentrations. Thus the balance of drug effect and rundown decreases with

increased concentration. Consequently, block at low concentrations can be

overestimated and this flattens the Hill coefficient driving this to less than one. If

a fixed duration of drug application is used (normally relatively short), this would

tend to underestimate block at low concentrations making the Hill coefficient

greater than one. These technical considerations can add variability to assessments

of hERG potency although these are likely to be modest and account for less than

threefold differences in potency estimates. Equally such variability raises the

question of whether an apparent difference in potency between two compounds

of three to fivefold is real.

The technical considerations can be relatively subtle since two laboratories

given the same 12 drugs to examine and using identical cells and an identical
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patch-clamp voltage protocol yielded different results. There was a systematic

difference of around three- to fivefold between the laboratories and for one drug,

pimozide, the difference was 30-fold [43].

Examination of the literature where a single compound has been tested in more

than one laboratory suggests that some compounds are more affected by technical

considerations than others. In a systematic study cisapride was shown to exhibit

variable potency with protocol differences which was more dramatic than the drug

dofetilide [44]. An explanation of these differences is lacking but differences in the

kinetics of drug effect may be a factor.

The technology used for patch-clamp studies has changed in the last decade.

Whilst manual patch-clamp recording from individual identified cells with a glass

micropipette remains the gold standard technique, it has largely been replaced by

higher-throughput planar patch technologies. In the latter, individual cells are not

identified; rather, cells are seeded in a well in a specialized plate. A random cell will

cover a small (1–2 μm) hole in the bottom of the well, and after disruption of the

electrical integrity of the small patch of membrane obscuring the hole, the whole-

cell current is measured in a manner analogous to the manual technique. Where this

practice may depart from the manual technique is in the extent of the series

resistance imposed by the electrical contiguity of the connection to the cells

interior, the extent to which this can be compensated and then whether or not

voltage control is permanently maintained over the cell. These factors can all have

an impact on the measured potency of block and variability in this measure. This is

an acknowledged compromise made in using higher-throughput technology in

order to gain the increased capacity which allows more compounds to be tested

earlier in the drug discovery process.

2.2.2 Indirect Measurement of Effects on hERG

Using more indirect measures of hERG block is also a compromise used primarily

to gain access to higher capacity and lower cost testing. The most prevalent of these

technologies currently is radioligand or fluorescence probe binding. In these assays

a radiolabeled [45, 46] or fluorescently tagged [47] high-potency hERG blocker

binds to the hERG channels in membranes made from cells heterologously

expressing hERG. The potency with which test compound displaces the tagged

binder is determined and expressed as an IC50 or Ki. Published studies with

radiolabeled dofetilide [45] and astemizole [46] exist as well as studies with a

fluorescently labeled dofetilide [47]. These technologies allow very high through-

put especially if techniques such as scintillation proximity assays can be used to

eliminate the filtration step otherwise required to separate bound from unbound

radiolabel. Although nominally these techniques are indirect and it is possible that a

compound could bind elsewhere to block hERG, the observation that all small

molecules tested to date appear to bind to common amino acids in the vestibule

where space is limited means that displacement assays are unlikely to miss hERG

blockers. Theoretically it is possible that a binding displacer may be a potentiator of
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current rather than a blocker. The relative paucity of potentiators and the likelihood

that the compounds bind high in the vestibule impeding potassium ion flow

suggests that the possibility of misclassifying a compound is low. Other indirect

assays of hERG interaction do exist but few are less expensive or offer higher

throughput than the binding displacement assays making the displacement assays

the most commonly utilized assays in early hERG liability schemes.

Nowadays, early ion channel testing may also involve examination of additional

ion channels such as cardiac calcium and sodium channels. Subsequent in vivo or

in vitro assays are then used as a means of examining the integrated response to the

compound in cardiac tissues.

2.2.3 Effects of hERG Block in In Vitro Tissue Assays

The effects of hERG blockers have been evaluated in a range of in vitro tissue

assays. These can be considered to fall into two broad categories. Firstly there are

integrative assays used to assess the likelihood of repolarization in vivo and in man –

these are primarily native cardiac tissue assays examining repolarization duration.

Secondly there are proarrhythmia assays designed to address the question of whether

or not any given compound is likely to be proarrhythmic. These assays examine

indices beyond solely examining a measure of cardiac repolarization – these have

generally involved a higher degree of tissue organization such as in ventricular wedge

preparations or whole-heart preparations. Focusing on the former the original CPMP

Points to Consider document [4] took advantage of the high signal to noise ratio in the

canine Purkinje fiber action potential duration to suggest this assay to detect IKr

block. These integrative assays do allow an assessment of effects on duration with

native ion channel composition under physiological conditions. Thus where different

hERG evaluations may suggest different potencies for any given compound, the

tissue action potential assay offers the possibility of determining the likely concen-

trations at which prolongations may occur. However, the broader integrative proper-

ties of these assays add a key complication. They also express the other ion channels

key in determining the properties of the cardiac action potential. The canine Purkinje

fiber, for instance, expresses sodium, calcium, and potassium channels and is a tissue

in the conduction system of the heart. This means it expresses a large density of

sodium channels and is sensitive to blockade of these channels. Blockade of sodium

channels in canine Purkinje fibers leads to a slowing of the maximum upstroke

velocity in the action potential and a slowing of conduction from the stimulating

electrodes. It also causes a shortening of action potential duration. The influx of

positively charged sodium ions down their concentration gradient contributes to the

depolarization during a cardiac action potential both during the early more transient

phase of sodium channel activation as well as during the plateau phase of the action

potential owing to a small late-phase component of sodium current. Calcium ions

entering through calcium channels are also important in supporting depolarization

during the cardiac action potential. Thus a compound which had a propensity to block

hERG and additional ion channels would have effects on the cardiac action potential
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which are a summation of the activity at different ion channels according to the

potency of block under the physiological conditions of the assay. In practice this has

meant that some compounds which were able to prolong the QT interval in man and

were associated with TdP did not cause any prolongation in canine Purkinje fiber

action potentials [48] – so-called false-negative results. Compounds which did

prolong action potential duration in Purkinje fiber robustly all also prolonged the

QT interval in man. Thus this integrative assay is said to have strong positive

predictive value but poor negative predictive value. The search continues for an

integrative assay which minimizes the risk of false-negative results and optimizes the

positive and negative predictive value. Isolated cardiac myocytes appear to offer an

improved balance, prolongation being evident for compounds which failed to prolong

Purkinje fiber action potential duration [49, 50]. The emergence of induced plurip-

otent stem cell-derived cardiomyocytes offers the potential for isolated human

cardiac myocytes assays at a scale necessary for wide use and early evaluation.

2.2.4 The In Vivo Assessment of hERG Block

In vivo evaluation for hERG blockers generally focuses on the same measure used

in man – QT interval prolongation. It focuses on species other than rats and mice

since these do not express hERG in adult cardiac tissues to any significant level.

The measurement of QT interval in animals suffers from the inter- and

intraindividual variability observed in all species including man. The small number

of animals in any given study compounds the issues of variability which can be

offset to some extent by the density of data it is possible to capture with the

telemetry systems routinely used in animal studies. It is possible to capture and

use data from more than 90% of heartbeats in any period from hours to days.

Following recommended industry best practices in design, execution, and analysis

of the study [51] results in the ability to detect changes of 4 ms using only four

animals in the study [52].

2.3 Building a Safety or Selectivity Margin

Clearly there are a number of ways to measure a compound’s activity at the hERG

channel. These are readily available. Given that choosing a compound with mini-

mal liability to inhibit hERG channel current optimally takes place whilst there are

compounds to choose from and potentially still being made, the testing paradigms

can encompass very early data in the evaluation paradigm. After a compound is

made and chosen for development then the assays can be used in a characterization

of the compound to evaluate the potential effects in man. The overall testing

paradigm can vary and needs to reflect components of how frequently potent

hERG block occurs in the chemistry of interest, how prevalent other ion channel

effects are in the same chemistry, and the risk:benefit assessment in a therapeutic
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class. The following can be considered as a general framework which could be

adapted to suit the specific needs of a drug discovery and development team.

The key difficulty in an assessment of hERG block liability is the uncertainty in

the likely range of clinical exposures until the near final stages of clinical develop-

ment. This makes an assessment of hERG block liability during the chemistry phase

of drug discovery very challenging. This can be addressed by first considering this

to be a question of intrinsic selectivity which transitions to a question of compound

characterization and safety margin as human exposure data becomes available.

It has become clear that only a small amount of hERG block is necessary for a

compound to be potentially associated with TdP and QT interval prolongation.

Empirically it was noted that a margin between clinical exposure (unbound plasma

concentrations) and hERG block IC50 of 30-fold was necessary to separate those

compounds which were not associated with TdP from those which were [7,

53]. Later a margin of 45-fold was described as best predicting those compounds

which would or would not prolong the QT interval in the rigorous clinical assess-

ment described in regulatory requirements (ICH E14) [54]. Consideration of the

PK/PD relationship for QT prolongation and pharmacological response character-

istics in general makes sense of these empirical observations [20]. When the Hill

slope for hERG block is around 1, as it generally is, a 30th of the IC50 relates to

around 3% block of current and a 45th relates to around 2% block. Thus almost any

appreciable block (>3%) of hERG current can be associated with QTc interval

prolongation and has the potential to be associated with the arrhythmia TdP.

Staying at concentrations below the concentration response curve for hERG is

therefore recommended. In terms of intrinsic selectivity, this would suggest that

the EC50 at a target of interest should be at least 30-fold lower than the hERG IC50 if

a 50% effective level of compound is to be achieved before any appreciable and

significant hERG block occurs. However, a 50% effect may not be sufficient for the

desired robust therapeutic effect. If an effect level of 90% is desired, this equates to

around tenfold higher than the EC50 (again assuming a Hill slope of 1) and would

require a margin between target and hERG EC50s of 300-fold. If an effect level of

>97% is desired, then the margin between EC50s would be around 1,000-fold. This

1,000-fold margin is a good rule of thumb (Fig. 4). There are other considerations

which may modify this rule. If the target is in the CNS but penetration into that

compartment is low, then an added margin may be required.

The variability in the estimates of hERG potency with different patch-clamp

protocols impacts these assessments of intrinsic selectivity. The current standard

patch-clamp protocols trend towards the more potent end of the potency assessments.

Thus a margin of 1,000-fold may be more difficult than necessary to obtain but is

likely to be conservative. A way in which to deal with the variability in potency

estimates may be to use two protocols or two methods to determine the hERG block

potency. In practical terms this often occurs by combining an early high-throughput

assessment with a medium- or low-throughput assessment. It is possible to combine a

binding displacement assay early with a later assessment of hERG patch clamp. The

displacement assays trend towards lower potency estimates if they do not agree with

the potency as estimated by patch clamp. Having access to the two assays means that
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where assays agree (values are different by around threefold or less), one can be

confident of likely concentrations associated with QT interval prolongation and one

can have confidence in the 1,000-fold margin. Where the assays differ in potency

estimate, some experience in taking such compounds to subsequent in vitro or in vivo

evaluations is necessary to determine which assay to follow as more indicative of

in vivo concentrations associated with QT interval prolongation. Having established a

selectivity margin of 1,000-fold or more, a compound may progress with some

confidence and a limited need for further follow-up until the regulatory required

assays are conducted. If the selectivity margin is less than 1,000-fold or there are

other drivers suggesting 1,000-fold may not be sufficient, assessments such as the

in vivo assay can be conducted. In general these can be designed to reach plasma

concentrations of maximum in vivo efficacy and/or between one fifth the hERG IC50

and the hERG IC50. Using best practice principles these concentrations would be

anticipated to give robust QT interval prolongation if the hERG potency assessments

are predictive of in vivo effect.

3 Clinical and Regulatory Aspects of QT Prolongation

The first regulatory activity around QT prolongation and arrhythmia dates to the

CPMP Points to Consider document in 1996. The assessment of the propensity to

delay cardiac repolarization had not matured to sufficient consensus by 2000 when

the original specific international safety pharmacology guidance, ICH S7A,

hERG Block
associated with
20ms QTc
prolonga�on  

Fig. 4 Figure illustrating the extent of overlap in concentration–response curves with different

degrees of separation. The extent of hERG block necessary to induce a 20 ms QTc change in man

is illustrated along with the extent to which the same concentration would impact the desire

pharmacological target. The figure illustrates the value of an intrinsic selectivity of 1,000-fold to

separate the two pharmacologies and allow maximum engagement at target with minimum

engagement of hERG
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appeared [55]. Part B which focused on cardiac repolarization assessment was

released in 2005 as ICH S7B [6]. This guidance document accompanied the clinical

guidance ICH E14 [56]. The clinical guidance concerns the testing for the potential

to prolong the QT interval in man and describes the Thorough QT (TQT) study. The

TQT study is used prior to the larger-scale patient exposure in phase 3 clinical

studies to determine the level of assessment of QT interval and arrhythmia which is

required. ICH S7B describes the need for a hERG patch-clamp study and an in vivo

evaluation of QTc prolongation. Other mechanistic studies may also be conducted

as necessary. The accumulated data is to be included in an integrated assessment

taking into account cardiac repolarization data along with relevant pharmacokinetic

and related data. It disappointed many that in 2005 when ICH S7B and ICH E14

were released that the outcome of the nonclinical (S7B) studies were of no

consequence regarding the need to conduct a TQT study. The implications of a

positive TQT study were a more extensive QT testing requirement in phase 3 studies

as well as restrictive labeling which could limit the patient population receiving

drug and offer a differentiation opportunity in the therapeutic marketplace.

3.1 Emergence of a New Regulatory Paradigm

Some 8 years after the release of ICH E14, public discussions initiated by the Food

and Drug Administration in the United States have suggested that a changed

process is necessary and one in which the TQT study may not be routinely required

[57]. These TQT studies are relatively expensive and require additional information

from other studies in order to conduct and interpret effectively. It was thought that

although almost all agents which were associated with TdP prolonged the QT

interval and were hERG blockers, the reverse was not true. Not all hERG blockers

will be associated with TdP and not all drugs prolonging the QTc interval will be

associated with TdP. Thus the negative predictive value of assessment schemes

based on hERG and QT interval prolongation may be strong but the positive

predictive value is weak. Having accumulated experience from more 250 TQT

studies and their associated nonclinical and early clinical QT assessment data, the

hypothesis around the weak positive predictive power and strong negative predic-

tive power has been borne out. No compound developed since ICH E14 appeared

has had to be withdrawn owing to TdP; however, there is a concern that this has

been at the expense of many false-positive signals and compounds with halted

development owing to hERG block or QT interval prolongation. The suggested

change to the process places much more emphasis on the nonclinical assessment.

This combined with the earliest clinical assessments in phase 1 studies will deter-

mine the level of QT and arrhythmia assessment required in the latter stages of

clinical development rather than relying on routine TQT studies. The nonclinical

assessment would involve assessment at hERG and other key ion channels with

those data being placed into context of cardiac repolarization through the use of

computer simulation of cardiac myocyte action potentials or through myocyte

testing. The exact measure which will be the primary index of proarrhythmia
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remains unclear. A simple index of prolongation may suffer the same weaknesses as

QT interval prolongation itself.

4 In Silico Models

The first in silico hERG pharmacophore models appeared around 2000 [58,

59]. The basic pharmacophore proposed has been refined since and predicts a

minimum structure which can potently block hERG [60]. Using this

pharmacophoric model (Fig. 5) simple compounds were made to test this model

and the importance of the components it describes [60]. The success of this study

illustrates both the importance of the basic components shown in Fig. 1 and the

impact additional features can have on driving hERG potency. One of the com-

pounds in the small study described had a hERG IC50 value of 2.4 nM, one of the

most potent hERG blockers published.

The decade or more of experience in routine hERG assessments using largely

consistent techniques for long periods facilitates creation of data sets for in silico

modeling. This has been further aided by using IC50 assessments rather than single-

concentration testing. The largest pharmaceutical companies in particular have

demonstrated the changes necessary to reduce hERG liability [61] and they possess

very large databases on which to construct in silico models and use these to

prescreen compounds [62]. The in silico models can be put to use very early,

prior to any synthesis. The most simple may be in the context of a classification

model based on the first practical studies which may be conducted, for instance, a

classification model based on a binding displacement assay. If the target is a 1,000-

fold margin and desired potency range for a target is 10 nM or less, then an

appropriate cutoff may be 10 μM. Thus, compounds may be classified as likely to

have a binding displacement IC50 < 1 μM, undeterminable, or>10 μM. Should the

data fall in the middle grey category, some synthesis and testing would be

warranted.
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4.5-7.5 Å
Fig. 5 The hERG

pharmacophore which has

emerged over the last

decade. More subtle

structure–activity

relationships exist within

chemical series to tune

hERG affinity
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5 Medicinal Chemistry Strategies for Optimization

of hERG Selectivity

The purpose of the following discussion is to summarize the approaches utilized to

circumvent activity at hERG, identified through an extensive survey of the medic-

inal chemistry literature. Optimizations are recorded as pairs of compounds, which

have been categorized in terms of the tactics employed to diminish hERG activity.

In contrast to global computational hERG models where heterogeneous data sets

are often used, this approach has the advantage of dealing with optimization pairs

from the same chemical series, with data generated under identical assay condi-

tions. Therefore, there exists a direct relationship between the start and end points

of the optimization which has enabled determination of the most appropriate

method to employ depending on the nature of the starting compound. The resulting

analysis is aimed at producing a set of simple, empirical guidelines for attenuating

hERG activity, which will be of utility to the practicing medicinal chemist.

The reported optimizations were grouped into the following classification cate-

gories based on common descriptors: control of LogP, attenuation of pKa, incorpo-

ration of a negative charge (INC), and discrete structural modifications (DSM)

[63]. Although this review attempts to focus on examples where there is only one

clear site of modification, it should be noted that it is not possible to alter one

parameter in isolation and this may confound interpretation of the controlling factor

mitigating hERG activity. In addition, many of the research groups who encounter

hERG issues employ several tactics to diminish this unwanted activity. Therefore,

the categorization applied here is best regarded as a mnemonic rather than a

rigorous classification.

5.1 Control of cLogP

Lipophilicity, as estimated by cLogP, is generally considered to be one of the most,

if not the most important physicochemical property, the control of which is critical

for ultimate success in drug discovery and development [64]. This property reflects

the critical event of molecular desolvation in transfer from aqueous phases to cell

membranes and to protein-binding sites, which are mostly hydrophobic in nature.

Increase of ligand lipophilicity usually results in improved in vitro potency, which

makes it a relatively straightforward and tempting medicinal chemistry optimiza-

tion strategy. However, if lipophilicity is too high, there is an increased likelihood

of not only poor solubility and high metabolic clearance but also binding to multiple

targets and resultant pharmacologically based toxicology. Indeed, SAR data often

show series-dependent correlation between cLogP and potency of hERG binding

[63, 65]. This can be rationalized by the hERG homology models and mutagenesis

data [66, 67] suggesting that the ligand-binding site is within a large hydrophobic

cavity aligned with aromatic residues. Therefore, reduced lipophilicity could
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destabilize ligand interactions within the channel’s hydrophobic cavity and conse-

quently result in decreased hERG potency.

This strategy was very effectively employed by Fletcher and co-workers at

Merck Sharp and Dohme seeking to improve selectivity over hERG in a series of

5-HT2A antagonists represented by lead compound 1 [68]. That was achieved by

deletion of the Cl atom resulting in 2 with cLogP and hERG Ki values reduced by

over a log unit and by its replacement with a polar carboxamide group to give 3with

even lower cLogP and hERG potency, 1.8 and 7.1 μM, respectively. Importantly, in

both examples the primary 5-HT2A potency remained unaffected by these structural

changes (Fig. 6).

In another series of 5-HT2A antagonists reported by a group at Merck Sharp and

Dohme [69], the authors hypothesized that the phenethyl group in lead compound

4 conferred high activity at hERG (Ki ¼ 80 nM). Indeed, deletion analogue

5 displayed significantly reduced hERG binding (Ki 5.7 μM) consistent with its

lower cLogP (4.1), thus providing an attractive point for further optimization.

It is also important to remember that an aromatic ring is an important element of

the hERG-binding pharmacophore [63, 66]. Reduction of the number of aromatic

rings is frequently reported as a successful medicinal chemistry strategy not only in

terms of improving selectivity against hERG but also CYPs, aqueous solubility,

serum albumin binding, and a number of other parameters that impact a com-

pound’s overall developability. Indeed, the mean aromatic ring count was found

to decline as compounds advance through clinical trials, suggesting that compounds

with fewer aromatic rings are more likely to be successful in development

[70]. The average number of aromatic rings in FDA-approved oral drugs is 1.6

[71]. This is consistent with findings of a complementary study that the fraction of

sp3-hybridized carbon atoms (Fsp3 ¼ number of sp3-hybridized carbon atoms/total

carbon atom count) increases with progression through the development process

1

2

3

4 5
5-HT2A IC50 = 0.48 nM
hERG Ki = 80 nM
clogP = 6.5
pKa (cal) = 9.6

5-HT2A IC50 = 0.5 nM
hERG Ki = 7100 nM
clogP = 1.8
pKa (cal) = 7.3

5-HT2A IC50 = 12 nM
hERG Ki = 5700 nM
clogP = 4.1
pKa (cal) = 10.9

5-HT2A IC50 = 1.4 nM
hERG Ki = 150 nM
clogP = 3.8
pKa (cal) = 7.4

5-HT2A IC50 = 1.2 nM
hERG Ki = 1800 nM
clogP = 2.5
pKa (cal) = 8.1

Fig. 6 Examples of the clogP control strategy
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[72]. Of course, it is not always possible to delete an aromatic group without

significantly effecting activity for the primary target. In such cases replacing the

carboaromatic (e.g., phenyl rings and benzo-fused ring systems) with a

corresponding heteroaromatic groups may prove a more successful approach. It

has been shown that the detrimental impact of increasing aromatic ring count is

driven mainly by the carboaromatic ring component – for any given number of

aromatic rings in a molecule, the higher the carboaromatic with respect to

heteroaromatic content, the greater the risk of failure in development. It is therefore

advisable not only to limit the overall aromatic rings in a molecule but also, where

possible, to replace carboaromatics with heteroaromatic congeners [73].

This was precisely the approach adopted by Blackburn et al. in their efforts to

improve hERG selectivity in a series of antagonists of the melanin-concentrating

hormone receptor-1 (MCHR1), a particularly challenging target due to its close

similarity to the hERG pharmacophore [74]. Replacement of the naphthyl group of

6 with a quinolyl group produced 7 with significantly reduced lipophilicity (1.3 log

units) and improved selectivity over hERG fromaround 20 to almost 200-fold (Fig. 7).

13 14

Nav1.7 = 3100 nM
hERG = 320 nM
clogP = 3.7

Nav1.7 = 620 nM
hERG = 2900nM
clogP = 3.9

12

119
CCR5 39 nM
hERG 410 nM
clogP 3.5 

8 10

CCR5 2.6 nM
hERG 150 nM
clogP 6.0 

Nav1.7 = 2900 nM
hERG = 160 nM
clogP = 4.4

CCR5 2.3 nM
hERG 570 nM
clogP 4.9 

CCR5 0.9 nM
hERG >30000 nM
clogP 3.9 

6 7
MCHR1 = 7 nM
hERG = 160 nM
clogP = 4.7

MCHR1 = 12 nM
hERG = 1750 nM
clogP = 3.4

Fig. 7 Examples of the clogP control by replacing carboaromatics
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For highly lipophilic molecules replacing only one of multiple carboaromatics

may not be sufficient to significantly impact hERG binding. In an example reported

by researchers at Novartis, exchange of the benzamide group in CCR5 antagonist

8 (cLogP 6.0; hERG 150 nM) with a corresponding pyridine moiety resulted in a

modest fourfold reduction of hERG binding (9; LogP 4.9; hERG ¼ 570 nM)

[75]. To achieve a more significant effect on cLogP and hERG binding, incorpo-

ration of an additional pyridine group was required (10; cLogP 3.9; hERG

>30 μM). Interestingly, a closely related positional analogue 11 is still a potent

hERG binder (410 nM). A similarly dramatic difference in hERG binding displayed

by heteroaromatic positional analogues has been observed in Nav1.7 antagonist

SAR reported by a group at Amgen [76]. In this chemical series, pyridine 12 was

found to be a potent hERG blocker (160 nM) with only modest Nav1.7 activity

(2.9 μM). Replacement of the pyridine core of 12 by a pyrimidine moiety produced

very little effect (13; hERG 320 nM; Nav1.7 3.1 μM), while a corresponding

pyrazine replacement yielded derivative 14 with a dramatically reversed selectivity

profile (hERG 2.9 μM; Nav1.7 620 nM). Since these are not unique examples of this

kind in the literature, it is important when pursuing a carboaromatics replacement

approach to explore alternative heteroatom positions.

5.2 Attenuation of pKa

Although not a prerequisite to hERG blockade, many of the ligands that block

hERG do contain a basic nitrogen that is likely to be protonated at physiological

pH. Mutagenesis and homology modeling studies suggest that the contribution of a

basic amine to hERG-binding affinity is related to π-cation interactions with

aromatic residues within the channel’s cavity [66, 77]. Consequently, lowering

the pKa of a basic nitrogen would reduce the proportion of molecules in the

protonated form at physiological pH and would be expected to disrupt any putative

π-cation interactions with the channel. In general, it has been observed that mod-

ification of pKa can often have the effect of increasing the polarity of a compound

(e.g., piperidine to piperazine) and thus can have the same net impact as LogP. In

order to focus on pKa-related effects in this section, we discuss examples with no

significant change in cLogP (<1 log unit).

The pKa lowering approach was adopted by Merck Sharp and Dohme scientists

in their efforts to improve hERG selectivity within a new series of conformationally

constrained hNK1 antagonists [78]. Lead compound N-2 methyl tetrazole analogue

15 (Fig. 8) had an attractive profile with high hNK1 affinity (IC50 ¼ 1 nM) and

long-lasting in vivo efficacy in the foot-tapping gerbil paradigm; however, it was

compromised by a hERG liability (Ki ¼ 0.1 μM). Introduction of a fluorine at the

C-6 position of the azabicyclic ring to give 16 (calc pKa ¼ 5) maintained the hNK1

affinity observed in the parent des-fluoro analogue 15 (calc pKa ¼ 7.3) but greatly

improved the selectivity over hERG (Ki > 10 μM).

Returning to the 5-HT2A area, Fletcher et al. demonstrated how control of pKa

can be used to gain additional selectivity over hERG [68]. Compound 17 was found
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to prolong the QT interval in the anesthetized ferret by more than 10% at doses of

three and 10 mg/kg/h. A range of modifications were made to 17 in order to further

improve selectivity over hERG. Some success was achieved through the introduc-

tion of a ketone at the β-position to the amine (18, Fig. 8) where attenuation of the

pKa of the piperidine system yielded a commensurate reduction in activity at hERG.

The optimized compound did not show QT prolongation in the anesthetized ferret

model at doses up to 10 mg/kg/h and exhibited acceptable pharmacokinetic

properties.

Similarly, in a series of VEGFR-2 (KDR) kinase inhibitors reported by Sisko

et al., exchange of the terminal pyrrolidine system of 19 with a morpholine unit in

20 significantly reduced pKa and provided a corresponding improvement in hERG

18

VEGFR-2  Ki= 70 nM
hERG Ki = 20 uM
clogP = 3.1

23
VEGFR IC50 = 25 nM
hERG IC50 = 18 mM
clogP = 2.9

VEGFR-2  Ki= 20 nM
hERG = 66% @ 1 uM
clogP = 3.5
pKa (cal) = 10.1

21

22

19
VEGFR-2  Ki= 12 nM
hERG Ki = 5 uM
clogP = 1.1
pKa (cal) = 7.4

20

15

VEGFR-2  Ki= 9 nM
hERG Ki = 0.38 uM
clogP = 1.7
pKa (cal) = 8.6

16

17
5HT2A IC50 = 0.7 nM
hERG Ki = 6.8 uM
clogP = 2.5
pKa = 6.3

5HT2A IC50 = 0.3 nM
hERG Ki = 1 uM
clogP = 2.9
pKa (cal) = 7.5

hNK1 IC50 = 1.5 nM
hERG Ki = >10000 nM
clogP = 5.1
pKa (cal) = 5

hNK1 IC50 = 1 nM
hERG Ki = 100 nM
clogP = 4.3
pKa (cal) = 7.3
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Fig. 8 Examples of the pKa attenuation strategy
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activity [79]. Another series of VEGFR-2 kinase inhibitors which also displayed

significant activity at the hERG channel were the pyrrolotriazine-based systems

exemplified by 21 [80]. The authors hypothesized that the basic amine side chain

was responsible for the anti-target activity, and they sought to replace it with

alternative nonbasic solubilizing groups such as the sulfone in 22. Indeed, 22

exhibited considerably reduced activity at hERG as well as reduced inhibition of

CYP3A4. The alkoxy region of the molecule proved to be highly tolerant of

substitution which enabled the use of other solubilizing groups such as the second-

ary alcohol 23, which exhibited a similar profile (Fig. 3). Compound 23 was then

derivatized as a prodrug which then became the development candidate [80].

5.3 Incorporation of a Negative Charge

As a potassium cation channel, hERG has evolved to stabilize positive charge

within its central cavity, which may at least in part explain why many hERG

blockers contain basic functionalities that can be protonated under normal physio-

logical conditions. This may also explain the fact that the presence of functionality

that is negatively charged at physiological pH, such as a carboxylate group, is

almost universally detrimental to hERG binding [81].

This effect was observed for the first time with terfenadine 24 (Fig. 9), the

progenitor in the second generation of antihistamines launched in 1982. Due to

instances of cardiac arrhythmia, terfenadine was withdrawn from the market in

1997. However, it was subsequently discovered that its principal metabolite,

24 25

CYP 3A4

fexofenadine
H1 IC50 = 15 nM
hERG Ki = 23000 nM
clogP = 1.9

terfenadine
H1 IC50 = 1 nM
hERG Ki = 56 nM
clogP = 6.1

Fig. 9 Terfenadine 24 and its main metabolite, fexofenadine 25
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carboxylate 25, not only accounts for all of the therapeutic effect of terfenadine, but

it also displays significantly reduced hERG affinity and no effect on QT interval

[82]. It is important to note that this profound effect on the hERG binding may also

be, at least in part, attributed to the significant lipophilicity reduction that accom-

panies the incorporation of polar groups such as the carboxylate (over 4 log units for

25). This metabolite was subsequently marketed as fexofenadine, the first of the

third generation of antihistamines, characterized by a lack of central side effects

intrinsic to the prior generations. The improved side-effect profile has been attrib-

uted to low brain exposure of the zwitterionic fexofenadine.

This serendipitous discovery has been subsequently used as one of the rational

approaches to dial out hERG activity. In most cases the starting compound is an

amine with hERG activity, into which a carboxylic group (or a suitable bioisostere)

is incorporated to obtain a zwitterionic analogue with attenuated hERG potency.

For example, piperidine 26, a potent lead compound in a CCR8 antagonist

program reported by Ghosh et al. [83], was also a potent hERG blocker with a Ki

value of 800 nM (Fig. 10). The authors found that incorporation of a carboxylic acid

into the 4-position of the aminopiperidine of 26 to furnish a corresponding

31
MCHR1 IC50 = 0.5 nM
hERG Ki = 0.03 uM
clogP = 4.3 

27
CCR8 IC50 = 60 nM
hERG Ki > 10 uM
clogP = 1.5

32; X= O
MCHR1  IC50 = 9 nM
hERG Ki > 5 uM
clogP = 0.2

33; X= CH2

MCHR1  IC50 = 0.6 nM
hERG Ki > 5 uM
clogP = 2.4

29
DPP4 IC50 = 56 nM
hERG Ki > 100 uM
clogP = 0.2

26
CCR8 IC50 = 62 nM
hERG Ki = 0.8 uM
clogP = 3.8

28
DPP4 IC50 = 64 nM
hERG Ki = 1.1 uM
clogP = 3.3

30
DPP4 IC50 = 6 nM
hERG Ki = 59 uM
clogP = 2.4

Fig. 10 Examples of the incorporation of negative charge (INC) approach
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zwitterionic analogue 27 practically eliminated hERG binding while retaining the

CCR8 activity.

A group at Merck Sharp and Dohme pursued the same approach to mitigate the

hERG liability in a series of DPP-4 inhibitors [84]. Again, the incorporation of a

carboxylic acid into the basic amine-containing 28 gave zwitterionic 29 and

abolished hERG binding without affecting the desired DPP-4 potency. Unfortu-

nately carboxylate 29 displayed poor pharmacokinetic properties with oral bio-

availability of less than 3%. Oral administration to portal vein-cannulated rats

indicated that the low bioavailability is due to poor absorption. To improve the

ADME profile, a range of carboxylic acid bioisosteres were synthesized; however,

although they all retained high hERG selectivity, they also exhibited poor pharma-

cokinetic properties as exemplified by tetrazole analogue 30 (hERG 59 μM;

F ¼ 3.5%), which underlines a potential challenge in this approach [85].

However, the INC-related ADME issues are not always insurmountable, as

exemplified by a research group at Amgen developing MCHR1 antagonists for the

treatment of obesity. As indicated earlier in the chapter, the high degree of similarity

between MCHR1 and hERG pharmacophores presents a particular challenge in this

field. Despite promising preclinical validation data and considerable drug discovery

efforts across the pharmaceutical industry, only a very small number of MCHR1

antagonists progressed into the clinic, mostly due to hERG-related cardiovascular

risks [86]. The hERG selectivity was also a major challenge in the Amgen MCHR1

antagonist series. The lead compound, 31, displayed an excellent overall profile

including high MCHR1 affinity (IC50 ¼ 0.5 nM), good ADME properties, and

high efficacy in reducing food consumption in an in vivo MCH-cannulated rat

model [87]. However, it was also found to be a potent hERG blocker (Ki ¼ 30 nM),

which ultimately prevented its further development. To mitigate the hERG liability,

the team employed INC strategy, focusing primarily on modifications around the

tetrahydropyran (THP) moiety, the region of the molecule with the most tolerant

SAR. Indeed, carboxylate analogue 32 with a shorter two-carbon linker showed

significantly reduced hERG potency; however, MCHR1 potency was also decreased

by 18-fold. Further optimization efforts led to the discovery of cyclohexyl carboxyl-

ate 33, with improved MCHR1 affinity (IC50 ¼ 0.6 nM) and maintained high

selectivity over hERG (IC50 > 5 μM). This compound also displayed a broad

selectivity and good pharmacokinetic profile with low clearance and oral bioavail-

ability across preclinical species ranging from 29 to 79%. The compound showed no

QTc change in dog after a single dose (300 mg/kg; Cmax 33 μM, p.o.) or chronic

treatment over 28 days (100 mg/kg; BID, p.o.). The MCHR1 is a CNS-expressed

target, and the authors were concerned that due to its zwitterionic nature, compound

33 may lack sufficient brain exposure. As we have seen earlier in the fexofenadine

example, zwitterions are generally associated with poor brain penetration for which

reason their formation is often employed as a medicinal chemistry strategy when the

objective is to design peripherally restricted molecules [88]. However, like several

other examples reported in the literature [89, 90], compound 33was found to be brain

penetrant despite its zwitterionic nature, with a [CSF]/[plasma] ratio of 0.21 (10 mpk;

p.o. rat). The compound was found to be efficacious in mouse high-fat diet-induced
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obesity model at 3 and 10 mg/kg and was ultimately advanced for further clinical

evaluation under the code name AMG 076.

5.4 Discrete Structural Modifications

Discrete, often peripheral modifications to a drug molecule can have a dramatic

effect on hERG potency, a phenomenon potentially explained by disruption of the

putative interactions with aromatic residues (F656 and Y652) lining the hERG

channel [27]. Strategies adopted to mitigate hERG activity in this way are not

restricted only to modifications to distal aryl rings but can also include introducing

constraint and variation in stereochemistry. Criteria for including optimization pairs

in this category are as follows: one clear site of modification, >1 log reduction in

hERG activity, no significant reduction (<1 log unit) in key physicochemical

parameters such as cLogP and pKa, and maintained activity at the primary target.

A particularly interesting example in this category is a benzimidazole series of

NMDA NR2B antagonists reported by researchers at Merck [91]. Lead compound

34 (Fig. 11), lacking a basic nitrogen that is often perceived as one of the key

determinants of high hERG activity, displays high potency for the NR2B channel

(Ki ¼ 0.7 nM) but also shows high affinity for hERG in the MK-499-binding assay

(IP ¼ 120 nM). A simple change of the methyl sulfonamide of 34 to the ethyl

sulfonamide in 35 resulted in a 13-fold decrease in hERG affinity. The reduction in

hERG affinity may be attributed to specific structural changes to the periphery of

the molecule potentially disrupting the interaction of the adjacent aromatic ring

with the hERG channel binding site (Fig. 11).

As discussed earlier, attenuation of pKa as a strategy initially pursued by

Huscroft and his colleagues at Merck [78] to improve hERG selectivity in their

new series of conformationally constrained hNK1 antagonists was successful.

Introduction of a fluorine in the azabicyclic ring of 15 resulted in 16 with signif-

icantly improved selectivity over hERG (Fig. 8). However, this change was also

accompanied by a reduction in duration of action in vivo. A closely related N-1

methyl analogue 36 displayed around 12-fold lower hERG binding (Ki ¼ 1.25 μM),

indicating the high sensitivity of hERG SAR to subtle structural changes in this

series (Fig. 11). A more striking DSM example in this particular series is derived

from introduction of an α-methyl substituent into the pendent benzyl ether side

chain to give 37, which resulted in attenuated hERG activity (Ki ¼ 1.8 μM) whilst

maintaining hNK1 affinity (0.5 nM) and in vivo efficacy [78].

In a CCR5 antagonist program, Shu and co-workers adopted a number of

strategies in order to avoid hERG activity and found that peripheral structural

effects were important in negating hERG activity [92]. Conversion of the tert-
butyl group of 38 to the sec-butyl system of 39 is accompanied by a greater than

tenfold reduction in the hERG activity with complete conservation of potency at the

primary target.

Subtle structural modification was one of the strategies employed in an effort to

design out hERG affinity within a series of macrocyclic farnesyltransferase
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inhibitors (FTIs) [93]. Compound 40 was one of the most potent FTIs in this series

(IC50 ¼ 0.15 nM); however, it was also one of the most potent hERG blockers, with

an IP of 0.08 μM (Fig. 12). The compound was found to cause 10% prolongation of

the QTc interval in the anesthetized dog at a plasma level of 2.4 μM which,

although not as severe as hERG-binding data suggested, was deemed unacceptable.

The hERG SAR within this macrocyclic series proved to be highly sensitive to

minor structural and topological changes, as illustrated by diastereoisomer 41

showing significantly attenuated hERG binding (IP ¼ 4.7 μM) in comparison to

the parent compound, 40. Expansion of the cyclopentyl to a cyclohexyl ring was

also successful, delivering tetrahydronaphthalene derivative 42, one of the most

potent and selective FTIs in the series (hERG IP ¼ 7 μM; FT IC50 < 1 nM).

38

CCR5 IC50 = 1.3 nM
hERG Ki >10 uM
clogP = 4.5
pKa (cal) = 10.2

15

39
CCR5 IC50 = 1.3 nM
hERG Ki = 990 nM
clogP = 3.5
pKa (cal) = 10.2

34

37

36

35

hNK1 IC50 = 9 nM
hERG Ki = 1250 nM
clogP = 4.4
pKa (cal) = 7.8

hNK1 IC50 = 0.5 nM
hERG Ki = 1800 nM
clogP = 4.8
pKa (cal) = 7.3

hNK1 IC50 = 1 nM
hERG Ki = 100 nM
clogP = 4.3
pKa (cal) = 7.3

hNR2B= 0.7 nM
hERG IP = 120 nM 
clogP = 4.8

hNR2B= 3 nM
hERG IP = 1600 nM 
clogP = 5.3

Fig. 11 Application of discrete structural modifications (DSM) to control hERG
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5.5 Recommendations: Medicinal Chemistry vs hERG

On the basis of the extensive medicinal chemistry literature analysis discussed

above, we propose the following recommendations for projects facing a hERG

selectivity challenge [63]:

• Four strategies for the removal of hERG have been identified: control of LogP,

attenuation of pKa, incorporation of negative charge (INC), and discrete struc-

tural modifications (DSM). All four strategies were found to be equally effica-

cious in diminishing hERG activity.

• Consideration of cLogP of the starting compound enables selection of the most

appropriate strategy for lowering hERG activity.

– Where cLogP � 3.0: seek to reduce this by, e.g., incorporation of hetero-

atoms, polar groups, or removal of lipophilic moieties. On average 1 log unit

reduction in cLogP leads to 0.8 log unit reduction in hERG activity. If no

correlation between hERG activity and LogP can be established in the series,

then pursue the DSM strategy.

– If cLogP < 3.0: DSM offer the highest probability of success.

• A corollary to the above is to remove or modify aryl moieties in the target

molecule. This may have the effect of reducing cLogP and potentially disrupting

π-stacking with the channel.

• Reducing pKa of a basic nitrogen is a frequently employed strategy in attenuat-

ing hERG. This is often associated with reduction in LogP which may be the

more relevant parameter.

• A basic nitrogen (although not a prerequisite) is often associated with hERG

activity; therefore, alternative solubilizing groups should be considered.

• Literature evidence indicates that the INC approach resulting in zwitterion

formation is often associated with issues related to membrane permeability,

oral bioavailability, and brain exposure.

40
FT IC50 < 1 nM
hERG Ki = 0.08 uM
clogP = 2.5
pKa (cal) = 6.6

41
FT IC50 = 4 nM
hERG Ki = 4.7 uM
clogP = 2.5
pKa (cal) = 6.6

42
FT IC50 < 1 nM
hERG Ki = 7 uM
clogP = 3.0
pKa (cal) = 6.6

Fig. 12 Examples of the DSM approach: farnesyltransferase inhibitors [93]
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• hERG data should be interpreted in the context of measured solubility. Com-

pounds with low aqueous solubility (<5 mg/L) may have significantly

underestimated activity in the hERG assay.

• Only optically pure material should be tested in the hERG assay as the effects

due to stereochemistry can be dramatic.

• To ensure the effects of DSM are identified and to establish reliable SAR, test a

significant number of analogues within each chemical series against hERG.

• Where the amount of data available permits, consider development of a local

(series specific) in silico model to guide medicinal chemistry efforts away from

hERG activity.

– Application of global in silico models is best reserved for prioritization of

compounds for synthesis/acquisition from larger arrays.

• To ascertain effects of non-hERG-mediated QT prolongation, test key com-

pounds in relevant ex vivo (e.g., dog Purkinje fibers) or in vivo models as early

as possible.

6 Epilogue

The drug-induced blockade of the hERG-related component of the potassium

current is thought to be a major reason for drug-induced arrhythmias in humans.

Several previously approved drugs (e.g., terfenadine, cisapride, astemizole, and

grepafloxacin) have been withdrawn from the market, and the use of others, such as

thioridazine, haloperidol, sertindole, and pimozide, has been restricted. Impor-

tantly, no compound developed since ICH E14 was introduced has had to be

withdrawn due to TdP. However, a concern has been raised that the current

paradigm is costly and leads to false positives that may result in potentially

successful drugs being discontinued from development. To address these concerns

a new paradigm for cardiotoxicity risk assessment has been proposed based solely

on nonclinical, in silico and in vitro solutions, with the ultimate goal of replacing

the costly thorough QT study.

It should be noted, however, that the dramatic reduction of TdP occurrence in

recent clinical development has been a result of not only the methods put in place to

detect compounds with such risk but also a consequence of accumulated medicinal

chemistry knowledge enabling the design of molecules with the reduced risks of

hERG binding. There is now a significant body of information on the tactics for

optimizing against the hERG channel. It is anticipated that the ever-burgeoning

number of ion channel crystal structures, including mammalian channels, will have

considerable impact on our understanding of drug–hERG interactions. Potential

challenges in the area are likely to include the identification of additional ion

channels implicated in drug-induced cardiac toxicity and subsequent optimization

against these targets [94]. Similarly, increasing attention is being paid to other

mechanisms which result in cardiotoxic end points such as inhibition of hERG

channel trafficking, with compounds such as pentamidine producing QT prolonga-

tion via this mechanism rather than through inhibition of hERG [40].
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to form channels with properties similar to the rapidly activating component of the cardiac

delayed rectifier K+ current. Circ Res 81:870–878

15. Zehelein J, Zhang W, Koenen M, Graf M, Heinemann SH, Katus HA (2001) Molecular

cloning and expression of cERG, the ether à go-go-related gene from canine myocardium.
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Drug-Induced Phospholipidosis: Prediction,

Detection, and Mitigation Strategies

Umesh M Hanumegowda and Alicia Regueiro-Ren

Abstract In the fast-paced and resource-intensive process of the discovery and

development of novel medicines, issues pertaining to safety often appear leading to

a loss of valuable resource and time for the pharmaceutical industry. Drug-induced

phospholipidosis (DIPL) is one such issue that often shows up late in the discovery

process, especially after repeat-dose toxicity studies in animals. DIPL is long

debated as to whether it is a manifestation of toxicity or just an adaptation response

due to drug accumulation in a tissue. Irrespective of the argument on either side, the

conservative approach is to avoid DIPL due to closely associated toxicities and

pathological similarity with phospholipid storage disorders. Therefore, high impor-

tance is given to predict the potential of a novel drug compound/series and to

identify/confirm their potential to induce phospholipidosis (PLD) to help steer

structure-activity relationship (SAR) to avoid this potential early in discovery.

Several drugs with similar physicochemical properties are known to cause PLD,

and these are generally referred to as cationic amphiphilic drugs (CADs). Using

these known CADs, several in silico, in vitro, and hybrid methods have been

developed to predict the potential to induce PLD. Also, a few biomarkers have

shown promise of being able to monitor for DIPL during an ongoing animal study

without the need to confirm PLD in tissues from necropsy. Early prediction,

detection, and mitigation strategies are of immense value in developing novel

medicines without PLD-inducing potential.
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1 Drug-Induced Phospholipidosis (DIPL)

As the term implies, DIPL is an excessive accumulation of phospholipids in cells

due to drugs that are generally administered for longer periods of time. DIPL has

been observed in animals more so than in humans for the basic reason that tissue

evaluation in repeat-dose toxicity studies that are routinely done in support of safety

packages for drugs is conducted at higher doses (relative to a lower efficacious

human dose) that translates into a higher tissue burden. An example of DIPL is

provided in Fig. 1. In general, DIPL is an adaptive response to drugs of particular

characteristics that tend to accumulate in the lysosomal compartment of cells and,

therefore, is dependent on dose and the duration of treatment with a drug, in

addition to the physicochemical propensity of the drug itself. For this very reason,

DIPL is often detected late in exploratory development during longer-term toxicity

studies, which could translate into considerable loss of both investment and time.

Although DIPL by itself is not considered a toxicity event, concomitant findings

of toxicity, functional or histological, in the same tissue or other tissues have led

to the consideration of DIPL as a potentially adverse event. Furthermore, the

similarity of histological presentation of DIPL with those of lipid storage disorders

(e.g., Niemann-Pick, Tay-Sachs) and the morbidities associated with those disor-

ders have strengthened the conservative position of considering DIPL as potentially

adverse. The FDA phospholipidosis (PLD) working group [1] has provided excel-

lent examples of the possible correlation of PLD with other toxicities. For example,

some of the PLD inducers such as amiodarone, erythromycin, and haloperidol are

associated with QT (part of the electrocardiogram) prolongation, an antimalarial

with neuropathy and myopathy, and perhexilene and coralgil with hepatotoxicity

(refer to Table 1 for structures of the compounds). In particular, the overlap of

pharmacophores with compounds inducing PLD and blockers of the cardiac hERG

channel that results in QT prolongation with a potential to cause cardiac arrhythmia

has been recognized [2]. Therefore, the FDA PLD working group’s recommenda-

tion is to consider additional studies of QT prolongation, neurotoxicity, myopathy,

and hepatotoxicity, if a compound is a PLD inducer. This further adds to the

urgency of detecting PLD-inducing potential as early as possible in the drug

discovery process in order to efficiently drive programs to develop safe drugs. In

this chapter, we describe in brief with examples the mechanisms of DIPL, basic

features of PLD inducers, methods to predict, detect, and monitor PLD, and

medicinal chemistry strategies to mitigate PLD-inducing potential during early

drug discovery.
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2 Mechanisms of DIPL

A variety of drugs spanning several therapeutic areas with diverse pharmacological

activities are reported to induce PLD in animals and/or humans (Table 1). Although

these drugs are structurally diverse, they generally share two common features:

(1) a hydrophilic cationic amine side chain and (2) a hydrophobic core which is

usually an aromatic and/or an aliphatic ring structure, hence termed cationic

amphiphilic drugs (CAD) (Table 1). These features fulfill the two basic require-

ments for PLD induction by CADs: (1) entry into the cells and (2) enrichment in

lysosomes [3]. In the most simplistic of terms, the hydrophobic features drive

passage through biological membranes, while the cationic feature facilitates entrap-

ment and accumulation in acidic lysosomes. There is no clear explanation on how

this accumulation would lead to PLD, but is proposed that accumulation may alter

the microenvironment for lysosomal catalytic enzymes, leading to decreased

catabolism of phospholipids either by reduced breakdown of a drug-phospholipid

complex by phospholipases or by direct inhibition of phospholipases, eventually

leading to PLD. An exception to this rule is the class of antibiotics, exemplified by

the aminoglycoside gentamicin, which is polycationic and highly hydrophilic and

does not completely fit with the features of more typical PLD inducers. Extensive

binding of gentamicin to membrane anionic phospholipids followed by internali-

zation and sequestration in lysosomes triggers PLD [4]. A similar mechanism is

proposed for PLD induced by the macrolide antibiotic azithromycin [5].

N

NEG

IC

N

IC

AC

a b

Fig. 1 Drug-induced phospholipidosis. DIPL in pancreas of rat as confirmed by transmission

electron microscopy. Ultrastructural features consistent with PLD (lamellar bodies; arrows) were

evident in pancreas with PLD (b) compared to control pancreas (a); N nucleus, IC islet cell, AC
acinar cell, NEG neuroendocrine granules
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Table 1 Phospholipidosis-inducing drugs and their therapeutic classa with cationic and hydro-

phobic domains of selected PLD inducersb

c

(continued)
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Table 1 (continued)

 

 

 

aPhospholipidosis in humans and/or animals
bRed-dots cationic domain, Blue-dots hydrophobic domain
cRelative stereochemistry
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3 General Physicochemical Properties of PLD Inducers

Several researchers have used various descriptors ranging from simple calculations

of lipophilicity and basicity to complex electrotopological features and tools

ranging from simple empirical observations to complex machine learning algo-

rithms to understand the contribution of physicochemical attributes that predict the

potential to induce PLD. All of these attempts have attested to cationic and

amphiphilic properties as the hallmark features of PLD inducers. Although the

empirical observation of these features of PLD inducers was made decades ago, no

concerted efforts were made to use these attributes in predicting the potential for

drugs to induce PLD until recently. Ploemen et al. first articulated the importance of

the key physicochemical attributes of PLD inducers derived from simple software-

driven calculations [6]. Since then researchers have made several modifications,

extensions, and additions to the key attributes defined by Ploemen to improve upon

the predictive capability. Further, advancements in data mining and analysis soft-

ware and expansion of database of PLD inducers have facilitated an evaluation of

additional molecular attributes in an effort to enhance the prediction capability.

Additionally, several medium-throughput biochemical and cell-based methods

have been developed to further enhance prediction based on experimental data.

Taking a further step, the addition of experimental parameters of in vivo disposition

such as metabolism and tissue distribution has further driven these prediction

models much closer to predicting with high sensitivity the PLD-inducing potential

in vivo. A few examples are of such models, and their prediction formulae are

provided in Table 2, in the order of the complexity and the resource involved.

For a PLD inducer to exert its effect, it first needs to enter the cells. Entry into

cells or passage across biological membranes is typically driven by the lipophilicity

Fig. 2 Detection of PLD-inducing potential in vitro. PLD-inducing potential detected by differ-

ential staining of neutral lipids (green) and phospholipids (red) using LipidTox (from Invitrogen

Corp); blue ¼ nuclei. Huh7 cells were incubated with the lipid dyes as described by the kit in the

absence (a) or presence (b) of a potent PLD inducer and later imaged using confocal microscopy.

Increase in phospholipids, relative to neutral lipids, was evident with treatment with the PLD

inducer (b)

Drug-Induced Phospholipidosis: Prediction, Detection, and Mitigation Strategies 267



of a compound. As noted in the previous section, the majority of PLD inducers have

an aromatic and/or an aliphatic ring structure that provides hydrophobicity/

lipophilicity to the compound. The lipophilicity of a compound can be calculated

based on structural components by several computer software programs or mea-

sured experimentally by octanol–water partitioning. Several in silico models have

clearly established lipophilicity as a criterion for a PLD inducer. A calculated logP
(clogP) of at least 1 is required for a molecule to be a PLD inducer, with greater

propensity for PLD induction with a higher clogP. As described earlier, an excep-

tion to this requirement is the class of antibiotics which are polycationic and less

polar but enter cells by binding to membrane anionic phospholipids with subse-

quent internalization [3, 7, 14].

The primary cation of CADs is the basic amine which is unprotonated at higher

physiological pH but becomes protonated upon diffusion into the lysosomal compart-

ment, which is acidic and leads to its entrapment in this intracellular organelle. A

temporary or focal increase of lysosomal pH as a result of the basic moieties of CADs

is thought to lead to the malfunction of lysosomal enzymes. Trapped drug, presenting

as a complex with phospholipids, makes bound phospholipids less susceptible to

Table 2 Formulae of selected prediction modelsa

Model (reference)

Prediction of PLD-inducing potential

Positive Negative

In silico/Ploemen

et al. [6]

(pKa � MB)2 + (clogP)2 � 90,

provided pKa � 8 and clogP � 1

(pKa � MB)2 + (clogP)2 < 90, or

pKa < 8, or clogP < 1

In silico/Modified

Ploemen

et al. [7]

(pKa � MB)2 + (clogP)2 � 50,

provided pKa � 6 and clogP � 2

(pKa � MB)2 + (clogP)2 < 50, or

pKa < 6, or clogP < 2

In silico/Tomizawa

et al. [8]

Low if NC ¼ 1 and clogP < 1.61 NC < 1

Medium if NC ¼ 1 and clogP � 1.61

and <2.75

High if NC ¼ 1 and clogP � 2.75 or

NC > 1 and � 2

In silico/Fischer

et al. [9]

pKa � 6.3 but �11 and ΔΔGAM �
�6 kJ/mol

pKa < 6.3 or > 11 andΔΔGAM>
�6 kJ/mol

In silico/Przyblak

and Cronin

(LDA-QSAR)

[10]

�4.58 + 0.963 log P + 0.426

pKa + 7.864 (fifth order valence-

corrected molecular connectiv-

ity) + 1.156 (H-bond donors)

� 0.077 (H-bond strength)

�2.15 + 0.619 log P + 0.226

pKa + 18.077 (fifth order

valence-corrected molecular

connectivity) + 0.436 (H-bond

donors) + 0.983 (H-bond

strength)

In vitro/Kasahara

et al. [11]

Normalized NBD-PC/Hoechst33342

value � 1.5

Normalized NBD-PC/

Hoechst33342 value < 1.5

In vitro/Atienzar

et al. [12]

PLD index (derivation of scores from

normalized levels of gene

expression) >1.5 at 50 μM

PLD index < 1.5

Hybrid/

Hanumegowda

et al. [13]

(pKa-most basic � clogP � Vd)

� 180, provided clogP � 2

(pKa-most basic � clogP � Vd)

< 180, or clogP < 2

aIn order of increased complexity and resource involvement
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degradation by phospholipases. Trapped drug itself can also bind to phospholipases

and render them inactive. The eventual consequence of these events is the accumu-

lation of undegraded phospholipids in the lysosomes. Similar to lipophilicity, several

in silico models have clearly established basicity as a criterion for a PLD inducer. A

calculated pKa of at least 6 is required for amolecule to be a PLD inducer, with greater

propensity for PLD induction associated with a higher pKa [3, 7, 14].

4 Predicting PLD Based on In Silico Parameters

Despite a basic understanding of the physicochemical properties of PLD inducers,

efforts to utilize these features to predict PLD-inducing potential were not made

until recently. This was perhaps due to the lack of an extensive dataset of com-

pounds that induce PLD and/or a lack of sharing of structures due to proprietary

concerns. Academic labs have generally utilized what is available in the public

domain while pharmaceutical companies have enriched the dataset with their own

compounds. The PLD working group of the FDA has the largest dataset of PLD

inducers originating from approved or failed INDs and NDAs. In this section we

describe the models and criteria for predicting PLD inducers developed by several

groups. High prediction accuracies have been reported by using complex model

algorithms. Table 3 provides a representative list of in silico-based models/methods

with the descriptors used for prediction, criteria, and statistics of model perfor-

mance. It should, however, be noted that the predictive models used datasets that

were not always similar, and, hence, the application of the reported models to

different datasets may not give the same accuracies as originally reported.

One of the simplest models was described by Ploemen et al. [6] where they used

only two descriptors, (1) clogP and (2) pKa, to represent the lipophilicity and

basicity of compounds, respectively, to predict PLD-inducing potential. As both

of these descriptors were calculated based on the structure by simple computer

software programs, this method holds tremendous utility for screening compounds

for PLD potential in the simplest way. Using a dataset of 41 compounds containing

29 PLD inducers, they were able to set criteria to correctly predict the majority of

PLD inducers. Applying these criteria to a larger dataset of 201 compounds

containing 85 PLD inducers, Pelletier et al. [7] found that the prediction perfor-

mance of the Ploemen method was lower (sensitivity of 58%) and that it could be

improved by modifying the criteria. With the modified criteria, the predictive

sensitivity was improved to 79%. With the understanding that the subcellular target

for PLD is lysosomes and the possible mechanism is entrapment of a basic drug in

the lysosomes, Tomizawa et al. [8] modified the method of Ploemen to include net

charge (NC) at the lysosomal pH instead of pKa. Using clogP and NC, a ratings

criterion that rank ordered the PLD-inducing risk was developed. With this model,

the predictive accuracy for a dataset of 63 compounds was 98%.

Fischer et al. [9] described the use of the free energy of amphiphilicity in

predicting PLD. Using the measured free energy of amphiphilicity, an in-house
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proprietary program CAFCA (calculated free energy of amphiphilicity of small

charged amphiphiles) was developed. Using this program, a correlation between

PLD inducers in vitro and the prediction criteria for PLD inducers was established.

This method predicted PLD inducers with a concordance of 91% for a set of

32 compounds.

Improvements in data mining and analysis tools have facilitated incorporation of

several molecular attributes in PLD prediction models. Pelletier et al. [7] utilized

several such molecular descriptors and statistical tools to describe a Bayesian

model for predicting PLD inducers. Using a dataset of 201 compounds containing

85 PLD inducers, they were able to predict PLD inducers with 92% sensitivity and

differentiate from non-inducers with 83% concordance. Ivanciuc [16] used Weka

machine learning program to analyze a dataset with complex algorithms that was

able to predict PLD inducers with 97% accuracy. Similarly, Lowe et al. [17]

utilized machine learning tools and criteria similar to Ivanciuc to predict PLD

inducers with an accuracy of 82% in a dataset of 185 compounds containing

101 known PLD inducers.

Kruhlak et al. [15] utilized a large dataset of 583 compounds containing 190 PLD

inducers to develop prediction models. Using the commercial software MC4PC,

they were able to identify 77 structural alerts, 23 of which were considered reliable

indicators of PLD-inducing activity in conjunction with other physicochemical

parameters. Structural alerts consisted of aromatic rings, amine fragments, and

structures containing halogen-substituted aromatic rings, which overall fit into the

defining features of CADs – a basic amine containing a hydrophilic side chain

appended to a hydrophobic core. Using another commercially available software,

MDL-QSAR, they identified 18 descriptors of high significance in distinguishing

PLD inducers from non-inducers. The concordance of models developed using these

programs was similar; however, the sensitivity of the model based on MC4PC was

lower (50%) compared to MDL-QSAR (76%). Combining the output of both

models, they were able to improve the sensitivity to 81% without loss of specificity.

Similarly, Przybylak and Cronin [10] and Choi et al. [18] used various molecular

descriptors and complex algorithms and software platforms to developmethods with

prediction concordance up to 92% using large datasets of compounds.

5 Predicting PLD Based on Experimental Data

In parallel to in silico approaches as described above, several in vitro models

ranging from biophysical interactions to cell-based imaging systems to hybrid

methods were developed to predict PLD-inducing potential. Table 4 provides a

representative list of in vitro and hybrid models/methods with criteria for prediction

and statistics of model performance. It should be recognized that these methods also

have their limitations as those of in silico methods for the simple reason that not all

the PLD inducers in vitro are inducers in vivo, as in vivo disposition ranging from

272 U.M. Hanumegowda and A. Regueiro-Ren



T
a
b
le

4
In

v
it
ro

an
d
h
y
b
ri
d
-b
as
ed

p
re
d
ic
ti
o
n
m
o
d
el
sa

M
et
h
o
d
/r
ef
er
en
ce

M
o
d
el
s/
p
ar
am

et
er
s

P
re
d
ic
ti
o
n
cr
it
er
ia

D
at
as
et

P
re
d
ic
ti
v
e
st
at
is
ti
cs

G
en
e
ex
p
re
ss
io
n
/

S
aw

ad
a
et

al
.
[1
9
]

H
ep
G
2
;
1
7
g
en
es

(1
2
id
en
ti
fi
ed

as
re
le
v
an
t)

In
cr
ea
se

o
r
d
ec
re
as
e
o
f
sp
ec
ifi
c
g
en
es

in
a

se
t
o
f
1
2

3
0

N
A

G
en
e
ex
p
re
ss
io
n
/

A
ti
en
za
r

et
al
.
[1
2
]

H
ep
G
2
;
1
1
g
en
es

(u
p
re
g
u
la
te
d
:
M
G
C
4
1
7
1
,

N
R
0
B
2
,
IN

H
B
E
,
P
8
,
S
E
R
P
IN

A
3
,
A
S
N
S
,

C
1
0
,
F
L
J1
0
0
5
5
,
F
R
C
P
1
;
d
o
w
n
re
g
u
la
te
d
:

A
P
1
S
1
,
T
A
G
L
N
)

P
L
D
in
d
ex

¼
D
er
iv
at
io
n
o
f
sc
o
re
s
fr
o
m

n
o
rm

al
iz
ed

le
v
el
s
o
f
g
en
e
ex
p
re
ss
io
n
.

P
o
s:
P
L
D

In
d
ex

>
1
.5

at
5
0
μM

,
p
ro
v
id
ed

th
er
e
is
a
d
o
se
–
re
sp
o
n
se

re
la
ti
o
n
sh
ip

H
ig
h
-t
h
ro
u
g
h
p
u
t

sc
re
en
in
g
/

K
as
ah
ar
a

et
al
.
[1
1
]

R
at

h
ep
at
o
cy
te
s
an
d
ce
ll
li
n
es
:
H
ep
G
2
,

A
R
L
J3
0
1
-3
,
C
H
O
-K

1
,
C
H
L
/I
U
,
J7
4
4
A

F
lu
o
re
sc
en
t
p
h
o
sp
h
o
li
p
id

(N
B
D
-P
C
)
an
d

n
u
cl
ea
r
st
ai
n
(H

o
ec
h
st
3
3
3
4
2
)
u
p
ta
k
e;

co
rr
el
at
io
n
w
it
h
co
n
fo
ca
l/
el
ec
tr
o
n

m
ic
ro
sc
o
p
y

2
4

C
o
rr
el
at
io
n
co
ef
fi
ci
en
t

o
f
0
.8
1
2

P
o
s:
N
o
rm

al
iz
ed

N
B
D
-P
C
/H
o
ec
h
st
3
3
3
4
2

v
al
u
e
�

1
.5

L
ip
id

st
ai
n
in
g
/N
io
i

et
al
.
[2
0
]

H
ep
G
2
;
fl
u
o
re
sc
en
tl
y
la
b
el
ed

li
p
id

st
ai
n
in
g

u
si
n
g
L
ip
id
T
o
x
k
it
fr
o
m

In
v
it
ro
g
en

In
te
n
si
ty

o
f
li
p
id

st
ai
n
in
g
as

m
ea
su
re
d
b
y

fl
u
o
re
sc
en
t
p
la
te

re
ad
er
/c
o
n
fo
ca
l

m
ic
ro
sc
o
p
y

2
4

C
o
n
co
rd
an
ce
:
1
0
0
%

B
io
p
h
y
si
ca
l/
V
it
o
v
ic

[2
1
]

In
te
ra
ct
io
n
w
it
h
ac
id
ic

p
h
o
sp
h
o
li
p
id

an
d

im
p
ac
t
o
f
C
M
C

E
ff
ec
t
o
n
su
rf
ac
e
te
n
si
o
n
an
d
C
M
C

5
3

N
A

V
d
b
as
ed

h
y
b
ri
d
/

H
an
u
m
eg
o
w
d
a

et
al
.
[1
3
]

cl
o
g
P
,
p
K
a-
m
o
st
b
as
ic
,
V
d

P
o
s:
(p
K
a-
m
o
st
b
as
ic

x
cl
o
g
P
x
V
d
)
�1

8
0
,

p
ro
v
id
ed

cl
o
g
P
�2

1
0
1
(5
1
P
o
s,

5
0
N
eg
)

S
p
ec
ifi
ci
ty
:
9
4
%

S
en
si
ti
v
it
y
:
8
2
%

N
eg
:
(p
K
a-
m
o
st
b
as
ic

x
cl
o
g
P
x
V
d
)
<

1
8
0
,

o
r
cl
o
g
P
<
2

C
o
n
co
rd
an
ce
:
8
8
%

B
io
p
h
y
si
ca
l,
in

si
li
co
/

K
u
ro
d
a
an
d
S
ai
to

[2
2
]

K
d
fr
o
m

p
h
o
sp
h
o
li
p
id

co
n
ta
in
in
g
v
es
ic
le
s,

P
L
A
2
in
h
ib
it
o
ry

ra
ti
o
,
m
et
ab
o
li
c
st
ab
il
it
y
,

p
K
a,
cl
o
g
P

M
u
lt
iv
ar
ia
te

an
al
y
si
s

8
(5

p
o
s,

3
n
eg
)

N
A

H
ig
h
co
n
te
n
t
sc
re
en
-

in
g
/v
an

d
e
W
at
er

et
al
.
[2
3
]

C
H
O
-K

1
,
H
ep
G
2
ce
ll
li
n
es

F
lu
o
re
sc
en
t
p
h
o
sp
h
o
li
p
id

(N
B
D
-P
E
)
w
it
h

co
u
n
te
rs
ta
in
s
fo
r
n
u
cl
eu
s
an
d
cy
to
p
la
sm

;

im
ag
e
an
al
y
si
s

5
6
(2
5
p
o
s,

3
1
n
eg
)

S
en
si
ti
v
it
y
:
9
2
%

(C
H
O
-K

1
),
8
8
%

(H
ep
G
2

S
p
ec
ifi
ci
ty
:
8
7
%

(C
H
O
-K

1
),
8
1
%

(H
ep
G
2
)

a
In

o
rd
er

o
f
th
ei
r
p
u
b
li
ca
ti
o
n
y
ea
r

Drug-Induced Phospholipidosis: Prediction, Detection, and Mitigation Strategies 273



metabolism to pronounced dose-limiting tolerability and/or toxicity may limit the

development or occurrence of PLD.

Vitovic et al. [21] developed a simple assay based on the interaction of a test

compound with an acidic phospholipid and its influence on critical micelle con-

centration to determine the PLD-inducing potential. Kuroda and Saito [22] further

added measured biophysical interaction, inhibition of phospholipase A2 (PLA2),

and metabolic stability to in silico parameters to develop a multivariate analysis to

predict PLD-inducing potential.

Numerous cell-based models are available to predict PLD-inducing potential.

All of these methods are variants of staining with dyes, which are either general for

lipids (such as nile red) or specific for the accumulation of fluorescent-conjugated

phospholipids (such as 7-nitrobenz-2-oxa-1,3-diazol-4-yl-phosphatidylcholine

(NBD-phosphatidylcholine, PC) or 7-nitrobenz-2-oxa-1,3-diazol-4-yl- phosphati-

dylethanolamine (NBD-phosphatidylethanolamine, PE)). These models have been

developed in several cell lines and analyzed using various imaging platforms

specifically for intensity of staining [11, 20, 23]. An example of detecting phos-

pholipid accumulation in cells in vitro using a commercial kit is provided in Fig. 2.

Sawada et al. tried a different approach using gene expression profiling in HepG2

cells to look for sensitive markers of PLD and identified 12 specific genes that were

predictive of PLD induction based on a dataset of 30 compounds [19].

Recognizing that PLD in vivo occurs not only as a function of the inherent

physicochemical properties of a compound, but also from the likely residence of a

compound in tissues, Hanumegowda et al. [13] combined simple in silico param-

eters with the volume of distribution. In a dataset of 101 compounds containing

51 PLD inducers, they were able to differentiate PLD inducers from non-inducers

with a concordance of 88%. This model highlights the importance of including a

parameter related to the in vivo disposition of a compound to address the relevance

to PLD in vivo, which is the eventual outcome of most concern.

6 Detecting and Monitoring PLD

As one might anticipate, methods for the detection of PLD have been known for

several decades since the time of the first report using light microscopy [14, 24]

although it took several additional years before these vacuolations were demon-

strated to be characteristically composed of phospholipids. Since then, various

techniques ranging from simple microscopy and lipid staining to electron micros-

copy and biomarkers in biofluids have been established to detect and/or monitor

DIPL. While detection of DIPL is quite simply accomplished by evaluating col-

lected tissues from animals or humans and visualization by light microscopy for

vacuolation, staining for lipids using stains such as sudan black, nile red, and others,

and immunohistochemical staining of markers such as lysosome-associated mem-

brane protein-2 (LAMP-2) and adipophilin, a protein in the membranes of lipid

droplets [25], confirmation of DIPL by electron microscopy for characteristic
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concentric lamellar inclusion bodies is still the gold standard. Numerous other ways

are being investigated with the intention of developing noninvasive or less invasive

methods to detect and, moreover, monitor the progression of PLD. Further, corre-

lation of animal to human DIPL is yet to be clearly established.

Since PLD is a process that develops over time, sometimes ranging from weeks

to months, without apparent clinical manifestation, the discovery of PLD in tissues

at the completion of a chronic animal toxicity study often ends up as a wasted

investment for pharmaceutical companies. Hence, there is a greater emphasis to

develop methods to monitor for the development of PLD in easily accessible tissues

or biofluids at an early stage with less invasive methods. Lungs and lymphocytes

(apart from liver) are the most common targets for DIPL. Naturally, several

Fig. 3 Monitoring DIPL in nonterminal animal studies. DIPL monitored in peripheral blood

leukocytes and urine of rat treated with a PLD inducer. Peripheral blood leukocytes (drawn of

day 4 of the study) were stained by nile red staining and sorting cells by flow cytometry

(a). Leukocytes, in general, and lymphocytes in particular had the highest intensity of nile red

staining in rats treated with a PLD inducer. Lipid staining by nile red was confirmed to be PLD

(lamellar bodies; arrows) by transmission electron microscopy of lymphocyte (b). Urine BMP

(22:6) was increased in rats treated with PLD inducer especially during the early stages of the

study (c)
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methods to detect and monitor PLD in peripheral blood cells, especially lympho-

cytes, have gained considerable attention. Vacuolation by regular microscopy,

staining by lipid stains such as nile red, and, ultimately, electron microscopy are

ways of detecting and confirming DIPL. An example of monitoring of DIPL in

a nonterminal study in rat peripheral leukocytes using nile red staining and

confirmation by electron microscopy is provided in Fig. 3a, b. In human patients,

amiodarone-induced PLD has been demonstrated by electron microscopy in

leukocytes from blood [26].

Metabonomics has offered another sensitive methodology to monitor for DIPL.

Two endogenous metabolites, phenylacetylglycine (PAG) and lyso-bis-phosphatidic

acid (LBPA), also known as bis(monoacylglycero)phosphate (BMP), have been

identified as promising biomarkers of DIPL. Urinary PAG in rodents is well correlated

with DIPL; however, its utility is limited in humans since it is not produced. Never-

theless, from a drug development and hazard identification perspective, measuring

urinary PAG in rodents offers a significant advantage in terms ofmonitoring for DIPL.

LBPA is linked to lysosomal phospholipids and, therefore, is more appropriate as a

biomarker for lysosomal storage disorders such as PLD. LBPA has also been shown to

increase in several tissues in rats with PLD, including serum, which will be easier to

monitor in an ongoing toxicity study [27]. An example of monitoring of DIPL in a

non-terminal study in rat urine using BMP as a marker is provided in Fig. 3c.

Similarly, in human patients, amiodarone-induced PLD has been demonstrated by

an increase in levels of BMP and phosphatidylglycerol in alveolar macrophages

collected by bronchoalveolar lavage [28].

7 Chemical Strategies to Mitigate PLD-Inducing Potential

As discussed in the previous sections, the induction of PLD is mainly related to the

structure of drug candidates and is independent of its targeted pharmacological

activity. In most cases, DIPL is caused by CADs [29]. CADs are molecules that

possess both a hydrophobic element containing an aromatic group and a hydro-

philic moiety with at least one basic site. However, it is not well understood why

some CADs induce PLD while others do not. Several medicinal chemistry strate-

gies focusing on reducing the cationic amphiphilic character of drug candidates

have been successfully applied to minimize the risk of DIPL [29, 30]. Representa-

tive examples of these strategies are highlighted in this section.

At Roche, a CAFCA program was used in two different projects to closely

monitor the amphiphilicity of lead chemotypes [31]. Molecules with a free energy

of amphiphilicity (ΔΔGAM) greater than �6 kJ/mol were prepared to lower the

potential for PLD (Fig. 4). One molecule, the aminomethylpyrimidine 1, was

identified as a lead for a dipeptidyl peptidase-IV (DPP-IV) inhibitor project,

which had an IC50 of 10 nM, good membrane permeability, solubility, and meta-

bolic stability. However, 1 induced PLD in a concentration-dependent manner in

cultured fibroblasts (2.5–20 μM). It also had a ΔΔGAM of �6.6 kJ/mol. The Roche
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team then focused on designing less amphiphilic analogues and found compound

2 with a ΔΔGAM ¼ �5.6 kJ/mol having the same DPP-IV-inhibiting potency as 1.

Its free energy of amphiphilicity correlated with a lack of PLD induction in cultured

fibroblasts at the highest concentration tested, 20 μM [32].

In a series of histamine 3 receptor (H3R)-inverse agonists containing a naphtha-

lene core (Fig. 5), 3 was identified as a lead with good potency and other favorable

properties, including the absence of mutagenicity (genotoxicity and clastogenicity)

or phototoxicity in vitro. Compound 3 induced PLD in cultured fibroblasts at

concentrations of 2.5–20 μM with the extent dependent on concentration. The

ΔΔGAM for 3 was �10.4 kJ/mol. Modifications were introduced to the amine and

amide side chains in order to generate the less amphiphilic compound 4, which had

a ΔΔGAM ¼ �4.27 kJ/mol. Indeed, this compound showed no induction of PLD in

cultured fibroblasts. Another approach to reduce amphiphilicity involved substitu-

tion of the naphthalene core with a less lipophilic quinoline. Those derivatives

having the same substitution pattern at both amine and amide side chains showed

reduced ΔΔGAM. Unfortunately, the potency at the H3R was also reduced [33].

At Abbot, the H3 receptor antagonist benzofuran 5 was shown to have excellent

binding potency for both the human receptor, Ki ¼ 0.05 nM, and the rat variant,

Ki ¼ 0.11 nM, (Fig. 6). However, its dibasic nature was largely responsible for the

induction of PLD in vitro. It is well known that basic diamines containing an

aromatic group have the propensity to bind to negatively charged phospholipid

bilayers in membranes, causing inhibition of lysosomal phospholipases which leads

to PLD. The Abbot group decided to reduce the basicity of one of the amines in 5 as

a means of decreasing the overall cationic character. Since the pyrrolidine amine

is critical for H3 binding, the modifications were directed toward the primary amine.

Either substitution with heterocycles, as indicated in compound 6, or removal of the

benzylamine with the heterocycle now moved closer to the benzofuran (compound

7) proved to be successful approaches. Both 6 and 7 showed much lower potential

for PLD induction in the cultured rat hepatocytes assay when compared to 5 [34].
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Researchers at AstraZeneca disclosed the 5-hydroxytryptamine receptor 1B

(5-HT1B) antagonist 8 (Fig. 7) which had to be withdrawn from development due

to toxicities linked to accumulation of the compound in vivo as well as PLD.

Nevertheless, replacement of the basic piperazine with a pyrazole as well as the

tetrahydronaphthalene core with a more polar chromene led to the more potent

compound 9. In an in vitro PLD assay where 8 showed 81% inhibition at 300 μM,

9 was inactive at the same concentration [30, 35].

A group of researchers at Takeda discovered a triple reuptake inhibitor (TRI) of

the serotonin, norepinephrine, and dopamine transporters based on the piperidine

scaffold 10 (Fig. 8). Analysis of existing monoamine reuptake inhibitors led the

team to set up structural restrictions in order to maximize potency while minimizing

liabilities, including PLD. Therefore, the MW limit was set at less than 300; the

number of aromatic rings was restricted to one and the clogP value at below 3.5.

The lipophilicity could be tuned by appropriate selection of the side chain R1.

Substituents R2 on the aromatic ring had an important role in the potency. As a

result of optimization and optical resolution, 11 was discovered as a TRI with low

potential for PLD induction, as indicated by its PLD score (2.7) with NBD-PE and

HepG2 cells [36].
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At Dainippon Sumitomo, researchers disclosed a series of potent DPP-IV inhib-

itors with a 3H-imidazo[4,5-c]quinolin-4(5H)-one skeleton (Fig. 9). Substitution at

position 7 led to compounds such as 12, which showed half-maximal DPP-IV

inhibitory activity at a concentration of 6.3 nM. However, 12 also had a phospho-

lipid index (PI) of 0.37 at 30 μM using isolated human hepatocytes and propranolol

(PI ¼ 1) as the reference agent. The introduction of a carboxylic acid at the same

position led to 13, a more potent DPP-IV inhibitor (IC50 ¼ 0.48 nM) with a

PI ¼ 0.008 at 30 μM [37], and therefore low potential for PLD induction.

DIPL, as we understand and have discussed in this chapter, is a phenomenon that

is generally adaptive in response to drug overload in a particular tissue, although in

several instances it is incidentally related to concomitant injury in the same tissue

where it occurs or in another organ system. Given the primary goal of developing

safe drugs for humans and the conservative overall nature of drug development that

targets conditions that require chronic treatment, it is a general understanding

within the pharmaceutical industry and the regulatory agencies that the develop-

ment of PLD-inducing drugs should be avoided. As is clearly understood,

PLD-inducing potential is independent of the primary pharmacological activity

of a molecule, although they tend to group into specific therapeutic classes

(e.g., antipsychotic and antimalarial agents) because of the structural similarity of

the drugs in those classes. For decades, CADs have been known to possess

PLD-inducing potential and a concerted effort has been made to detect and predict

the potential in an attempt to understand and develop medicinal chemistry strategies

to mitigate PLD-inducing potential in promising chemical series. As demonstrated

by the examples presented and discussed in this chapter, there are several

approaches, both simple and complex, to predict, detect, or chemically mitigate

PLD-inducing potential, although there is clearly no single universal solution.

Every instance has to be treated on a case-by-case basis, keeping in mind the

therapeutic area, duration of treatment, and unmet medical need, with a combina-

tion of multiple strategies in place as tiers to guide SAR and weed out the issue as

the drug discovery progresses.
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The Influence of Bioisosteres in Drug Design:

Tactical Applications to Address

Developability Problems

Nicholas A. Meanwell

Abstract The application of bioisosteres in drug discovery is a well-established

design concept that has demonstrated utility as an approach to solving a range

of problems that affect candidate optimization, progression, and durability. In

this chapter, the application of isosteric substitution is explored in a fashion that

focuses on the development of practical solutions to problems that are encountered

in typical optimization campaigns. The role of bioisosteres to affect intrinsic

potency and selectivity, influence conformation, solve problems associated with

drug developability, including P-glycoprotein recognition, modulating basicity,

solubility, and lipophilicity, and to address issues associated with metabolism and

toxicity is used as the underlying theme to capture a spectrum of creative applica-

tions of structural emulation in the design of drug candidates.

Keywords Isostere, Bioisostere, Conformation, Carboxylic acid isosteres, Guani-

dine and Amidine isosteres, Phosphate isosteres, Drug-water isostere, Heterocyle

isostere
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Abbreviations

BACE β-site amyloid precursor protein cleaving enzyme

CYP 450 Cytochrome P450

DFT Density functional theory

FAAH Fatty acid amide hydrolase

HCV Hepatitis C virus

hERG Human ether a go-go-related gene

hH-PGDS Human prostaglandin D2 synthase

HIV-1 Human immunodeficiency virus-1

Hsp Heat shock protein

KSP Kinesin spindle protein

LE Ligand efficiency

LELP Lipophilicity-corrected ligand efficiency

LLE Ligand-lipophilicity efficiency

NMR Nuclear magnetic resonance

PAMPA Parallel artificial membrane

PARP Poly(ADP-ribose) polymerase

PGI2 Prostacyclin

P-gp P-glycoprotein

PPAR Peroxisome proliferator-activated receptor

SAR Structure–activity relationship

1 Introduction

Bioisosterism is a powerful concept that has found widespread application in drug

design and continues to be an important tactical element in contemporary medicinal

chemistry practices [1–10]. Bioisosterism, which evolved from the concept of shape
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isosterism exhibited by simple structural elements, was originally recognized by Lang-

muir almost a century ago, and the first experiments that demonstrated the potential of

bioisosterism in a practical settingwere reported in 1932 and 1933 [1, 11–13]. In a series

of experiments, Erlenmeyer and his colleagues showed that antibodies recognizing

ortho-substituted tyrosine moieties in synthetic antigens, derived by reaction with

diazonium ions, were not able to distinguish between a phenyl and thiophene ring

or O, NH, and CH2 in a linker element [12, 13]. The description of this phenomenon as

bioisosterism is attributed to Harris Friedmanwho introduced the term in 1951 to define

compounds demonstrating similar biological activities [14]. However, Friedman rec-

ognized that bioisosterism and isosterism were distinct concepts, an observation that

anticipated contemporary drug design principles in which the utility of bioisosteres is

frequently dependent on context and relies upon a less than exact structural or physico-

chemicalmimicry for themanifestation of biological effect. The thoughtful deployment

of a bioisostere offers potential value in drug design campaigns by providing an

opportunity to probe the effect of steric size and shape, the modulation of dipole and

electronic properties, lipophilicity and polarity, or pKa on a biological response, which

may be functional mimicry or antagonism of a biological regulator [1, 2, 10]. In addi-

tion to affecting potency and function, isosteres have demonstrated utility in

addressing problems associated with pharmacokinetic and pharmaceutical properties,

specificity, toxicity, and metabolic activation pathways in vivo in addition to being a

source of novel intellectual property [1–10]. This chapter will summarize some of the

more interesting tactical applications of bioisosteres in drug designwhere problems of

the type commonly encountered by medicinal chemists have inspired innovative

solutions that offer useful instruction. The vignettes are organized based on a specific

property or problem under examination rather than the perhaps more traditional

approach of cataloguing based on functional group mimicry.

2 Bioisosteres Designed to Enhance Drug Potency

and Selectivity

2.1 Fluorine as an Isostere of Hydrogen

Fluorine has emerged as a remarkable element in drug design, and its applications

continue to provide interesting effects on biological activity that can often be somewhat

surprising, leading to its broad deployment by the medicinal chemistry community

which, in turn, has promoted a deeper understanding of its properties [15–24]. The

strategic introduction of fluorine to replace a hydrogen atom can markedly influence

potency [25–30]. For example, the L-nucleoside analogue emtricitabine (2, FTC) is the

5-fluoro analogue of lamivudine (1, 3TC) and is consistently the more potent HIV-1

inhibitor in cell culture by four- to tenfold, which is reflected in the inhibition of HIV-1

reverse transcriptase by the respective triphosphate derivatives [25–27]. The F atom

ortho to the piperazine andmorpholine in the antibacterial agents, the quinolone-based

DNA gyrase inhibitor 3 and the protein synthesis inhibitor linezolid 4, respectively, is
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of importance to both potency and efficacy in vivo while in indole-based HIV-1

attachment inhibitors, the 4-F substituent installed in 6 enhanced the potency of

prototype 5 by more than 50-fold [15, 16, 28–30].

N

N

NH2
R

O
S

O
HO

1 R = H: 3TC (lamivudine)
2 R = F: FTC (emtricitabine)
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O
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HN

ON

ON

F H
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4: linezolid

N
H

R
O

N

O

N Ph

O

5: R = H: EC50 = 153 nM
6: R = F: EC50 = 2.6 nM

3

In a series of γ-secretase inhibitors that reduced Aβ protein production in a cell-

based assay, the modest potency associated with the parent molecule 7 (evaluated in

racemic form)wasmarkedly improved by complete fluorination at C-5 although in this

particular example gem-dimethyl substitution at C-5 also improved biological activity

[31]. The introduction of a F atom at the para-position of the benzylated imide 10

enhanced thrombin inhibitory activity by over fivefold along with selectivity over the

related serine protease trypsin by fourfold with 11 exhibiting a 67-fold preference for

the coagulation cascade enzyme [17, 32]. An X-ray crystallographic structure of 11

bound to thrombin provided an understanding of the structure–activity relationship

(SAR) observation with the F substituent proximal (2.4Å) to the backbone Cα-H atom

ofAsn98 and aligned to establish an interaction with the C atom of the backbone amide

C¼O of Asn98 at a distance of 3.5 Å and an angle of 96� to the plane of the C¼O

(Fig. 1) [17, 18, 32]. The F to C¼O carbon interaction is the one with broader

occurrence, and although this interaction is considered to be energetically modest, it

appears to be sufficient to differentiate the potency between 10 and 11 by playing a

supporting role to the primary interactions between the enzyme and the inhibitor

[33]. In an analogous matched pair study, the thrombin inhibitory activity of the

amidine 12 is embellished sixfold by F substitution to afford 13, with an X-ray

crystallographic co-crystal structure suggestive of a H-bonding or electrostatic inter-

action between the F atom and backbone NH of Gly216 which are 3.47Å apart, close to

the upper distance limit for a H-bond [16]. The importance of this interaction was

underscored from a comparison with the co-crystal of 12 and thrombin in which the

aromatic ring adopted a significantly different conformation to that of 13 [16].

286 N.A. Meanwell



2.2 Carboxylic Acid Isosteres to Improve Potency

Carboxylic acid isosteres are a familiar part of the medicinal chemistry landscape

and have been deployed to address a number of challenges in drug design, including

positively influencing potency. A particularly compelling example that illustrates

the importance of carefully selecting the optimal isostere is provided by the SARs

that subtended the discovery of the potent angiotensin II receptor antagonist

O
HN

F

NH

H
O

H2N

Asn98

Fig. 1 Key interactions

of the 4-F substituent of

11 with Asn98 of thrombin
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losartan (15) and its analogues 14 and 16–20 [34–38]. A key insight was that the

tetrazole moiety in 15 enhances potency over the carboxylic acid analogue

EXP-7711 (14) by tenfold, attributed to the topological geometry in which the 2H

isomer depicted projects the acidic NH or negative charge 1.5 Å further from the

aryl ring than does the carboxylic acid moiety [34, 39, 40]. Interestingly, as

summarized by the comparison presented in Table 1, the position of the carboxylic

acid moiety on the phenyl ring exerts minimal effect on potency, with 14 and 18

similarly active, while the ortho-tetrazole isomer 19 is over 50-fold more potent

than the meta-substituted analogue 20 [38]. The carboxylic acid and tetrazole

moieties are considered to bind in the same pocket in the angiotensin II receptor

and interact with Lys199 [41]. However, this interaction does not appear to depend

on the formation of a classic salt bridge since mutation of Lys199 to Gln exerted

only a modest twofold effect on the binding of losartan (15) and a fivefold effect on

the binding of EXP-7711 (14), data that are more consistent with a H-bonding

interaction between drug and protein [41]. The poor activity of 20 may be a

consequence of increased steric bulk compared to the carboxylic acid analogue 18.

N
N

H
NN

Ph

O

N
H

S
OO

OH

O

Ph
S

O

N
H

O O

2.2 Å 2.6 Å

2.3 Å 2.8 Å

3.7 Å
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IC50 = 200 nM
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The importance of topology and the associated geometric implications are

also apparent in acylsulfonamide-based angiotensin II antagonists where this func-

tionality functions suitably as an acid surrogate. The CONHSO2Ph moiety of 16

is a 20-fold less potent ligand than the topologically reversed SO2NHCOPh

isomer 17, an observation that is consistent with the longer C–S bond in 17

more effectively mimicking the topology of the tetrazole 15 by projecting the

charge further from the biphenyl core than 16, which more closely resembles the

carboxylic acid 14 [34, 38, 42].

The discovery of the macrocyclic hepatitis C virus (HCV) NS3 protease

inhibitor BILN-2061 (21) represented a milestone in HCV drug design by

providing proof-of-concept for this mechanistic approach to the control of viremia

in infected subjects. The disclosure of this series of tripeptide-based inhibitor

stimulated considerable interest in further structural optimization, an endeavor

that became of particular importance in the context of overcoming the cardio-

toxicity that resulted in termination of this pioneering molecule [43–45]. The

conversion of the carboxyl terminus to an acylsulfonamide, particularly the

cyclopropyl acylsulfonamide moiety, afforded compounds with increased potency

as a consequence of the cyclopropyl ring complementing the P10 pocket and the

sulfone oxygen atoms engaging the protein via H-bonding interactions with the

catalytic elements of the enzyme. The significant advantage conferred by this

structural modification can be readily assessed by comparing the potency of the

matched pairs of acyclic inhibitors 22 and 23 and the P4-P2* macrocycles 24

and 25 [46–49].

Table 1 Structure–activity relationships associated with the topology of the acidic moiety in

angiotensin II receptor antagonists

N
N R

Cl

nC4H9

R1

Compound no. R R1

Inhibition of specific binding of

[3H]-angiotensin II (2 nM) to rat

adrenal cortical microsomes IC50 (μM)

14 CH2OH 2-CO2H 0.20

18 CH2OH 3-CO2H 0.49

19 CHO 2-CN4H 0.02

20 CHO 3-CN4H >1
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The optimization of inhibitors of the anti-apoptotic B-cell lymphoma 2 proteins

Bcl-2, Bcl-xL, and Bcl-w, for which the fragment leads biphenyl carboxylic acid

26 and phenol 27 were identified using a nuclear magnetic resonance (NMR)

screen, involved tethering of the two molecules which bound weakly to proximal

pockets in the Bcl-xL protein [50–52]. Initial attempts to link acid 26 to phenol 27

focused on substituting at the C atom ortho to the carboxylic acid moiety of 26,

a topology that was probed based on an analysis of NMR data [50, 51]. However,

this approach was not initially successful in identifying hybrid molecules

with increased affinity, attributed to poor geometric vectors that gave suboptimal

binding. An acylsulfonamide was conceived to offer an improved vector while

preserving the acidic moiety, of importance as a complement to Arg139 of the

Bcl protein, and a library of 120 molecules were prepared after establishing that

the simple methyl acylsulfonamide exhibited comparable affinity for Bcl as 26 [51].

The acylsulfonamide 28 emerged from that exercise with further optimization

to navitoclax (ABT-263, 30) proceeding via the intermediacy of compound 29

[50–52].
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F

OH

O OH

26
IC50 FPA = 0.3 mM

27
IC50 FPA = 4.3 mM

28
Ki FPA = 245 nM

F

O NH

SO
O

NO2 H
N

S
Ph

29
IC50 FPA = 93 nM

N

N

O NH

SO
O

CF3SO2
H
N S

Ph

Cl

N

O

30: ABT-263
EC50 = 5.9 nM

F

O NH

S
O

O

NO2 H
N

N
S

2.3 Applications of Heterocycles as Isosteres and Isosterism
Between Heterocycles

Heterocycles find widespread application in drug design as important scaffolds

for deploying functionality or as critical pharmacophoric elements that interact

intimately with target proteins, a cue taken from Mother Nature who takes signif-

icant advantage of heterocycles. The immense utility of heterocycles resides in

their typically facile synthetic accessibility combined with the versatility to project

a range of vectors while the electronic properties of the ring can readily be

modulated by the introduction of additional heteroatoms and substituent selection.

Aspects of heterocycles that are of importance to the medicinal chemist revolve
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around their ability to act as H-bond donors or acceptors, to influence the properties

of substituents by withdrawing or donating charge and to engage in π–π and

dipole–dipole interactions. Thus, the careful selection of a heterocycle for a specific

application is frequently of considerable importance and there are many examples

where the effects of substitution by rings offering a similar silhouette can be quite

subtle in nature and not always well understood.

The H-bonding potential of a wide range of functionality, designated pKBHX, has

been determined based on the association of 4-fluorophenol with an acceptor

in CCl4 monitored at room temperature by the shift in the infrared stretching

frequency of the OH bond [53–55]. On this scale, a stronger H-bond acceptor is

associated with a higher pKBHX value that shows dependence on several physical

properties, including the position of the acceptor atom in the periodic table,

polarizability, field and inductive/resonance effects, electronic resonance, and

steric effects associated with substituents and their interaction with the acceptor

atom. A particularly important aspect of H-bonding potential is that across a range

of functionality it is not quantitatively related to basicity (pKBH
+ or pKa) and there

are several examples where a H-bonding interaction occurs preferentially at an

atom of low basicity in the presence of a more basic acceptor [56–62]. For example,

nicotine (31) protonates initially on the pyrrolidine nitrogen atom in H2O, but

H-bonding with 4-fluorophenol in CCl4 occurs primarily at the pyridine nitrogen

atom. For cotinine (32), the amide carbonyl is the primary site for H-bonding,

which contrasts with basicity since the amide exhibits a pKBH
+ value of �0.71

compared to 5.20 for the pyridine nitrogen atom where protonation occurs [56–62].

N

N

31

H

N

N

32

H O

Table 2 presents a comparison of pKHBX and pKBH
+ (pKa) values for some

common 5- and 6-membered ring heterocycles where within a homologous series

there is some correlation between H-bonding potential (pKBH
+
) and pKa values

although isoxazole and pyridazine are notable exceptions. In the case of pyridazine,

a heterocycle that has been proposed to be a privileged scaffold in medicinal

chemistry, the high H-bonding potential for this poorly basic molecule is attributed

to the α-effect in which unfavorable lone pair-lone pair interactions are relieved

by one of the N atoms engaging in a H-bonding interaction, as depicted in Fig. 2

[63, 64].

The topological deployment of an oxazole heterocycle influenced the potency

of blood platelet aggregation inhibition associated with the non-prostanoid prosta-

cyclin (PGI2) mimetics 33 and 34 [65–68]. The oxazole 33 is fivefold more potent

than the isomer 34 which, in turn, is comparable to the cis-olefin 35 [65–68]. These
data were interpreted in the context of the nitrogen atom of the central oxazole
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of 33 being ideally positioned to accept a H-bond from a donor within the PGI2
receptor protein, consistent with earlier SAR observations. This interaction is not

available to the isomer 34 since the O atom of an oxazole ring is a poorer H-bond

acceptor or the olefin 35, suggesting that the central oxazole ring of 34 is acting

merely as a scaffold that is structurally analogous to 35 [65–68]. In the solid-state

structures of 33 and 34, although the molecules adopt an almost identical shape,

the central oxazole rings accept H-bonds from the CO2H moiety of an adjacent

molecule in the unit cell, leading to a markedly different pattern of crystal packing

between the two isomers [68]. Ab initio calculations indicate that a H-bond to

the N atom of an oxazole is 10.4 kJ/mol or 2.48 kcal/mol more stable than that to

the O atom (Fig. 3), reflected in the essentially exclusive occurrence of H-bonds

only to the N atom of oxazoles observed in the Cambridge Structural Database

(CSD) [68–70].

O

NPh

Ph
O

N

O
CO2H

O

NPh

Ph
N

O

O
CO2H

33: EC50 = 27 nM 34: EC50 = 160 nM 35: EC50 = 180 nM

O

NPh

Ph

O
CO2H

In a series of quinolone-based inhibitors of HCV NS5B polymerase, the

1,2.4-oxadiazole 36 exhibited potent enzyme inhibition, IC50 ¼ 41 nM, in part by

Table 2 Comparison of

pKHBX and pKBH
+ (pKa)

values for common

5- and 6-membered

ring heterocycles

Heterocycle pKBHX pKBH
+(pKa)

5-Membered heterocycles

1-Methyl-imidazole 2.72 7.12

Imidazole 2.42 6.95

1-Methyl-pyrazole 1.84 2.06

Thiazole 1.37 2.52

Oxazole 1.30 0.8

Isoxazole 0.81 1.3

Furan �0.40 –

6-Membered heterocycles

Pyridine 1.86 5.20

Pyridazine 1.65 2.00

Pyrimidine 1.07 0.93

Pyrazine 0.92 0.37

Triazine 0.88 –

N
N

N
N

H XFig. 2 H-bonding

associated with the

pyridazine heterocycle
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establishing a H-bond with the backbone NH of Ser476, as determined by X-ray

crystallographic analysis [71]. The topological isomer 37 is an order of magnitude

weaker, consistent with the weaker potential for the O atom to engage in H-bonding

despite projecting the benzyl moiety in a similar vector to 36. In order for 37 to

present the sterically somewhat hindered N-4 to the Ser476 NH, the benzyl moiety

would be required to adopt an alternate and unfavorable vector. Interestingly, the

several other azole heterocycles 38–40 examined were relatively poor inhibitors

of the enzyme, with 38 and 39 perhaps the most surprising given that they combine

a strong H-bond acceptor with the preferred topology of the benzyl moiety that is

found in 36 [71, 72].

O

NN

N

NO

O

N

N
N

NN

37: IC50 = 0.73 mM 38: IC50 =1.6 mM

39: IC50 =1.8 mM 40: IC50 =>10 mM

N

F
O

N
N

SO2CH3

N N
H H

O
OHO

Ser476Tyr477

Ph 4-Cl-Ph

Ph Ph

N

ON

Ph

36: IC50 HCV NS5B = 0.041 mM

N OO H
H

-27.3 kJ/mole
-6.52 kcal/mole

2.05 Å
N O O

H
H

2.03 Å

-16.9 kJ/mole
-4.04 kcal/mole

Fig. 3 Energetics of

H-bonding in oxazoles

based on ab initio

calculations
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The metal binding properties of azole rings were explored in the context

of inhibitors of HIV-1 integrase and conducted with a chemotype in which the

binding topology of the fluorobenzyl substituent controlled the presentation of

the heteroatom to one of the catalytic magnesium atoms [73–77]. As depicted in

Fig. 4, the positioning of the fluorobenzyl moieties in 41 and 42 dominates the

binding conformation thereby dictating which azole heteroatom is presented to the

active site metal atom, providing a sensitive assessment of metal binding potential,

with SARs summarized in Table 3 [73–77]. The importance of Mg2+ coordination

potential and its impact on potency is most evident in the comparison between

the two 1,2,4-oxadiazoles 47 and 48 in which the O atom of 48 is an ineffective

metal coordinator, an observation that is concordant with heteroatom H-bonding

potential and was recapitulated in a series of 1,6-naphthyridine derivatives [73–75].

N

N

O

O

N N

F

Mg2
+

Mg2
+

NN

O
ON

S

F

+Mg2
Mg2

+

41 42

Fig. 4 Interactions between representative azole-substituted pyrido[1,2-a]pyrimidines and

�1,6-naphthyridines and the catalytic Mg2+ atoms of HIV-1 integrase

Table 3 Structure–activity relationships for a series of azole-substituted pyrido[1,2-a]pyrimi-

dine-based inhibitors of HIV-1 integrase

NN

O
OHYX

Z

F
N

O

Compound no. Heterocycle IC50 (nM) Compound no. Heterocycle IC50 (nM)

43

O

N 59 47

N

O N 450

44

S

N 20 48

N

ON >10,000

45

N
H

N 45 49

N
H

N N –

46

O

N N 310 50

S

N N 225
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Interestingly, in the pyrido[1,2-a]pyrimidine series, the thiazole 44was selected as the

basis for further optimization while in the 1,6-naphthyridine chemotype, the 1,3,4-

oxadiazole ring that performs only modestly in this series (refer to compound 46) was

the most effective amide surrogate studied, presumably reflecting subtle differences

in binding between the two structural classes [75–77].

The electron-withdrawing properties of heterocyclic rings have been exploited as

an important element in drug design with two aspects prominent: the acidifying effect

of a heterocycle on a NH substituent, which enhances H-bonding donor properties

and confers carboxylic acid mimicry in the case of sulfonamide antibacterial agents,

and, secondly, the electron-withdrawing properties of a heterocycle ring that

has been used to advantage in the design of mechanism-based inhibitors of serine-

type proteases and hydrolases [78–81]. The site of attachment of substituents on a

heterocyclic ring has been shown to be of importance to potency in all of these

settings, interpretable based on the quantification of electron withdrawal. A scale of

electron withdrawal has been formulated as the concept of charge demand, defined as

the fraction of π-charge transferred from a negatively charged trigonal carbon atom to

the adjacent X group, typically measured by 13C-NMR chemical shifts of trigonal

benzylic carbanions, as depicted in Fig. 5 [82–85]. The resonance electron-

withdrawing capacity of common functional groups and a selection of heterocycles

is summarized in Table 4, data that reveals interesting trends and emphasizes the

importance of carefully selecting specific heterocycles for a particular application.

An important aspect associated with the design of serine protease inhibitors

has focused on substrate mimetics that present the enzyme with an electrophilic

carbonyl element. This acts as a decoy for the scissile amide bond that reacts with

the catalytic serine hydroxyl to form a stable but unproductive tetrahedral interme-

diate [79]. The equilibrium in favor of the adduct is a function of the electrophilicity

of the C¼O moiety, with peptidic aldehydes an early vehicle that established the

viability of this concept but which was subsequently refined by deploying

trifluoromethyl ketones and α-ketoamides. Trifluoromethyl ketones provide an

additional example of the beneficial effect on potency of replacing H with F since

the corresponding methyl ketones are typically inactive [86]. α-Ketoamides are

particularly interesting in inhibitor optimization because they provide an opportu-

nity for the incorporation of structural elements designed to interact more exten-

sively with the S0 pockets of an enzyme [87]. This design concept was further

explored in the context of human neutrophil elastase (HNE) inhibitors that focused

on tripeptidic, mechanism-based inhibitors that incorporated heterocycles as the

carbonyl-activating element [88–94]. α-Ketoamides were included in this study for

purpose of comparison and inhibitory potency was found to correlate nicely with

X X

H

Ph X

H

Fig. 5 Charge demand is defined as the fraction of π-charge transferred from a negatively charged

trigonal carbon atom to the adjacent X group
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the electrophilicity of the carbonyl moiety, as captured in the SARs summarized in

Table 5 [89]. In addition to providing the potential for unique interactions with

enzyme and the ability to probe interactions with S0 sites, the heterocycle moiety

was also considered to offer the potential to sterically interfere with reductive

metabolism of the carbonyl moiety [88–90, 94].

Table 4 Charge demand associated with functional groups and heterocycles

Ph X

Substituent Charge demand c
Ph
X

P(O)(OEt)2 0.26

SO∙Ph 0.26

SO2Ph 0.28

CN 0.28

Ph 0.29

CONMe2 0.42

CO2Me 0.40

4-Pyridyl 0.408

2-Pyridyl 0.411

3-pyridazinyl 0.417

2-Pyrimidinyl 0.430

Pyrazinyl 0.446

4-Pyrimidinyl 0.501

CO.Me 0.51

CO.Ph 0.56

2-Thiazolyl 0.380–0.413

2-Benzothiazolyl 0.457–0.471

2-Oxazolyl 0.346

2-Benzoxazolyl 0.424–0.436

N

N 0.283

N

N 0.382

NN

N

Ph

0.411

N

N

N

N 0.536
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Studies with a matched pair of oxadiazole derivatives found that HNE inhibi-

tory activity was sensitive to the topology of the heterocycle, a structure–activity

relationship clearly rooted in the electron-withdrawing properties of the heterocycle

[91, 92]. The 1,3,4-oxadiazole 51 is a potent inhibitor of HNE with a Ki ¼ 0.025 nM,

but the isomeric 1,2,4-oxadiazole 52 is 20-fold weaker, with a Ki ¼ 0.49 nM [90].

In these inhibitors, the electron-withdrawing effect of the 1,3,4-oxadiazole moiety

is similar to an oxazole, whereas the 1,2,4-oxadiazole ring performs more like an

imidazole (Table 4). Based on this result, the 1,3,4-oxadiazole moiety was adopted

as the carbonyl-activating moiety in more advanced SAR studies that ultimately

led to the identification of ONO-6818 (53) as an orally bioavailable, non-peptidic

inhibitor of HNE that was advanced into clinical trials [92].

O

NN
Cbz-Val-Pro-Val

N

ON
Cbz-Val-Pro-Val

51

52

O

NN

53

O
N
H

N

O

N

H2N
O

Table 5 SAR associated with a series of tripeptidic inhibitors of HNE incorporating activated

carbonyl moieties to interact with the catalytic serine

O N
H

R

N

O
N
H

O

O

Ph

R HNE Ki (nM)

CO∙CH3 8,000

CHO 41

CO∙CF3 1.6

CO∙Ph 16,000

CO-2-thienyl 4,300

CO-2-benzoxazole 3

CH(OH)-2-benzoxazole 21,000

CO-2-oxazole 28

CO-2-oxazolidine 0.6

CO-2-benzothiazole 25

CO-2-thiazole 270

CO-2-(1-Me)-imidazole 80,000

CO-2-(1-Me)-benzimidazole 12,000

CO-2-benzimidazole 5,600

CO-2-pyridine 22,000

CO-2-benzofuran 3,400
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The basic design principles were confirmed by an X-ray crystallographic

analysis of a benzoxazole-based HNE inhibitor bound to the enzyme which

revealed that the catalytic serine hydroxyl had reacted with the activated carbonyl

moiety as anticipated to afford a tetrahedral intermediate [88]. In addition, the

benzoxazole nitrogen atom engaged the NH of the imidazole of His57, the residue

that is part of the catalytic triad, in a H-bonding interaction, as summarized in

Fig. 6 [88].

2-Keto-oxazole derivatives have featured prominently in the design of inhibitors

of fatty acid amide hydrolase (FAAH), a serine hydrolase responsible for degrading

endogenous lipid amides, including anandamide and related fatty acid amides

that have been identified as neuronal modulators [80, 81, 95–103]. The electronic

properties of the oxazole heterocycle were influenced by electron-donating and

electron-withdrawing substituents introduced at C-5 of the ring that indirectly

influenced the electrophilicity of the carbonyl moiety designed to react with the

enzyme serine hydroxyl; a survey that provided the structure–potency relationships

is compiled in Table 6. FAAH inhibitory activity was found to correlate with

the Hammett σ constant associated with the substituent, with the plot of the data

allowing the conclusion that the 5-CO2H derivative bound as the anion while the

5-CHO and 5-CO.CF3 analogues bound as their hydrated forms [82, 94–96, 104].

A particularly striking example of the importance of correctly deploying a

heterocycle based on its electronic and H-bonding properties that relates closely

to biological potency is illustrated by the series of 3 non-peptidic heteroaryl nitriles

compiled in Table 7 that have been explored as inhibitors of the cysteine proteases

cathepsins K and S [105]. These compounds depend on the electron-withdrawing

properties of the heterocycle to activate the nitrile moiety toward addition of the

catalytic cysteine thiol of the enzyme to form a stable, covalent but reversible imino

thioether-based complex. The 2-cyanopyrimidine 54 is a potent and effective

inhibitor of both cathepsins, but the high charge demand at this site (0.43, Table 4)

is such that the nitrile moiety is indiscriminately reactive and forms adducts with

thiols of microsomal proteins. The isomeric 2-cyanopyridines 55 and 56 are of

lower intrinsic electrophilicity based on the reduced charge demand (0.41, Table 4)

which would be expected to translate into weaker enzyme inhibition. However, 55

and 56 exhibited markedly different protease inhibition profiles that provided

O N
H

O

N
N

O
N
H

O

OO

Ser195

N
N

H

His57

O

O

H

Asp192

Gly193H N

Fig. 6 Key interactions

between a tripeptidic

ketobenzoxazole

derivative and HNE
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unique insights into drug–target interactions. Pyridine 55 is 44- and 127-fold less

potent toward cathepsins S and K, respectively, while the isomer 56 is inactive

toward both cysteine proteases [105]. This observation was attributed to the concept

that the pyrimidine N-3 is involved in cysteine thiol activation by acting as a

general base to engage the thiol H atom, thereby catalyzing addition to the nitrile

moiety, as depicted in Fig. 7. Replacing the pyrimidine N-3 atom with a C–H, as in

pyridine 56, not only removes this function but also introduces a negative steric

interaction between the ring CH and the cysteine SH [105].

Table 6 Structure–activity

relationships associated with

a series of ketooxazole-based

inhibitors of FAAH O

N

R

O
Ph

R σ FAAH Ki (nM)

H 0.00 48

CO2H 0.00 (anion)

0.45 (acid)

30

CO2CH3 0.45 0.9

CONH2 0.36 5

CON(CH3)2 2

CO∙CH3 0.50 2

CHO 0.42 (C¼O) 6

CO∙CF3 3.5

CN 0.66 0.4

CH3 �0.17 80

CF3 0.54 0.8

I 0.18 3

Br 0.23 3

Cl 0.23 5

F 0.06 30

SCH3 0.00 25

Table 7 Inhibitors of

cathepsins S and K

F3C

ON

YX

CN

N

3 1

Compound no. X Y

IC50 (nM)

Cathepsin S Cathepsin K

54 N N 1.3 13

55 N CH 58 1,660

56 CH N Inactive Inactive
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In a study inspired by observations of the marked potency differences between

the two oxazole-based factor Xa inhibitors 57 and 58, which represent a matched

pair differing only by the topology of the oxazole rings, dipole–dipole interactions

between the heterocycle ring and an amide moiety of the protein were analyzed

[106, 107]. The oxazoles 57 and 58 differed in potency by over tenfold while the

isoxazole 59 was the most potent with a Ki ¼ 9 nM. X-ray co-crystal data indicated

that these inhibitors were not engaging the enzyme via a H-bond donor–acceptor

interaction, but the heterocycle rings were noted to be close to the amide bond

between Cys191 and Gln192 with the planes of each almost parallel, leading to the

suggestion of a dipole–dipole interaction, as illustrated in Fig. 8. Indeed, potency

was shown to correlate with a favorable dipole–dipole interaction in the more

active compound 57 that is mismatched in the less active isomer 58 (Fig. 9). The

experimental dipole moment for oxazole is 1.7 D and for isoxazole is 3.0 D and gas

phase calculations indicate that under optimal conditions the interaction energies

between these heterocycles and N-methylacetamide, which has a dipole moment

of 3.7 D, are �2.74 kcal/mol for oxazole and �2.95 kcal/mol for isoxazole.

F3C

RO

YN

S
H

N

F3C

RO

YN

S NH

H
N

O

N
H

H
N

O

N
H

Fig. 7 Role of the pyrimidine N3 or pyridine N1 atom as a general base catalyst to facilitate

addition of the catalytic cysteine thiol to the activated nitrile in cathepsin S and K inhibitors
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Fig. 8 Binding interactions of factor Xa inhibitors with structural elements in the active site
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Although the energies in an aqueous environment are expected to be lower based on

solvation issues, these differences are sufficient to explain the differences in

potency observed with the azoles 57–59. A plot of the calculated energies versus

dipole moment for a series of heterocycles interacting with N-methylacetamide

exhibited a good correlation, R2 ¼ 0.84, while for benzene, pyrazine, and triazine,

heterocyclic rings without a dipole moment, the interacting energies increase as the

ring becomes more electron deficient. These studies suggested that potency can be

optimized by the careful deployment of heterocycle rings in a fashion that aligns

dipole moments in an antiparallel orientation compared to proximal amide moieties

in a target protein. This effect can be enhanced by decreasing the π-electron density
of the heteroarene in order to improve heteroarene-amide π interactions.

S
Cl

N

O N

N
O

O

N+

H

57: FXa Ki = 146 nM

H
S

Cl

O

N

58: FXa Ki = 1620 nM

S
Cl

O N

59: FXa Ki = 9 nM

N

N
O

O

N+

H
H

N

N
O

O

N+

H
H

2.4 Isosteres of Drug and Water Molecules

Displacing a water molecule that mediates protein–ligand binding by introducing an

appropriate structural element into the ligand to produce an isostere of the ligand–

water complex can provide significant enhancements in potency by establishing new

SCl

N
O SCl

O
N

H
N N

H

O CONH2

S

H
N N

H

O CONH2

S

57: Ki = 146 nM
favorable dipole interactions

58: Ki = 1620 nM
unfavorable dipole interactions

Cys191 Cys191

Gln192 Gln192

Fig. 9 Dipole–dipole interactions between oxazole-based factor Xa inhibitors and the enzyme

that are proposed to subtend the observed potency differences
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H-bonding interactions directly between the protein and ligand [108]. The increased

potency arises from both increasing the enthalpic contribution to the thermodynamic

signature of the association and taking advantage of the entropic energy gain

that arises from releasing the bound water molecule into bulk solvent [108]. Although

this can be a challenging enterprise since success depends on several factors, includ-

ing the specific topology of the ligand-water-protein complex and the ability to

effectively mimic the key interactions, several examples have been described

where this approach has been used to considerable advantage [109–119]. The design

of a series of cyclic urea-based inhibitors of human immunodeficiency virus-1

(HIV-1) protease provides a particularly compelling pioneering example of the

concept that in this case is based on displacing the water molecule that mediates

the interaction between the NHs of the 2 flap residues Ile50/Ile50’ and the P2/P20

carbonyl O atoms of linear peptidomimetic inhibitors represented by 60, as depicted

in Fig. 10 [109–111]. A series of cyclic ureas exemplified by 61 were conceived

based on the premise that the urea carbonyl moiety would displace the water

molecule and establish H-bonds directly with the flap residues. As an additional

benefit, the conformational constraint provided by the cyclic template would

preorganize the inhibitor for recognition by the protease, providing an additional

entropic advantage [109–111]. The urea 62 was identified from the initial phase of

these studies as a potent HIV-1 protease inhibitor, Ki ¼ 0.27 nM, that demonstrated

antiviral activity in cell culture, EC90 ¼ 57 nM [109].

Poly(ADP-ribose) polymerase-1 (PARP-1) is a DNA repair enzyme and inhib-

itors are potentially useful when combined with specific anticancer therapeutic

NH HN

HOPh Ph

OO

H
O

H

P2 P2'

P1'P1
OH

NN

O

HO OH

P1'P1

P2 P2'

H H
NH HN

Ile50 Ile50'

H H
NH HN

Ile50 Ile50'

NN

O

HO OH
Ph Ph

HO OH

60 61

62

Fig. 10 Cyclic HIV-1

protease inhibitors designed

based on the premise of

replacing a bound water

molecule
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agents by prolonging their antitumor activity [113–115]. Co-crystallization of the

potent human PARP-1 inhibitor 5-phenyl-2,3,4,6-tetrahydro-1H-azepino[5,4,3-cd]
indol-1-one, Ki ¼ 6 nM, with chicken PARP revealed the presence of a water

molecule, designated H2O52, that interfaced between the indole NH and Glu988,

as depicted in Fig. 11a [113]. A family of 3,4-dihydro-[1,4]diazepino[6,7,1-hi]
indol-1(2H )-ones 63–67 (Table 8) was designed that relied upon the concept

of topological inversion of the indole heterocycle to an isostere that allowed

functionalization at C-3 with substituents capable of displacing H2O52 and directly

engaging Glu988 [114]. The (E)-carboxaldehyde oxime 65 depicted in Fig. 11b
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Fig. 11 Depiction of the key intermolecular interactions between chicken poly(ADP-ribose)

polymerase-1 and indole-based inhibitors

Table 8 Inhibitor of human poly(ADP-ribose) polymerase-1 by 3,4-dihydro-[1,4]diazepino

[6,7,1-hi]indol-1(2H )-ones

N

H
NO

R2

H

Compound no. R2 Ki vs human PARP (nM)

63 H 105

64 CH2OH 79

65 (E)-CH¼NOH 9.4

66 (E)-C¼NOCH3 809

67 (Z )-C¼NOCH3 121
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satisfied the design criteria and is characterized as a potent human PARP-1

inhibitor, Ki ¼ 9.4 nM, that is over tenfold more potent than the prototype 63.

Indole 65 is severalfold more potent than the hydroxymethyl derivative 64 and

the key structure-activity observations with the O-methylated derivatives 66 and

67 are consistent with the fundamental design hypothesis that the oxime moiety

displaced H2O52. This was definitively confirmed by solving the co-crystal structure

of oxime 65 with the enzyme which revealed the oxime OH engaging Glu988
as proposed, as captured in Fig. 11b. Interestingly, the potency-enhancing effect

of introducing the oxime moiety was muted in a series of compounds that

incorporated a C-6 aryl substituent [113–115].

The enzyme scytalone dehydratase catalyzes two steps in melanin biosynthesis

in Magnaporthe grisea, a plant fungal pathogen [116]. The benzotriazine 68 is

a potent scytalone dehydratase inhibitor and modeling of the analogue 72 in

the active site of the enzyme (Fig. 12a) recognized its isosteric relationship with

the salicylamide 71 which had been co-crystallized with the enzyme. A water

molecule that played a critical role in mediating the interaction between the

inhibitor and two enzyme residues, Tyr30 and Tyr50, by H-bonding to the benzo-

triazine moiety of 68 and the amide carbonyl of 72 was viewed as an opportunity

for optimization of the scaffold. The removal of the key benzotriazine nitrogen

atom that accepted a H-bond from the water molecule afforded the much weaker

inhibitor cinnoline 69, but the introduction of a nitrile moiety at the 3-position of

the heterocycle provided a molecule, 70, that is over 18,000-fold more potent

than the progenitor [116]. The remarkable increase in potency for the addition of

just two atoms represents a highly ligand-efficient modification that was also

observed with an analogous quinazoline/quinoline matched pair [116, 121]. An

X-ray co-crystal structure of 70 bound to the enzyme confirmed the modeling

hypothesis and validated the design principle, as summarized in Fig. 12b [116].
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Fig. 12 Binding interactions between scytalone dehydratase and inhibitors
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A similar strategy was adopted to enhance the potency of the triazine-based

p38α MAP kinase inhibitor 73, Ki ¼ 3.7 nM, in which the key N atom of the

triazine heterocycle was replaced by C-CN in order to displace a bound water

molecule observed in an X-ray co-crystal structure [117]. This rationalization led

to the design of the cyanopyrimidine 74 which, with a Ki ¼ 0.057 nM, conferred

a 60-fold enhancement of potency. X-ray crystallographic data obtained with a

closely analogous compound demonstrated that the cyano moiety engaged the NH

of Met109 in a H-bonding interaction, displacing the water molecule interfacing

Met109 with the triazine N of 73, as hypothesized during the design exercise.
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The displacement of a water molecule mediating the interaction between a series

of heat shock protein 90 (Hsp90) inhibitors and the protein by the introduction of a

strategically deployed cyano substituent contributed significantly to potency [119].

The pyrrolopyrimidine 75 was designed from the fragment screening lead 77 but

was devoid of significant potency based on the results of a fluorescence polarization

assay. This was attributed to the loss of a key H-bond between the imidazole
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nitrogen atom of 77 and a water molecule that interfaced with Asn51 of Hsp90 and

another water molecule in the active site. The introduction of the 3-cyano moiety to

75 gave the significantly more potent Hsp90 inhibitor 76 with the nitrile nitrogen

atom engaging Asn51 directly, displacing the water molecule. Further optimization

afforded the more potent 78 that engaged the Hsp90 protein principally via the

interactions summarized in Fig. 13 [119].
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One of the difficulties associated with displacing bound water molecules is

illustrated by observations with a series of human prostaglandin D2 synthase

(hH-PGDS) inhibitors based on the prototype 79, IC50 ¼ 2.34 nM [120]. In the

X-ray co-crystallographic structure of 79with the enzyme, the isoquinoline nitrogen

was observed to engage the hydrogen atom of a water molecule that interacted with

Thr159 and Leu199 of hH-PGDS, leading to a study of the effect of incorporation of

structural elements designed to displace the bridging water. The hydroxymethylated

naphthalene derivative 80 and its amine analogue 81 were synthesized and con-

firmed by X-ray studies to perform as anticipated, displacing the water molecule and

directly engaging Thr159 and Leu199 with the full complement of interactions.

However, the potency of these compounds was significantly diminished compared

N
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Fig. 13 Principal drug–target interactions between pyrrolopyrimidine 78 and Hsp90

The Influence of Bioisosteres in Drug Design: Tactical Applications to. . . 307



to 79 with IC50s of 1,480 nM for 80 and 845 nM for 81, representing 360- and

630-fold differences, respectively [120]. A potential explanation was suggested

based on a closer analysis of the crystal structures which revealed that the topo-

graphical disposition of the hydroxyl and amino moieties of 80 and 81 was close to

the plane of the naphthalene ring (21� and 27�, respectively), an energetically

unfavorable arrangement that incurs allylic 1,3 strain [10, 122]. In addition, the

dihedral angle between the phenyl and naphthalene rings was ~20� less than the 117�

observed for 79, data that taken together suggested that the increased energy

associated with the imposed conformational constraints outweighed the entropic

gains associated with displacing the water molecule [120].

R

N
H

O
N

O

80: R = OH
81: R = NH2

N

N
H

O
N

O

79

3 Bioisosteres to Modulate Conformation

3.1 Fluorine as a Hydrogen Isostere

The properties of fluorine make it an intriguing and useful isostere of a hydrogen

atom, particularly in the context of alkanes where its unique properties have only

recently begun to be examined in detail and more fully appreciated [16–21,

123–125]. Fluorine is the most electronegative of the atoms that forms covalent

bonds with carbon and the polarization associated with the C–F bond affords a

strong dipole moment, 1.85 D for CH3F, that interacts with proximal functionality

to influence conformational preferences in a fashion that can be exploited in drug

design. These effects, the strength of which are dependent on the identity of the

interacting substituent, are based on several underlying principles that include

dipole–dipole interactions, attractive electrostatic effects, repulsion between fluo-

rine and electronegative atoms, p orbital repulsion, and a hyperconjugative effect

between an adjacent C–H bond and the low-lying C–F σ* orbital [21, 124–126].

Density functional theory (DFT) calculations have provided a relative ranking

of the interaction energies between a fluorine atom and several elements and

functional groups, with interactions with amine, alcohol, amide, and fluorine sub-

stituents of sufficient strength to be of practical utility in drug design exercises, data

that are summarized in Table 9 [124–126].
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1,2-Difluoroalkanes prefer a gauche conformation between the two fluorine atoms

that is favored by 0.8 kcal/mol based upon a hyperconjugative interaction between an

adjacent C–H bond donating into the low-lying C–F σ* orbital (Fig. 14a) [126, 127].
For 1,3-difluoroalkanes, the conformational preference depicted in Fig. 14b is favored

by dipole–dipole interactions between the C–F bonds that is estimated to amount to a

difference of 3.3 kcal/mol [128]. However, while these interactions have been shown to

influence the conformational preferences of structurally simple fluoroalkane deriva-

tives, they have yet to be fully exploited in drug design [126–130].

The conformation of an α-fluoro amide is influenced by the preference for the

dipoles of the C–F and C¼O moieties to align in an antiparallel fashion that in

secondary amides can be reinforced by an electrostatic interaction between the

electronegative F atom and amide NH [21, 131–136]. An interesting illustration of

the utility of this effect is provided by the biological evaluation of the enantiomers

of 83, the α-fluorinated derivative of the vanilloid receptor agonist capsaicin (82)

[136]. The trans conformer in which the C–F and C¼O dipoles are aligned

Table 9 Energy differences between the gauche and anti conformers of α-substituted
fluoroethanes based on DFT calculations

R
F

gauche
R

F

anti

R

Δ Energy gauche-
anti (kcal/mol)

B3LYP

Δ Energy gauche-
anti (kcal/mol)

M05-2X

Preferred

conformer

Predicted underlying

effect

–NH3
+ �6.65 �7.37 Strongly gauche Electrostatic Fδ� and

NH3
+ δ+

O
O

H

�1.40 �2.18 Strongly gauche Electrostatic C-F δ� and

C¼O C δ+

HN
O

H

�1.00 �1.12 Strongly gauche Electrostatic C-F δ� and

N-H δ+

–F �0.82 �0.66 Strongly gauche σC(F)-H to σ*C-F
–N3 �0.76 �1.21 Strongly gauche Electrostatic C-F δ� and

central N δ+

–CHNH �0.25 �0.65 Strongly gauche

–CH3 �0.18 �0.35 Weakly gauche

–CHCH2 �0.01 �0.17 Weakly gauche

–C�N 0.64 �0.64 Strongly anti p Orbital repulsion

–CHO 0.84 �1.20 Strongly anti p Orbital repulsion and

anti-parallel dipole:

C¼Oδ�. . . δ+HCF δ�

–C�CH 0.98 �1.03 Strongly anti p Orbital repulsion
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in the same plane in an antiparallel fashion is calculated to be 6 kcal/mol more stable

than the gauche conformer and 8 kcal/mol more stable than the cis conformer based

on ab initio calculations, attributed to a favorable dipole alignment and an

electrostatic interaction between the F and NH atoms, as depicted in Fig. 15

[131–136]. This conformational preference provided a potentially useful probe

of the shape of the receptor based on the stereo-differentiation of the (R)- and

(S)-enantiomers of 83 should the alkyl side chains project orthogonally to the

plane of the amide moiety in the bound state, as depicted by the hashed bonds.

However, the TRPVI receptor failed to discriminate between the two enantiomers

of 83, leading to the conclusion that the bound conformation of 82 is that in

which the alkyl side chain vector projects in a plane similar to that of the amide

moiety which for (R)- and (S)-83 would be disposed in the parallel fashion

depicted [136].

N

HO

H3CO

H

O

R

82: R = H, capsaicin
83: R = F, F-capsaicin

A fluorine atom deployed β- to the nitrogen atom of an amide also influences

conformational preferences by favoring a gauche arrangement between these func-

tionalities, a phenomenon established by X-ray crystallographic and NMR studies in

the context of a series of β-peptide derivatives [126, 134, 135, 137–139]. For the

difluoro succinamide esters 85 (threo) and 87 (erythreo) and the corresponding acids
84 (threo) and 86 (erythreo), solid-state structures revealed that all 4 molecules

adopted a conformation that satisfied a vicinal F–F gauche interaction, a phenomenon

that extended to solution based on an analysis 3JHF and
3JHH coupling constants in

the NMR spectra [134, 135]. In the case of the threo isomers 84 and 85, this

conformational preference places the amide carbonyl moieties in an anti-periplanar

arrangement while for the erythreo isomers, the amide carbonyls are disposed gauche
[134, 135].
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Fig. 14 Conformational preferences of 1,2- and 1,3-difluoroalkanes and the underlying interactions
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For the GPR119 agonist 88, EC50 ¼ 868 nM with intrinsic activity of 111%

in a cAMP assay, isosteric replacement of the pro-(S) H atom β- to the amine

moiety resulted in 89, a compound with tenfold enhanced potency, EC50 ¼ 80 nM,

and similar intrinsic agonistic properties, measured as 107% [140]. The F atom was

introduced based on an appreciation of its potential to influence conformational

preferences, a hypothesis confirmed by NMR analysis which revealed a population

of the conformation in which the F and NH atoms are gauche amounting to 75% in

CDCl3 solution [140].
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The gauche interaction between a fluorine atom and an amide influences the

conformational preference of proline with the 4-(R)-F and 4-(S)-F derivatives 90

and 91, respectively, favoring complementary conformers [124]. The incorporation

of (R)- and (S)-4-F-Pro into collagen fibrils markedly affects the properties of the

polymer in a fashion that has provided insight into the stabilizing effects of the
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Fig. 15 Conformational analysis of the enantiomers of α-fluoro capsaicin (83)

The Influence of Bioisosteres in Drug Design: Tactical Applications to. . . 311



4-(R)-hydroxyproline that occurs naturally in collagen [124, 141–146]. These

studies have led to the suggestion that the stabilizing effect of 4-(R)-hydroxyproline
on collagen, which is manifested as favoring a tightly wound helix structure,

is the result of an inductive effect rather than a H-bonding interaction of the

4-OH substituent. The Cγ-endo conformation of proline is preferred by a modest

0.41 kcal/mol, leading to a 2:1 population of this conformer at room temperature

while 4-(R)-hydroxyproline favors the Cγ-exo conformer by a calculated 0.48 kcal/

mol (Fig. 16) [147]. For 4-(S)-F proline (91), the Cγ-endo conformation is favored

by 0.61 kcal/mol, attributed to stabilization by the gauche effect between fluorine

and the amide moiety which leads to the F atom adopting an axial disposition,

an arrangement that is observed in the single-crystal X-ray structure (Fig. 16)

[147, 148]. In contrast, 4-(R)-fluoroproline (92) prefers the Cγ-exo conformation

by 0.85 kcal/mol, with the gauche effect between the F and amide moieties favoring

an equatorial disposition of the F atom [147]. The Cγ-exo conformation

mimics that preferred by 4-(R)-hydroxyproline and provides an explanation for

the structural similarity of collagen fragments that incorporate either 4-(R)-
hydroxy- or 4-(R)-fluoroproline [149].
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Fig. 16 Conformational preferences for proline, 4-(S)-fluoroproline, and 4-(R)-fluoroproline
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3-Fluoroproline also exhibits conformational bias as illustrated by studies

with the diastereomeric esters 92 and 93 [150]. Both of these compounds crystallize

with a trans configuration between the amide and ester moieties, as depicted in

the structures of 92 and 93, but the proline rings adopt quite different conforma-

tions. In each case, the F atom is axially disposed, favored by a stabilizing gauche
interaction with the amide moiety such that the pyrrolidine ring of the (R)-isomer

92 adopts the Cγ-exo conformation while, in contrast, the (S)-isomer 93 favors

the Cγ-endo arrangement [150]. In solution, the Cγ-endo conformation of 93

dominated based on the �1 Hz coupling constant between the α- and β-protons
in the 1H-NMR spectrum, an observation supported by calculations that indicate

that this conformation should be preferred by a ratio of 97:3. For the 3-(R)-isomer

92, unfavorable steric and electronic repulsive effects between the F atom and

ester moiety led to a preference for the Cγ-exo conformation, populated to the

extent of 69%. Notably, the conformational preferences of each of these 2 proline

derivatives were expressed when they were incorporated into short peptide

sequences [145, 150, 151].
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β-Amino fluoroalkanes exhibit conformational bias based on gauche interactions
between the amine and F moieties, the energetics of which depend on the proton-

ation state [21, 124, 152]. In the unprotonated form, a gauche relationship between

the NH2 and F of 2-fluoroethylamine is weakly favored by an energy estimated to

be ~1 kcal/mol, an interaction considered to be a bridging H-bond. However,

protonation results in a much stronger preference for a gauche relationship between
the F atom and the charged amine that is estimated to be 5.8 kcal/mol and attributed

to a favorable electrostatic (charge–dipole) interaction between the charged amine

and the electronegative F atom [21, 124, 152]. These energetic preferences are such

that cyclic amines experience considerable conformational bias, exemplified most

effectively by the analysis of the protonated form of 3-fluoro-N-methyl-piperidine

(94) as summarized in Fig. 17 [153–155]. Despite experiencing steric compression,

the ring F atom of 94 overwhelmingly prefers an axial disposition, with conformer

A in Fig. 17 representing the global minimum and favored to the extent of 95–96%,
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stabilized by an electrostatic interaction between the F and NH+ moieties

[155]. Conformer D contributes only 4–5% of the population at equilibrium, with

a productive electrostatic effect compensating for unfavorable diaxial interactions

between the F and CH3 moieties.

The synthesis and evaluation of the two fluorinated enantiomers 96 and 97

of γ-aminobutyric acid (GABA, 95) provided some insight into the conformation

of the neurotransmitter when bound to cognate receptors or that recognized by the

aminotransferase (Fig. 18) [156, 157]. Fluorination of GABA (95) increases the

acidity of the carboxylic acid moiety and decreases the basicity of the amine but

preserves the zwitterionic nature of the molecule at neutral pH. NMR analysis

indicated that all molecules adopted an extended conformation in solution but with

96 and 97 further preferring an arrangement in which a favorable gauche interaction
occurs between the fluorine and the NH3

+ moiety [156]. The available conforma-

tions for each of the enantiomers 96 and 97 are captured in Fig. 18 with those that

are disfavored based on the absence of a gauche effect noted [156]. Both 96 and 97
activated the cloned human GABAA receptor with comparable potency, although

both were significantly less potent than the natural neurotransmitter 95, results that

are consistent with the bound form of the neurotransmitter being the extended

conformation represented by B in Fig. 18 that is accessible to all three compounds

[156, 157]. However, GABA aminotransferase was able to differentiate 96 and 97,

catalyzing elimination of HF from the latter with 20-fold higher efficiency than for

96, an observation that suggested that the enzyme recognizes a conformation in

which the NH3
+ and CH2CO2- moieties are disposed in a gauche arrangement, as

represented by conformation C in Fig. 18 [156, 157]. Both fluorinated derivatives

were agonists at ρ1 and ρ2 GABAC receptors, with the (R)-isomer 97 tenfold

weaker and the (S)-isomer 96 20-fold weaker than the natural ligand 95 [158].

This was attributed to weaker electrostatic interactions due to the reduced basicity

of the amine, observations that taken together suggested that GABA (95) binds to

the GABAC receptor in the folded orientation represented by conformation C in

Fig. 18 [158].

In an analogous fashion, the bound conformation of N-methyl-D-aspartate (99),

an agonist mimetic of glutamic acid (Glu, 98), at recombinant GluN2A and GluN2B

receptors expressed in Xenopus laevis oocytes was probed through the synthesis

N N

H
F

NH
F

FH

N F

H

3-4%

94B

94C94D

95-96%
94A

Fig. 17 Conformational

preference of N-methyl-

3-fluoropiperidine (94)

in its protonated form
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and evaluation of (2S,3S)-3F-NMDA (100) and (2S,3R)-3F-NMDA (101), the

available conformations of which are depicted in Fig. 19 [159]. 1H- and 19F-NMR

spectral data were consistent with 100 adopting conformation A in solution while

DFT calculations suggested that 101 would prefer the conformation represented

by B in Fig. 19, which was observed in the single-crystal X-ray structure. (2S,3R)-
3F-NMDA (101) exhibited no significant effect in the biological assays while

(2S,3S)-3F-NMDA (98) induced currents in oocytes expressing either GluN2A

or GluN2B receptors, although the maximal responses were less than that observed

with NMDA (99) [159]. These observations are consistent with only (2S,3S)-3F-
NMDA (100) being able to adopt a conformation that mimics the receptor-bound

form of NMDA (99), designated as A in Fig. 19, results that concur with the X-ray

crystallographic structure of NMDA (99) bound to the GluN2D receptor that is

highly homologous to GluN2A and GluN2B.

β-Fluoroethanol derivatives do not exhibit a strong conformational preference

in the absence of an intramolecular interaction between the F and OH moieties

which stabilizes a gauche arrangement by approximately 2 kcal/mol [152, 160, 161].

However, this effect is significantly reinforced by protonation of the alcohol which

stabilizes the gauche conformer by an energy estimated at ~7 kcal/mol and which

has been attributed to the combination of a stereoelectronic effect and an intramo-

lecular H-bonding-type interaction. The HIV-1 protease inhibitor indinavir (102)

and its epimer 103 presented an interesting opportunity to probe the consequences

of introducing F-OH interactions on conformational disposition, probed with the

congeners 104–107, that could readily be equated with enzyme inhibitory activity,

measured as the Ki values that are summarized in Fig. 20 [162]. In addition to

influencing conformation, it was anticipated that the introduction of a F atom

to indinavir (102) would affect the acidity of the OH, potentially introduce steric

interactions between drug and target, and also affect solvation. In the indinavir

series, the syn,syn analogue 104 exhibits potency comparable to the prototype 102

while the anti,anti isomer 106 is tenfold less active. The syn,anti epi-indinavir
derivative 107 is eightfold more potent than progenitor 103, but the anti,syn diaste-

reomer 105 with a Ki of 5,900 nM is substantially (36-fold) less active [162].

The 2 most potent fluorinated compounds syn,syn (104) and syn,anti (107) were
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Fig. 18 Structures of GABA (95), the enantiomeric fluorinated derivatives 96 and 97, and their

preferred conformations
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both shown to adopt a fully extended conformation in solution based on 1H-1H

and 1H-19F coupling constants, stabilized by a gauche relationship between

the F and OH moieties, which is similar to that of indinavir (102) when bound to

HIV-1 protease. However, the solution conformations of the less potent fluorinated

diastereomers 105 and 106 were considerably more complex, sampling several

additional populations and providing a potential explanation for the weaker pro-

tease inhibitory activity.
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Fig. 19 Structures of glutamate (98) NMDA (99), the enantiomeric fluorinated derivatives

100 and 101, and their preferred conformations
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Fig. 20 The structures and HIV-1 protease inhibitory activity associated with indinavir (102),

epi-indinavir (103), and the 4 fluorinated analogues 104–107
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3.2 The Conformation of Substituted Phenyl and Heteroaryl
Derivatives and Isosterism

The topographical preferences of substituted aryl and heteroaryl rings are depen-

dent upon both ring structure and the identity of the substituent atom [10, 163].

An illustration of the effect of substituent identity on biological activity is illus-

trated by the structure–activity relationships associated with the three non-prostanoid

prostacyclin agonists 108–110 compiled in Table 10 which reveal a significant

limitation on one of the simplest of the classic isosteric relationships, that between

O and CH2 [10, 65, 66]. The results have been interpreted based on the conforma-

tional preferences captured in Fig. 21 with the ether 108 and cinnamate 110

considered to be more potent based on the facility with which they are able to

adopt an overall coplanar configuration with the phenyl ring, which contrasts with

109 in which the alkyl side chain projects orthogonally to the plane of the aromatic

ring as a consequence of allylic 1,3-strain [10, 65, 66, 122, 163].

For the HIV-1 non-nucleoside reverse transcriptase inhibitor (NNRTI) 111,

replacing the OCH2 moiety with a CH2 linker afforded 112 which largely preserved

antiviral activity, suggesting that in this context there is an isosteric relationship

between the OCH2 and CH2 moieties [164]. This thesis was supported by the good

alignment of the key elements of 112 when docked over the X-ray crystallographic

structure of 111 bound to the enzyme and reflects the specific orientation of 111 in

the enzyme in which the plane of the chlorophenyl and azaindazole rings approach

orthogonality.

CNCl

O O N
NH

N

NH2

Cl

CNCl

O

N NH

N

Cl

111: EC95 WT = 8.4 nM 112: EC95 WT = 22 nM

The conformational preference for arylmethyl ethers that are devoid of

ortho substitution is one in which the MeO moiety is close to coplanarity with

the phenyl ring and is rationalized on the basis of a rehybridization of the substit-

uent to maximize electronic overlap between the oxygen lone pair and the π
system [163]. However, in trifluoromethoxy- and difluoromethoxy-substituted ben-

zenes, the substituent behaves more like an alkyl moiety, projecting orthogonally

to the plane of the aromatic ring [165–169]. This conformation is calculated to

be energetically favored by ~0.5 kcal/mol over the coplanar topography, which

contrasts with the 3 kcal/mol preference for planarity calculated for anisole. An

example where this effect appears to be manifested, at least in part, is provided

by the cholesteryl ester transfer protein inhibitor 113, IC50 ¼ 1.6 μM, which
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is eightfold less potent than the fluorinated analogue 114, IC50 ¼ 0.2 μM, a

structure–activity relationship attributed to both the effect of steric presentation

of the substituent and a favorable drug–protein interaction [16, 166]. In this

example, ab initio calculations indicate that while the ethoxy moiety in 113 is

more stable when coplanar with the phenyl ring, the substituent in 114 prefers a

vector that is closer to perpendicular.

O
Ph

N
OH

F3C

O
R

113: R = CH2CH3
114: R = CF2CHF2

Table 10 Platelet aggregation inhibition associated with a series of non-prostanoid prostacyclin

agonists

O

NPh

Ph

X Y
CO2H

Compound no. X Y Inhibition of platelet aggregation EC50 (μM)

108 O CH2 1.2

109 CH2 CH2 16

110 tCH¼CH 0.66

HO2C

HH

HO2C

O
HO2C HO2C

H
HO

HO2C

6 + 6o

A B C

HO2C

Fig. 21 Preferred conformations of phenoxyacetic acid, cinnamic acid, and phenylpropanoic acid
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Heteroaryl ethers, in which the substituent is attached to a carbon atom

adjacent to a heteroatom, exhibit a topological preference based on lone pair-

lone pair repulsive interactions, the energetics of which can be considerable and

of both significance and utility in drug design [170–174]. The conformational

preferences for a series of methoxy-substituted 5- and 6-membered heterocycles

based on DFT calculations are summarized in Fig. 22 and reveal that, with the

exception of furan and thiophene, the equilibrium is significantly biased for all

cases examined [170]. This preference was used as a design principle to good

effect in the identification of the factor Xa inhibitor ZK-807834 (117), a com-

pound that has its origin in the 2,7-dibenzylidenecycloheptanone 115

[171–173]. The progenitor 115 gave a cause for concern based on the potential

for photochemically induced olefin isomerization, prompting conception of the

pyridine ether chemotype represented by 116 which was designed based on the

conformational analysis summarized in Fig. 23. ZK-807834 (117) is a potent

factor Xa inhibitor, Ki ¼ 0.11 nM, and an X-ray co-crystal structure confirmed

the predicted topology for the acyclic amidine-substituted phenyl ether although

the ring with the cyclic amidine moiety adopted the less stable

conformation [173].

O

H H

Am Am

NO

X

O

X

Am Am

Am =

115 116

N O

F
N

O

F

HO

-O2C

NH2

NH2
+

N

N

117: ZK-807834

H2N NH

Two more recent examples where this phenomenon may be operative are

provided by the corticotropin-releasing factor (CRF) antagonist 119, which has

potential for the treatment of depression and anxiety, and the GPR119 agonist 121

that promotes postprandial insulin secretion and may be useful for the treatment

of diabetes [174, 175]. In both cases, a heteroaryl phenyl ether is employed to

mimic the topology inherent to a fused heterocyclic ring system, the pyrrolo

[2,3-d]pyrimidine 118 in the case of 119 and the pyrazolo[3,4-d]pyrimidine 120

in the case of 121. In both examples, the favorable effect of the nonbonded lone

pair-lone pair interactions may be augmented by intramolecular steric effects

afforded by the heteroaryl CH3 substituent that is manifested as allylic

1,3-strain [174, 175].
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N

N N
N

O

F

SO2CH3

NO

O

120
GPR119 EC50 = 2.7 nM

Emax = 89%

N

N O

O

F

SO2CH3

NO

O

121
GPR119 EC50 = 9.7 nM

Emax = 59%

N

N N

N

118
CRF IC50 = 5.5 nM

N O

O

119
CRF IC50 = 6.8 nM

The conformational bias provided by an alkyl substituent bound to a phenyl

ring has been used to advantage in the design of the factor Xa inhibitor 123 (Table 11)

which is based on the biphenyl prototype 122, in which improved physical properties

(lower molecular weight and cLogP) were sought [176]. In this example, a

cyclopropyl substituent was designed to replace the phenyl ring distal from the

methoxyphenyl moiety that engages the enzyme S1 sub-pocket. A careful analysis

of phenylcyclopropane conformation indicated that for compounds with a benzylic

NO

X

NO

XX = H, Cl

anti conformation
favored

syn conformation
disfavored

Fig. 23 Analysis of the

topological equilibrium

associated with the

2-phenoxy pyridines
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H atom, the cyclopropane ring adopts a conformation designated as bisected

(conformation A in Fig. 24) that is stabilized by electronic effects associated with

overlap of the cyclopropyl carbon-carbon bond orbitals with the π system. However,

the introduction of a benzylic substituent alters the preference to favor a perpendic-

ular conformation (conformation B in Fig. 24), 0.7 kcal/mol more stable for CH3, that

would more effectively mimic that of the biphenyl moiety of 122 and project the

dimethylamine into the enzyme S4 pocket. Reduction to practice revealed that the

phenylcyclopropane 123 is close to an order of magnitude more potent than 122,

attributed to optimized hydrophobic interactions with the S4 pocket and slightly

reduced strain in the bound geometry, as summarized in Table 11 [176]. In addition,

the phenylcyclopropane 123 exhibits a reduced cLogP (1 log10) and a lower molec-

ular weight that, when combined with the improved potency, affords significant

improvements in ligand efficiency (LE), ligand-lipophilicity efficiency (LLE),

lipophilicity-corrected ligand efficiency (LELP), and Fsp3, the ratio of sp3 C atoms

to the total number of C atoms, all factors that are believed to be associated with

increased drug durability in development [121, 177–182].

Table 11 Potency and physical parameters of drug–target interactions associated with the factor

Xa inhibitors 122 and 123

N
N

F3C

N

O

N

OCH3

123

N
N

F3C

N

O

N

OCH3

122
Ki (nM) 0.3 0.035

LogP 5.94 4.99

MW 520.5 484.2

HAC 38 35

LE 0.34 0.41

LLE 3.58 5.47

LELP 17.47 12.35

Fsp3 0.24 0.38

R

perpendicularbisected

a b
R

Fig. 24 Perpendicular and

bisected conformations of

phenylcyclopropane
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The bicyclo[1.1.1]pentane moiety is another isostere that mimics the conforma-

tion of a phenyl ring while simultaneously reducing lipophilicity and increasing

Fsp3. This moiety originally demonstrated value in the context of the glutamate

antagonists 124–126 but more recently has found utility in inhibitors of the amyloid

precursor protein processing enzyme γ-secretase 127 and 128 [183–186]. The

presentation of the two key vectors by the bicyclo[1.1.1]pentane ring faithfully

reproduces that of the para-substituents of a phenyl ring, but the dimensions are

such that the distance between the substituents is ~1 Å shorter, as captured in

Fig. 25 [186]. In the case of the glutamate antagonist 125, a mimic of 124, this could

readily be compensated by deploying the larger tetrazole as a carboxylic acid

isostere, although the result was less than impressive [183–185]. However, the

propellane-based γ-secretase inhibitor 128 is an effective mimic of the phenyl

analogue 127 without resort to additional structural adjustment and this compound

offers improved solubility, membrane permeability, and metabolic stability in

HLM than the progenitor, data summarized in Table 12 [186]. Moreover, 128 is

less lipophilic, ElogD ¼ 3.8 compared to 4.7 for 127, LLE increases from 4.76 to

6.55, and the introduction of five additional sp3 carbon atoms more than doubles

Fsp3 from 0.25 to 0.53 [186].

HO2C

H
NH2

CO2H

5.6Å

125: (S)-(+)-CBPG

mGluR1a antagonist
IC50 = 25 mM

H
NH2

CO2H

NHN
N N

126: (S)-TBPG
mGluR1a antagonist

IC50 = 68.9 mM

6.8Å

HO2C
H

CO2H

6.6Å

124: (S)-4CPG

NH2

mGluR1a antagonist

4.7 Å
1.7 Å

2.8 Å
5.7 Å

180o 180o

Fig. 25 Comparison of

vectors and dimensions of a

phenyl and bicyclo[1.1.1]

pentane moiety
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N

O NH2

CF3

NO

N SO2

Cl

F

N

O NH2

CF3

NO

N SO2

Cl

127
IC50 (Ab42) = 0.225 nM

128
IC50 (Ab42) = 0.178 nM

4 Bioisosteres to Modulate Drug Developability Properties

4.1 Isosteres to Modulate Permeability and P-Glycoprotein
Recognition

The substitution of a H atom ortho to the anilide NH by a fluorine in the two closely

related series of factor Xa inhibitors 129–132 and 133–135 resulted in improved

Caco-2 cell permeability, as summarized in Table 13 [187, 188]. The observed

increase in permeability for 130, 132, and 134 compared to the corresponding

unsubstituted analogues 129, 131, and 133, respectively, may be due to an effective

masking of the H-bond donor properties of the anilide NH by association with the

electronegative F atom in an electrostatic interaction [133, 189, 190]. In contrast, an

ortho nitrile substituent in the aminobenzisoxazole chemotype afforded a com-

pound 135 with significantly reduced permeability, presumably a function of

increased acidity and H-bond donor capacity of the NH while geometrical con-

straints prevent the linear cyanide moiety from establishing an intramolecular

H-bond.

The presence of a fluorine atom capable of engaging an amide or sulfonamide

N–H in an electrostatic interaction has emerged as a common structural motif,

particularly in kinase inhibitors, and may contribute to improved oral exposure, as

illustrated by the matched pair comparisons between 136 and 137 and 138 and 139

that are compiled in Table 14 [191, 192].

Intramolecular H-bond capture by a pendent F atom was exploited to reduce

P-glycoprotein (P-gp)-mediated brain efflux in a series of β-site amyloid precursor

protein cleaving enzyme (BACE1) inhibitors [193–195]. The prototype BACE1

inhibitor 140 presented in Table 15 exhibited a large efflux ratio in cell lines

expressing human or rat P-gp while analogues 141 and 142 show improved

permeability properties, attributed to an intramolecular interaction between the F

atom in the amide cap moiety and the NH, consistent with P-gp substrate recogni-

tion that relies upon protein–drug H-bonding [193–197].
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A similar tactical approach provided a solution to improved membrane in the

series of CNS-penetrant bradykinin B1 antagonists 143–146 compiled in Table 16

which were explored as potential agents for the relief of pain [198]. The introduc-

tion of F atoms into the amide moiety resulted in improved passive permeability

and reduced P-gp efflux ratios, attributed to a reduction in the strength of the

Table 13 The effect of substituents ortho to an anilide on Caco-2 permeability in two series of

factor Xa inhibitors

NH2

N
N

O

H
N SO2CH3

R
R'

N
N

O

H
N

N

F3C
R'

N

O N
NH2

Compound no. R R0
Caco-2 permeability

(cm/s) Compound no. R

Caco-2 permeability

(cm/s)

129 CH3 H 1.20 � 10�6 133 H 0.82 � 10�6

130 CH3 F 3.14 � 10�6 134 F 7.41 � 10�6

131 CF3 H 3.38 � 10�6
135 CN <0.1 � 10�6

132 CF3 F 4.86 � 10�6

Table 14 Potency and oral bioavailability of Rho kinase (ROCK 1) inhibitors 136 and 137 and

the kinase insert domain receptor (KDR) inhibitors 138 and 139

NH
N

H
N

R

O

H
N

N

F

Cl

N

Cl
NHN

H2N

N
H

O

N
H

R

Compound no. R ROCK 1 IC50 (nM) F (%) Compound no. R KDR IC50 (nM) F (%)

136 H 4 7 138 H 3 38

137 F 7 49 139 F 4 100

Table 15 Caco-2 permeability and efflux ratios for the series of BACE1 inhibitors 140–142

Compound

no. R

BACE1

IC50

(nM)

Caco-2

Papp (10
�6

cm/s)

Human

efflux

ratio

Rat

efflux

ratio

R

N

O
OH

O

O

H
H
N

O

N

140 CH3 8 11 19 49

141

F

CH3 28.9 16 2 4

142 2-FC6H4 76.6 11 1 1
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carbonyl marked with an asterisk (*) to act as a H-bond acceptor [198]. However,

an intramolecular interaction between the F atoms and the NH may also be

contributory.

The alternative topology depicted in Fig. 26 offers the potential for a similar

electrostatic interaction between the ortho-F atom and the benzamide NH and this

structural element is also prevalent in drug design [133, 189]. The potent tachykinin

hNK2 receptor antagonist 147 (Table 17) exhibited poor membrane permeability

across a confluent Caco-2 cell layer, attributed to the polar amide NH moiety which

was critical for potency and could not be modified by methylation or replaced by an

isostere [199]. A halogen atom was introduced ortho to the amide carbonyl moiety

to establish an intramolecular interaction with the NH, described as a H-bond with

the fluoro derivative 149, that resulted in improved permeability across a parallel

artificial membrane (PAMPA) or a Caco-2 cell layer while a Cl substituent (148)

was less effective but still superior to H. In this context, the ortho-F substituent in

149 performed somewhat similarly to the nitrogen atom of pyridine 151 which

offers a more conventional H-bonding opportunity and markedly improved perme-

ability in both assays compared to the analogous phenyl derivative 150 [199]. The

ortho-F atom in the antiandrogen enzalutamide (152), which was approved for the

treatment of castration-resistant prostate cancer by the FDA in August 2012, may

contribute to its excellent pharmacokinetic profile [200, 201]. A similar motif is

presented by ZD-9331 (153), a fluorinated methotrexate analogue which exhibits

activity toward ovarian cancer cells resistant to classical thymidylate synthase

inhibitors [202, 203].

Table 16 Caco-2 permeability, efflux ratios, and H-bond strength for the series of bradykinin B1

antagonists 143–146

NH
O

NH
F

H3CO2C F

O
R

*

Compound

no. R

hBK1 Ki

(nM)

Passive permeability

Papp (nm/s)

P-gp

efflux ratio

HBA (log) strength

of C¼O*

143 CH3 0.93 210 8.6 2.12

144 CHF2 0.40 310 3.2 1.63

145 CF3 0.57 280 2.3 1.39

146 CF3CF2 1.6 310 1.4 1.35

F

N

O
R

H

Fig. 26 The ortho-
fluorinated benzamide motif
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152 (enzalutamide, MDV-3100)

N

N
H

O

N F

N
H

O

N
H

N
NNCO2H

153 (ZD-9331)

Another productive F–NH relationship that exerts a beneficial effect on Caco-2

permeability and efflux ratio is provided by the series of cyclic benzamidine-based

BACE1 inhibitors 154–157 (compiled in Table 18) [204]. The prototype compound

154 exhibited significant basicity, poor membrane permeability, and a high efflux

ratio predictive of the molecule being a P-glycoprotein substrate which was antic-

ipated to further contribute to reduced brain exposure. A key step toward solving

the problem was the introduction of a fluorine atom ortho to the amidine moiety

to afford 155, a compound with a pKa that is reduced by 1.3 units that exhibits

improved Caco-2 permeability and a reduced efflux ratio while preserving BACE1

inhibitory activity. A similar effect was observed between the matched pairs 156

and 157 in which the F atom is believed to form a weak H-bond with the NH while

calculations indicated that the solvation energy of the fluorinated derivative is less

negative than for the H analogue, electronic and steric effects that shield the polar

nitrogen atom which thus presents less than 2 H-bond donors to the

environment [204].

Table 17 Structure, human NK2 receptor binding affinity, PAMPA, and Caco-2 permeability for

a series of phenyl alanine-based antagonists

R N
H

O H
N

N
HO

Ph

O

N
O

Compound no. R pKi hNK2

PAMPA Papp
(�10�6 cm/s)

Caco-2 Papp
(�10�6 cm/s)

147
HN

9.63 ND <1

148

ClN

8.40 0.16 4.21

149

FN

8.49 0.66 13.80

150

nBu

8.34 1.60 9.34

151

N
nBu

7.57 7.23 17.61
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4.2 Isosteres of Guanidines and Amidines

The high basicity associated with guanidine and amidine moieties limits the

fraction of the more permeable unprotonated form that exists at physiological pH,

providing an understanding for the generally poor permeability associated with

molecules incorporating these structural elements [205, 206]. The prevalence of

arginine as the P1 moiety of substrates of the serine protease enzymes that consti-

tute the coagulation cascade has catalyzed the identification of guanidine and

amidine surrogates as part of the effort to identify potent, selective, and orally

bioavailable inhibitors that offer potential as antithrombotic agents [207–210]. The

pKa of a substituted guanidine moiety can be reduced significantly from the typical

13–14 range by modification to an acylguanidine, pKa ~8, or an oxyguanidine,

pKa ~7–7.5, both of which represent isosteric replacements of a methylene moiety.

However, these modifications have the potential to significantly affect molecular

recognition that may be manifested as a reduction in potency, depending on the

circumstance under study. Nevertheless, acylguanidines have been successfully

deployed in a series of histamine H2 agonists and NPY Y2 antagonists while an

oxyguanidine moiety has proven to be an effective surrogate of arginine in throm-

bin inhibitors, with RWJ-671818 (158) a representative compound that was

advanced into phase 1 clinical trials [211–218].

N
N

O
N
H

Ph

F F

O

N
H

O
N NH2

NH2

158 (RWJ-671818)

An extensive survey of benzamidine mimetics was conducted using the potent

factor Xa inhibitor SN429 (159), Ki ¼ 13 pM, as the basis for assessing the effect of

this kind of structural variation on potency and oral bioavailability (Fig. 27)

[219]. The study identified several neutral substituents that functioned as useful

and effective amidine surrogates in this context, including the 3-chlorophenyl

Table 18 Caco-2 and pKa data associated with BACE1 inhibitors 154–157

Compound

no. R R1

BACE1

IC50 (nM)

Caco-2 Papp
(10�6 cm/s)

Caco-2

Efflux Ratio pKa

N

R NH2

N N

N

R1

154 H H 500 3.4 12 8.4

155 F H 158 12 3.1 7.1

156 H CF3 134 0.13 >10 –

157 F CF3 241 39 0.6 6.9
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analogue which demonstrated a Ki of 37 nM, potency similar to that of the

3-aminophenyl derivative, which displays a Ki of 63 nM. However, both of these

compounds are tenfold weaker than the more basic 3-aminomethyl compound,

which exhibits a Ki of 2.7 nM, and are significantly less potent than the prototype

159. However, the 4-methoxy analogue represented an acceptable compromise

between potency (Ki ¼ 11 nM) and pharmacokinetic properties and it is this P1

moiety that is found in the factor Xa inhibitor apixaban (160) which received

marketing approval from the FDA in December 2012 as an agent for reducing the

risk of blood clots and stroke in subjects experiencing atrial fibrillation that is not

related to a heart valve problem [207, 220].

H3CO

N
N

N
O

N
O

CONH2

160 (apixaban)

N

H2N

N

HN

ON
H2N

N
HN

N
HN

N
S

H2N
N

HN

N

H2N

N N

H2N

NHN
H2N

NH2

HN

OCH3
ClH2N

NH2

NH2HN

NN

HN

O

H2NO2S

P1

P4

159 (SN429)

Fig. 27 The structure of the factor Xa inhibitor SN429 (159) and some of the benzamidine

surrogates evaluated in an attempt to identify potent enzyme inhibitors with improved oral

bioavailability
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4.3 Isosteres of Phosphates and Phosphonates

Phosphates and phosphonates are highly acidic elements, and the low pKa associ-

ated with these moieties provides a significant limit to membrane permeability

and, hence, oral bioavailability [221–223]. Monofluoro- and difluoro-

methylenebisphosphonic acids have been developed as useful chemically and

enzymatically stable phosphate isosteres, but these rely upon preserving the inher-

ently high acidity of the prototype and are not useful in the design of orally

bioavailable drug candidates without resort to prodrug technology, which has

been the most widely applied and successful tactic to deliver this kind of polar

structural element [224–229]. Phosphate and phosphonate isosteres have been of

particular interest in the design of nucleoside and nucleotide antiviral and antican-

cer agents and phosphatase inhibitors for which the design principles are based on

substrate mimicry [230, 231]. However, the most notable success in the design of

phosphate mimics has been accomplished in the arena of inhibitors of the strand

transfer reaction catalyzed by HIV-1 integrase where the seminal identification of

α,γ-diketo acids as phosphate transfer transition state mimics inspired the design of

a wide range isosteres, summarized in Fig. 28, that are compatible with oral

bioavailability [232–237].

The HIV-1 integrase inhibitors raltegravir (161), elvitegravir (162), and

dolutegravir (163) have been licensed for marketing by the FDA for the treatment

of HIV-1 infection [232–237].
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4.4 Isosteres to Modulate Basicity/Acidity and Solubility

The presence of a basic amine in a molecule can be associated with several

problems including compound promiscuity, inhibition of the human ether a
go-go-related gene type 1 (hERG) cardiac potassium channel, phospholipidosis,

and recognition by P-glycoprotein [121, 238–246]. The basicity of an amine can

readily be modulated by the introduction of proximal electron-withdrawing sub-

stituents or functionality, with the highly electronegative fluorine the most notable

and one of the most widely utilized based on its metabolic stability and modest

steric volume [247]. The pKas of fluorinated ethylamines are summarized in
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Table 19 where the data indicate that the effect of introducing a F atom is additive in

nature which allows the change in pKa to be estimated with reasonable accuracy for

aliphatic amines. Each fluorine atom introduced to a C atom β- to the amine reduces

the pKa by 1.7 units, an effect that is dependent on σ-transmission and therefore

declines with increasing distance such that the effect at the γ-C is reduced to a shift

of �0.7 units while a F at the δ-C reduces pKa by 0.3 units, data that is reflected in

Table 19.

An insightful example of the application of the effect of F to reduce amine

basicity is provided by the design of inhibitors of the motor protein kinesin spindle

protein (KSP) explored as a potential therapy for the treatment of taxane-refractory

solid tumors [248]. The efficacy of this series of compounds was restricted by P-gp

efflux which was determined experimentally to be minimized by adjusting the pKa

of the amine to a range between 6.5 and 8.0. The N-cyclopropyl derivative 164

represented an initial solution to this problem but was associated with time-

dependent cytochrome P450 inhibition, a known liability of this structural element

[249]. The β-fluoroethyl derivative 165 also satisfied the pKa requirement but was

found to be N-dealkylated in vitro and in vivo to release fluoroacetaldehyde which

was oxidized to fluoroacetic acid, a toxin that is metabolized in vivo to a potent

inhibitor of aconitase, an enzyme in the tricarboxylic acid cycle [139, 250]. This

problem was solved by deploying the fluorine atom in the piperidine ring β- to the

amine, an arrangement that produced the cis derivative 166, in which the F atom is

axially disposed as confirmed by single-crystal X-ray analysis, and the trans
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Fig. 28 A selection of HIV-1 integrase inhibiting motifs that mimic the transition state for

phosphate transfer during integration of viral DNA into host chromosomal DNA

Table 19 The effect of

proximal F atoms on the

basicity of ethylamine

Amine pKa

CH3CH2NH3
+ 10.7

CH2FCH2NH3
+ 9.0

CHF2CH2NH3
+ 7.3

CF3CH2NH3
+ 5.7
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analogue 167, where the F atom adopts an equatorial disposition. The effect of this

structural modification on the basicity of the piperidine was dependent on the

stereochemical disposition of the F atom with the pKa of 167 determined to be

6.6 while 168 was more basic with a pKa of 7.6 and it was this compound,

designated as MK-0371, that was selected for clinical evaluation [248].

N

N O

FF
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The electron-withdrawing properties of the CF3 and CHF2 deployed β- to an

amine reduce basicity to an extent that these functionalities have found application

as amide mimics, an isosteric relationship furthered by the similarity of dipoles and

the geometry of the N-C-CF3 and N-C-CF2, which approximates the 120� associ-
ated with an amide moiety, as illustrated in Fig. 29 [251–254]. Although this

bioisostere was originally conceived to replace the amide bonds of peptide deriv-

atives, it has begun to find a similar application in drug design, with the most

prominent example being the cathepsin K inhibitor odanacatib (170) which has

completed phase 3 clinical trials for the treatment of osteoporosis. Cathepsin K is a

lysosomal cysteine protease in osteoclasts that is responsible for bone degradation

during remodeling and inhibitors prevent bone resorption. L-006235 (168), in

which the nitrile moiety is presented to the enzyme as an electrophile to react

reversibly with the catalytic cysteine thiol, emerged as a refined cathepsin K

inhibitor that exhibited good pharmacokinetic properties. However, this compound

has poor selectivity for cathepsin K versus the analogues enzymes cathepsin B, L,

and S due to its strongly basic nature, which promoted accumulation in the acidic

N
H

FF

N
H

O

N
H

FF
F ~120oFig. 29 Isosterism between

an amide and

trifluoroethylamine and

difluoroethylamine moieties
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environment of lysosomes [255]. L-873724 (169) offered good enzyme inhibitory

selectivity but poor PK, with further optimization leading to odanacatib (170)

which solved both problems by installing a F atom in the Ile residue to block

hydroxylation while the cyclopropyl moiety reduced the propensity for amide

hydrolysis [255, 256]. While odanacatib (170) has been quite successful clinically,

with the phase 3 trial halted early due to the observation of good efficacy and

safety, the pharmaceutical properties of this molecule are less than ideal

[257–260]. Odanacatib (170) is highly crystalline and exhibits low aqueous solu-

bility, properties that contribute to the �10% bioavailability across preclinical

species after dosing the drug as a suspension in methocel. In an effort to overcome

the dissolution-limited bioavailability, modification of the CF3 moiety to a CHF2
was explored as a means of improving the physical properties by increasing the pKa

of the amine [260]. This modification afforded 171 which preserved cathepsin K

inhibitory potency and selectivity while decreasing log D by 3 units, attributed to

the increased basicity, with the result that bioavailability from a 1% methocel

suspension was improved fourfold from 6% with odanacatib (170) to 23% with

171 in the dog and 8–22% in the rat. The increase in basicity with 171 facilitated

salt formation with strong acids like HCl although, interestingly, salts offered no

advantage over the neutral form in rat PK studies [260].
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In a series of tetrahydroisoquinoline-based inhibitors of phenylethanolamine

N-methyltransferase (PNMT), the enzyme that catalyzes the final step in epineph-

rine biosynthesis by methylating norepinephrine using S-adenosyl L-methionine as

the cofactor, binding of these compounds to the α2 adrenoreceptor was a significant
issue. The prototypical 3-methyl derivative 172 is only modestly selective

(Table 20) [261]. In an effort to address this problem, the effect of modulating

the basicity of the amine by the successive introduction of F atoms into the
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3-methyl group was explored, an approach that proved to be both productive and

informative. The monofluoro analogue 173 exhibited similar affinity for the

enzyme as 172 while α2 binding declined only modestly and this molecule was

calculated to be less basic than the prototype by 1.5 pKa units. The trifluoromethyl

homologue 175 exhibited poor potency in both assays and is poorly basic; however,

the difluoromethylated compound 174 provided the optimal balance of properties,

retaining good affinity for PNMT while reducing α2 adrenoreceptor binding by

~200-fold and providing the first example of fluorination of an amine modulating

target selectivity [261].

A detailed analysis of the properties of 3-substituted oxetane rings and applica-

tions in the context of broader functionality have established this heterocycle as an

advantageous structural element when utilized in a fashion that takes advantage of

its electron-withdrawing properties and topographical isosterism with the carbonyl

functionality [262–265]. These properties allow the oxetane ring to be deployed as

a ketone or amide mimetic depending on the structural context with the electron-

withdrawing effects reducing the basicity of an amine in a fashion that is strictly

dependent on proximity [262]. As is evident from the homologous series presented

in Table 21, the amino oxetane 177 is the weakest base while the aminomethyl and

aminoethyl homologues 178 and 179, respectively, exhibit progressively increased

basicity which shows a correlation with solubility, with the exception of the parent

molecule 176 which is poorly soluble despite being the most basic [262]. It is the

weak basicity associated with 177 coupled with the structural mimicry of the

carbonyl moiety by the oxetane ring which adopts a planar topography that has

led to this motif being considered as a useful isostere of an amide functionality

(Fig. 30).

4.5 Isosteres to Modulate Lipophilicity and sp2 Atom Count

The oxetane ring has also been proposed as a useful replacement for the

gem-dimethyl moiety that provides a similar vectorial presentation of the 2 sub-

stituents (Thorpe-Ingold effect) and a similar size while reducing the lipophilic

Table 20 Calculated basicity and inhibitory potency of a 3-substituted tetrahydroisoquinolines

toward human PNMT and the α2 adrenoreceptor

NH
Br

R

Compound no. R Calculated pKa Ki PNMT (μM)

Ki for α2
adrenoreceptor (μM)

Selectivity:

α2/PNMT

172 CH3 9.29 0.017 1.1 65

173 CH2F 7.77 0.023 6.4 280

174 CHF2 6.12 0.094 230 2,400

175 CF3 4.33 3.2 >1,000 >310
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burden [121, 262–266]. This concept is particularly useful in an era where there is a

considerable focus on the role of physical properties in drug design that has fostered

the belief that contemporary practices relies far too heavily on lipophilicity to

derive potency, a strategy that is based on taking advantage of entropic rather

than enthalpic contributions to binding affinity [121, 177, 267–270]. The rising

appreciation of the potential problems associated with this approach to drug design,

referred to as molecular obesity, is beginning to be manifested in the description of

strategies and tactics to identify scaffolds that replace sp2 carbon centers by

sp3-based motifs [121, 181, 182, 238, 271–275]. One example of this is provided

by studies of oxytocin antagonists of which 180 was the prototype, a compound

potent receptor affinity, Ki ¼ 6 nM, but poor aqueous solubility of 6 μg/mL and a

low Fsp3 of 0.18 [276]. The effect of replacing the pyrazine ring with piperidine,

pyrrolidine, and azetidine was examined from which the azetidine 181 emerged as a

preferred compound that bound to the oxytocin receptor with a Ki of 9.5 nM but

which exhibited tenfold improved aqueous solubility of 59 μg/mL and a much

increased Fsp3 of 0.46 [276].

Table 21 Basicity and solubility of a series of oxetane-substituted phenylbutyl amines

Compound no. Structure pKa of N Solubility (mg/mL)

176 N

tBu

9.9 <1

177
N

tBu O

7.2 57

178

N

tBu

O 8.0 25

179

N

tBu

O 9.2 4,100

OO

Fig. 30 Topographical similarity between the carbonyl and oxetane moieties
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The establishment of an intramolecular H-bonding interaction can mimic the

topology of an aromatic or heterocyclic ring in a fashion that reduces the depen-

dence on sp2 carbon centers, and this isosterism-based concept has found applica-

tion in kinase inhibitor design. The Cdk4 inhibitor 182 (Fig. 31) was identified as a

weak lead inhibitor, IC50 ¼ 44 μM, derived by structure-based scaffold generation

using a model of Cdk4 and a proprietary modeling program [277]. The SAR

associated with the homologous series of pyridine derivatives 183–185 is summa-

rized in Table 22 and clearly reveals the importance of the topological deployment

of the N atom, attributed to the formation of an intramolecular H-bond between the

2-pyridyl N atom of 185 and the distal urea NH that favors a cis amide topology.

This hypothesis was subsequently confirmed by a co-crystal of the inhibitor with

Cdk2 (Fig. 31) and the effect could be recapitulated with the thiazole 186 although

this compound is threefold less potent than 185 [277].

PD-166285 (187) is a broad-acting kinase inhibitor that was used as a vehicle to

explore the concept of replacing the pyridone ring with a mimic based on an

intramolecular H-bond to favor the preferred topology [278, 279]. Ab initio

calculations predicted that the cis urea is favored by 0.5 kcal/mol in H2O and

3.2 kcal/mol in the gas phase, a contention supported by a search of the pyrimidinyl

urea substructure in the CSD where seven molecules were found, all of which
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Fig. 31 Structure of the Cdk4 kinase inhibitor lead 182 and drug-target interactions for the

analogue 185
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exhibited an intramolecular H-bond (Fig. 32). The urea 188 demonstrated broad-

based kinase inhibitory activity with potency comparable to 187 and the derivative

NVP-BGJ398 (189) was advanced into phase 1 clinical trials [278, 279].
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Table 22 SAR associated

with urea-based Cdk4 kinase

inhibitors

H
N

OH

H
N

O
R

Compound no. R IC50 (μM)

183 4-Pyridyl 110

184 3-Pyridyl 340

185 2-Pyridyl 7.6

186 2-Thiazolyl 23

NN

N
H

N

O

H

N

N

N
H

N

O

H

Fig. 32 Preferred

conformation of 1-methyl-

3-(pyrimidin-4-yl)urea

338 N.A. Meanwell



Another successful example of the application of this concept is provided by the

anthranilamide 190which mimics the phthalazine 191, discovered as an inhibitor of

the fibroblast growth factor receptor family of receptor tyrosine kinases by high-

throughput screening [280]. The anti topology of the para-chlorophenyl ring

depicted is calculated by ab initio methods to be 3.1 kcal/mol more stable than

the cis conformer. This facilitated the design concept of replacing the pyridazine

ring by an intramolecularly H-bonded moiety which led to compounds with potent

kinase inhibitory properties [280].
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Other examples from the kinase inhibitor arena where this concept is well

represented include the dual PI3Kα/mTOR inhibitor 193 which is derived from

192, Lck inhibitors 194, and the p38α MAP kinase inhibitor 195 [281–283]. The

presence of intramolecular H-bonds in molecules of this type in an aqueous

environment has recently been verified by NMR [284, 285].
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The Influence of Bioisosteres in Drug Design: Tactical Applications to. . . 339



An interesting application of the isosteric interplay between rings and H-bonded

surrogates is provided by the design of the B-RafV600E kinase inhibitor 200 which

has its origins in the benzamide derivative 196 [286]. The lead amide 196 exhibits

poor solubility, 3–9 μg/mL, and a high melting point of 226�C and offers only a

very weakly basic aminopyridine moiety, pKa ¼ 0.7, as a vehicle for salt forma-

tion, leading to a dependence on an amorphous dispersion-based formulation to

deliver adequate oral exposure. The potency of 196 was improved markedly by

modifying the aminopyridine moiety to the pyrazolopyridine found in 198 and both

compounds were used as vehicles to explore the design of urea-based inhibitors that

relied upon intramolecular H-bonding to correctly orient the pharmacophoric

elements. This was successful in the context of the ureas 198 and 199, but chemical

instability led to further structural refinement with optimization ultimately focusing

on the reverse amide series represented by 200, a series with improved physical

properties and robust antitumor activity in a B-RafV600E mouse xenograft

model [286].
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The sulfonamide moiety was developed as a useful phenol isostere in the context

of β-adrenergic antagonists with advantage since the high polar surface area and

H-bonding properties of this moiety frequently restrict blood–brain barrier pene-

tration as a consequence of reduced permeability and recognition by P-gp [1–10,

196, 197, 287–292]. These physical properties have been exploited in restricting

drug molecules to peripheral tissues, but the increased polarity may also reduce oral

bioavailability due to poor membrane permeability and there are occasions where

more lipophilic moieties are desirable [293, 294]. Although the 2,2-difluoro-2-

(pyridin-2-yl)ethanamine moiety in the thrombin inhibitor 202 was introduced to

interfere with benzylic oxidation by cyctochrome P450 (CYP 450), this moiety

may, in essence, be functioning as a sulfonamide isostere based on analogy with the

prototype 201 [216–218, 295–297]. In this context, not recognized in the design

process, the two electronegative F atoms may be viewed as nonpolar mimics of the

sulfone oxygen atoms that also reduce the basicity of the nitrogen atom and enhance

the H-bonding donating properties of the NH to more effectively mimic the

sulfonamide. The extra atom introduced with the phenethyl moiety may
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compensate to some extent for the longer bonds associated with the C–S bonds in a

sulfonamide. However, the difluoroalkyl moiety has also been invoked as a

heteroaryl ether isostere with the caveat that the geometry and topology of this

moiety differs from that of an oxygen-based substituent; indeed, the difluoroalkyl

substituent may more effectively mimic a fluoroalkyl ether which adopts an orthog-

onal disposition to the phenyl ring [298]. Interestingly, 202 also incorporates a

fluorobenzene moiety to mimic the pyridone with a close interaction between the F

atom and the thrombin peptide backbone NH observed in the co-crystal, indicative

of isosterism between C–F and C¼O bonds.

S
HN

HO

H
N

X O

O

 

Another example where a difluoromethyl mimics a sulfone can be found in the

matched pair of long-acting dual D2-receptor/β2-adrenoceptor agonists 203 and

204 captured in Table 23 [299]. The affinity of 203 and 204 for the β2-adrenergic
receptor and the intrinsic agonistic properties are very similar, but the log D7.4 and

pKa of the nitrogen atom for the 2 molecules differ, with the difluoromethyl

analogue 204 more lipophilic but more basic. The design of 204 was based on the

development of a model that identified secondary amines with a pKa > 8.0 and a

log D7.4 > 2 as molecules possessing an ultra-long duration of action [299].

Table 23 Structure and properties associated with the dual D2-receptor/β2-adrenoceptor agonists
203 and 204

N
F

CN
O

N
F F

N O
N
H

NH

NH2
N

N
S

O

O O

201
Ki = 4 nM

202
Ki = 1.2 nM

O
N
H

thrombin

O

N O N
H

NH

NH2

HH H H

O

Compound no. 203 204

X SO2 CF2
Log D7.4 2.51 3.26

β2 p[A]50 8.09 7.77

Intrinsic agonist activity 0.51 0.49

β2 duration (min) 146 >180

pKa of the N atom <8 >8
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5 Isosteres to Address Metabolism and Toxicity

5.1 Substitution of Hydrogen by Deuterium

The substitution of H by D is the most conservative form of bioisosteric replace-

ment and this tactic has attracted considerable attention recently as a practical

approach to drug design. The underlying premise relies upon the effect of deute-

rium substitution to influence pharmacokinetic properties when deployed in a

strategic fashion that takes advantage of the kinetic isotope effect (KIE) associated

with the heavier atom [300–304]. The differences between the isotopes are small

but measurable, with deuterium 0.140 cm3/mol per atom smaller than hydrogen, the

C–D bond is 0.005 Å shorter than a C–H bond, and the log Poct of D is 0.006 units

less lipophilic, an effect that can be measured in per-deuterated alkanes and which

has facilitated the chromatographic separation of enantiomers that are based solely

on H/D isotopic substitution [305–307]. Deuteration slightly increases the basicity

of proximal amines and reduces the acidity of phenols and carboxylic acid deriv-

atives [308–311]. Following the discovery of the isotope, deuteration of drug

molecules was quickly adopted as a useful structural modification for the study of

metabolic pathways and the origins of toxicity, with the KIE playing the key role in

this application [300, 312–314]. However, the study of the deuteration of drug

candidates as an approach to improving pharmacokinetic properties by reducing the

rate of metabolic modification at sites where H atom abstraction determines the rate

of reaction has been adopted only recently, although the first demonstration of the

practicality of the approach was described in 1961 [315]. The KIE for a D for H

substitution is dependent on the circumstances but usually ranges from one- to

sevenfold with calculations suggesting a seven- to tenfold difference; however, in

specific cases, much higher isotope effects have been measured [316, 317]. D for H

substitution has been shown to translate into meaningful changes in the clinical

pharmacokinetic profiles of drugs, exemplified most effectively by CTP-347 (205),

a dideuterated analogue of the antidepressant paroxetine, and SD-254 (206), a

per-deuterated derivative of the dual serotonin/norepinephrine reuptake inhibitor

venlafaxine that also finds utility for its antidepressant properties [303, 318, 319]. In

CPT-347 (205), deuterium is introduced at the methylenedioxy moiety, the site of

metabolic modification by CYP 2D6, which leads to mechanism-based inhibition of

the enzyme through the intermediacy of a carbene-based metabolite, resulting in

drug accumulation on repeat dosing due to autoinhibition and precipitating

drug–drug interactions [303, 320–322]. CPT-347 (205) does not exhibit significant

mechanism-based inhibition of CYP 2D6 in vitro and a phase 1 clinical study

demonstrated that subjects dosed with the deuterated drug were able to metabolize

the CYP 2D6 substrate dextromethorphan more effectively when compared to

historical data for paroxetine [303]. In a phase 1 clinical trial in normal healthy

volunteers, SD-254 (206) was reported to be metabolized more slowly than

venlafaxine which is O-demethylated by CYP 2D6 [303].
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However, selective deuteration at a site of metabolism does not always lead to

enhanced pharmacokinetic properties, illustrated by a study of the tyrosine kinase

inhibitor imatinib (207) for which N-demethylation to the less active piperazine 208

is a major metabolic pathway [323–325]. The tri-deuterio analogue 209 exhibited

increased stability toward N-demethylation in rat and human liver microsomes, as

anticipated, but intravenous administration of the compound to rats was not asso-

ciated with increased exposure and the rate of demethylation of 209 was similar to

207, attributed to a relatively low rate of demethylation of the parent in rat liver

microsomes and the low rate clearance of both compounds in rats [323].

N

O

H
N N

R
H
N

N

N

N

207: R = CH3
208: R = H
209: R = CD3

An alternative application of deuterium incorporation that led to improved

pharmacokinetic properties is illustrated by the HCV NS3 protease inhibitor

telaprevir (210) which suffers facile racemization at the P1 residue at higher pH

and in human plasma [326]. The (R)-diastereomer is the major metabolite of

telaprevir in vivo but is 30-fold weaker than the (S)-isomer which contributes to

the need for this drug to be dosed on a TID schedule. Installing a deuterium atom at

the configurationally labile carbon atom gave a compound that inhibited HCV NS3

protease with a Ki ¼ 20 nM, approximately twofold more potent than the telaprevir

(210), and reduced the propensity for racemization in human plasma: the deuterated

compound produced only 10% of the epimer over 1 h of incubation compared to

35% with the protio homologue. Although the stability of the deuterio derivative in

rat plasma was lower, this compound exhibited a 13% increased AUC following

oral administration to rats when compared to telaprevir (210) [326].
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Deuteration at metabolically labile sites can redirect metabolism away from a

toxic species, as in the case of the HIV-1 non-nucleoside reverse transcriptase

inhibitor efavirenz (211), or enhance bioactivation of prodrugs, as illustrated by

the platelet aggregation inhibitor clopidogrel (214) [327, 328]. In rats, the metab-

olism of efavirenz (211) is complex, with the initial step hydroxylation of the

aromatic ring to afford a phenol that is a substrate for sulfation. Subsequent

hydroxylation at the propargylic position affords a cyclopropylcarbinol that facil-

itates the addition of glutathione to the alkyne to afford an adduct from which the

glutamate is subsequently cleaved, a process blocked by acivicin, to afford 213,

which was determined to be the source of kidney toxicity seen uniquely in rats. As

part of this investigation, deuteration at the propargylic position was designed to

slow the hydroxylation step and reduce the amount of 213 produced, a successful

enterprise since 212 exhibits less severe nephrotoxicity of lower frequency [327].
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Clopidogrel (214) requires metabolic activation in order to express its

antithrombotic effects, a process that is initiated by oxidation of the thiophene

ring by CYP 450 enzymes to produce the thiolactone 215 [328, 329]. Thiolactone

215 is further oxidized to the acylated sulfoxide 216, a species that is readily

hydrolyzed to the highly reactive sulfenic acid 217, considered to be the ultimate

active principle of the drug that reacts covalently with and blocks the P2Y12

receptor that is activated by adenosine diphosphate (ADP) [328, 329]. However,

the metabolism of clopidogrel (214) into the active species is limited, complicated

by alternative pathways that involve cleavage of the ester moiety to afford an

inactive acid and CYP-mediated oxidation of the piperidine ring [328]. In an effort

to direct metabolic activation toward the thiophene ring and enhance the

antiplatelet activity of clopidogrel (214) in vivo, the effect of deuteration of the

piperidine was examined. The d6 derivative 218 exhibited similar metabolic
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stability to clopidogrel (214) in rat and human liver microsomes but improved

conversion to the thiolactone 215, an effect that manifested in vivo in rats as

enhanced ex vivo inhibition of ADP-induced platelet aggregation following oral

administration of 218 [328].
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5.2 Substitution of Carbon by Silicon

The replacement of carbon atoms by silicon has attracted attention as a drug design

principle that may offer advantage in specific circumstances where the unique

properties of silicon can be exploited [330, 331]. A particularly compelling exam-

ple of the application of deploying silicon in a tactical sense is provided by studies

with the antipsychotic agent haloperidol (219), a dopamine D2 antagonist, in which

the replacement of the carbinol carbon by silicon was examined as a means of

eliminating a problematic metabolic pathway [332, 333]. Haloperidol (219) is

metabolized, in part, by dehydration of the piperidinol which affords the
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tetrahydropiperidine 221, a precursor to the pyridinium 222 which is neurotoxic, as

summarized in Fig. 33. Sila-haloperidol (220) exhibits biological properties that are

quite similar to the progenitor 219, but this compound cannot be metabolized by

dehydration to 223 and further oxidized to 224 due to the inherent instability of

carbon-silicon double bonds [332]. Indeed, the metabolism of sila-haloperidol

(220) follows more conventional pathways associated with the piperidine moiety

in which oxidative metabolism occurs adjacent to the N atom leading to

dealkylation of the fluorophenyl-containing side chain to afford 225 and ring

hydroxylation that produces 228 and 230 (Fig. 34) [334].
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5.3 Isosteres of Alkyl Groups and Alkylene Moieties

tert-Butyl moieties are susceptible to metabolic oxidation of the methyl groups and

this pathway can be a source of poor pharmacokinetic properties. Replacing a single

methyl group with CF3 in the context of the NK1 receptor antagonist 231 and the

vanilloid receptor antagonist 233 afforded 232 and 234, respectively, as compounds

that demonstrate enhanced metabolic stability in human liver microsomes com-

pared to the prototypes [335]. A further refinement of this approach identified the

trifluoromethylcyclopropyl as a metabolically more stable tert-butyl isostere,

exemplified in the type II 5α-reductase inhibitor finasteride (235) where this

substitution provided 236 which exhibits a half-life in human liver microsomes of

114 min, a substantial improvement on the 63-min half-life measured for the

progenitor [336]. The potent respiratory syncytial virus fusion inhibitor 237

exhibits poor stability in human liver microsomes with a t1/2 of just 4 min, similar

to the isopropyl- and cyclobutyl-substituted homologues while the cyclopropyl

derivative 238 uniquely addressed this deficiency exhibiting a tenfold improved

t1/2 of 39 min [337].
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Alkanoic acid derivatives can be metabolized by β-oxidation that can lead to

poor pharmacokinetic properties in vivo, a problem encountered with iloprost

(240), an analogue of prostacyclin (239) in which the chemically labile bicyclic

enol ether oxygen atom is replaced with a CH2 isostere [338]. β-Oxidation of fatty

acids is a degradative pathway that proceeds mechanistically as depicted in Fig. 35
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and involves the initial formation of a CoA ester as a substrate for oxidation to an

α,β-unsaturated CoA ester that is further metabolized to a CoA ester with two fewer

carbon atoms [339, 340]. The essential formation of the α,β-unsaturated CoA ester

provides opportunity for rational structural modification of xenobiotic carboxylic

acids to block this pathway. The introduction of germinal substitution at the α- or
β-positions and replacing the β-carbon with a heteroatom are effective tactics that

prevent olefin formation and it was the latter that was successfully applied to

iloprost (240) leading to the design of cicaprost (241), a compound with longer-

lasting hypotensive effects in rats following oral administration [338].
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5.4 Isosteres of Carboxylic Acids to Reduce Reactive
Metabolite Formation

Acyl-CoA esters have been shown to be inherently electrophilic acylating agents,

providing further impetus to replace the carboxylic acid moiety with an isostere that

cannot engage in this metabolic pathway [10, 341–345]. Carboxylic acids are also

readily conjugated with glucuronic acid in vivo to afford acyl glucuronides that can

undergo sequential rearrangement of the acyl moiety to the adjacent hydroxyl

substituents on the pyranose ring, a process summarized in Fig. 36. This becomes

problematic when the pyran ring opens to reveal an unnatural aldehyde which can

react with amine moieties of proteins, lysine, for example, to generate an imine
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Fig. 35 The β-oxidation pathway for alkanoic carboxylic acids
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[346, 347]. The imine intermediate can be trapped with NaB3[H]4, but this func-

tionality can also undergo an Amadori rearrangement to afford the corresponding

aminomethyl ketone, resulting in an irreversible protein modification that may

create a hapten. Insights have been gleaned into the properties of a carboxylic

acid that promote this rearrangement which has been shown to be more facile for

electron-deficient acids but slowed by bulky substituents at the α-carbon atom

[348–350]. Guidelines have been developed that attempt to equate the propensity

of rearrangement with the potential for idiosyncratic toxicity, with the half-life of

the acyl glucuronide in buffer that separated safe from problematic acids estimated

to be 3.6 h [351]. The level of mechanistic understanding underlying the potential

toxicity of carboxylic acid provides a rationale for structural modification to avoid

this metabolic pathway by deploying an acid isostere incapable of undergoing

rearrangement after glucuronidation. Figure 37 captures the range of acidic func-

tionality that has been examined to address problems across a wide variety of

medicinal chemistry campaigns [10, 344, 345, 352, 353].

5.5 Isosteres of Thiols and Alcohols

The thiol moiety is relatively uncommon in drugs and drug candidates due to

potential problems arising from metabolic lability or chemical reactivity, with the

angiotensin-converting enzyme inhibitor captopril (243) and penicillamine (244), a

chelator used to promote heavy metal excretion, the most prominent exceptions

[354, 355].
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A useful although somewhat underutilized isostere of a thiol is the CHF2 moiety

which has been applied in an elegant fashion to the design of HCV NS3 protease

inhibitors where the P1 cysteine moiety of hexapeptide, substrate-based inhibitors,

was considered to be a liability [356]. Capitalizing on earlier observations of the

intramolecular H-bonding properties of the CHF2 moiety in 248, this element was

examined as a thiol surrogate in the context of the potent NS3 inhibitor 245 which

exhibited a Ki ¼ 40 nM [356, 357]. Replacing the P1 SH with CH3 led to an almost

20-fold erosion of potency and 246 inhibited the enzyme with a Ki ¼ 700 nM.

However, a CHF2 terminus at P1 proved to be very effective, fully restoring the

potency of 247 to that of the cysteine progenitor, with a Ki ¼ 30 nM [356]. This

amino acid, referred to as difluoro-Abu, was conceived to be suitable for this

context after an insightful analysis of its properties which suggested considerable

potential to mimic the cysteine. Mimicry between a SH and a CHF2 was based on
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several observations that included the similarity of the van der Waals surfaces of the

two structural elements, 46.7 Å for HCF2CH3 compared to 47.1 Å for HSCH3 and

electrostatic potential maps, which revealed that the negative potential around the

sulfur lone pairs of electrons was similar to that of the two fluorine atoms while

there was positive potential around both the SH and CF2H hydrogen atoms,

suggestive of H-bonding capability. Indeed, an X-ray co-crystal structure of a

related inhibitor revealed that the CF2H moiety donated a H-bond to the C¼O of

Lys136 while one of the fluorine atoms was close enough to the C-4-hydrogen atom

of Phe154 to suggest the presence of a weak C–H to F H-bond [356].
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Lysophosphatidic acid (249) is a mitogen that has been shown to interact with

four G protein-coupled receptors designated LPA 1–4 in addition to being an

agonist at the peroxisome proliferator-activated receptor γ (PPARγ), a nuclear

hormone receptor, and antagonists offer potential in a range of clinical conditions

including the treatment of liver and lung fibrosis, several cancers, and neuropathic

pain [358, 359]. The acyl moiety in lysophosphatidic acid (249) can migrate to the

primary alcohol, stimulating the design of analogues that are functionally incapable

of entering this rearrangement pathway [360, 361]. In this context the CHF2
moieties of 250 and 251 were conceived as potential mimics of the OH moiety of

249 that would be chemically stable. Neither compound was recognized by LPA

receptors 1, 2, or 3, with both agonistic and antagonistic properties evaluated, but

250 was found to stimulate luciferase production in CV-1 cells transfected with

luciferase under the control of a PPARγ-responsive element [360, 361].

5.6 Substitution of C–H by N in Phenyl Rings and C by N
in Dihydropyridines

The substitution of the C–Hmoiety of a phenyl ring by nitrogen is a useful and well-

established tactic for mitigating metabolic activation to chemically reactive and

potentially toxic species that has found broad-based application and is captured in

synoptic form by several illustrative examples [362–367]. The 4,7-dimethoxy

indole derivative 252 is a potent HIV-1 attachment inhibitor, but the observation

of O-demethylation as a metabolic pathway in HLM gave rise to the concern that

the chemically electrophilic quinone 253 could be formed in vivo [362]. The

4,7-dimethoxy-6-azaindole 254 analogue largely preserved the antiviral activity

of 252 but, in contrast, would afford the far less electrophilic 255 upon dealkylative

metabolism, and it was this compound, designated BMS-488043, that was

advanced into proof-of-concept clinical studies [362]. In addition, the mild basicity

associated with the azaindole ring of 254 led to improved aqueous solubility.
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The phenol 256 is a short-acting calcium-sensing receptor antagonist that was

examined for its potential as a treatment for osteoporosis [363, 364]. However, CYP

3A4-mediated oxidation of the phenol ring of 256 afforded the catechol 257 which

underwent further oxidation to the corresponding ortho quinone, a metabolite iden-

tified as the source of GSH adducts in both human and rat liver microsomes. The

strategic introduction of a nitrogen atom into the phenol ring of 256 to give 258 was

anticipated to reduce the rate ofmetabolic activation of the catechol based on quantum

chemistry calculations which indicated that oxidation of the aza-catechol derived

from 258 to the corresponding quinone was energetically less favorable than for 257.

This was confirmed experimentally with a 50-fold reduction in the formation of GSH

adducts compared to 256 when 258 was incubated in liver microsomes [363, 364].
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TheCRFantagonist259was found to undergometabolic activation following dosing

to rats followed by trapping of the reactive species by GSH which afforded adducts

amounting to 25% of the dose, with 260 identified as themajor species produced in vivo

[365–367]. This metabolic process was postulated to proceed via iminoquinone forma-

tion, providing a rationale for studying the effect of replacing the electron-rich phenyl

ring with a pyridine, an approach that, after additional optimization, led to the identifi-

cation of 261 as a compound with targeted biological and pharmacokinetic properties.

As part of the structural refinement of 259, the pyrazinone chlorine substituent was

replaced with an electron-withdrawing nitrile moiety in order to reduce metabolic

activation of the olefin while the methoxy was introduced into the side chain to redirect

metabolism to an alternative site that would provide benign products [365–367].
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Another example of the beneficial effect of replacing a C atomwith N to interfere

with metabolism is provided by the bioisosteric replacement of the dihydropyridine

(DHP) ring of the Ca2+ channel blocker class of smooth muscle relaxant exemplified

by nifedipine (262, R¼ortho-NO2) with a pyrimidinone heterocycle [368–371]. The

dihydropyridine ring is subject to rapid first-pass oxidative metabolism in vivo to

give the corresponding pyridine 263 which is an inactive metabolite. This led to the

design of the pyrimidinone 264 as a probe of the idea that this ring system would

be an effective substitute of the DHP ring. The design concept was based on the

premise that the amide NH of 264 would mimic the H-bond donor properties of the

dihydropyridine NH of 262 while the second nitrogen atom of the ring would

provide a site for the introduction of the important carbonyl moiety, initially

examined in the context of the methoxycarbonyl derivative 264, as well as providing

resistance toward facile oxidation of the heterocycle. However, as an acylated urea

derivative, 264 suffered from chemical instability, necessitating replacement by the

more robust ureido moiety found in 265. In this analogue, the orientation of the

exocyclic carbonyl group is as depicted in 265, favored by both dipole–dipole

interactions and an intramolecular H-bond that projects the R substituent in a vector

compatible with vasodilatory activity [368–371].
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5.7 Isosteres of Heterocycles to Reduce Metabolic Activation

The potent bradykinin B1 antagonist 266, Ki ¼ 11.8 nM, developed as a potential

treatment for pain, was found to produce glutathione adducts when incubated in rat

and human liver microsomal preparations, a metabolic pathway also observed
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in vivo following oral administration of the drug to rats with GSH adducts derived

from the drug identified in bile [372]. The site of GSH adduction was determined to

be the pyridine ring, characterized as 268 and hypothesized to arise either from the

diiminoquinone 267 or the epoxide 270, while the pyridine N-oxide 269 was

determined to be a minor contributory pathway.
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The design of a suitable isostere of the diaminopyridine ring was based upon the

assumption that both NHs were of importance while the pyridine N atom was

considered to function as a H-bond acceptor, an analysis that anticipated the simple

glycine derivative 271 as the most rudimentary mimic. In order to influence the

conformation of 271 in a fashion that allowed mimicry of the topology of the ortho-
disposed substituents of 266, the gem-dimethyl derivative 272 was prepared, but

this compound expressed only modest affinity for the bradykinin B1 receptor,

Ki ¼ 3.5 μM [372]. Further refinement to the cyclopropyl analogue 273 led to a

more than 50-fold increase in potency, attributed to conformational constraint due

to π–π hyperconjugation between the cyclopropyl C–C bond and the amide C¼O

that favors the two conformations depicted in Fig. 38, with that represented by A

mimicking the topology associated with 266. In addition, it was noted that the 116�

bond angle associate with the cyclopropane ring substituents more closely matches

the 120� vectors projected by the pyridine ring.
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Amide and ester isosteres are susceptible to protease and/or esterase-mediated

degradation in vivo while alkyl esters can be degraded by oxidative dealkylation by

CYP 450 enzymes to afford the corresponding carboxylic acids, providing an

impetus to identify surrogates with resistance to metabolic modification

[373–377]. Pioneering studies in this area were focused on the design of heterocy-

cles as ester replacements in the context of benzodiazepine derivatives of general

The Influence of Bioisosteres in Drug Design: Tactical Applications to. . . 355



structure 274 and 275 and muscarinic agonists based on the naturally occurring

arecoline (276) [378–380]. Azole heterocycles are the most common amide and

ester replacements that have been explored, captured in synoptic fashion in Fig. 39.

This tactic remains an approach of contemporary interest although there can be

marked differences between heterocycles in the ability to emulate carbonyl-based

functionality dependent on context that may be attributed to subtle effects associ-

ated with the underlying electronic properties of a heterocycle that are not always

understood [2, 3, 9, 10, 71, 381–387].
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5.8 Isosteres of the NO2 Moiety

The unique properties of the nitro group have often made this a difficult structural

motif to emulate by isosteric replacement [388, 389]. For example, the nitrophenyl

moiety of 277, an inhibitor of the protein–protein interaction between murine

double minute 2 (MDM2) and p53, offers the optimal potency from an extensive

survey of potential substitutes [389]. These observations were suggested to be a

function of a lipophilic and strongly directional interaction between the nitro group

and the MDM2 protein that is also dependent on the electron-withdrawing proper-

ties. Where the latter effect is of importance for drug–target interactions, several

electron-withdrawing functional groups can substitute for the nitro, including

pyridine, pyridine N-oxide, sulfonyl, trifluoromethyl, amide, and a carboxylic

acid moiety that is considered to be an exact isostere [104, 390–395]. Intermolecular

interactions for the nitro moiety as collected from the Cambridge Structural Data-

base of small molecules are summarized in Fig. 40 [387].
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6 Epilogue

The design of bioisosteres is a powerful and effective concept in drug design that

has been applied to solve a wide range of problems encountered in drug discovery

campaigns. This chapter has focused on the practical utility of applying bioisosteric
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substitution to solve contemporary developability challenges that are encountered

almost routinely by the practicing medicinal chemistry. The creativity and ingenu-

ity of medicinal chemists is quite clear from this synopsis which captures many

insightful and elegant examples of drug design. The most successful and creative

designs are frequently based on a careful analysis of not only the chemistry

underlying a particular problem but also a deep and detailed understanding of the

physicochemical properties of the atoms and structural elements that are selected to

address an issue. While medicinal chemists have developed a broad toolbox of

useful structural elements to draw upon to emulate a range of commonly encoun-

tered functionalities, it is anticipated that the challenges in drug design that lie

ahead will continue to provide a stimulus for creativity that will expand the range of

bioisosteric replacements.
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