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The mechanical properties of living tissues continue to be the major topic of 
 biomechanical investigations. Over the years, a vast amount of knowledge about 
load-bearing tissues, such as bones, ligaments, muscles and other components of 
the musculoskeletal system, blood vessels (and blood), lungs, skin and hair, has 
been published in journals and books. The very soft tissues of organs whose role has 
little or nothing to do with transmitting mechanical loads had been, until recently, 
outside the scope of the mainstream biomechanical research. Extremely important 
organs such as the liver, kidneys, prostate and other abdominal organs, and  especially 
the brain, had been largely neglected by biomechanics.

Investigation of the mechanical properties of the brain began in the late 1960s. 
Ommaya described mammalian brain as a “soft, yielding structure, not as stiff as a gel, 
nor as plastic as a paste” [1]. These first studies were motivated by the increasing num-
ber of traumatic brain injuries resulting from automotive accidents. The first finite ele-
ment models of the brain appeared in the early 1980s. Since then, the biomechanics of 
the brain for injury analysis and prevention has been a very active area of research.

There is wide international concern about the cost of meeting rising expectations 
for health care, particularly if large numbers of people require currently expensive 
procedures such as brain surgery. Costs can be reduced by using improved machin-
ery to help surgeons perform these procedures quickly and accurately, with minimal 
side effects. A novel partnership between surgeons and machines, made possible by 
advances in computing and engineering technology, could overcome many of the 
limitations of traditional surgery. By extending surgeons’ ability to plan and carry out 
surgical interventions more accurately and with less trauma, Computer-Integrated 
Surgery (CIS) systems could help to improve clinical outcomes and the efficiency of 
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health care delivery. CIS systems could have a similar impact on surgery to that long 
since realized in Computer-Integrated Manufacturing (CIM). Recent developments 
in robotics technology, especially the emergence of automatic surgical tools and 
robots and advances in virtual reality techniques, have motivated the latest interest in 
the biomechanics of the brain. An understanding of the brain biomechanics can be 
used for surgical simulation, computer-integrated and image-guided neurosurgery, 
and as a supporting tool for diagnosis and prognosis of brain disease.

The initial stimulus for this line of research was provided by the visionary project 
aiming at designing an image-guided neurosurgical robot. This project was conducted 
in 1995–1996 at Biomechanics Division of Mechanical Engineering Laboratory, 
AIST, in Tsukuba, Japan. Figure 1.1 provides the overview of that project.

Significantly increased interest in the biomechanics of soft tissues, and in par-
ticular the brain, as evidenced by the increased number of publications in this area, 
warrants an attempt to summarise recent developments in the form of a book. This 
book brings the current state of the art in the biomechanics of the brain to the reader. 
I have attempted to include all relevant aspects of biomechanical modeling that have 
progressed beyond initial investigations and attained a certain level of maturity, as 
well as the fields of their application. I have insisted that chapter contributors pres-
ent the current state of the art in their specific fields in an authoritative way. 
Therefore, some of the newest, and still tentative developments (e.g. the biomechan-
ics of cortical folding), have been intentionally omitted.

Biomechanics researchers new to the field often come with an engineering or 
physics background. I hope these readers will benefit from the introductory chapters 
on brain anatomy (Chap. 2) and brain imaging (Chap. 3). The information contained 

Fig. 1.1 A concept of the image-guided neurosurgical robot with the feed-forward loop based on 
the biomechanical model in the control system [2, 3]. The concept has not been realized in its 
entirety; however, it provided a strong stimulus for brain biomechanics research (image courtesy 
of Dr Kiyoyuki Chinzei, AIST, Tsukuba, Japan)
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in these primers should be easily digestible by readers with no medical background 
and save them a considerable amount of time spent studying the specialized litera-
ture in these fields.

Chapter 4 discusses mechanical properties of brain tissues. The knowledge of 
these properties is a prerequisite for the development of biomechanical models of 
the brain.

Chapter 5 describes mathematical modeling and computer simulation of the 
brain for injury prevention, and Chap. 6 considers brain-modeling issues for appli-
cations in image-guided surgery and surgical simulation. Mathematical modeling 
and computer simulation have proven tremendously successful in engineering. 
Computational mechanics has enabled technological developments in virtually 
every area of our lives. One of the greatest challenges for mechanists is to extend the 
success of computational mechanics to fields outside traditional engineering, in par-
ticular to biology, biomedical sciences, and medicine [4]. These two chapters dem-
onstrate that in computational sciences, the most critical step in the solution of the 
problem is the selection of the physical and mathematical model of the phenomenon 
to be investigated. Model selection is a heuristic process, based on the analyst’s 
judgment and experience. Often, model selection is a subjective endeavor; different 
modelers may choose different models to describe the same reality. Nevertheless, 
the selection of the model is the single most important step in obtaining valid com-
puter simulations of any investigated reality [4].

Chapter 7 discusses the biomechanics of blood and cerebrospinal fluid flow 
through the brain and the dynamics of intracranial pressure. Unlike the results pre-
sented in Chaps. 5 and 6, the findings described in Chap. 7 have already found their 
way into the clinical practice and care of brain injury and disease sufferers.

Chapter 8 describes the most recent developments in computational fluid dynam-
ics of cerebrospinal fluid and blood flow. This field will very soon strengthen the 
more heuristic, clinically applicable methods described in Chap. 7.

Often very large and complicated computations are required to extract reliable 
information from comprehensive, highly non-linear biomechanical models of the 
brain. Chapter 9 describes current best practice in selection of computational meth-
ods for solving models described in Chaps. 5 and 6. This is probably the most tech-
nical part of the book. The reader will require a sound understanding of the finite 
element method to fully appreciate this chapter.
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2.1  Introduction

The human central nervous system (CNS), having been evolved over the last 600 
million years, is the most complex living organ in the known universe. It has been 
extensively investigated over centuries, and a vast body of materials has been 
 gathered in the print form and more recently also in electronic format. Neuroanatomy 
is presented in numerous textbooks [1–22], print brain atlases [23–51], and  electronic 
brain atlases [52–74]. Several textbooks combine text with atlases [14, 15, 43, 44], 
and some provide neuroanatomy for various specialties including neurosurgery 
[1, 19, 22], neuroradiology [8, 17, 20], neurology [2], and neuroscience [18].

The comprehension of neuroanatomy is crucial in any neurosurgical, neuroradio-
logical, neuro-oncological, or neurological procedure. Therefore, CNS anatomy 
has been intensively studied by generations of neuroanatomists, neurosurgeons, 
 neurologists, neuroradiologists, neurobiologists, and psychologists, among others, 
including Renaissance artists. This resulted, however, in neuro anatomy discrepan-
cies, inconsistencies, and even controversies among various communities in terms 
of parcellation, demarcation, grouping, terminology, and presentation.

The present work differs from existing neuroanatomy primers. Our overall objective  
is to make the presentation of brain anatomy easy. To achieve this objective:

The presentation of neuroanatomy is in three dimensions (3D) with additional •	
supportive planar images in the orthogonal (axial, coronal, and sagittal) planes.
The brain is subdivided into structure, vasculature, and connections (white  matter •	
tracts); consequently, we consider structural, vascular, and connectional neuro-
anatomies.

W.L. Nowinski (*)
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3D cerebral models of structure, vasculature, and tracts are mutually consistent •	
because they were derived from the same brain specimen.
3D cerebral models and the planar images are fully parcellated; each parcellated •	
object is uniquely colored.
3D cerebral models and the planar images are completely labeled; as a terminology , •	
we use the Terminologia Anatomica [75].
3D cerebral models are electronically dissectible into groups and individual •	
components.

In this work, we use the digital brain atlases developed in our laboratory for 
nearly 2 decades [63–69]. The 3D cerebral models have been created from multiple 
3 and 7 Tesla magnetic resonance scans of the same brain specimen (WLN) [69]. 
The development of the atlases is addressed in [76–80], tools for their development 
in [81], techniques for modeling of cerebral structures in [76, 82, 83], and atlas-
based applications in [77–80, 84–92].

2.2  Structural (Gross) Neuroanatomy

We present parcellation of the brain in 3D followed by sectional neuroanatomy. The 
stereotactic target structures and functional (Brodmann’s) areas also are outlined.

2.2.1  Brain Parcellation

The CNS consists of the brain and the spinal cord. The brain encases the fluid-filled 
ventricular system and is parcellated into three main components (Fig. 2.1a):

•	 Cerebrum
•	 Cerebellum (the little brain)
•	 Brainstem

The cerebrum comprises:

Left and right •	 cerebral hemispheres
Interbrain between the cerebrum and the brainstem termed the •	 diencephalon

•	 Deep gray nuclei

The cerebral hemispheres are the largest compartment of the brain and are intercon-
nected by white matter fibers (see Sect. 2.4.2). The hemispheres are composed of:

Outer •	 gray matter termed the cerebral cortex
Inner •	 white matter encompassing the deep gray nuclei
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Fig. 2.1 Gross anatomy of the left cerebral hemisphere: (a) brain parcellation; (b) lobes: lateral 
view; (c) lobes: medial view
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The gray matter contains mainly nerve cell bodies, while the white matter is made 
up predominantly of nerve fibers (axons). The cerebral cortex is highly convoluted. 
The folds form gyri that are separated by grooves called sulci or fissures (deep 
sulci). The cerebral hemispheres are parcellated into five lobes (Fig. 2.1b, c):

•	 Frontal lobe
•	 Temporal lobe
•	 Parietal lobe
•	 Occipital lobe
•	 Limbic lobe

The insula is sometimes classified as the central or insular lobe. The lobes are 
partly demarcated by the sulci/fissures, Fig. 2.1. The central sulcus separates the 
frontal lobe anterior from the parietal lobe posterior, Fig. 2.1b. The Sylvian (lateral) 
fissure demarcates the temporal lobe below from the frontal and parietal lobes 
above, Fig. 2.1b. The parieto-occipital fissure separates the parietal lobe anterior 
from the occipital lobe posterior, Fig. 2.1c. The cingulate sulcus separates the 
 frontal lobe above from the limbic lobe below, Fig. 2.1c.

The diencephalon contains (Fig. 2.1c):

•	 Thalamus (see also Fig. 2.6)
•	 Subthalamus including the subthalamic nucleus (see Sect. 2.2.6)
•	 Hypothalamus (see also Fig. 2.10a)

Fig. 2.1 (continued)
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Fig. 2.2 Cerebellum and brainstem: (a) cerebellum (medial view); (b) midbrain, pons, and medulla 
of the brainstem (infero-anterior view)

The cerebellum is composed of (Fig. 2.2a):

Left and right •	 cerebellar hemispheres
Midline •	 vermis which unites them

The brainstem is subdivided into (Fig. 2.2b):

•	 Midbrain
•	 Pons
•	 Medulla
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2.2.2  Cortical Areas

The cortex has three surfaces: lateral, medial, and inferior (also called basal or 
 ventral). Moreover, the transitional areas form the frontal, temporal, and occipital 
poles (see, e.g., Figs. 2.5 and 2.27).

2.2.2.1  Lateral Surface

Four lobes are present on the lateral surface: frontal, temporal, parietal, and occipital , 
Fig. 2.1b. The lateral surface of the frontal lobe is subdivided by three sulci (superior  
frontal sulcus, inferior frontal sulcus, and precentral sulcus) into four gyri (Fig. 2.3):

•	 Superior frontal gyrus
•	 Middle frontal gyrus
•	 Inferior frontal gyrus
•	 Precentral gyrus

Fig. 2.3 Cortical areas of the left (L) hemisphere: lateral view. The orientation cube in the top-left 
corner indicates the viewing direction (L left; R right; S superior (dorsal); I inferior (ventral);  
A anterior; P posterior). Each gyrus is assigned a unique color
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The lateral surface of the temporal lobe is subdivided by two sulci (superior temporal  
sulcus and inferior temporal sulcus) into three gyri (Fig. 2.3):

•	 Superior temporal gyrus
•	 Middle temporal gyrus
•	 Inferior temporal gyrus

The lateral surface of the parietal lobe is subdivided by the intraparietal sulcus 
into three gyri (Fig. 2.3):

•	 Postcentral gyrus
•	 Superior parietal gyrus (lobule)
•	 Inferior parietal gyrus (lobule)

 – Supramarginal gyrus
 – Angular gyrus

The lateral surface of the occipital lobe is subdivided by two sulci (superior 
occipital  sulcus and inferior occipital sulcus) into three gyri (Fig. 2.3):

•	 Superior occipital gyrus
•	 Middle occipital gyrus
•	 Inferior occipital gyrus

2.2.2.2  Medial Surface

The frontal, parietal, occipital, and limbic lobes are present on the medial surface, 
Fig. 2.1c. The limbic lobe contains the gyri located at the inner edge (or limbus) of 
the hemisphere including (Fig. 2.4):

•	 Subcallosal gyrus (areas)
•	 Cingulate gyrus
•	 Isthmus (of cingulate gyrus)
•	 Parahippocampal gyrus

The superior frontal gyrus (separated from the limbic lobe by the cingulate sul-
cus, Fig. 2.1c) occupies most of the medial surface of the frontal lobe, Fig. 2.4. The 
parietal lobe includes the precuneus, Fig. 2.4 (separated from the occipital lobe by 
the parieto-occipital fissure, Fig. 2.1c). The occipital lobe comprises the cuneus and 
the lingual gyrus, Fig. 2.4.

2.2.2.3  Inferior Surface

The inferior surface includes the frontal, temporal, and occipital lobes. The frontal 
lobe comprises (Fig. 2.5):

•	 Straight gyrus
•	 Orbital gyri parcellated by the approximately H-shape sulcus into the anterior, 

medial, lateral, and posterior orbital gyri



Fig. 2.5 Cortical areas: inferior view

Fig. 2.4 Cortical areas of the left hemisphere: medial view
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The temporal and occipital lobes are subdivided by two sulci (lateral occipitotemporal 
sulcus and medial occipitotemporal (collateral) sulcus) into three gyri, Fig. 2.5:

•	 Medial occipitotemporal gyrus whose temporal part constitutes the parahip-
pocampal gyrus and the occipital part the lingual gyrus

•	 Lateral occipitotemporal gyrus (called also the fusiform gyrus)
•	 Inferior temporal gyrus

The lingual gyrus is separated from the cuneus by the calcarine sulcus (fissure).

2.2.3  Deep Gray Nuclei

The deep gray nuclei are paired gray matter structures. The main deep gray nuclei 
are (Fig. 2.6):

•	 Basal ganglia (nuclei)
 – Caudate nucleus
 – Lentiform nuclei

 – Putamen
 – Globus pallidus

 – Lateral (or outer) segment
 – Medial (or inner) segment (see also Sect. 2.2.6)

•	 Thalamus
•	 Hippocampus
•	 Amygdala (amygdaloid body)

The lentiform nuclei and the caudate nucleus form the striatum.

2.2.4  Ventricular System

The ventricular system contains four interconnected cerebral ventricles (cavities) 
filled with cerebrospinal fluid (CSF) (Fig. 2.7a):

Left and right •	 lateral ventricles
•	 Third ventricle
•	 Fourth ventricle

CSF is secreted mainly in the choroid plexus (a network of vessels) and  circulates 
from the lateral ventricles through the paired interventricular foramina (of Monro) 
to the third ventricle, and then via the aqueduct to the fourth ventricle, Fig. 2.7a. 
The lateral ventricles are the largest and each contains (Fig. 2.7b):
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•	 Body (or central portion)
•	 Atrium (or trigon)
•	 Horns

 – Frontal (anterior)
 – Occipital (posterior)
 – Temporal (inferior)

Fig. 2.6 Deep gray nuclei: (a) embedded into the brain; (b) shown in isolation
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2.2.5  Sectional Neuroanatomy

Sectional (planar) neuroanatomy is typically presented on orthogonal (axial, coronal , 
and sagittal) images. To spatially locate the orthogonal images, we place them in the 
Talairach coordinate system [48], which is a stereotactic reference system based on 
the anterior and posterior commissures (see also Fig. 2.28a) with the origin at the 
center of the anterior commissure (see also Figs. 2.8–2.10).

Four axial images located at −12, +1, +12, and +24 mm (where “−” denotes the 
level below and “+” above the anterior commissure) with the cortical areas and deep 
gray nuclei segmented and labeled are shown in Fig. 2.8.

Two coronal images passing through the anterior and posterior commissures are 
presented in Fig. 2.9.

Two sagittal images located at 3 and 21 mm from the midline are shown in 
Fig. 2.10.

2.2.6  Main Stereotactic Target Structures

Several subcortical structures (and more recently also cortical areas) are therapeutic 
stimulation targets in stereotactic and functional neurosurgery [84] to treat move-
ment disorders (mainly Parkinson’s disease), epilepsy, pain, and mental disorders 
(psychosurgery). The main stereotactic target structures are:

•	 Subthalamic nucleus, Fig. 2.11
•	 Ventrointermediate nucleus of the thalamus, Fig. 2.12
•	 Globus pallidus interna (medial segment), Fig. 2.13

The subthalamic nucleus presented on the triplanar (the axial, coronal, and sagittal 
planes) is shown in Fig. 2.11.

Fig. 2.7 Ventricular system: (a) interconnected ventricles; (b) components of the lateral ventricle
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Fig. 2.8 Planar neuroanatomy in axial orientation at: (a) −12 mm; (b) +1 mm (along with 
the Talairach grid); (c) +12 mm; (d) +24 mm (“−” denotes the level below and “+” the level above the 
anterior commissure)
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Fig. 2.9 Planar neuroanatomy in coronal orientation at: (a) 0 mm passing through the anterior 
commissure (point), i.e., the location on the coronal plane where the horizontal and vertical planes 
of the Talairach system intersect; (b) −24 mm passing through the posterior commissure (point)
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Fig. 2.10 Planar neuroanatomy in sagittal orientation at: (a) 3 mm (along with the Talairach grid); 
(b) 21 mm from the midline
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Fig. 2.11 Subthalamic nucleus on sagittal, axial, and coronal planes (the location of the triplanar 
is marked by the green dashed lines)

Fig. 2.12 Ventrointermediate nucleus of the thalamus: sagittal, coronal, and axial planes

The ventrointermediate nucleus of the thalamus on the triplanar is presented in 
Fig. 2.12.

The globus pallidus interna on the triplanar is illustrated in Fig. 2.13.
All three structures in 3D placed in the Talairach stereotactic coordinate system 

are shown in Fig. 2.14.
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Fig. 2.13 Globus pallidus interna (medial segment): axial, coronal, and sagittal planes

Fig. 2.14 Stereotactic target structures in 3D. The marks on the axes are placed at 10-mm intervals
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2.2.7  Functional Areas

Several parcellations are introduced to subdivide the cortical regions into functional 
areas [16]. Brodmann’s parcellation based on histology is the most widely used and 
it is illustrated in axial orientation in Fig. 2.15. Brodmann’s areas are useful in 
neuroscience and functional studies.

2.3  Vascular Neuroanatomy

The knowledge of cerebrovasculature is crucial in stroke, vascular and tumor  surgery 
as well as interventional neuroradiology. The complete cerebrovasculature is highly 
complex and variable, Fig. 2.16. It is subdivided into:

•	 Arterial system
•	 Venous system with the cerebral veins and dural sinuses

Fig. 2.15 Brodmann’s areas in axial orientation: (a) vision and speech areas (+8 mm); (b) motor 
and sensory areas (+40 mm). The areas are uniquely color-coded

Brodmann’s area 10
Area 18 is the area of visual integration
possessing reciprocal connection with
area 19. Efferent fibers travel subcortically
toward the brainstem of the superior
quadrigeminal colliculus. The occipital
oculomotor area on the external surface of
the lobe spreads over areas 18 and 19. It
is the seat of vertical and oblique
conjugate movements of automatic type.
Areas 18 and 19 are connected to the 
frontal oculomotor center, to the
sensorimotor cortex, and to the auditory
cortex by long association bundles

Brodmann’s area 17
Area 17 is the primary visual sensory area
macroscopically identified by the striae of
Gennari. It is directly connected with area
18 and through it with area 19.

Brodmann’s area 17
Area 19 is largely interconnected with the
adjacent areas and contralateral area 19
via callosal radiations. The occipital
oculomotor area on the external surface of
the lobe spreads over areas 18 and 19. It
is the seat of vertical and oblique
conjugate movements of automatic type.
frontal oculomotor center, to the
sensorimotor cortex, and to the auditory
cortex by long association bundles.

Brodmann’s area 37
Area 37 is an auditory visual association
area.

Brodmann’s area 45
Areas 45 and 44 cover approximately the
cortical area of Broca (motor speech) in
the lower frontal convolution. They are
directly connected by long tract with area
10 and undoubtedly with the
supplementary motor area.

Brodmann’s area 10
Areas 10 and 19 belong to the prefrontal
cortex. Principal  connections are with the
thalamus (dorsomedian nucleas) and
also the three other cerebral lobes, and
the hypothalamus. Efferent fibers,
associated with others from areas 8 and
45, accompany the tract of Arnold to the
brainstem.

Brodmann’ s area 18

Brodmann’s area 17Brodmann’s area 19

Brodmann’s area 37

Brodmann’s area 45

TT88a / +8mm
Brodmann’s area 10

Anterior

a



Fig. 2.15 (continued)

Fig. 2.16 The cerebral vasculature with arteries, veins, and dural sinuses. The vessels are uniquely 
color-coded such that all vessels with the same name have the same color
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2.3.1  Arterial System

2.3.1.1  Parcellation of Arterial System

The brain is supplied by two pairs of arteries:

Left and right •	 internal carotid arteries anteriorly
Left and right •	 vertebral arteries posteriorly forming the basilar artery (Fig. 2.17a) 

interconnected by the circle of Willis (Fig. 2.21).

The internal carotid artery (ICA) branches into the anterior cerebral artery 
(Fig. 2.17c) and the middle cerebral artery (Fig. 2.17d). The left and right posterior 
cerebral arteries originate from the basilar artery (Fig. 2.17e).

2.3.1.2  Anterior Cerebral Artery

The anterior cerebral artery has the following main branches (Fig. 2.18):

•	 A1 segment ( precommunicating part)
•	 A2 segment ( postcommunicating part)

 – Pericallosal artery
 – Callosomarginal artery

2.3.1.3  Middle Cerebral Artery

The middle cerebral artery is subdivided into four segments (Fig. 2.19a):

•	 M1 segment (sphenoid part)
•	 M2 segment (insular part)
•	 M3 segment (opercular part)
•	 M4 segment (terminal part)

Its main branches for the left hemisphere are shown in Fig. 2.19b.

2.3.1.4  Posterior Cerebral Artery

The posterior cerebral artery is parcellated into four segments (Fig. 2.20):

•	 P1 segment (precommunicating part)
•	 P2 segment (postcommunicating part)
•	 P3 segment (lateral occipital artery)
•	 P4 segment (medial occipital artery)
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Fig. 2.17 The cerebral arteries: (a) blood supply to the brain by the internal carotid artery (ICA) 
anteriorly, and the vertebral artery (VA) and the basilar artery (BA) posteriorly; (b) ICA and VA 
connected by the circle of Willis; (c) anterior cerebral artery along with the ICA, VA, and BA; 
(d) middle cerebral artery along with the ICA, VA, and BA; (e) posterior cerebral artery along with 
the ICA, VA, and BA; (f) complete arterial system
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2.3.1.5  Circle of Willis

The circle of Willis connects the anterior and posterior circulations. It includes the 
following vessels (Fig. 2.21):

•	 Anterior communicating artery
Left and right •	 posterior communicating arteries
Part of the left and right •	 internal carotid arteries
Left and right •	 A1 segments of the anterior cerebral arteries
Left and right •	 P1 segments of the posterior cerebral arteries

2.3.2  Venous System

2.3.2.1  Parcellation of Venous System

The main components of the venous system are, Fig. 2.22:

•	 Dural sinuses

Fig. 2.18 Anterior cerebral artery
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•	 Cerebral veins
 – Superficial veins
 – Deep veins

The cerebral veins empty into the dural sinuses.

Fig. 2.19 Middle cerebral artery: (a) M1, M2, M3, and M4 segments; (b) main branches of the 
left hemisphere
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2.3.2.2  Dural sinuses

The main dural sinuses are (Fig. 2.23):

•	 Superior sagittal sinus
•	 Inferior sagittal sinus
•	 Straight sinus

Left and right •	 transverse sinuses
Left and right •	 sigmoid sinuses

2.3.2.3  Cerebral Veins

The main superficial cerebral veins are (Fig. 2.24):

•	 Frontopolar veins
•	 Prefrontal veins
•	 Frontal veins
•	 Parietal veins
•	 Occipital veins

Fig. 2.20 Posterior cerebral artery
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Other important superficial veins include superior and inferior anastomotic 
veins, and superficial middle cerebral vein.

The main deep cerebral veins are (Fig. 2.25):

•	 Great vein (of Galen)
Left and right •	 basal vein (of Rosenthal)
Left and right •	 internal cerebral veins

2.3.3  Vascular Variants

The human cerebrovasculature is highly variable and vascular variants have been 
extensively studied, see e.g., [6, 10, 13, 22]. Variations exist in terms of origin, loca-
tion, shape, size, course, branching patterns as well as surrounding vessels and 
structures. The knowledge of cerebrovascular variants is central in diagnosis, 
treatment , and  medical education.

Main variants in 3D in the circle of Willis are show in Fig. 2.26 (more 3D  variants 
are presented in [70]).

Fig. 2.21 The circle of Willis
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2.4  Connectional Neuroanatomy

Three types of white matter connections (or tracts, fibers, bundles, fiber pathways, 
fascicles) are distinguished in the cerebral hemispheres (Fig. 2.27):

•	 Commissural tracts
•	 Association tracts
•	 Projection tracts

In addition, three cerebellar paired peduncles:

•	 Superior peduncle
•	 Middle peduncle
•	 Inferior peduncle

connect the cerebellum to the midbrain, pons and medulla of the brainstem, 
respectively.

Fig. 2.22 Parcellation of the venous system: (a) dural sinuses (DS); (b) superficial veins with the 
DS; (c) deep veins with the DS; (d) complete venous system
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Fig. 2.24 Superficial cerebral veins of the left hemisphere

Fig. 2.23 Dural sinuses (the left hemisphere is labeled)
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2.4.1  Commissural Tracts

The commissural tracts interconnect both hemispheres across the median plane. 
The main commissural tracts are, Fig. 2.28:

•	 Corpus callosum
•	 Anterior commissure
•	 Posterior commissure

The corpus callosum (the great commissure) is the largest commissure. Its three 
main parts, genu (knee), body, and splenium, connect the frontal lobes, wide areas 
of hemispheres, and the occipital lobes, respectively.

The anterior commissure connects the temporal lobes, while the posterior 
commissure the midbrain, thalamus, and hypothalamus on both sides.

Fig. 2.25 Deep cerebral veins

Fig. 2.26 Vascular variants of the circle of Willis: (a) double anterior communicating artery;  
(b) absent left posterior communicating artery; (c) absent left P1 segment (the variants are in white)
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2.4.2  Association Tracts

The association tracts interconnect different cortical regions of the same hemi-
sphere. There are two types of the association tracts:

•	 Short arcuate fibers that connect adjacent gyri (U fibers)
•	 Long arcuate fibers interconnecting widely separated gyri

The main association tracts are (Fig. 2.29):

•	 Superior longitudinal fasciculus
•	 Middle longitudinal fasciculus
•	 Inferior longitudinal fasciculus
•	 Superior occipito-frontal fasciculus
•	 Inferior occipito-frontal fasciculus
•	 Cingulum
•	 Uncinate fasciculus

The superior longitudinal fasciculus connects the frontal lobe with the temporal, 
parietal, and occipital lobes. The inferior longitudinal fasciculus links the temporal 
lobe with the occipital lobe. The cingulum deep to the cingulated gyrus interconnects 

Fig. 2.27 White matter tracts on the left and for comparison the brain on the right
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Fig. 2.28 Commissural tracts with the corpus callosum, anterior commissure, and posterior 
 commissure: (a) on the midsagittal plane; (b) in 3D

parts of the temporal, parietal, and occipital lobes. The uncinate fasciculus connects the 
frontal lobe (orbital gyri and motor speech area) with the temporal lobe.

2.4.3  Projection Tracts

The projection tracts connect the cortex with the subcortical structures in the dien-
cephalon, brainstem, and spinal cord. The main projection tracts are (Fig. 2.30):

•	 Cortico-spinal (pyramidal) tract
•	 Cortico-thalamic tract including the anterior, posterior (optic), and superior 

 thalamic radiations
•	 Cortico-bulbar tract (connecting to the brainstem)
•	 Cortico-pontine tract (projecting to the cerebellum)
•	 Auditory radiations

The projection fibers between the striatum and thalamus form the internal 
 capsule consisting of the anterior limb (containing the cortico-thalamic tract), genu 
(comprising the cortico-bulbar tract), and posterior limb (containing the cortico-
spinal tract). The fibers radiating from the internal capsule to various parts of the 
cerebral cortex form the corona radiata.

2.5  Summary

The brain contains the cerebrum, cerebellum, and brainstem, and it encases the 
 ventricular system. The cerebrum comprises the paired cerebral hemispheres and deep 
gray matter nuclei including the caudate nucleus, putamen, lateral and medial globus 



352 Introduction to Brain Anatomy

Fig. 2.29 Association tracts of the left hemisphere

pallidus, thalamus, hypothalamus, hippocampus, and amygdala. The  hemispheres are 
parcellated into frontal, temporal, parietal, occipital, and limbic lobes. The cerebellum 
contains the paired cerebellar hemispheres united by the  midline vermis. The  brainstem 
is subdivided into midbrain, pons, and medulla. The ventricular system contains the 
paired lateral and midline third and fourth ventricles.

The cerebral vasculature comprises the arterial and venous systems. The brain is 
supplied by two pairs of arteries: internal carotid artery anteriorly and vertebral 
artery posteriorly. The anterior and posterior circulations are connected by the circle 
of Willis, from which originate three paired branches: anterior cerebral, middle 
cerebral, and  posterior cerebral arteries. The venous system contains dural sinuses, 
and cerebral superficial and deep veins.

The brain is connected by commissural, association, and projection tracts. The main 
commissural tracts (interconnecting both hemispheres) are: corpus callosum, and ante-
rior and posterior commissures. The major association tracts (interconnecting  differ-
ent regions of the same hemisphere) are: superior longitudinal, middle longitudinal, 
inferior longitudinal, superior occipito-frontal, inferior occipito-frontal, and uncinate 
fascicles. The main projection tracts (connecting the cortex with subcortical structures) 
contain: cortico-spinal, cortico-thalamic (including optic radiation),  cortico-bulbar, and 
cortico-pontine tracts as well as auditory radiation.
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This introduction covers basic neuroanatomy. For further study, the reader is 
referred to the existing literature and electronic atlases.
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3.1  Structural and Functional Brain Imaging:  
A Comparative Overview of Techniques

Anatomical landmarks are useful in describing the location of different functional 
brain regions, for example, the primary sensorimotor cortex in the pre- and post-
central sulci, the primary auditory cortex on Heschl’s gyrus, and the primary visual 
cortex in the calcarine sulcus [1]. However, early studies examining the effects of 
different brain lesions on function, and the advent of neuroimaging, have shown that 
there is tremendous intraindividual variability in both the structure and functional 
organization of the human brain. Like fingerprints, each brain has a unique configu-
ration of gyri and sulci (crests and troughs, respectively, in the surface of the brain) 
[2, 3]. In addition, brain function may not be specifically localized with respect to 
sulcal neuroanatomy, prompting the conclusion that sulci are not generally valid 
landmarks of the microstructural organization of the cortex [4]. In patients with 
brain pathology, the use of anatomical landmarks can further be jeopardized due to 
edema or mass effects that obliterate the structure of gyri and sulci and can induce 
plasticity in functional organization. These findings highlight the important role of 
personalized structural and functional neuroimaging, especially for clinical applica-
tions such as presurgical brain mapping. In this chapter, the chief neuroimaging 
methods relevant to the diagnosis and management of patients with brain tumor or 
epilepsy are reviewed.

E. Liebenthal (*)
Neuroscience, University of Manitoba, Winnipeg,  
Canada & Neurology, Medical College of Wisconsin, Milwaukee, USA
e-mail: liebenth@cc.umanitoba.ca; einatl@mcw.edu

Chapter 3
Introduction to Brain Imaging

Einat Liebenthal 



42 E. Liebenthal

3.1.1  Magnetic Resonance Imaging-Based  
Brain Imaging Techniques

3.1.1.1  Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is an imaging technique that provides good 
contrast resolution between different soft tissues, making it particularly useful in the 
brain. The discoveries that led to the development of modern MRI were first reported 
in the 1970s [5, 6], and eventually won the inventors the Nobel prize in Physics or 
Medicine in 2003. Since its introduction as a diagnostic tool in the 1980s, MRI has 
become the main neuroimaging modality. The advent of higher field magnets has 
resulted in standard imaging at an exquisite spatial resolution around 1 mm3, per-
mitting visualization of fine anatomic details at clinically acceptable short acquisi-
tion times. MRI is vastly superior to other structural imaging methods such as X-ray, 
computer tomography (CT), and ultrasound, in terms of spatial resolution and the 
delineation of tumors [7]. In addition, contrary to X-ray and CT which involve ion-
izing radiation, MRI is based on noninvasive radio frequency excitation of biologi-
cal molecules with magnetic properties.

3.1.1.2  Functional Magnetic Resonance Imaging (fMRI)

FMRI can map function in the entire living brain. FMRI is an indirect measure of 
neural activity that is based on the premise of a relationship between local changes 
in neural activity and cerebral blood dynamics. FMRI using the blood-oxygenation 
level-dependent (BOLD) contrast is a method to measure local changes in the con-
centration of paramagnetic deoxyhemoglobin that are associated with an increase in 
blood flow to active regions in the brain [8, 9]. First reports of fMRI in humans 
demonstrated that visual stimulation produces a detectable transient increase in the 
intensity of water proton magnetic resonance signal in primary visual cortex [10, 
11]. Similar increases in fMRI signal were found in the motor cortex during finger 
movement [12]. The spatial resolution of fMRI is high, typically ranging 3–5 mm 
for most common applications. But the temporal resolution is low, with a mean rise 
time for signal change around 4 s, approximately two orders of magnitude slower 
than the underlying neural activity. FMRI has come to dominate the field of func-
tional neuroimaging thanks to its low invasiveness, lack of radiation exposure, 
exquisite spatial resolution, and relatively wide availability.

FMRI has revolutionized the field of cognitive neuroscience. One of the unique 
strengths of this technique is its capability to image function in the entire brain non-
invasively. Two decades of fMRI research in cognitive neuroscience have high-
lighted the distributed and dynamic nature of brain function, largely contradicting 
the classic view emerging from earlier lesions studies of a fixed and focal relation-
ship between anatomy and brain function. Cognitive functions are represented in 
large-scale networks, with wide interindividual variability in the representation of 
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function across the different nodes of each network, and tremendous plasticity 
related to learning and memory or caused by pathological changes [13]. This mod-
ern understanding of the organization of cognitive brain functions emphasizes the 
value of fMRI mapping for identifying neural network systems in individual patients 
and also the limitation of this technique for predicting the necessity of any brain 
region for carrying out certain functions.

Factors related to the choice of fMRI activation paradigm (active or passive task, 
level of task performance, baseline condition, and the number of trials per task con-
dition) can have a strong impact on the resulting functional maps and their interpre-
tation, particularly for mapping cognitive functions such as language [14, 15]. As 
detailed further in the sections below, various procedures can be undertaken to opti-
mize the design of fMRI activation paradigms for different clinical applications.

Many fMRI paradigms use a block design, in which a time series of images is 
acquired during periods of an experimental (ON) and a control (OFF) condition, in 
order to identify brain regions associated with processes engaged during the ON but 
not (or less) during the OFF period. FMRI paradigms using a block design tend to 
be simple to implement and provide high statistical power (with adequate sample 
sizes) and are therefore often preferred for clinical applications [16]. However, other 
more complicated designs using parametric, event-related, or conjunction approaches 
have been developed to improve the sensitivity of the method to subtle, individual 
or trial-wise changes, or to overcome problems related to the selection of an ade-
quate baseline control condition [17, 18].

Another layer of difficulty inherent to fMRI is that the precise location and extent 
of observed brain activity depend on the statistical significance threshold used to 
create functional maps. Adaptive thresholding schemes, for example consisting of 
mapping the activation as a percentage of local excitation, have been suggested as a 
means to reduce the variability in the extent of activation between subjects [19]. 
This method was shown to yield highly reproducible and specific motor activation 
in a large cohort of subjects when the threshold was set at 40% of the most active 
voxels [20].

Given the significant variability in fMRI mapping associated with different acti-
vation paradigms and different procedures for data analysis, large scale and care-
fully designed studies are essential to systematically evaluate the reliability of each 
mapping paradigm and its predictive value for selected clinical applications.

3.1.1.3  Diffusion Tensor Imaging

Diffusion tensor imaging (DTI) is a newer method that can demonstrate the orienta-
tion and integrity of white matter fibers in vivo [21, 22]. The technique has gener-
ated much interest because it currently is the only approach available to noninvasively 
study the three-dimensional architecture of white matter tracts [23]. DTI is sensitive 
to the diffusion of water molecules in the direction of the field gradient. Diffusion is 
anisotropic in white matter tracts because the axonal membranes and myelin sheaths 
limit the motion of water molecules to the orientation parallel to the fiber. Thus, the 
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direction of maximum diffusivity has been shown to coincide with the white matter 
fiber tract orientation [24]. A minimum of six diffusion encoded measurements are 
required to accurately describe the diffusion tensor (mathematical 3D model of dif-
fusion), but using more directions will improve the accuracy of the tensor measure-
ment [25]. The direction of maximum diffusivity is often mapped by using red, 
green, and blue color to indicate diffusion in the left–right, anterior–posterior, and 
superior–inferior axes, respectively, with color brightness modulated by fractional 
anisotropy (indicating the degree of anisotropy) [26]. Fiber tractography is a post-
processing derivation of the diffusion data whereby three-dimensional trajectories 
of white matter tracts are reconstructed based on the estimates of fiber orientation in 
each voxel. The visualization in three dimensions can assist in identifying specific 
fiber tracts. Various fiber tracking methods have been implemented, which compare 
local tensor field orientations measured by DTI from voxel to voxel, allowing non-
invasive tracing of large fiber tracts in the human brain [23, 27, 28]. The tracking 
algorithm is initiated from seed regions that can be defined by the user, based on 
anatomical landmarks or functional maps.

3.1.2  Electrophysiological Brain Imaging Techniques

3.1.2.1  Electroencephalography and Magnetoencephalography

Electrophysiological techniques that can be used to probe electrical neural activity 
directly and noninvasively have been around for the better part of the last century. 
The discovery that small fluctuations in electrical potentials can be measured from 
the human scalp, a method termed scalp electroencephalography (EEG), was first 
reported by the German psychiatrist Berger in 1929. Magnetoencephalography 
(MEG), or the recording of magnetic fields produced by the electrical currents in the 
brain, was first achieved in the late 1960s [29, 30]. Both EEG and MEG have since 
evolved to include larger numbers of recording channels and improved amplifica-
tion technology. From a practical standpoint, EEG devices are widely available, 
relatively low cost, and can also be portable and used for long-term recordings. On 
the other hand, multichannel MEG recording is more practical than multi channel 
EEG recording because EEG (but not MEG) requires establishing contact between 
each channel sensor and the scalp. Nevertheless, MEG scanners are still scant, gen-
erally limiting the use of this technology.

EEG and MEG both measure currents arising primarily from excitatory and 
inhibitory postsynaptic potentials along the dendritic tree of pyramidal neurons in 
the cerebral cortex [31]. Neurons in large areas of cortex, on the order of a few 
square centimeters, have to be synchronously active in order to generate a detect-
able electrical or magnetic field on the scalp. Both EEG and MEG have exquisite 
temporal resolution on the order of 1 ms, highly superior to the temporal resolution 
of fMRI. Despite the correspondence in the neural origin of the EEG and MEG 
signals, there are important differences between the techniques that result in different  
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sensitivity in certain brain areas. Electrical and magnetic fields have orientations 
perpendicular to one another, such that scalp EEG is sensitive to neural sources both 
tangential and radial to the scalp, whereas MEG is sensitive primarily to tangential 
sources. As a result, MEG selectively measures activity in the sulci of the brain, 
whereas scalp EEG measures activity both in the sulci and gyri. Magnetic fields are 
also less distorted by the resistive properties of the skull and scalp, and they decay 
faster as a function of distance from the source, than electrical fields. As a result, 
MEG has increased sensitivity and superior spatial resolution for superficial cortical 
activity, compared to EEG [32].

Modeling of EEG and MEG scalp activity to localize the neural source/s is fun-
damentally ill-posed because no unique solution exists to this inverse problem [33]. 
However, modeling of MEG activity is somewhat simplified by the fact that fewer 
sources are identified with this technique, and at higher spatial resolution. Generally, 
good agreement has been reported between EEG and MEG source localizations, 
although differences exist and can be attributed to the differences in orientation 
discussed above. Thus, the techniques are best considered complementary [34].

EEG and MEG responses associated with specific external or internal events, 
termed event-related potentials (ERPs), can be obtained by simple averaging of 
many epochs aligned according to the time of occurrence of the event of interest 
[35, 36]. ERP waveforms consist of a sequence of peaks which are characterized by 
their polarity, absolute and inter-peak latency, the type of stimuli and experimental 
conditions that elicit them, and their scalp topography. Latency measures are by far 
the most useful aspect of ERPs for clinical applications. Deviations in peak latency 
measures can indicate abnormal neural conduction, for example as a result of 
demyelination in a neurodegenerative disease such as multiple sclerosis [37]. ERPs 
are particularly useful in cases when MRI indices of multiple sclerosis are 
inconclusive [38]. Routine clinical evaluations can include the measurement of 
short- and middle-latency visual, somatosensory and auditory-evoked potentials for 
the differential diagnosis of sensory (peripheral) and central nervous system 
disorders. The measurement of ERPs is objective in that most clinically useful 
responses are obligatory and independent of the patient’s compliance. ERPs can 
therefore be used to assess the neurological status in patients who are anesthetized 
or comatose.

3.1.3  Multimodal Imaging

3.1.3.1  Simultaneous fMRI and EEG

Simultaneous recording of brain activity with two neuroimaging modalities can 
provide information beyond that attainable with each technique alone. The devel-
opment of simultaneous MRI/EEG was motivated by clinical interest in mapping 
sources of epileptic discharges onto MR images [39]. Simultaneous fMRI and 
EEG recording is particularly attractive because it holds the promise of maximizing  
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the fine spatial resolution of fMRI with the fine temporal resolution of EEG. 
The combination of these techniques may allow improved localization of neural 
generators identified with EEG, as well as enhanced temporal resolution of BOLD 
activation foci [40–43]. Simultaneous recordings are preferable to sequential record-
ings in that they allow perfect correspondence of experimental conditions (acoustic 
and visual environment) and cognitive factors (task performance, attention) between 
the recordings. This is critical for the study of cognitive functions relying on learn-
ing, memory, or attention. Simultaneous recordings can be technically challenging 
as they essentially involve running two experiments at the same time. Simultaneous 
fMRI/EEG involves extracting a small EEG signal from the increased background 
noise caused by the magnetic field [44–47]. The primary clinical application of 
simultaneous fMRI/EEG is for the localization of epileptic zones [48, 49].

3.2  Clinical Applications of Brain Imaging for Image-Guided 
Neurosurgery in Epilepsy and Brain Tumor Patients

The major objective of presurgical and intrasurgical brain mapping is to provide 
patient-specific structural and functional information that can facilitate maximal 
tumor or epileptic tissue surgical resection, while minimizing damage to surround-
ing gray and white matter structures supporting vital sensory and cognitive func-
tions. Presurgical mapping of functional brain regions and their spatial relationship 
to a brain lesion can help predict possible deficits in sensory, motor, or cognitive 
functions due to surgery or due to continued lesion growth. Presurgical mapping can 
help guide the decision for course of intervention (extent of resection, alternative 
treatment) and the decision to conduct additional intrasurgical functional mapping. 
Presurgical mapping is also valuable for planning the surgical approach.

Mapping of functional areas is traditionally achieved by invasive methods such 
as presurgical intraarterial amobarbital (Wada) testing for the assessment of hemi-
spheric language and memory dominance, presurgical or intrasurgical cortical stim-
ulation mapping, and intrasurgical monitoring of sensory-evoked responses. These 
techniques require a separate surgical procedure or are performed intrasurgically, 
and therefore, tend to place additional stress on the patient and the clinical team. 
If presurgical functional mapping is not acquired, this may also result in less  optimal 
surgical planning.

In contrast, MRI-based neuroimaging is always performed presurgically (and 
sometimes also intrasurgically) and the technique is completely noninvasive. Further 
contributing to the increasingly popular use of MRI for presurgical mapping are: the 
high sensitivity of MRI for visualization of brain lesions, the high spatial resolution 
afforded by fMRI and DTI for mapping of functional neuronal networks and white 
matter fibers, the relative safety of MRI, and the good access to MRI scanners in 
most medical centers. Compared to the alternative invasive functional mapping 
techniques for functional mapping, fMRI is more pleasant to the patient and less 
expensive. An example of MRI, fMRI, and DTI presurgical mapping in a patient 
with a left frontotemporal tumor is shown in Fig. 3.1.
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3.2.1  Structural MRI

MRI has revolutionized neurosurgery. The principal role of MRI for the diagnosis 
and management of brain tumor or epilepsy patients is to reveal the location and 
extent of cerebral tumors or lesions that might cause epilepsy. MRI has high 
sensitivity for the visualization of brain structural abnormalities. In brain tumor 
patients, resection of primary tumors can improve survival, functional capability, 
and the effect of adjuvant therapies, provided that postsurgical neurological deficits 
can be avoided [7, 50, 51].

In epilepsy patients, resection of an MR-visible lesion near the site of seizure 
onset, such as mesial temporal sclerosis (scarring of the hippocampus) or cortical 
dysplasia (cellular maturation abnormality), dramatically increases the chances of 
freedom from seizures [52]. The use of higher field MR scanners (3T), thinner 
image slices, and the implementation of advanced sequences such as fluid- attenuated 
inversion recovery (FLAIR) can improve the odds of detecting subtle focal cortical 
dysplasia [53]. MRI can also help visualize the location of intracranial electrodes 
(implanted for electrical source localization of seizure foci) with respect to 

Fig. 3.1 Presurgical fMRI and DTI in 29-year-old male with left frontotemporal low-grade glioma 
showing symptoms of seizures, mild word finding difficulty, and right arm and leg weakness. 
(a) FLAIR, and (b) T2-weighted structural MRI showing tumor outline. (c) Language map during 
semantic processing overlaid on 3D head model with segmented tumor (in green). (d) Fractional 
anisotropy, and (e) DTI tractography of corticospinal tracts. FMRI suggests anterior displacement 
of language areas in left frontal cortex. DTI shows inward displacement of the left corticospinal 
tract. FMRI and DTI data assisted in planning the surgical approach. L left
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anatomical  landmarks and lesions, provided that adequate safety measures are 
observed [54]. Alternatively, the location of the intracranial electrodes can be visu-
alized on high-resolution CT, and those images can then be registered to MR images 
obtained prior to electrodes implantation.

However, in approximately 25% of epilepsy surgery candidates, structural MRI 
produces inconclusive evidence of brain lesions or evidence that is inconsistent with 
scalp EEG results. In some of those cases, positron emission tomography (PET) can 
be used to characterize cerebral metabolism and indicate the location of subtle abnor-
malities that can cause seizures. This information can further be used to guide the 
positioning of intracranial electrodes in order to identify the seizure foci [55, 56].

A relatively newer application of MRI is for intrasurgical imaging. The primary 
objective of intrasurgical imaging is for the detection during surgery of residual tumor 
or lesion tissue, thereby optimizing the resection and minimizing the need for correc-
tive surgery [57]. Intrasurgical MRI can be implemented through use of a dedicated 
intrasurgical MR scanner or through adaptation of existing MRI scanner technology 
to the operating theater [58, 59]. Structural MR images are obtained in the operating 
room, usually after the planned resection is thought to be achieved, and sometimes 
also immediately after craniotomy to account for significant brain shifts. Intrasurgical 
MR imaging was shown to dramatically improve the estimate of residual tumor bur-
den compared to a subjective evaluation of the operating neurosurgeon [60–62]. In a 
series of patients undergoing surgical resection to remove glial tumors or pituitary 
adenomas, intrasurgical MRI was found to significantly increase the rate of success in 
achieving the planned tumor removal, as confirmed by postsurgical imaging [63]. 
In addition, presurgical structural and functional images such as contrast-enhanced 
MRI, fMRI and DTI maps can be registered to the intrasurgical images, thereby making 
this information more readily available during the surgery [63].

However, a serious caveat of intrasurgical neuronavigation is that significant and 
difficult to predict brain shifts, up to 20 mm, can occur during the surgery, primarily 
in relation to craniotomy and tumor removal [64]. A variety of factors affect the 
brain shift, including the tissue characteristics, intrasurgical patient positioning, the 
size of the craniotomy, and the resected volume [65]. Presurgical information must 
therefore be compensated for such brain shift throughout the surgery for accurate 
registration to the intrasurgical space [66]. Estimation of intrasurgical brain shifts 
can be achieved with intrasurgical ultrasound [67] or MRI [65, 68]. However, accu-
rate nonrigid registration of presurgical images to the intrasurgical space is compu-
tationally expensive and time-consuming, and therefore, challenging for real-time 
implementation [69, 70]. Recent advances achieved in this field [71] are discussed 
in detail in other chapters of this book.

3.2.2  Presurgical fMRI Mapping

FMRI using the endogenous BOLD contrast is increasingly used for presurgical 
mapping in epilepsy and brain tumor patients at many clinical centers. The fast 
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T2*-weighted imaging capabilities necessary for fMRI are a standard feature on 
MRI clinical systems, and the implementation of audiovisual stimulation and 
response equipment needed for most fMRI activation paradigms is relatively low 
cost. Recent reports suggest that presurgical planning using fMRI can reduce sur-
gical time, affect decisions regarding the targeted extent of resection [72, 73], and 
improve surgery outcome [74]. Compared to the gold standard cortical stimulation 
mapping [75, 76], fMRI is noninvasive and performed presurgically, without the 
time constraints and possible side effects on cognitive function associated with the 
surgical environment.

Nevertheless, clinical acceptance of fMRI for presurgical mapping is still 
impeded by several factors. Major obstacles include: (1) A lack of standardized 
acquisition paradigms and user-friendly analysis procedures for robust and reliable 
functional mapping in individual patients [77, 78]. (2) Spatial imprecision in presur-
gical maps due to surgically induced nonlinear brain shifts [79]. (3) A reduction of 
the fMRI response near tumors (particularly malignant glial tumors) despite pres-
ence of viable neuronal tissue (neurovascular uncoupling) [80, 81]. (4) A need for 
systematic evaluation in large multicenter studies specifically designed to establish 
the accuracy and predictive value of fMRI mapping for patient outcome [77].

The problem of lack of standardized acquisition paradigms and analysis proce-
dures is that different paradigms and procedures can produce different brain activity 
patterns, and an area that is active in one scheme may not be active in another. In 
addition, whole-brain fMRI has the potential to reveal entire networks associated 
with different functions including those regions that are “merely” involved in a 
function but perhaps expendable [82]. Due to these characteristics, fMRI presurgical  
mapping carries two types of risks: (1) Surgically sparing fMRI active regions that 
are not essential for function, leading to suboptimal surgical resection. (2) Resecting 
critical functional areas that were not active in the selected scheme, resulting in 
postsurgical neurological deficit [83]. Given the serious implications of presurgical 
mapping, it is of utmost importance to identify paradigms and analysis procedures 
that reliably and robustly activate clinically relevant brain regions. A good starting 
point for selecting presurgical paradigms is from large-scale imaging studies con-
ducted in healthy individuals and documented to produce replicable activation in 
target brain regions on an individual scale.

Perhaps even more problematic is the sparse experience and documentation of 
the predictive value of various fMRI paradigms and analysis procedures for 
patient postsurgical outcome. Given the complex representation of function in 
the brain, the large intraindividual variability in brain anatomy and function, and 
the potential for functional reorganization and plasticity in healthy brains and 
particularly as a result of disease, there is not a simple relationship between focal 
brain lesions and functional deficits. Therefore, the predictive value of fMRI 
presurgical mapping for patient outcome must be estimated based on experimental  
data and in the context of specific activation paradigms and analysis procedures. 
To date, however, systematic large-scale studies to determine the value of fMRI 
presurgical mapping of different activation paradigms in various patient popula-
tions are still rare.
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Nevertheless, it is important to note that alternative mapping methods such as the 
gold standard cortical stimulation method suffer from similar ailments. Cortical 
stimulation is considered to identify regions that are functionally essential and their 
damage during surgery would therefore result in neurological deficit. However, this 
technique cannot account for possible postsurgical functional reorganization that 
could prevent permanent loss of function [78, 84]. Cortical stimulation can also in 
some cases indirectly interfere with brain areas connected with but removed from 
the stimulated site. Thus, there is a risk of false positive results with cortical stimu-
lation, and similar to fMRI, the predictive power for patient outcome needs to be 
estimated based on systematic analysis of experimental data.

The main application of fMRI for neurosurgical planning is for the mapping of 
language and sensorimotor functions, because these functions are considered to be 
most vulnerable to neurosurgical procedures and most important for postsurgical 
quality of life. The specific challenges and advantages of fMRI presurgical mapping 
of language and sensorimotor systems relative to other clinical mapping techniques, 
in patients with brain tumors or epilepsy, are discussed in further detail in the next 
sections.

3.2.2.1  Functional Mapping of Sensory and Motor Systems

FMRI can provide detailed functional maps that are useful in guiding a surgical 
resection. FMRI has been used to localize the motor cortex presurgically and to 
guide subsequent intrasurgical stimulation studies, particularly in brain tumor 
patients in whom the anatomy has been distorted by developmental abnormality or 
mass lesions [85–90].

Concordance between cortical stimulation and fMRI mapping of somatosensory 
and motor functions has generally been reported to be very high, between 85 and 
100% (with activations considered to match if they were found to be within 1 cm 
distance or less) [80, 90–96].

However, even in the case of motor cortex mapping, where robust activation of 
the primary motor cortex can be obtained with a simple hand motion task relative to 
rest, isolation of the primary hand motor cortex is complicated by the fact that addi-
tional nearby secondary motor and somatosensory areas are engaged. Identification 
of the primary hand motor area can be aided by anatomical landmarks, and in par-
ticular “the handknob” in the central sulcus [97], with the caveat that the mapping 
between function and anatomical landmarks is known to vary between individuals, 
and certainly in pathological conditions.

The mapping of focal primary sensory and motor regions is generally simpler 
than the mapping of cognitive functions that involve distributed networks 
identifiable  through use of elaborate activation paradigms. The value of fMRI 
 mapping of sensory and motor functions is also more evident than the value of 
mapping  cognitive functions because there is a well-established relationship 
between focal lesions to sensorimotor regions and the pattern of deficits that can 
arise. In support of the relevance of fMRI motor mapping, several studies have 
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shown that the greater the distance between fMRI activation in motor cortex and 
the surgical resection margin, the lower the instance of postsurgical motor deficits 
[87, 94]. A distance of 1–2 cm from the fMRI activation margin has generally been 
proposed in these studies as “safe” for resection. As will be reiterated in the section 
about DTI, it is important to remember that distance of the resection margin from 
the corticospinal tracts is also bound to be an important determinant of the risk for 
postsurgical motor deficit [98].

FMRI can similarly be used to map primary auditory, somatosensory, and visual 
cortex. More precise mapping of cortical organization within each cortical region 
can be obtained. For example, in visual cortex, retinotopic maps of the visual field 
cortical representation can be used to predict the pattern of visual field loss from 
resection of particular cortical areas [99, 100].

3.2.2.2  Functional Mapping of Cognitive Systems

The mapping of cognitive functions, and in particular language, is more chal-
lenging than the mapping of sensory and motor functions. One of the main rea-
sons is that cognitive functions involve widely distributed brain networks in 
which some regions may be essential to carry out a specific task or subtask, and 
other regions may play a redundant role or provide support for general cognitive 
processes. As a result, the relationship between the location of focal lesions and 
the occurrence of cognitive deficits is complex and not well understood. For 
example, in language, both speech production and language comprehension 
involve widely distributed brain networks that extend well beyond the regions of 
Broca and Wernicke that have traditionally been associated with these functions, 
respectively [101–105]. Accordingly, lesions to different left temporal and fron-
tal brain areas can lead to deficits in seemingly similar language functions, and the 
prognosis for recovery from aphasia after seemingly similar focal lesions is difficult 
to predict [106, 107].

In light of the intricacies involved in fMRI language mapping, the choice of 
fMRI language paradigms is particularly decisive in determining the results of this 
procedure. FMRI paradigms with active tasks and careful monitoring of the patient’s 
task performance are generally preferable because inability or unwillingness of the 
patient to comply with task demands can result in uninterpretable mapping results. 
For mapping of cognitive functions, active control tasks rather than passive rest are 
recommended, because activation in the control condition can account for general 
executive, attentional, and motor processes that are unspecific to the tested cognitive 
function [15, 108]. This is critical for assessing language lateralization, because the 
activation pattern for language can appear to be bilateral in the absence of proper 
control for general sensory, executive, and attentional processes that are not left 
hemisphere dominant. In addition, activation during rest can be dominated by 
 continuous processing of linguistically mediated thoughts, thereby effectively 
reducing the differential activation of language networks between the active and 
control conditions [109, 110].
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Accordingly, it is not surprising that reported levels of fMRI language task 
 sensitivity and specificity with regard to cortical stimulation mapping have been 
variable and strongly dependent on the particular task that is used for both cortical 
stimulation and fMRI [14]. High sensitivity (i.e., fMRI activates all or most sites 
identified by cortical stimulation) but low specificity (fMRI activates additional 
sites not identified by cortical stimulation) was reported for auditory language tasks 
and in particular word generation to auditory cue [111]. Importantly, higher sensi-
tivity can generally be achieved with the conjunction of several fMRI language tasks, 
but specificity remains low [112–114]. Thus, combining several language tasks is a 
recommended strategy for improving the reliability of fMRI language mapping.

3.2.2.3  Measuring Language and Memory Hemispheric Lateralization

Perhaps the most reliable application of language fMRI mapping is for the 
 assessment of language lateralization. The primary rationale for testing language 
lateralization is the basic assumption that carrying an operation on the language-
dominant hemisphere increases the risk of postsurgical language decline. 
The current clinical gold standard for language lateralization is the Wada test that 
was developed 50 years ago to assess the hemispheric dominance of language, 
and thus the risk of language decline in patients undergoing brain surgery [115]. 
The Wada test is invasive, carries some risk, and is highly uncomfortable for the 
patient, involving intracarotid injection of a barbiturate to one hemisphere at a 
time. In this procedure, large parts of the anesthetized hemisphere are disabled 
for approximately 5 min, during which the other hemisphere is examined for 
language and other functional capacities. Several factors may confound the inter-
pretation of the Wada test, including agitation or somnolence of the patient 
related to the anesthetization procedure, inadequate disabling of certain language 
brain regions (in particular in the temporoparietal cortex) in the anesthetized 
hemisphere, or uncontrolled crossover of the anesthetic to the examined hemi-
sphere [116]. In comparison, fMRI is noninvasive, performed under conditions 
that facilitate closer-to-normal language processing, and can provide information 
at a subhemispheric spatial resolution. For these reasons, language fMRI has the 
potential of being more sensitive and more accurate than the Wada test. 
Concordance between fMRI and Wada language lateralization has generally been 
reported to be very high, in the range of 80–90% [117–119], although this 
 evaluation depends on an assignment to dominance categories (left, right, 
 bilateral) with arbitrarily defined boundaries [120]. An example of hemispheric 
lateralization in the language cortex, as assessed with fMRI in a patient with a 
right  temporal tumor, is shown in Fig. 3.2.

Indeed, fMRI of language was demonstrated to predict language decline after left 
anterior temporal lobe resection to treat intractable epilepsy, as measured by postsur-
gical change in confrontation naming in the Boston Naming Test [121]. In that study, 
the lateralization of activation during semantic processing in a temporal  lobe region 
of interest was the strongest predictor of outcome (stronger left lateralization in the 
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temporal lobe predicted poorer naming outcome). The temporal lateralization index 
showed sensitivity, specificity, and predictive values that were high and higher than 
those for the Wada test. It is important to bear in mind, however, that these results are 
limited to the specific language activation paradigm used in this study.

The Wada procedure can similarly be used to assess the hemispheric lateraliza-
tion of memory functions and estimate the risk of postsurgical amnesia, and in par-
ticular, verbal memory decline in patients undergoing anterior temporal lobe 
resection. However, the validity and reliability of the Wada memory test have been 
questioned [122, 123], prompting much interest in developing fMRI indices in the 
medial temporal cortex to assess verbal memory lateralization. Findings regarding 
the predictive value of fMRI activation in the medial temporal lobe for verbal mem-
ory outcome after anterior temporal lobe surgery have been mixed [124–127]. 
A combination of factors may contribute to the ambiguity in these results. FMRI of 
the medial temporal cortex during memory encoding and retrieval is particularly 
challenging because of the small size of the hippocampal formation (relative to the 
typical voxel size used in fMRI) and the location of the hippocampal formation at 
the base of the brain, in an area near large air cavities prone to susceptibility artifacts 
and causing image distortions and MR signal loss [128, 129]. Another difficulty is 
that the hippocampus appears to be relatively active during rest, effectively reducing 
the differential signal observed in this region during active memory encoding tasks 
[110]. Recently, it has also been shown that verbal memory outcome can better be 
predicted by assessing the hemispheric dominance for language rather than for 
 episodic memory [130], thereby further substantiating the value of language over 
memory paradigms for fMRI estimation of surgical risks.

Fig. 3.2 Presurgical language fMRI in 35-year-old male with high-grade glioma in the right 
medial temporal lobe. The patient is left handed and therefore at higher chance of atypical (right 
or bilateral) language dominance. The fMRI language map during semantic processing, overlaid 
on a series of sagittal slices in the left (top) and right (bottom) hemispheres, shows typical left 
hemispheric dominance in the middle temporal, inferior and middle frontal, angular, and fusiform 
gyri. Independent Wada testing results in this patient were also consistent with left hemisphere 
dominance for language. The fMRI and Wada presurgical information facilitated a more radical 
resection of the right temporal tumor
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These recent results in anterior temporal lobe epilepsy patients suggesting that 
using language fMRI lateralization indices (combined with other noninvasive mea-
sures such as handedness and age of epilepsy onset) can improve the predictive 
accuracy of postsurgical language and memory decline, and suggesting that Wada 
testing does not provide significant additional predictive power [121, 124], provide 
strong support for the value of noninvasive language fMRI as a valid alternative to 
the invasive Wada test [83].

3.2.2.4  Resting State fMRI

An interesting recent development in fMRI mapping is the study of functional 
 connectivity during resting state [131, 132]. During resting state, the brain remains 
functionally and metabolically active and displays slow spontaneous fluctuations in 
the BOLD signal. These fluctuations of the BOLD signal show phase correlations, 
termed functional connectivity, in widely distributed functional networks including 
primary visual, auditory, somatomotor, attentional, and executive regions  
[133–135]. So far, the primary clinical application of this method has been to  compare 
resting state functional connectivity in neurologically healthy volunteers and patients 
with various neurological and psychiatric diseases [131, 136]. However, functional 
connectivity is attractive for presurgical mapping because it does not require patient 
participation, and multiple functional networks can be identified from data acquired 
within approximately 10 min. Recent studies suggest that  mapping of the motor 
 cortex in brain tumor patients using resting state functional connectivity is a valid 
alternative to motor mapping using an active paradigm [137, 138]. In addition, at 
least some functional networks appear to be resilient to sleep [139] and perhaps anes-
thesia [140]. Functional connectivity could represent an alternative method for func-
tional mapping in children and in patients who cannot comply with the demands of 
an active task, and in cases when mapping of certain regions not typically targeted by 
functional mapping paradigms is desired (for example the attention network). This 
method could also be eventually amenable to intrasurgical fMRI.

3.2.2.5  Functional Mapping in Patients with Malignant Brain Tumors

In patients with glial tumors, a significant difficulty with fMRI mapping is that the 
BOLD response can be reduced in the area surrounding the tumor despite presence 
of viable neuronal tissue, a phenomenon known as neurovascular uncoupling [141, 
142]. Loss or reduction in cerebrovascular reactivity and  tumor-induced changes in 
microvasculature have been suggested to contribute to the reduced BOLD response 
in the area adjacent to malignant tumors [80, 143]. Reduction in signal intensity in 
the tumor hemisphere relative to the healthy hemisphere was found to be signifi-
cantly more pronounced in high-grade (IV) relative to lower-grade (II–III) gliomas, 
consistent with the notion that neurovascular  uncoupling disproportionately affects 
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malignant tumors [144]. Neurovascular uncoupling is an inherent limitation of 
fMRI for presurgical mapping in tumor patients, because it can lead to erroneous 
interpretation of fMRI activation maps and lateralization patterns [74, 81]. In tumor 
patients (and particularly high-grade gliomas), it is therefore imperative to couple 
fMRI mapping with an assessment of cerebrovascular reactivity. Furthermore, maps 
of cerebrovascular reactivity can potentially provide useful information regarding 
the nature of the tumor and its boundaries [145].

Cerebrovascular reactivity can be studied with BOLD fMRI, by examining 
changes induced by a hypercapnia challenge such as CO

2
 inhalation or breath-hold 

[146, 147]. Hypercapnia induces vasodilation and causes an increase in cerebral 
blood flow and oxygen concentration in normal blood vessels, resulting in an 
increase in the BOLD signal [148]. In tumors, increased cellularity or necrosis and 
low vascular density may cause reduced perfusion and hypoxia [149]. In tumors 
with neovasculature, in which there is abnormal microanatomy and cerebrovascular 
regulation, blood from a region of the tumor in which the vessels do not dilate can 
be redistributed to a responsive tumor region or to surrounding normal tissue, caus-
ing a focal worsening of tumor perfusion. Thus, in tumors with abnormal cerebro-
vascular microstructure or abnormal cerebrovascular regulation, low BOLD 
reactivity during hypercapnia is expected. Hypercapnia can be induced with a sim-
ple breath-hold challenge in human adults [147, 148, 150] and this paradigm is 
more practical and safer for brain tumor patients, compared to carbogen inhalation 
which can induce respiratory distress and elevated intracranial pressure [151, 152]. 
In neurologically healthy adults, BOLD signal increases of 1–5% largely confined 
to the gray matter were observed during breath-hold periods of 10–40 s, with larger 
increases observed during longer breath-hold periods [146, 150, 153].

In a small study of 6 patients with low-grade gliomas, BOLD increases compa-
rable to those in healthy subjects were obtained in normal gray matter during 20 s 
breath-hold periods, while in the region of the tumor there was no change in the 
BOLD signal [154]. In one patient with high-grade glioma from the same study, 
breath-hold regulated decreases in BOLD signal were observed in the tumor and 
explained as steal effect or redistribution of blood flow to surrounding normal tissue 
[154]. Signal decreases in peritumoral areas were also observed in 4 patients with 
glioblastomas and one with astrocytoma, using high-resolution BOLD susceptibility-
weighted imaging and carbogen breathing [145]. These results indicate that 
breath-hold fMRI is a promising method for studying neurovascular reactivity in 
patients with high-grade brain tumors. Combined with fMRI mapping, it could 
help differentiate between “true” absence of neural function in proximity of a 
tumor and neurovascular uncoupling.

3.2.3  Presurgical DTI Mapping

DTI is increasingly used for presurgical mapping in epilepsy and brain tumor patients 
because of its unique capability to describe noninvasively the spatial relationship 
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between brain tumors or lesions and white matter tracts [155–158]. Combined 
fMRI and DTI mapping can reveal both functional regions and their white matter 
connectivity and thus provide a more accurate estimate of the proximity of tumor 
borders to vital brain networks [155, 156, 158]. An example of fMRI and DTI pre-
surgical mapping in an epilepsy patient with a left temporal seizure focus is shown 
in Fig. 3.3.

DTI can be useful in distinguishing between different effects of space occupying 
lesions such as displacement, disruption, or infiltration of the white matter tracts by 
the tumor [157, 159–162]. White matter fibers may remain intact but be displaced 
by a tumor, in which case their anisotropy would be maintained and their new loca-
tion and orientation would be detectable on directional DTI maps. This pattern is 
most useful for presurgical planning because it confirms the existence of a peritu-
moral tract that can potentially be preserved during resection. Alternatively, edema 
or infiltration by the tumor may reduce the anisotropy of tracts, either still leaving 
enough directional organization to remain detectable on DTI maps or completely 
disrupting the directional organization. This latter pattern is more challenging and 
open for interpretation because the degree of integrity of the white matter tracts 
remains ambiguous.

Fig. 3.3 Presurgical fMRI and DTI maps in an epilepsy patient (female, 52 years, right-handed) 
with a left temporal seizure focus. (a) FMRI map during semantic processing shows strong left 
lateralized activity in language cortex (inferior and middle frontal, middle temporal, fusiform and 
angular gyri). (b) FMRI activation in somatomotor cortices during right hand (warm colors) and 
left hand (cold colors) finger tapping. (c) Left temporal language tracts, including the occipito-
frontal, inferior longitudinal, and uncinate fasciculi (blue) and the superior longitudinal fasciculus 
(green). L left; R right
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DTI-based fiber tractography can be more challenging in cases of brain patho-
logies with space occupying lesions, because displaced fibers may not readily be 
traced with common methods for seed selection based on anatomical landmarks. In 
addition, tumor infiltration and edema may cause tissue deformation, resulting in 
reduced reliability of fiber tracking [163]. Recent work suggests that in brain tumor 
patients, seed region selection based on fMRI activation patterns rather than ana-
tomical landmarks, combined with examination of principal diffusivity measures, 
can yield more sensitive tractography of corticospinal and superior longitudinal fas-
ciculus tracts subserving motor and language systems [157, 159, 164, 165]. Fiber 
tracking in regions with edema can also potentially be improved by using sophisti-
cated postprocessing algorithms for separating diffusion properties of neural tissue 
from surrounding free water [166].

The distance of the resection margin from the corticospinal tracts has been shown 
to be an important determinant of the risk for postsurgical motor deficit [98]. Similar 
to the fMRI studies, here too a distance of at least 1 cm from the corticospinal tract 
is considered “safe” for resection. Visual field deficits due to optic radiation injury 
are a common complication of temporal lobectomy in epilepsy surgery. The optic 
radiation can be visualized with DTI fiber tracking, and the distance of the Meyer 
loop of the optic radiation from the resection margin has been shown to be predic-
tive of the risk of postsurgical visual field deficits [167, 168].

3.2.4  EEG and MEG Mapping

EEG plays a central role in the diagnosis and management of patients with seizure 
disorders. EEG is highly accessible and available in all clinical centers, and the 
method incurs relatively low costs. Although EEG has relatively high specificity for 
the diagnosis of epilepsy, the sensitivity of the method is low [169]. Indeed, EEG is 
particularly useful if epileptic discharges are captured during the EEG recording 
session, as only this form of abnormal EEG activity is correlated highly enough 
with seizure disorders to be of clinical use [170]. EEG can help determine the 
seizure type (focal or generalized) and epilepsy syndrome, and thus guide the choice 
of antiepileptic medication and prognosis. In patients with medically refractory 
epilepsy (not responding to seizure medication) who are candidates for epilepsy 
surgery, long-term EEG monitoring may be recommended to characterize and 
quantify the frequency and type of seizures and to localize the sources of the 
epileptogenic activity.

Similar to EEG, the primary clinical application of MEG is for presurgical 
localization and characterization of epileptic sources, particularly in cases when 
MRI is inconclusive with regard to the seizure focus. The location, orientation, and 
spatial extent of epileptic discharges with respect to other spontaneous brain activity 
all contribute to the sensitivity of MEG and EEG, making it difficult to predict 
which method is best suited for each patient [171–174]. Most electrical discharges 
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can be detected by both EEG and MEG, for example, in most cases of temporal lobe 
epilepsy [174, 175]. However, MEG is more effective for the detection of epileptic 
activity arising from the superficial cortical convexity, such as in lateral neocortical 
epilepsy and cortical dysplasia [171, 174].

Scalp EEG can also be recorded simultaneously with fMRI (simultaneous 
EEG/fMRI) to map changes in cerebral BOLD signal associated with epileptic 
discharges [176–178]. The benefit of the simultaneous recordings arises from 
the fusion of high temporal EEG and high spatial fMRI data to inform the 
electrical source modeling. Indeed, electrical source modeling of the epileptic 
EEG activity can be used to resolve the BOLD changes related to the epilepsy 
onset from those related to the propagation of epileptic spikes [179, 180]. This 
technique can be particularly useful in cases when EEG and MRI data are not 
concordant [181].

EEG can also be used intrasurgically for the recording of event-related responses 
to monitor sensory functions. In particular, somatosensory-evoked potentials are 
used for continuous assessment of somatomor functions in order to minimize the 
occurrence of postsurgical somatosensory and motor deficits.

Despite the important role of noninvasive EEG and MEG for the detection and 
localization of epileptic sources, these methods have lower detection rates of 
epileptic discharges compared to invasive electrophysiological methods, especially 
in the case of deep and focal spike sources such as in the hippocampus [182, 183]. 
Invasive electrophysiology is recommended in complicated cases such as when 
multiple epileptic sources are suspected, or when no underlying structural 
pathology has been identified. Depth electrodes inserted surgically (under MRI 
guidance) can be used for recording electrical signals from deep and focal brain 
areas. Subdural electrodes strips or grids (placed after craniotomy) are best suited 
for recording from wider cortical areas. Nevertheless, unlike scalp EEG or MEG, 
invasive electrophysiology carries some risks, including infection, hemorrhage, 
and cortical damage.

3.3  Summary and Conclusions

MR imaging is the primary tool for noninvasive localization of brain tumors and 
lesions that might cause epilepsy and for the mapping of functional brain areas and 
white matter fiber tracks with respect to structural abnormalities. The ultimate goal 
of presurgical brain mapping using MR imaging is to provide structural and func-
tional information that can facilitate maximal tumor or epileptic tissue surgical 
resection, together with minimal damage to surrounding gray and white matter 
structures supporting vital sensory and cognitive functions.

FMRI can provide a comprehensive delineation (and perhaps overestimation) of 
somatomotor and language regions in proximity of a tumor or lesion at a spatial 
resolution of a few mm. DTI can show the connectivity pattern of somatomotor and 
language areas in proximity of the pathological tissue. Such structural and  functional 



593 Introduction to Brain Imaging

MR images can assist in assessing the risks of a brain surgery and the benefit of 
conducting additional intrasurgical cortical stimulation to map functional 
 organization. If functional regions and fiber tracks identified by fMRI and DTI are 
found to be distant from the pathological area, this can facilitate a decision for radi-
cal surgical resection. If fMRI activation associated with vital sensory, motor, or 
cognitive functions is demonstrated near the radiological pathological boundary, 
partial resection may be suggested, with cortical stimulation mapping to identify the 
exact resection margin intrasurgically. In this case, the presurgical MR information 
can also help to plan the extent of the craniotomy and the stimulation procedure, 
thereby potentially reducing surgical time [91, 113]. If the risk of resection for caus-
ing long-term severe functional deficit is considered too high, alternative approaches 
may in some cases be suggested.

Despite the tremendous potential of MR imaging for presurgical planning, several 
factors still limit a wider use of this technology. In particular, clinical implementation 
of fMRI is impeded by the lack of standardized acquisition paradigms and analysis 
procedures that are documented to produce highly reliable and robust activity in 
clinically relevant target brain region. To date, the most reliable clinical applications 
of fMRI appear to be for the mapping of sensory and motor functions and for the 
determination of language hemispheric dominance. However, systematic evaluation 
in large-scale studies specifically designed to establish the accuracy and predictive 
value for patient outcome of specific fMRI paradigms and specific fMRI and DTI 
analysis procedures is warranted.

Finally, electrophysiological functional brain mapping techniques such as EEG 
and MEG are complementary to fMRI in that they probe the neural activity directly 
at high temporal resolution. The primary clinical application of these techniques is 
for presurgical localization and characterization of epileptic sources, particularly in 
cases when MRI is inconclusive with regard to the seizure focus.
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4.1  Introduction

The human brain is soft highly metabolically active tissue, floating in cerebrospinal 
fluid (CSF) within the rigid cranium. This environment acts to isolate the brain from 
the majority of external mechanical loads experienced by the head during normal 
daily life. The brain does experience a range of mechanical loads directly, as a result 
of blood and CSF flow, and to some extent, body posture. The dynamic balance of 
pulsatile hydrodynamic forces in the skull is maintained by blood and CSF flow into 
and out of the skull throughout the cardiac cycle (the Monroe-Kelly hypothesis), 
since the internal volume of the skull is constant. Reflex responses maintain blood 
flow during changes in posture and activity, so as to stabilize the mechanical and 
biochemical environment of the brain.

Brain tissue consists of white and gray matter, and different regions of the brain 
are made up of different proportions of white and gray matter. White matter is 
largely composed of myelinated axons of nerve fibers, while the gray matter is dom-
inated by unmyelinated axons and cell bodies.

Since the brain is so well insulated from mechanical perturbations under normal 
circumstances, one might ask why it is important to understand the mechanical 
properties of brain tissue. While mechanical factors are thought to play a role in a 
range of conditions, including brain development [1], brain mechanics have been 
most commonly studied in attempt to understand conditions where loads are applied 
either directly or indirectly to the brain. Much of the early work on brain mechanics 
was focused on understanding the biomechanics of traumatic brain injury, where 
high loading rate motion of, or impacts to, the skull results in internal damage to the 
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brain. At the other end of the loading rate spectrum lie neurostructural conditions 
such as hydrocephalus, where very slow dilatation of the ventricles deep within the 
brain, often due to obstruction of a CSF outflow pathway, compresses the surround-
ing brain tissue. Either slow or fast loading can lead to neural injury and neurological  
and/or cognitive dysfunction. Brain tissue mechanical behavior has also been sug-
gested to vary in some disease conditions [2–5], and non-invasive methods of mea-
suring tissue properties in vivo could potentially be useful for discriminating 
between conditions that have similar symptoms and imaging appearance, but differ-
ent treatment outcomes. An example of this is discriminating between normal pres-
sure hydrocephalus, which responds well to surgical shunt placement, and cerebral 
atrophy due to other neurological disorders which does not [6, 7].

Another key driver for research aimed at understanding the fundamental biome-
chanical response of brain tissue is to provide high-quality experimental data to 
allow for development of mathematical and computational models of brain behavior. 
This includes development of accurate constitutive models of brain tissue behavior, 
relevant to the problem being studied, and also to allow finite element and other 
computational models to accurately simulate the brain response to complex loading 
conditions. Such simulations might include analysis of traumatic brain injury mech-
anisms and tissue injury thresholds, simulation of brain diseases that have a mechan-
ical component (e.g. hydrocephalus), simulation of surgical procedures for surgical 
planning, or surgical training systems.

Brain tissue mechanics have become an increasing focus of research, as demon-
strated by the number of peer-reviewed publications describing research aimed at 
measuring their properties (see Fig. 4.1 above).
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In this chapter, the fundamental viscoelastic properties of brain tissue will be 
critically reviewed and limitations of the current state of knowledge and directions 
for future research will be identified.

4.2  Shear Properties of Brain Tissue

Interest in the shear response of brain tissue arose from early studies by Holbourn 
[8] who hypothesized that diffuse axonal damage seen in the brain parenchyma after 
traumatic brain injury occurred as a result of rotational shear within the brain. This 
was further substantiated in the 1980s by Thibault and Gennarelli’s experimental 
work with non-human primates [9].

Methodological issues have played a major role in the apparently disparate shear 
properties reported for brain tissue in the literature, and only in the late 1990s did 
the rigor of rheology begin to be applied to measurement of shear properties of 
brain tissue. Much of the large disparity between previously reported data can be 
explained in the light of more rigorous approaches to control of sample preparation, 
test conditions, and the use of standard rheological test procedures. A key flaw of 
many early studies of shear properties in the literature was the (sometimes unstated) 
assumption of linear viscoelastic behavior, and therefore, flawed interpretation of 
large-amplitude oscillatory data. The appropriate approach is to first identify the 
linear viscoelastic limit for a tissue, conduct tests to characterize the linear vis-
coelastic response, and then conduct appropriate large-amplitude tests.

Shear response of a viscoelastic material is characterized in terms of the shear 
modulus, usually denoted by the symbol G. This quantity represents the unit stress 
response to a unit shear strain and is constant for a given frequency in linear  viscoelastic 
materials. The relaxation shear modulus represents the temporal stress response to a 
unit shear strain and is typically denoted G(t). The storage and loss moduli represent 
the elastic (G¢) and viscous (G″) components of the linear  viscoelastic shear modulus, 
respectively, and are a function of loading rate, often reported as frequency.

4.2.1  Linear Viscoelastic Properties

The traditional rheological approach to measuring viscoelastic properties of complex 
materials is to first establish the linear viscoelastic limit and characterize the material 
behavior at or below this limit. In the linear viscoelastic region, the stress generated 
is proportional to the strain applied, so that the shear modulus is constant.

4.2.1.1  Oscillatory Loading

Oscillatory testing of tissues is most often carried out using parallel plate geome-
tries, where one plate is fixed, while the other is moved sinusoidally parallel to the 
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fixed plate, while torque is recorded. Parallel plates are used because of the diffi-
culty of cutting brain tissue samples to fit the cone-and-plate setup that is often used 
for viscoelastic fluids. The moving plate is typically either rotated about an axis 
perpendicular to the plates, as in traditional rotational rheometers, or moved linearly 
parallel to the fixed plate. Other methods have been used, including an eccentrically 
loaded sample in a rotational rheometry setup [10] and shear wave propagation 
methods such as magnetic resonance elastography (MRE) [11].

Oscillatory loading results are typically reported as the storage (G¢) and loss (G″) 
moduli, which represent the elastic and viscous components of the dynamic shear 
modulus (G* = G¢ + iG″). The complex notation is used for the shear modulus to 
indicate that the stress associated with the viscous response is temporally out of 
phase with the elastic response and the input sinusoidal displacement (by p/2).

Figure 4.2 above summarizes the data reported in the literature be within the 
linear viscoelastic region [10, 12–15]. From this, it can be seen that brain tissue is a 
very soft solid, with a shear modulus of the order of a few kilopascals at physiological  
loading rates. The shear modulus increases in a power-law fashion with loading 
rate. This figure also shows reasonable consistency for both G¢ and G″ measure-
ments made at similar strains, but the studies which reported the linear viscoelastic 
regime to be at higher strains (e.g. 1%) report the brain to be softer than those who 
made measurements at lower strains. Since the brain exhibits shear thinning once 
the linear viscoelastic limit is exceeded, resulting in lower apparent shear moduli, it 
seems likely that the measurements made at larger strains are not, in fact, made 
within the linear viscoelastic regime, and this explains the discrepancy. The strain 
sweep data presented by Bilston et al. [12] indicate that between 0.1 and 1% strain 
the apparent storage modulus drops by approximately 40%, supporting this conten-
tion, and thus the data collected at 1% strain are likely not to be truly within the 
linear viscoelastic limit. The values reported by Bilston et al. [12] are also consis-
tent with more recent in vivo elastography methods discussed below. The data of 
Shen et al. [15] were collected at long post-mortem times and are thus less likely to 
be reliable (see discussion below on methodological issues).
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Interestingly, the trend in strain-rate sensitivity is very similar for all test data, 
with a power-law increase of storage moduli with strain rate, where stress increases 
by an order of magnitude over approximately 5 decades of loading rate.

4.2.1.2  Relaxation

The linear viscoelastic relaxation modulus for brain tissue has been measured less 
frequently than the oscillatory properties, at least partly because of the technical 
challenges in measuring these properties at very low strains. It is, however, quite 
important since the most commonly used non-linear models used to describe brain 
tissue rely on quasilinear viscoelastic theory (QLV, [16]), which has as a key require-
ment that the shape of the relaxation modulus be independent of strain. The only data 
set that is convincingly within the linear viscoelastic region is that of Bilston et al. 
[12], and the relaxation modulus is shown above in Fig. 4.3. Indeed, this data has 
been shown to be consistent with the small amplitude oscillatory data, since using it 
to predict the linear viscoelastic response gives results similar to the oscillatory data 
at 0.1% shown in Fig. 4.2 above (see Bilston et al. [12] for further details).

4.2.1.3  Other Measurements

In recent years, researchers have attempted to use novel techniques to measure brain 
tissue properties, with a particular focus on those testing situations that are difficult 
to measure using traditional rheometry, such as very high loading rates and in vivo 
measurements.
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One technique that has received significant recent attention is MRE, which relies 
on the relationship between the amplitude, wavelength, and velocity of propagating 
mechanical waves to extract linear viscoelastic properties of soft tissues. The MR 
 scanner is used to image small amplitude vibration within the brain parenchyma, 
which is usually created by transmitting mechanical vibration (of frequency  typically 
15–100 Hz) to the skull. Mathematical analysis, involving localized  inversion of the 
wave equation at each pixel in the image plane, allows estimation of the local wave-
length. In the simplest implementation, this local wavelength is used to estimate the 
“elastic” shear modulus of the tissue, according to Muttupillai et al. [17]:

 
2 2 ,G ν λ ρ=  

where ν = frequency, λ = the local wavelength, and ρ = density.
More advanced implementations solve the full wave equation over the three-

dimensional image domain. Some of these techniques use a correspondence principle 
approach, whereby the shear modulus is considered to be a complex quantity in the 
wave equation, allowing both the elastic and viscous components (G¢ and G″ respec-
tively) of the shear modulus to be extracted, if a sufficiently high signal-to-noise ratio 
is present in the image data. This relies on the attenuation of the propagating wave as 
it penetrates the brain parenchyma to estimate the viscous damping. The estimated 
shear moduli for healthy brain tissue that has been gathered using MRE, while not as 
widely varying as some of the early ex vivo brain data, are  nevertheless somewhat 
variable, due in large part to the different analytical approaches taken to estimating 
the elastic and/or viscoelastic properties, and data quality (Fig. 4.4).

Vappou et al. [18] have published a direct comparison of rheometry data on 
ex vivo brain tissue with MRE measurements, but it is difficult to draw direct 
 conclusions since their testing frequencies did not overlap for the two methods, their 
MRE shear moduli were estimated from a simple wavelength based formula rather 
than full inversion of the wave equation, and their rheometry testing was conducted 
at a shear strain of 0.5%, which the above discussion suggests may have been 
beyond the linear viscoelastic limit and thus have underestimated the shear modu-
lus. Further rigorous validation of MRE is required before the absolute values esti-
mated from this technique can be considered quantitatively reliable or results from 
different analytical techniques can be compared.

Despite these issues, MRE has great promise as a relatively non-invasive method 
of measuring in vivo human tissue properties. It may be useful for determining how 
brain mechanics might be affected by age and brain diseases, which is impossible 
using other more traditional techniques.

Ultrasound has also been used to estimate brain tissue properties, in the linear 
viscoelastic (small amplitude) range. Lippert et al. [19] used the “wave in a tube” 
technique, where a sample is placed in a tube and an ultrasonic (100 kHz–10 MHz) 
wave passed through the sample. By measuring this wave propagation, the wave 
speed in the tube is estimated and the linear viscoelastic shear modulus (G*) 
extracted. Lippert et al. [19] estimated the shear modulus for juvenile ovine brain 
tissue samples to be in the range of 140–400 MPa, where the larger values are 
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 associated with the higher frequencies. These values are orders of magnitude larger 
than values from lower frequencies, and somewhat higher than simple extrapolation 
of the power-law behavior measured at lower frequencies (e.g. the data shown above 
in Fig. 4.2) would predict. Atay et al. [20] measured mouse brain shear modulus 
using MR elastography at an intermediate frequency of 1 kHz, obtaining values of 
approximately 10–15 kPa, still well below the values obtained by high frequency 
ultrasound.

In summary, the linear viscoelastic properties of brain tissue, while a funda-
mental stepping stone for understanding the more complex non-linear properties, 
have been measured using reliable techniques in only a small number of studies 
and methodologically flawed data sets are common. There is still room for more 
robust characterisation of these properties under a wider range of loading condi-
tions, including further cross-validation of data from one testing mode against 
another (e.g. oscillation vs. relaxation). The latter has rarely been done (e.g. see 
Bilston et al. [12]) and would create greater confidence in the quality and reliabil-
ity of the data.

4.2.2  Non-linear Viscoelastic Properties

Most soft biological tissues are thought to be non-linearly viscoelastic at moderate-
to-large amplitudes of loading [16]. Non-linear viscoelastic materials require more 
complex mechanical testing protocols in order to characterize the behavior of the 

0

1

2

3

4

5

6

7

8

9

0 50 100 150 200

Frequency (Hz)

S
h

ea
r 

M
o

d
u

lu
s 

(K
P

a)

G'

G"

Fig. 4.4 Brain shear modulus measurements made using MR elastography



76 L.E. Bilston

material, in order to ascertain how the properties change with loading type, loading 
amplitude, and loading rate. Brain tissue has a very low linear viscoelastic limit, 
rendering it non-linearly viscoelastic at most strains of practical interest.

4.2.2.1  Oscillatory Response

While there are several reports of oscillatory response of brain tissue in the literature 
[13, 21–23], most of these have interpreted data without proper analysis of the non-
linear viscoelastic effects and are thus of questionable validity. The key problem is 
that in the non-linear viscoelastic regime, the shear modulus is a function of strain, 
and not independent of strain as it is within the linear viscoelastic regime. In the 
case of brain tissue, there is substantial shear thinning at strains beyond the linear 
viscoelastic regime, and the shear modulus estimated from larger amplitude test 
data can be significantly underestimated (as discussed above). Oscillatory tests at 
large amplitude require analysis of the full loading and unloading cycle, which is 
non-sinusoidal at large amplitudes, and thus the simple calculation of G¢ and G″ 
from the phase difference between the peak torque and the peak shear strain is no 
longer valid. In addition, the decomposition of the complex modulus into the stor-
age and loss modulus is typically based on the phase difference between the peak 
input shear strain and the peak torque generated. If the torque signal is non-sinusoi-
dal, decomposition of the shear modulus based on this method will give erroneous 
values. Newer rheometers have the capacity to measure the full loading cycle, and 
thus more rheologically rigorous methodologies can, and should, be applied to 
study oscillatory loading of brain tissue, to better characterize not only the fully 
non-linear behavior, but also the transition regime between 0.1 and 1% strain just 
above the linear viscoelastic limit.

4.2.2.2  Relaxation

Beyond the linear viscoelastic regime, the relaxation modulus for brain tissue 
decreases with applied shear strain (see data from the literature [12, 13, 15, 21, 24, 25] 
summarized in Fig. 4.5). This is consistent with the shear thinning seen in the oscil-
latory data noted above. Relaxation in brain tissue ex vivo appears to continue over 
the whole time period that has been measured to date, and while there are some 
minor differences in the shape of the relaxation curve at the early and later parts of 
the curves, there is moderate consistency of the approximate shape across much of 
the data. Note that the shape of the early part of the relaxation curve can be affected 
by the loading rate used for the initial “step,” which can never be instantaneous in 
practice [26]. At longer times, tests may be affected by post-mortem tissue changes, 
including degradation and/or dehydration. This is more marked at low strains where 
the torques are near the resolution of the test instrument and may explain some of 
the differences in shape in the relaxation curves at long times.
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4.2.2.3  Constant Loading Rate

Shear tests analogous to the traditional engineering tensile tests, aimed at constructing 
a stress-strain curve, have also been conducted by several researchers over a wide 
range of loading rates. These tests demonstrate the non-linear response of brain 
 tissue, and almost all test series have shown a clear increase in apparent stiffness with 
increasing loading rate. Failure or tissue yield in shear appears to begin at approxi-
mately 100–200% strain at low-to-moderate loading rates, according to Bilston et al. 
[24]. This is significantly higher strain than brain can withstand in tension and 
 compression (see below). Few constant shear rate tests in the literature have had 
inertia corrections applied to the data, and at high loading rates, the sample inertia 
may contribute to the recorded load. Data from the literature [10, 24, 27] are sum-
marized in Fig. 4.6.

4.2.2.4  Other Test Types

In rheological studies of polymers, it is standard practice to further characterize 
complex fluids and soft solids using combination and multi-step loading histories, 
such as multiple steps, including those in opposite directions. This has rarely been 
done in the study of brain tissue and would likely provide significant new informa-
tion that would help in developing and establishing the validity of constitutive 
 models for brain tissue.
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4.3  Compressive Properties of Brain Tissue

The earliest data for compressive properties of brain tissue are those of Estes and 
McElhaney [28], who compressed rhesus and human brain tissue to large strains 
over a broad range of loading rates. They found that brain tissue was notably strain-
rate sensitive, with increasing stiffness at higher loading rates, and increasing stiff-
ness with applied strain, resulting in a concave upward non-linear stress-strain curve 
(see Fig. 4.7 below). Miller and Chinzei [29] conducted compressive tests at lower 
strain rates and obtained similar qualitative results, although their data showed 
lower stresses for similar strains and strain rates. Cheng and Bilston [30] recently 
conducted compression tests of brain at very low strain rates, with similar stress-
strain responses to those of Chinzei and Miller. Data from these tests are shown in 
Fig. 4.7 below. Tamura et al. [31] conducted moderate-to-high rate compression 
tests, and their data lie somewhat below that of Estes and McElhaney, suggesting 
the long post-mortem time used for Estes and McElhaney’s work may have affected 
their results. Most recently, Pervin and Chen [32] conducted both quasistatic and 
high loading rate tests of brain tissue in compression, using a modified Hopkinson 
split bar technique, again confirming brain’s strong strain-rate sensitivity. Their 
data, collected at 1,000–3,000/s from very fresh samples, lie well above those of 
Estes and McElhaney (an order of magnitude higher at 1,000/s, not shown below), 
which suggests that the strain-rate sensitivity does not disappear, even at very high 
loading rates. Neither studies considered inertial effects, which can be expected to 
be significant. Data are reported for peak strains up to 30–50% in compression, sug-
gesting this is the onset of failure.
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Traditional rheological test protocols have rarely been applied to compression 
testing, and thus the linear viscoelastic properties of brain in compression have not 
been ascertained. Fallenstein et al. used sinusoidal indentation tests in the live 
macaque brain and showed that for very small indentations (25 mm) the force 
response was sinusoidal, suggesting linear response, but for larger indentations 
(300 mm) the responses were non-sinusoidal. The linear limit may lie between these 
two, but the local strain field is difficult to estimate, especially since the pia mater 
was intact underneath the probe, and thus these data do not give a clear value for the 
compressive linear viscoelastic strain limit, although it is likely to be quite low. 
Miller et al. [33] indented porcine brain in vivo, using a finite element model to 
extract parameters for a hyper-viscoelastic constitutive model.

Relaxation moduli in compression at large strains have been reported in a small 
number of studies [30, 31]. Cheng and Bilston [30] found that the relaxation response 
was relatively independent of loading rate, after the short period after the initial 
ramp (see Fig. 4.8 below). Tamura et al. [31] found a consistent reduced relaxation 
modulus over a range of large strains (20–70%).

Compressive properties have also been considered in the context of brain tissue 
being a fluid-saturated two-phase material. The main application of this type of 
modeling has been in the study of hydrocephalus. The simpler biphasic or poroelas-
tic models, similar to those developed for modeling soils, assume a linear elastic 
tissue matrix saturated with an inviscid (or alternatively a Newtonian) fluid. This 
gives rise to flow through the interstitial spaces of the tissue according to Darcy’s 
Law, coupled to linear elastic deformation.

Conducting the traditional soil consolidation tests on brain tissue samples has been 
said to be technically challenging [30] and thus unconfined compression data are 
often used to estimate the properties. Chinzei and Miller [34] showed that a simple 
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poroelastic model is not able to simulate the strain-rate sensitivity observed in brain 
tissue. That group have also published information on methodological issues with 
such multiphase models and for specific applications such as hydrocephalus [35, 36]. 
Cheng and Bilston [30] used a poroviscoelastic model for brain tissue to model their 
compressive data at low loading rates. There is a wide range of values approximately 
3–4 orders of magnitude reported for the hydraulic conductivity of brain tissue in the 
literature (2 × 10−10 to 4 × 10−7 m/s) [30, 37, 38], of which very few are based on defini-
tive experimental work (e.g. Cheng and Bilston [30] who reported 4.0 × 10−7 m/s), and 
further research is needed to accurately characterize these parameters.

4.4  Tensile Properties of Brain Tissue

Brain tissue properties in tension are less well characterized than those in other 
 loading modes, with only a couple of studies reporting tensile properties. This is at 
least in part due to the difficulties of conducting these tests, particularly in gripping 
 samples effectively. General observations of the behavior of brain tissue in tension 
are that it appears to soften with increasing strain, and exhibits a strain-rate sensitivity  
that is consistent with the response in other loading modes, that is, increasing 
 apparent stiffness with increasing loading rate. Figure 4.9 below shows some of the 
data from the literature [39, 40]. Failure limits in tension are not well characterized, 
but appear to be in the range of 20–60% strain.

More recently, Schiavone et al. [41] have used an aspiration method to measure 
in vivo brain deformation with tensile loading at the surface intraoperatively on a 
human patient. They used a simplified finite element model to estimate hyperelastic 
parameters for that patient.
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4.5  Constitutive Models for Brain Tissue

As can be seen from the previous sections on brain tissue mechanical response, 
capturing the mechanical response of brain tissue in three dimensions over a broad 
range of loading types and loading rates is a very challenging task. The ideal consti-
tutive equation would be able to model the shear, compressive, and tensile response 
of brain tissue, within the loading rate regime of interest for a particular study. There 
have been many studies that have developed constitutive equations for specific 
aspects of brain mechanical response, but few that have been widely used beyond 
the original description of test data. To date, there is no widely accepted constitutive 
model for brain tissue that is able to match the full spectrum of the strongly strain-
rate sensitive, non-linearly viscoelastic behavior of brain tissue.

The most commonly used constitutive models used for computational calcula-
tions are based on quasilinear viscoelastic (QLV) theory (see Fung [16] for full 
discussion of this theory). These typically use a hyperelastic model to describe the 
non-linear elasticity, combined with a linear viscoelastic relaxation modulus to 
describe the time-dependent behavior.

Hyperelastic models were originally developed to describe the non-linear elastic 
behavior of rubbers. They use the concept of a strain energy potential function, from 
which the relationship between stress and strain tensors is derived. The strain energy 
function, W, is usually defined in terms of the invariants (I

1
, I

2
, I

3
) of the strain ten-

sor, S, which is itself defined by the deformation gradient tensor, F. If a material is 
incompressible, the third strain invariant is unity, and the strain energy function is 
only a function of the first two invariants. The stress-strain relationship is then 
obtained from a partial derivative of the strain energy potential with respect to  
F. Depending on the choice of the strain energy potential, the particular stress and 
strain tensors used, and the invariants that the definition uses, this derivation can 
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become algebraically complex and the reader is referred to solid mechanics texts for 
further details. Common hyperelastic models include those that use strain energy 
functions that are polynomial functions of the invariants, such as the Mooney-Rivlin 
model and the Ogden model, which uses a strain energy function defined in terms 
of the principal stretch ratios occurring in a material. The Mooney-Rivlin model for 
an incompressible material defines the strain energy potential in terms of the mate-
rial parameters, m

i
, as:

 
1 2

1 2( 3) ( 3).
2 2

W I I= − + −
m m

 (4.1)

The Ogden model defines the strain energy potential in terms of the material 
parameters, m

i
 and a

i
, and the principal stretch ratios, l

i
, as:
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The viscous or time-dependent behavior is often modeled as the sum of a series 
of Maxwell elements, so that the relaxation modulus is given by:
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One example of a model in this class is that of Miller and Chinzei [39], which is 
often used for neurosurgical modeling. This is based on the combination of an 
Ogden-like hyperelastic model and a Prony-series relaxation modulus, defined by 
(4.4) and (4.5):
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Values for the material constants, a, and the Prony-series coefficients suitable for 
modeling of surgical procedures are given in Miller and Chinzei [39]. The model 
has been based on tension and compression data from animals, and it has not yet 
been validated for human brain, or for shear loading.

Other models use rate-dependent viscosity, such as the Carreau model [24] or 
Ellis model [10]. The stress is then given by:

 ( ) ( ) ,
t T

S t G t s s
s−∞

∂
= −

∂∫ d  (4.6)

where T is the elastic stress-strain function derived from the strain energy potential.
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Use of this class of model assumes that the time-dependent behavior can be 
separated from the non-linear elastic behavior, an assumption that is not universally 
supported by experimental data [24]. Nevertheless, the errors introduced by devia-
tion from such assumptions are probably less than the variation seen in the reported 
experimental data, as noted above.

Other researchers have developed, and implemented into finite element simula-
tion software, more complex rheological models, including fully non-linear models 
in which strain-time separability is not assumed and that capture some of the yield 
behavior at large strains [15, 24].

The most appropriate constitutive model used to describe brain tissue will depend 
heavily on the topic of interest. Neurosurgical simulation not including cutting pro-
cedures has been shown to require a suitable large-deformation framework, but is 
not sensitive to the specific constitutive model used [42]. Modeling of hydrocepha-
lus may be done with single-phase models if the fluid distribution in the brain is not 
of particular interest [43], but also with a suitable poroviscoelastic models with 
appropriate large-deformation formulation [30, 44]. Injury simulations are often 
done with simpler constitutive models due to the high computational demands of 
large 3D explicit simulations, despite their limitations. These include linear vis-
coelastic models [45, 46] as well as hyperelastic models, with or without the viscous 
component [47, 48].

4.6  Discussion

4.6.1  Mechanical Characteristics of Brain Tissue

Decades of research on brain tissue mechanics has established that brain tissue is a 
very soft, non-linearly viscoelastic solid material, with a very low linear viscoelastic 
strain limit, of the order of 0.1–0.3%. Brain tissue is strain-rate sensitive, with 
increasing stiffness with increasing strain rate. Failure occurs at moderate strains, of 
the order of 25–100%, depending on the loading type.

However, there is still much that is either not yet known about brain tissue 
mechanics or the subject of debate, due to inconsistent or contradictory data in the 
literature. Some of the reasons for these inconsistencies are discussed below.

Despite the well-defined structural anisotropy of white matter arising from the 
axonal fiber bundles, mechanical anisotropy has not been comprehensively estab-
lished. Some studies suggest that there is moderate mechanical anisotropy in white 
matter under shear, with the axonal fiber direction up to twice as stiff as the perpen-
dicular direction [21, 49] and in tension [40], while others have not found signifi-
cant mechanical anisotropy in compression [32].

Regional variations in tissue properties across the brain have been suggested by 
some studies [21, 49, 50], although the differences are not large, and some of these 
studies suffer from methodological problems.
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Like most very soft hydrated tissues, brain tissue is usually assumed to be incom-
pressible, or nearly incompressible, due to its very high water content [29, 51]. 
There have been few studies that have directly examined this assumption, and its 
validity almost certainly depends on the mechanical process of interest. In very slow 
processes involving displacement of interstitial fluid within the brain parenchyma, 
such as hydrocephalus or mass lesions in the brain involving brain edema, this 
assumption may not be valid, as there is time for fluid to move within the brain tis-
sue and regions could locally appear compressible due to fluid transfer. For pro-
cesses at shorter time scales, there is no evidence that brain tissue is significantly 
compressible, at least at macroscopic length scales. Indeed, Franceschini et al. [37] 
report that the undrained (i.e. whole tissue) Poisson’s ratio for brain tissue is 0.5, 
while the “drained” compressibility is 0.496, lending credence to the incompress-
ibility assumption.

Age dependence of brain tissue properties has also been described in a small 
number of studies. Prange and Margulies [49] suggested neonatal brain tissue is 
stiffer than in adults, as did Gefen and Margulies [52]. Sack et al. [53] found that 
brain tissue shear modulus decreases with age from early adulthood to old age, 
using MR elastography in vivo. The latter study also observed a small difference 
between females and males, with female brain tissue being marginally stiffer. On 
the other hand, Thibault and Margulies [54] found that shear modulus of the brain 
was significantly greater for adult brain tissue than neonatal tissue. It is fair to say 
that this issue is not yet settled and methodologically robust studies are required.

Differences between measured properties of brain tissue in vivo and ex vivo have 
been debated for decades. Some studies show significant drops in situ immediately 
after death [23, 55, 56]. Weaver et al. attributed this change to drops in interstitial and 
cerebral perfusion pressure. Others show an increase in shear modulus beyond 6 h for 
samples tested ex vivo [57], while indentation tests have shown no effect on overall 
stiffness when comparing in vivo to in situ, but decreases in shear modulus ex vivo 
(within 6 h of death) compared to in vivo and in situ [58]. It seems likely on the basis 
of this data that there are drops in apparent tissue stiffness immediately after death 
and possibly increases at longer times post-mortem. Since the ex vivo studies in the 
literature have used a range of times after death up to days, this may be a significant 
factor in differences in reported data and such data should be viewed with caution.

Few studies have directly compared different species under the same testing pro-
tocols. The studies that have been done show that properties are similar, at least 
between human and porcine brains [54] and human and rhesus monkey [28].

4.6.2  Methodological Considerations

As mentioned throughout the above sections, characterisation of brain tissue prop-
erties has been plagued by differences in results arising from differences in test 
methods. These differences fall into three main categories – sample preparation, 
post-mortem time, and testing conditions.
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The issue of post-mortem time is discussed in the previous sections above, but it 
is likely that much of the data in the literature conducted at long times after death 
are of limited value due to significant changes in tissue properties post-mortem.

Sample preparation has received less attention, but it is also of importance. 
Delicate brain tissue is easily dehydrated and is also subject to osmotic swelling if 
bathed in fluids with inappropriate osmotic content [24]. Despite this, a range of 
bathing fluids have been used, including PBS [57], simple saline [27], and silicon oil 
[15] in addition to artificial CSF [24], which has a similar osmotic content to CSF. 
Ensuring that the sample has suitable dimensions to minimize the influence of edge 
effects, slip at gripping surfaces, or test platens, sample inertial effects at high load-
ing rates is also essential. These issues are often not fully considered in published 
studies. Liu [59] showed that sample thickness affects measured shear moduli in a 
parallel plate configuration and similar results were observed by Garo et al. [57].

Sample preconditioning processes have not been studied in detail in brain tissue, 
although several studies have noted the effects of previous strain loading cycles on 
subsequent measured data. Gefen and Margulies discuss this in some detail [58]. 
A recent study in spinal cord tissue suggests that the amplitude of the preconditioning 
has a strong effect on the subsequently measured properties [60], and more recent 
unpublished data from our laboratory also suggest preconditioning strain rate can 
also alter subsequently measured properties.

It must be remembered here that the properties of prime interest are the in vivo 
properties of human brain tissue. It is only very recently that it has been possible to 
measure human brain properties in vivo, using MR elastography, and then only at 
very small deformations, corresponding to the linear viscoelastic regime. Response 
of brain tissue in vivo at larger deformations must be inferred from a combination 
of ex vivo tests and animal in vivo tests. This brings with it much uncertainty about 
how to extrapolate the available ex vivo data and animal in vivo results to the in vivo 
human brain.

4.7  Future Directions

It is clear from the discussion above that while we have made great strides in char-
acterizing the mechanical properties of brain tissue, there is still much to be done. 
Consistent datasets for different loading regimes, such as shear, compression, and 
tension, are still not readily available. Data for complex loading histories, such as 
multiple step loading and step reversals which have been found to be useful in 
developing and testing accurate constitutive models for other complex non-linearly 
viscoelastic materials, are highly desirable. It is essential that such data be collected 
with full consideration of the methodological issues noted above.

Use of more rigorous rheological testing protocols in compression and testing 
may allow for more definitive determination of the true linear viscoelastic limit for 
brain tissue. The collection of data through the full loading and unloading cycle in 
oscillatory testing may also assist in all test modes.
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The other key gap in the body of knowledge regarding brain tissue is integration 
of data from different loading types – particularly reconciling shear, compression, 
and tensile loading data. To date, this is not possible because data that have been 
collected in different testing modes come from different species, and have been sub-
ject to different loading regimes (strains, strain rates), been subject to different 
preparation methods, and been tested at different post-mortem times. There is a 
clear need for multi-modal data (shear, compression, tension, and combination 
loading) to be collected using robust rheological techniques so that reliable consti-
tutive models can be developed and validated across all loading types.

Definitive conclusions about the effect of tissue perfusion pressure on the proper-
ties of brain tissue would be valuable in determining what corrections (if any) are 
required to adapt ex vivo data to predict in vivo brain response. Further in vivo mea-
surements, of both linear viscoelastic (e.g. using MR elastography or similar meth-
ods) and large deformation measurements (e.g. by indentation, aspiration, or other 
methods), are needed.

Brain mechanics at high loading rates still requires more study, including sepa-
rating out tissue inertial effects from inherent tissue viscoelasticity. At low loading 
rates, high-quality quantitative data on interstitial fluid flow in the brain, as is 
thought to be relevant for diseases such as hydrocephalus, are still lacking.

The use of easily interpretable constitutive models may also assist the field of 
brain tissue mechanics. While some mechanical properties have intrinsic definitions 
that are interpretable without reference to a constitutive model, such as the linear 
viscoelastic moduli, other parameters that are widely reported, often incorrectly, to 
describe tissue properties beyond this linear range are parameters within constitu-
tive models, with their own inherent assumptions. Given the complexity and strong 
non-linearity of brain tissue mechanical response, it is unrealistic to expect that one 
constitutive model will fit all circumstances, and those who wish to describe brain 
tissue properties in a given context will need to select and use a model that can cap-
ture the features of brain tissue mechanics within the relevant loading regime. 
A model that works for quasistatic brain deformation during surgery will likely not 
be suitable for high velocity impact loading, for example.

4.8  Conclusions

While interest in brain tissue mechanics is enjoying a resurgence of late, and much 
data have been collected to characterize the response of brain tissue to mechanical 
loading, there is still much to be done to rigorously characterize this complex mate-
rial. New developments in measuring techniques, however, have great potential for 
non-invasively measuring tissue properties in vivo, which may allow these proper-
ties to be used for diagnostic purposes, as well as shedding light on how this com-
plex organ responds to loads, be they due to dynamic processes that lead to traumatic 
brain injury, or slow processes involved in neurological diseases such as brain 
tumors or hydrocephalus.
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5.1  Introduction

According to the U.S. Centers for Disease Control and Prevention, traumatic brain 
injury (TBI) is a serious public health issue affecting 1.7 million people annually in 
the United States. Approximately 50,000 deaths were related to TBI each year [1] 
and at least 5.3 million Americans are living with TBI-related disabilities [2]. The 
most common causes of TBI include violent assaults, transportation-associated 
incidents, construction, and sports-related events [3]. As little can be done to reverse 
the initial brain damage caused by trauma, preventing TBI from happening and 
stabilizing a TBI victim to prevent further injury are two key areas of research. 
A better understanding of the causation and mechanisms of TBI can provide 
advancement in both areas.

Impact equipments (such as sleds, fluid percussion devices, or controlled cortical 
impact devices) are commonly used to generate sufficient force or acceleration to 
study injury mechanisms. During the test, globally measurable quantities (such as 
force and acceleration) and local variables (such as intracranial pressure) at a lim-
ited number of locations are measured. Based on these measurements, a number of 
injury mechanisms have been hypothesized [4]. As these mechanisms do not always 
correlate with clinical or pathological observations, considerable controversy still 
exists regarding the validity of these competing hypotheses.

Despite the fact that head injury mechanisms are not yet totally understood, some 
consumer protection and regulatory agencies (such as the Snell Foundation, 
Consumer Product Safety Commission, and National Operating Committee on 
Standards for Athletic Equipment) have prescribed minimal helmet performance 
criteria. These performance criteria are, in general, based on linear acceleration, 
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even though many researchers believe that rotational acceleration is the main culprit 
for TBI. Because helmets are designed to meet these standards, they function to 
reduce only the linear acceleration. Consequently, the inevitable question is why the 
helmet is effective in reducing head injury? Zhang et al. [5] conducted a series of 
mini-sled experiments to simulate American football-relevant impacts using the 
head and neck complex of a Hybrid III dummy. They found that the magnitude of 
angular acceleration was positively correlated with the magnitude of linear accel-
eration. Although not statistically significant, Rowson et al. [6] also reported a 
 positive correlation between the magnitude of linear and angular accelerations in 
collegiate football collisions using specially arranged accelerometer array imbed-
ded in helmets. Thus, even though football helmets are not explicitly designed to 
reduce rotational acceleration, diminishing linear acceleration also lessens angular 
acceleration.

Many researchers agree that injury mechanisms and thresholds based on exter-
nally measured linear or angular acceleration do not address the underlying biome-
chanical basis for injury. A number of studies have pointed out that brain deformation 
or strain is a principal cause of injury. Unfortunately, measuring strain, particularly 
in vivo, is almost impossible during an impact. At present, the best method to  predict 
intracranial biomechanical responses is through numerical modeling. In particular, 
the finite element (FE) method is exclusively suitable to model structures of irregular  
geometry, multiple material compositions, and complex loading and boundary con-
ditions and has been the preferred method to study head injury. Numerical models 
developed using FE method can provide tissue-level responses for correlation with 
the location and severity of injury outcomes. Considering the fact that globally 
based injury criteria have yet to bring about a further reduction in the incidence rate 
of TBI, it is perhaps necessary to seek criteria that are based on brain response, 
using FE computer models.

A number of human and animal FE brain models have been reported since the 
1980s when computers became powerful enough to run these models. The general 
belief of these studies is that a fully validated human FE head model is needed to 
identify the injury mechanism, which in turn can be used as a surrogate to design 
countermeasures to mitigate head injury severity or eliminate head injury altogether. 
Because traffic-induced TBI accounted for a majority of the TBI cases, many of 
these numerical models were published in the Stapp Car Crash Conference 
Proceedings or Journals. Yang et al. [7] conducted a comprehensive review of these 
models on the occasion of the 50th anniversary of the Conference. It was concluded 
that even though significant insight into head injury biomechanics was attained 
through exercising these models, there was a glaring lack of brain material properties 
under loading rates relevant to impact-induced TBI. Additionally, experimental and 
real world data needed to properly validate these numerical models were in short 
supply. To date, the only cadaveric data available consist of two sets of intracranial 
pressure data reported by Nahum et al. [8] and Trosseille et al. [9] and a few sets of 
relative motion data between the brain and skull reported by Hardy et al. [10, 11]. 
Real world or live human data consisted of some 30 mild TBI cases reconstructed 
from National Football League games [12], 13 cases of reconstructed motorcycle 
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data [13, 14], and four sets of graded AIS scale head injury data derived from real 
world crashes [15]. Even if all these shortcomings are overcome, tissue-level injury 
thresholds are still needed to determine the risk of TBI based on FE model-predicted 
tissue response.

With an ever increasing number of head models being reported from around the 
world, we find that many of these models are largely repetitive of previous versions, 
are not validated at all, or utilize the same limited datasets for model validation. In 
short, they provide no additional insights into the solution of the head injury prob-
lem. The purpose of this chapter is to outline what we have learned in modeling and 
simulation of the brain for injury prevention and how the knowledge gained in the 
past several decades in studying head injury biomechanics has helped us reach the 
goals of mitigating brain injury. Throughout this chapter, the do’s and don’ts of 
brain modeling are discussed to help modelers avoid repeating the mistakes of 
earlier developers.

5.2  Essentials of a Finite Element Head Model

The four key constituents of any FE model are the model geometry, material proper-
ties, boundary conditions, and loading conditions. Medical images are typically 
segmented to acquire various anatomical features within the brain. The segmented 
data can then be used to develop model geometry, or mesh. Detailed descriptions of 
brain imaging and segmentation can be found in Chap. 3 and will not be discussed 
here. Also, constitutive laws and material properties needed for the various materi-
als within the brain will not be discussed as more information is provided in Chap. 4. 
In this chapter, emphasis will be placed on selecting the anatomical features of the 
brain for inclusion in an FE head model, boundary conditions, and loading conditions. 
Nevertheless, readers are advised of the fact that accurate material properties are key 
to model the brain accurately.

5.2.1  Selection of Anatomical Features

Before the turn of the century, when computational power was relatively limited, a 
problem-specific FE model was formulated to solve a specific problem. For exam-
ple, if a FE model was created to find the displacement of a clamped plate with a 
concentrated load at its center, the mesh near the center was greatly refined while 
regions away from the center were modeled using larger elements. Two problems 
are associated with this approach. First, transitional elements are needed to gradu-
ally refine the mesh size towards the point of loading. In general, transitional 
 elements are of lesser quality than regular elements and hence the solutions can be 
less accurate. As an example, triangular elements are commonly used as transitional 
elements to refine bilinear quadrilateral elements (Fig. 5.1). Since the strain 
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 magnitude in a triangular element is constant, a lot of triangular elements are needed 
to study large strain variations near the loading position and hence not computation-
ally efficient. Second, this type of problem-specific model cannot be used when 
different loading conditions are applied. Thus, a new model is needed for every new 
loading condition. As computing power became more widely available, most FE 
model developers made their models more versatile to handle all kinds of loading 
conditions, using a fine mesh for the entire model.

In terms of selecting the anatomical features, the skin and scalp layers need to be 
included in an FE head model, even though these structures are not needed when 
simulating a closed head injury in which skull deformation is of no concern. In these 
cases, it is a common practice to apply all three components of linear and angular 
accelerations to the center of gravity of the head model to determine intracranial 
 tissue response [12, 16]. If simulation time is of concern, these layers can be assigned 
as rigid materials to reduce computational cost. On the other hand, a model with skin 
and scalp representation can be used directly if a real world direct impact scenario is 
to be considered. This same approach is also recommended for facial bones.

The bony skull plays a vital role in the protection of the brain from external 
loading . Mechanically, the rigidity of the skull (in terms of its modulus and thick-
ness) determines the magnitude of the intracranial pressure due to direct impact or 
inertial loading. The adult human skull is made up of eight bones that are rigidly 

Fig. 5.1 Application of triangular elements to increase the mesh density of 4-node bilinear 
elements
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connected by sutures. For this reason, there is no need to model them as separate 
bones. The skull is made up of three distinct layers, the outer table, diploe, and inner 
table. It has been reported that the skull thickness can vary from 4 to 9 mm [17]. 
However, there is no report on the thickness for each individual layer, extent of 
variation in the thickness for different bones, and age/gender dependency of the 
thickness. Without such data, FE head models developed thus far are based on a 
uniform thickness. Again, the skull bone may be treated as rigid material if close-
head injury without any skull deformation is the only concern.

Cranial sutures in the adult allow only minimal movement between skull bones. 
In the infant, the skull bones can move relative to each other as they are separated by 
gaps called fontanelles (or soft spots), which are covered by a reasonably strong mem-
brane with a smaller elastic modulus compared to skull bones (Fig. 5.2). Continued 
ossification and closure of the fontanelles occur at different times while complete 
closure of the sutures does not occur till the third decade of life [18]. For this reason, 
the infant skull cannot be modeled as a single bone as in the adult model.

Cranial meninges consist of the dura mater, arachnoid mater, and pia mater. Dural 
partitions include the falx cerebri, a sagittal partition which divides the brain into the 
left and right hemispheres, and the tentorium, which separates the cerebellum from 
the occipital lobes. It has been noted that a model without the falx cerebri and tento-
rium could not accurately predict brain motion within each compartment [19, 20]. 
For this reason, the falx and tentorium should be included in any future head model. 
Additionally, Haines et al. [21] reported multilayer structures between the skull and 
brain (Fig. 5.3). Because there is normally no space for fluid between the arachnoid 
and dura, the dural and arachnoid border cells and dura mater are considered as a 

Fig. 5.2 Fontanelles and sutures of the infant skull from http://www.nlm.nih.gov/medlineplus/
ency/imagepages/1127.htm
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single entity in most models. The arachnoid trabeculae and cerebrospinal fluid (CSF) 
resemble a biphasic structure with CSF surrounding the solid arachnoid trabeculae. 
Due in part to the irregular distribution of trabeculae and a lack of computational 
power, most modelers define the subarachnoid space as a boundary condition between 
the skull and brain which will be discussed later. Using a 2D FE model, Cloots et al. 
[22] reported that gyri and sulci had no effect on the mean von Mises stress, but had 
a significant effect on its maximum value. However, current computational power is 
still inadequate to model cerebral convolutions in a 3D head model.

The cerebral ventricular system consists of four interconnected ventricles: the left 
and right lateral ventricles, third ventricle, and fourth ventricle. CSF occupies the 
ventricles and the subarachnoid space surrounding the brain and the spinal cord. Most 
models reported so far include the lateral ventricles, while a small number of finely 
meshed models also simulate the third and fourth ventricles. Since the ventricles are 
filled with CSF, fluid elements are generally used to represent this structure.

Neuronal tissue is anatomically divided into gray matter and white matter. Gray 
matter is made up mostly by cell bodies or neurons, while white matter is made up 
mostly by myelinated axonal tracts. Due to this morphological variation, mechanical 
properties of gray and white matter are expected to be different. Unfortunately, data 
reported in literature are not consistent in terms of which brain matter is stiffer than 
the other. Since white matter represents axonal tracts, some have contemplated the use 
of orthotropic properties to highlight its directional dependency. Again, there is a lack 
of mechanical property data on axonal directional dependency to justify the use of 
such a computationally expensive representation. Limited by computational power, it 
is also not practical to model individual cells and axons at this stage. As a result, most 
head models assume the brain to be a homogeneous and isotropic continuum.

Some models simulate the thalamus and hippocampus explicitly as separate organs 
mainly because of their important physiological functions. However, material proper-
ties used for these structures were based mainly on data taken from animal testing 

Fig. 5.3 Anatomical layers between skull and brain reported by Haines et al. [21]
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acquired at low speed [23, 24]. We recommend that gray matter structures should 
include (but not limited to) the cortex, thalamus, and basal ganglia. The white matter 
in an FE head model should include the corpus callosum, corticospinal tract, and 
brainstem, including detailed geometry of the midbrain around the tentorium 
opening.

Parasagittal bridging veins have been included in many FE head models. 
Numerous articles have reported that acute subdural hematoma (ASDH) is due to 
rupture of these veins as a result of large relative motion between the brain and skull 
[25]. The reader is cautioned that the number of ASDH of arterial-origin equals, if 
not exceeds, that of ASDH of venous-origin [26]. Thus, calculating bridging vein 
stretch alone cannot fully predict the occurrence of ASDH. In any event, the direc-
tion, location, and length of the bridging vein all contribute to its strain and these 
data are not readily available. Additionally, readers should be aware that rate sensi-
tivity of the bridging vein is still a controversial issue [27, 28].

Human brain tissue consists of a network of cerebral vasculature interspersed 
within a matrix of supporting cells. These vessels may or may not have a profound 
effect on overall in vivo material properties of the brain in contrast to brain proper-
ties measured in vitro where this tethering effect is not considered. Ho and Kleiven 
[29] developed a 3D head model in which major arteries and veins were represented 
by “beam” elements to study the effect of cerebral vasculature on brain response. 
The authors found minimal discrepancy between the models with and without 
explicit cerebral vasculature representations. Their result is different from that 
reported by Zhang et al. [30] using 2D FE models with and without major branches 
of cerebral arteries. Such differences can be attributed to the number vessels included 
in the head model, difference in mechanical properties between the brain paren-
chyma and cerebral vessels, and the method used to represent the blood vessels – 
“beam” elements or solid elements. Considering the fact that the diameter of the 
largest cerebral arteries is no more than 3 mm [31] while other vessels are 0.5 mm 
and less in diameter, inclusion of cerebral vasculature remains a major challenge for 
FE head model developers.

5.2.2  FE Mesh Quality

A FE model that employs a low quality mesh cannot yield the best results. This is par-
ticularly true for explicit FE modeling in which the one-point reduced integration 
scheme is the default integration method. The explicit scheme decreases computational 
cost, while at the same time improves solution accuracy by avoiding mesh locking. 
Factors that can affect the quality of a mesh include: Jacobian, warpage, aspect ratio, 
skew angle, and internal (edge) angle. Practically, all FE methods involve the shape 
functions [N], from which the strain-displacement matrix [B] and element stiffness 
matrix [k] are derived. These three matrices form the foundation for determining struc-
tural response under load. The standard or “parent” elements commonly adopted for 
2D plane and 3D solid element formulations are the square and the cube, respectively. 
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Obviously, it is not practical to use only square- or cubic-shaped elements to represent 
a complex structure. Thus, isoparametric formulation, based on natural coordinate sys-
tems, is needed to allow for elements with more general shapes. Intuitively, one is led 
to believe that a mesh with all elements shaped very closely to their corresponding par-
ent elements will yield the best solution and indeed this is the case.

The Jacobian matrix is a function which maps one Euclidean space to another. 
The determinant of the Jacobian matrix (often simply called the Jacobian) reports 
the maximum variation of an element from the idealized element based on the same 
shape functions. Definition for the aspect ratio, warpage, and skew angle varies 
slightly depending on the type of elements used. For example, aspect ratio is defined 
as the length to width ratio in a triangular or quadrilateral element, as the ratio of 
height to square root of opposing face area in a tetrahedral element, or the ratio of 
the maximum to minimum distance between opposing faces for a hexahedral ele-
ment. Warpage tests the extent of deviation out of the plane formed by the other 
three nodes on the same face of a quadrilateral, wedge, or hexahedral element. The 
skew angle is generally calculated using an edge bisector method. Although there 
are no specific guidelines available, our in-house practice is to have a minimum 
Jacobian of 0.7, all internal angles between 45 and 135°, a maximum aspect ratio of 
3, and a maximum skew angle of 30°. Additionally, the mesh quality goal for war-
page angle, taper, and element length to thickness ratio shall be less than 20, 0.5, 
and 3, respectively, for 2D elements and the warpage angle and tetra collapse shall 
be less than 5 and 0.5, respectively, for 3D elements. Figure 5.4 shows some 2D and 
3D elements with qualities right at these recommended limits. Readers are also 
referred to a set of test problems reported by MacNeal and Harder [32] to learn more 
about large errors induced by ill-shaped elements compared to elements with 
 standard shapes.

As the structure of interest becomes more complex, meshing it with isoparametric 
2D quadrilateral elements or 3D brick elements can be quite challenging. On the 
other hand, the use of 2D triangular elements and 3D tetrahedral elements is an easy 
task because there are numerous software packages available to automatically gener-
ate meshes based on triangular and tetrahedral elements. In general, formulations of 
triangular and tetrahedral elements are based on degenerations of 4-node plane or 
8-node brick elements, respectively. For example, a 4-node tetrahedral element 
(N1-N2-N3-N4), when mixed with other hexahedral elements, is treated as a degen-
erate 8-node solid element with node number N1-N2-N3-N4-N4-N4-N4-N4 in 
LS-DYNA code (LS-DYNA user manual). One problem associated with degenerated 
elements is related to an uneven mass distribution. For example, node 4 of a degenerate  
tetrahedron has five times the mass of nodes 1, 2, and 3. Similarly, a 6-node 
pentahedral  element is degenerated from 8-node brick with node number N1-N2-N3-
N4-N5-N5-N6-N6 (Fig. 5.5). Different software packages employ different degen-
eration schemes. For example, some may assign node 4 of a triangular element, with 
nodes 1, 2, and 3, to be located at the same coordinates as node 3, while others may 
assign node 3 to be located between nodes 2 and 4 on one side of a triangle formed 
by nodes 1, 2, and 4. These degenerated elements are very different in shape com-
pared to standard elements and have been shown to require a lot of elements to 
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achieve the same accuracy as what a small number of standard elements can do. 
If the element density does not increase when degenerated elements are used, the 
solution may not be as accurate. For our in-house FE models, we recommend that 
less than 10% of all elements be in the form of triangular or tetrahedral elements.

5.2.3  Numerical Convergence and Hourglass Energy

Mesh convergence refers to how small the element size should be in a FE model to 
ensure that simulation results are unaffected by changing the size of the mesh. The 
convergence issue is frequently overlooked for three reasons. First, a FE model with 
high mesh density may not be solvable when computing resources are limited. This 
issue is no longer a critical one as newer computers are capable of handling a large 
quantity of random access memory. Second, developing FE models with a different 
mesh density requires significant effort. Unless each refinement represents a divi-
sion of one 3D element into eight elements (that is, dividing each edge of an element 
into two), substantial work is involved when refining a mesh. While this issue per-
sists to the present, it is less critical now because there are software packages which 
allow users to parameterize the mesh so that little effort is needed to adjust the mesh 
density. Still, refinement of the mesh using such automatic meshing software usu-
ally has limitations if the parameterized surface is poorly formulated and there is no 
guarantee that the refined mesh will be of high quality. Third, many research groups 
have in their databases numerous models available and hence have a tendency to 
take an old model that was previously published for use in a new loading condition 
without testing for convergence to ensure that the mesh density is sufficient to solve 
the new problem.

Fig. 5.4 Quadrilateral elements with mesh quality exceed the minimal in-house recommended 
values of a Jacobian of 0.7 (left), internal angle of 55, 10° exceed the recommended 45° (center), 
and a warpage of 1.65 (right)

Fig. 5.5 When mixed with 8-node hexahedral elements, 4-node tetrahedral elements and 6-node 
pentahedral elements in LS-DYNA are treated as degeneration of 8-node hexahedral elements
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To check for convergence, strains or stresses in several regions of interest are 
computed and plotted as a function of mesh density. If simulation results from two 
FE models with different mesh densities are within a few percentage points of each 
other, then mesh convergence has been achieved. Otherwise, continued refinement 
of the mesh should be carried out and the FE simulation repeated. Typically, differ-
ences in strains or stresses in two consecutive refinements will decrease as the mesh 
is refined. Eventually, the difference will be sufficiently small so that convergence 
is deemed achieved. In some cases, such as impact of soft tissue by a very small 
dia meter pendulum, convergence is very difficult to achieve due to the large defor-
mation confined to a small region. In this case, a report must be generated to indi-
cate how far away the mesh is from full convergence. Although some advanced FE 
solution methods are, in theory, not affected by mesh size, testing for convergence 
is a recommended practice in our laboratory in the event that the software does not 
live up to its expectation. Figure 5.6 shows the Wayne State University head injury 
model, consisting of more than 314,000 uniformly meshed high-quality elements. 
The solution was found to be convergent when the model was used to simulate 
direct and indirect impacts with combined accelerations of up to 200 g and 
12,000 rad/s2.

Fig. 5.6 The Wayne State 
University head injury 
model
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In explicit FE analysis of soft tissue subjected to dynamic loading, large  hourglass 
energy is frequently needed to prevent the mesh from going into various hour-
glass modes. This is of great concern. Formation of hourglass modes is primarily 
due to rank deficiency. Consider a 4-node bilinear 2D element, the element stiffness 
matrix [k] has a size of 8 × 8 but only a rank of 5, which can be calculated by taking 
away three rigid body motions (two translations and one rotation) from the eight 
degrees-of-freedom available for a 2D bilinear element. A one-point reduced inte-
gration scheme would decrease the rank from 5 to 3, which means two hourglass 
modes could occur. Explanations of hourglass modes and the energy needed to con-
trol these modes are tedious and the reader is referred to relevant papers on the 
subject, such as Hughes [33]. Many software packages allow changing the hour-
glass energy coefficient to adjust the hourglass energy. It has been recommended 
that the hourglass energy should not exceed 10% of the total energy in order to 
assure accuracy of simulation results.

5.2.4  Boundary Conditions

Representing the pia-arachnoid complex (PAC), within which the CSF flows, remains 
an unresolved issue in brain modeling. Techniques used in the past include a direct 
connection with no slip, direct coupling at the junction, sliding interface with differ-
ent coefficients of friction, or tie-break with a preset threshold. A major reason for 
these selections is probably due to the fact that some researchers were either unaware 
of or decided to ignore the existence of trabeculae in the subarachnoid space. Also, 
the complex and random nature of the distribution of trabeculae in the PAC makes it 
impossible to model them explicitly. While the exact method to model the PAC and 
the CSF within it has not been agreed upon, it has been noted that representing this 
layer by a gap cannot be used to generate tension in the contrecoup site, thus making 
it unsuitable to model the contrecoup phenomenon reported by clinicians.

Experimental data reported by Jin et al. [34, 35] on bovine PAC showed that the 
trabelculae in the CSF layer offers finite shear resistance, thus it would be a mistake 
to model this layer as an incompressible fluid. A set of constitutive equations has 
been developed for bovine PAC [36]. Effort should be devoted to determine in-plane, 
traction, and shear loading responses in human pia-arachnoid samples using methods 
similar to those reported by Jin et al. [34, 35]. Once a set of constitutive equations is 
developed to represent the PAC and CSF, this combined structure can be properly 
modeled. There is no evidence to suggest the need to model the CSF surrounding the 
spinal cord. Unless there is new information to suggest otherwise, the sliding of the 
cord relative to the surrounding dura can be represented by a sliding interface.

5.2.5  Types of Injury To Be Simulated

A good understanding of the injury mechanism is one of the most important compo-
nents when studying injury prevention. Without knowing the proper injury mechanism 
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and the associated injury threshold, it is not possible to use a FE head model to predict 
the type, location, and severity of TBI. Because a FE head model can only be used to 
calculate the corresponding responses at the instant of impact, secondary head injury 
(defined as the pathological, physiological, and biochemical changes to the brain tissue 
after the primary injury) is beyond the capability of current FE head models and will 
not be discussed in this chapter.

The mechanism of open and close-head injury is quite different. Because skull 
and facial bone fractures do not always correlate with brain injury, such fractures 
are not simulated in most FE head models. Nevertheless, readers should be aware 
that a fractured skull could affect subsequent intracranial response and a skull frac-
ture is more complicated than a long bone fracture. Gurdjian and Webster [37] in 
their stress-coating and strain gauge study showed that there was a momentary 
in-bending at the site of impact and out-bending at the adjacent regions with linear 
fractures occurring in the out-bended area. Additionally, an instantaneous increase 
in intracranial pressure upon impact may contribute to the incident rate of skull 
fracture or to the fracture length.

Only four types of brain injury (cerebral contusion, diffuse axonal injury (DAI), 
acute subdural hematoma (ASDH), and subarachnoid hematoma (SAH)) are dis-
cussed in this chapter. Figures 5.7 shows two magnetic resonant images of a cerebral  
contusion case. Cerebral contusion is a bruising of the brain surface where 
 hemorrhagic necrosis and acute brain swelling occur. Contusions usually involve 
the surface of the brain, especially the crowns of gyri, and are more frequent in the 
orbital surfaces of the frontal lobes and the tips of the temporal lobes irrespective of 
the site of impact [38, 39]. Most researchers believe that this focal injury is associ-
ated with intracranial pressure generated as a result of high linear acceleration. 
Positive pressure, typically associated with the so-called coup injury mechanism, is 
assumed to be the result of the moving skull towards the stationary brain, producing 
a compressive wave in the brain at the time of impact or direct compression of the 
brain due to in-bending of the skull. Negative pressure, which has been associated 
with the so-called contrecoup injury mechanism, is hypothesized to be the result of 
tension generated by skull moving away from the brain that is lagging behind skull. 
If pressure is the underlining mechanism of this coup-contrecoup phenomenon, FE 
model-predicted pressure levels can be used to estimate the risk of contusion injury. 
Alternately, the negative pressure could be due to a tensile wave that was formed by 
the reflection of the original compression wave off the skull. Cavitation (collapse of 
a vapor bubble) occurs if negative pressure is lower than the vapor pressure of 
water. In this case, negative pressures below atmospheric pressure may be a good 
indicator for contusion injury. This  cavitation-induced injury mechanism has not 
been proven experimentally and readers should bear in mind that this may not be a 
true mechanism.

DAI is a well-known consequence of blunt head injury and is characterized by 
immediate onset of coma at the time of injury or cognitive dysfunction. Pathologically, 
DAI comprises diffuse changes in the white matter tracts, including focal pertur-
bation of axolemma, cytoskeletal misalignment, disruption of axoplasmic trans-
port (manifested as axonal swelling), formation of retraction balls, and axonal 
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 disconnection. A typical case of DAI is shown in Fig. 5.8. As most FE head models 
are too coarse to include explicit representation of these anatomical features, overall 
model-predicted response at the tissue level is used to correlate with the risk of DAI. 
Although extremely high angular acceleration was needed, Gennarelli et al. [40, 
41], were able to induce DAI in an experimental animal model. Since brain material 
has a very low shear modulus and a very high bulk modulus, high shear strains or 
stresses can be easily generated during rotational loading. Consequently, the magni-
tude of shear strain or maximum principal strain predicted by a FE head model is 
commonly used to indicate the risk of DAI. The cumulative strain damage measure 
(CSDM), proposed by Bandak and Eppinger [42] and Takhounts et al. [43], hypoth-
esized that DAI is associated with the cumulative volume of all brain tissue elements 
which experienced a strain higher than a prescribed threshold. From a biomechani-
cal point of view, this measure seems to be very reasonable but experiments specifi-
cally designed to verify this hypothesis are needed to ensure its validity.

ASDH describes an abnormal blood collection between the dura and arachnoid 
maters. ASDHs are one of the most frequently seen forms of high severity acute 
head injuries. There is evidence that ASDH is usually formed within the first several 
minutes and certainly by the end of the first hour after a severe impact. Many 
researchers believe that the cause of ASDH is the rupture of parasagittal bridging 
veins. Hence, relative motions between the brain and skull are a good predictor to 

Fig. 5.7 T2 images of a patient suffering focal contusion (left image: sagittal view; right image: 
axial view). As shown in the above images indicated by arrows, a focal contusion happened on the 
surface area of right frontal lobe. In radiology, right side of an image represents left side of the brain; 
and vice versa (courtesy of Dr. Zhifeng Kou)
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estimate the risk of ASDH. While this hypothesis may have clinical correlation in a 
number of cases, Maxeiner and Wolff [26] showed that there was an equal probabil-
ity of ASDH caused by bridging vein rupture and by cortical artery rupture. 
Moreover, Shenkin [44] reviewed 39 consecutive cases of ASDH and found that 
there was a high incidence rate of cortical artery rupture (61.5%). Additionally, rela-
tive motions between the brain and skull measured by Hardy et al. [10] indicated 
that relative motions in the peripheral region of the cortex were less than those mea-
sured in the central region of the brain. For these reasons, we cannot confirm the 
precise injury mechanisms of ASDH until new experiments are carried out.

SAH or hemorrhage is the result of ruptured corticomeningeal vessels or bridg-
ing veins upon blunt impact. As the hemorrhage occurs in the CSF space, intracra-
nial pressure is not likely to rise significantly and this injury type does not present a 
significant challenge in clinical practice. Additionally, it is computationally too 
expensive to explicitly model these corticomeningeal vessels. Hence, this type of 
brain injury has been mostly ignored by most FE models. Similarly, epidural hema-
toma (EPH) is seen in less than 5% of TBI cases and has a low mortality rate. 
Although there is no space between skull and dura, there is a natural epidural space 
around the spinal cord for the hemorrhage to move into. Consequently, simulating 
the risk of EPH is not a great concern to many researchers.

5.3  Validation of Simulation Results

As mentioned in Sect. 5.1, only limited datasets are available to validate FE models. 
These datasets can be grouped into two categories: laboratory experiments and recon-
structed real world data. Practically, any FE head model that has been validated 

Fig. 5.8 Susceptibility-
weighted imaging of a severe 
brain injury case. The patient 
is a classical DAI case with 
numerous hemorrhagic 
lesions at the genu, body and 
splenium of corpus callosum 
(see arrowheads), and gray 
and white matter junction 
area (see arrows). The patient 
also suffers subarachoid 
hemorrhage (SAH), which 
travels into the brain sulcus 
area on both sides of the 
brain (see dashed arrows) 
(courtesy of Dr. Zhifeng Kou)
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includes the use of intracranial pressure data from the oft-cited Test 37 reported by 
Nahum et al. [8] probably due to the fact that this was the only time history data pre-
sented in the paper. Note that the same publication [8] also included peak data in 
 tabular form, reporting on a number of experiments in which intracranial pressures 
were measured. For example, there were padded and rigid impacts, using three differ-
ent impactor masses (2.7, 5.23, 5.59 kg) and six different velocities (4.36, 6.3, 8.69, 
8.75, 9.94, 12.95 m/s). Some of the intracranial pressure data did not make sense from 
a mechanical point of view and were apparently outliers. Obviously, there were inher-
ent problems associated with these experiments. Gurdjian et al. [45] once wrote: “Due 
to the error introduced resulting from deformation of the scalp, muscles, skull, and 
striker itself, it appeared more accurate to measure the acceleration of the skull.” As a 
result, the most commonly used head injury criteria are all based on acceleration with-
out considering the intracranial responses. Explanations for the unreasonable 
 measurements reported by Nahum et al. [8] may include data acquisition system 
errors, variations in the cadaveric anthropometry, and the unspecified locations of 
pressure transducer placements. Similar problems can also be found in newer labora-
tory generated experimental data reported by other authors. For examples, Hardy et al. 
[10] reported large standard deviations observed in the motions of the brain with 
respect to skull using the same cadaveric head under very similar loading conditions. 
Lastly, using real world accident reconstruction data for model validation presents 
even more problems because the only known variable is the injury outcome.

To correct this deficiency, experiments specifically designed to generate data for 
model validation are needed. One such dataset has been generated to validate human 
neck models subjected to rear-end impact [46]. In this series of experiments, high-
resolution CT scans were conducted on each cadaver to document the cervical spine 
geometry and to generate subject-specific neck models, while cervical spine kine-
matics were obtained by a high-speed bi-planar X-ray system for model validation. 
Obviously, experiments of this kind will be very expensive and require pooling of 
financial resources from all stake holders to achieve the goal.

5.4  Revamp FE Modeling of Human Head

We hypothesize that successful development of human head models for preventing 
blunt impact-induced TBI depends to a great extent on animal experiments. There are 
several reasons for this assumption. First, freshly dead human heads (and brains) are 
very hard to obtain and studying the TBI injury mechanism and threshold requires a 
large number of cadavers because of the inherent variability of cadaver data. Second, 
for those cadavers available for impact testing, it is very difficult to prepare them to 
 imitate in vivo conditions. Third, cadaver experiments will not reveal any brain injury. 
Animal studies, on the other hand, enable the measurement of biomechanical param-
eters, investigation of behavioral changes, and evaluation of histological changes to 
identify the type and severity of brain injury due to impact. More importantly, labo-
ratory-raised animals are genetically the same and easier to secure for testing once 
the experimental protocol passes the stringent protocol review process.
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It has been nearly 20 years since animals larger than rodents were used to 
 determine TBI injury mechanisms and thresholds due to blunt impact. While 
 valuable data were gathered from animals in the old days, biomechanical parame-
ters measured were limited to mostly external impact parameters (such as the 
 pendulum mass and speed) and global responses (such as linear and angular accel-
erations). Unfortunately, computer modeling technologies were not sophisticated 
enough to model these experiments at that time and hence anthropometry and other 
data needed for validation of numerical models were not obtained. Nevertheless, 
full utilization of these data should be attempted so that no additional animals need 
to be sacrificed unless it is absolutely necessary. It is our understanding that the U.S. 
Department of Transportation is organizing an effort to revive some primate data 
from its archives across the globe. Successful retrieval of these primate data in con-
junction with numerical modeling of these animal impacts will promote a better 
understanding of the relationship between injury outcome and model-predicted 
intracranial responses.

As previously described, earlier experiments were not conducted for the purpose 
of obtaining data for model validation. Thus, it is fully expected that new animal 
experimental data are necessary. The following list outlines some key information 
needed if financial resources are put in place for doing such experiments:

 1. Clear identification of animal head anthropometry and experimental conditions. 
For example, stiffness of the foam used to soften a blow in pendulum testing or 
used as a cushion in weight drop Marmarou type of testing should be measured.

 2. Sufficient biomechanical parameters should be measured during impact and used 
for model validation. When possible, intracranial tissue kinematics should be 
measured using bi-planar X-ray techniques such as those reported by Hardy et al. 
[11]. Efforts should be devoted to accurate modeling of the pia-arachnoid junc-
tion because the complex anatomy at this region greatly affects the model- 
predicted responses.

 3. Thorough histological investigations of TBI are needed. Because the counting of 
brain lesions under the microscope can be an extremely labor-intensive process, 
even with the aid of a computer, researchers typically only study a handful of 
sections at a couple of selected regions of interest. Studies have shown that brain 
injury can occur in regions remote from the impact site [47], but these data are 
not routinely acquired and reported upon. An entire 3D injury map is needed for 
correlation with FE model-predicted tissue-level responses.

 4. Careful correlation between injury outcome and FE model-predicted biome-
chanical responses is needed to identify region-specific injury thresholds. 
Intuitively, one can imagine that a 10% stretch in gray matter may not be injuri-
ous, while the same magnitude of stretch in white matter may be devastating. 
Hence, it is fully expected that injury threshold should be different for different 
regions of the brain.

 5. A suitable scaling methodology should be developed so that injury threshold 
derived from animals can be scaled to protect the human. A minimum of two 
animal experimental models (a small and a large one) need to be conducted to 
develop a scaling method based on parameters such as age, gender, size, material 
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properties, etc. Preferably, a third animal model should be tested to validate the 
accuracy of the scaling law and to develop a scaling method to estimate the 
 tissue-level injury threshold in humans. Note that this method does not account 
for species differences in tolerance and may not provide a direct correlation 
between size and tolerance.

Once these animal experiments are completed, there are still numerous hurdles to 
overcome in developing fully validated animal brain models. For examples, while 
material properties available on animal brain tissues are more abundant compared to 
human tissues, more studies are still needed to develop proper constitutive laws and 
more accurate material properties at strain rates relevant to the impact condition. 
Even in a systematic series of investigations, the data are expected to have a fairly 
large standard deviation due to biological variations. Presently, FE brain models are 
based on a deterministic approach by inserting a set of material properties into the 
model which is then subjected to a set of loading conditions to calculate intracranial 
responses. Because variations exist in material properties and loading conditions, a 
probabilistic approach should be applied to determine the spectrum of response vari-
ables. In other words, there will be a range of model-predicted intracranial responses 
reflecting the dissimilarities among the population and the relative risk of injury.

It can be expected that accurate FE human head models can only be developed 
with success after completing the modeling of animal brains through which one can 
identify material laws and associated constants, define with accuracy the loading 
conditions, and ascertain regional tissue-level injury thresholds through 3D injury 
mapping. The human head models developed based on this principle can then be 
used as the surrogate to design better countermeasures to prevent or mitigate brain 
injury. As the human brain is better protected against blunt impact, the incident rate 
of TBI should decrease. Nevertheless, complete elimination of TBI may not be 
immediately achievable. Thus, newer and higher quality real world data need to be 
gathered continuously to improve the simulation models so that their capability in 
accurately predicting the risk of brain injury under a variety of blunt impact condi-
tions is augmented.

5.5  Conclusions

A large number of FE human and animal brain models for blunt impact simulation 
have been published. We do not know what motivated the development of so many 
brain injury models, but one of the reasons must be related to the desire of model 
developers to show that their model is better than existing ones. This reason alone 
should not be the primary basis for model development. To varying extents, these 
models have been validated against a very limited number experimental datasets in 
which insufficient details were available to accurately define the model geometry, 
loading conditions, and impact responses. For this reason, continued development of 
new human brain models is not likely to improve the quality of these models or pro-
vide additional insights. However, the possibility of having another “run-of-the-mill” 
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human brain model published in the literature is highly likely because the resources 
needed to develop a computer model is nothing more than a high-end computer and 
a commercially available software package. It is sad to see that some journal review-
ers are not requiring all models to demonstrate proper convergence and validation. 
More importantly, we will continue to see FE model-derived injury thresholds with-
out the acknowledgement that these thresholds are model-dependent and not neces-
sarily universally valid or even reliable.

To alter the direction of model development, we need high-quality experimental 
data, especially animal experiments, designed to acquire biomechanical and injury 
data for model validation. With a majority of government (NIH) funding being 
directed towards translational research and treatment, very little resources are still 
available to prevent TBI from happening, even though prevention is the best treat-
ment for TBI. Automotive and sports equipment manufacturers have a keen interest 
in preventing TBI. However, these companies are not willing to support animal 
research because bad press can hurt their business. Until this culture is changed, one 
may continue to see more TBI victims in the years to come. It is hoped that this 
chapter can change some minds to redirect more effort and funding to developing 
better FE human head models to reduce the number of future TBI victims.
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6.1  Introduction

During neurosurgery, the brain significantly deforms. Despite the enormous 
complexity of the brain (see Chap. 2) many aspects of its response can be reasonably 
described in purely mechanical terms, such as displacements, strains and stresses. 
They can therefore be analyzed using established methods of continuum mechanics. 
In this chapter, we discuss approaches to biomechanical modeling of the brain 
from the perspective of two distinct applications: neurosurgical simulation and 
neuroimage registration in image-guided surgery. These two challenging applica-
tions are described below.1

6.1.1  Neurosurgical Simulation for Operation Planning, 
Surgeon Training and Skill Assessment

The goal of surgical simulation research is to model and simulate deformable materials 
for applications requiring real-time interaction. Medical applications for this include 
simulation-based training, skills assessment and operation planning.

Surgical simulation systems are required to provide visual and haptic feedback 
to a surgeon or trainee. Various haptic interfaces for medical simulation are especially 
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useful for training surgeons for minimally invasive procedures (laparoscopy/
interventional radiology) and remote surgery using tele-operators. These systems 
must compute the deformation field within a soft organ and the interaction force 
between a surgical tool and the tissue to present visual and haptic feedback to the 
surgeon. Haptic feedback must be provided at frequencies of at least 500 Hz [3]. 
From a solid-mechanical perspective, the problem involves large deformations, 
non-linear material properties and non-linear boundary conditions. Moreover, it 
requires extremely efficient solution algorithms to satisfy stringent requirements on 
the frequency of haptic feedback. Surgical simulation is a very challenging problem 
of solid mechanics.

When a simulator is intended to be used for surgeon training, a generic model 
developed from average organ geometry and material properties can be used in 
computations. However, when the intended application is for operation planning, 
the computational model must be patient-specific. This requirement adds to the difficulty 
of the problem – the question of how to rapidly generate patient-specific computa-
tional models still awaits a satisfactory answer.

6.1.2  Image Registration in Image-Guided Neurosurgery

One common element of most new therapeutic technologies, such as gene therapy, 
stimulators, focused radiation, lesion generation, nanotechnological devices, 
drug polymers, robotic surgery and robotic prosthetics, is that they have extremely 
localized areas of therapeutic effect. As a result, they have to be applied precisely in 
relation to the patient’s current (i.e. intra-operative) anatomy, directly over the 
specific location of anatomic or functional abnormality [4]. Nakaji and Speltzer [5] 
list the “accurate localization of the target” as the first principle in modern neuro-
surgical approaches.

As only pre-operative anatomy of the patient is known precisely from medical 
images (usually magnetic resonance images – MRI), it is now recognized that the 
ability to predict soft organ deformation (and therefore intra-operative anatomy) 
during the operation is the main problem in performing reliable surgery on soft 
organs. In the context of brain surgery, it is very important to be able to predict the 
effect of procedures on the position of pathologies and critical healthy areas in the 
brain. If displacements within the brain can be computed during the operation, 
then they can be used to warp pre-operative high-quality MR images so that they 
represent the current, intra-operative configuration of the brain, see Fig. 6.1.

The neuroimage registration problem involves large deformations, non-linear 
material properties and non-linear boundary conditions as well as the difficult issue 
of generating patient-specific computational models. However, it is easier than the 
previously discussed surgical simulation problem in two important ways. Firstly, we 
are interested in accurate computations of the displacement field only. Accuracy of 
stress computations is not required. Secondly, the computations must be conducted 
intra-operatively, which practically means that the results should be available to an 
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operating surgeon in less than 40 s [6–9]. This still forms a stringent requirement for 
computational efficiency of methods used, but is much more easily satisfied than the 
500 Hz haptic feedback frequency requirement for neurosurgical simulation.

Following the Introduction (Sect. 6.1), in Sect. 6.2, we describe difficulties in 
modeling geometry, boundary conditions, loading and material properties of the 
brain. In Sect. 6.3, we consider example application in the area of computational 
radiology. Numerical algorithms devised to efficiently solve brain deformation 
behavior models are described in Chap. 9. We conclude this chapter with some 
reflections about the state of the field.

6.2  Biomechanics of the Brain-Modelling Issues

When considering approaches to modeling the brain, one should clearly realize 
whether the intended application is generic or patient-specific. If the biomechanical 
model is constructed for a generic application, e.g. a neurosurgical simulator for 
surgeon training, the typical, in some sense “average”, geometry and mechanical 
properties of an organ and tissues should be modeled. If, however, a patient-specific 
model is required, for example for operation planning, then clearly a “generic” 
model is of little utility and patient-specific data must be incorporated in the model. 
The reader is warned here that the question of how to generate patient-specific 
biomechanical models quickly and reliably remains unresolved (see Chap. 9 for 
current attempts to address this issue using meshless methods). Another aspect 
worth considering is that for computational biomechanics to be accepted and 
beneficial in clinical practice, biomechanical computations must be seamlessly 

Fig. 6.1 Comparison of a brain surface determined from images acquired pre-operatively with the 
one determined intra-operatively from images acquired after craniotomy. Inferior (i.e. “bottom”) 
view. (a) Pre-operative surface is semi-transparent; (b) Intra-operative surface is semi-transparent. 
Deformation of the brain surface due to craniotomy is clearly visible. Intra-operative displace-
ments of over 20 mm have been reported in medical literature [90]. Surfaces were determined from 
the images provided by Department of Surgery, Brigham and Women’s Hospital (Harvard Medical 
School, Boston, MA, USA)
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incorporated in the clinical work flow. This can only be achieved if these computations 
are conducted in real or at least close to real-time (how to achieve this is discussed 
in Chap. 9).

In the remainder of this section, we will discuss the main modeling issues: geometry, 
boundary conditions, loading and tissue mechanical properties.

6.2.1  Geometry

Detailed geometric information is needed to define the domain in which the 
deformation field needs to be computed. Such information is provided by electronic 
brain atlases described in detail in Chap. 2. In applications that do not require 
patient-specific data (such as neurosurgical simulators for education and training), 
the geometric information provided by these atlases is sufficient. However, other 
applications such as neurosurgical simulators for operation planning and image 
registration systems do require patient-specific data. This patient-specific data can 
be obtained from radiological images (for examples see Fig. 6.2 and Chap. 3); 
however, the quality is significantly inferior to the data available from anatomical 
atlases (see Chap. 2).

The accuracy of neurosurgery is not better than 1 mm [4]. Voxel size in high-quality 
pre-operative MR images is usually of similar magnitude. Therefore, we can conclude 

Fig. 6.2 3D magnetic resonance image (MRI) presented as a tri-planar cross-section. Slices with 
clearly visible tumors are shown in Sect. 6.3, Fig. 6.8. Public domain software Slicer (www.slicer.
org), developed by our collaborators from Surgical Planning Laboratory, Harvard Medical School, 
was used to generate the image
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that patient-specific models of the brain geometry can be constructed with 
approximately 1 mm accuracy, and that higher accuracy is probably not required. 
The question arises, however, of which brain structures should be explicitly included 
in the model and which omitted? As described in Chap. 2, anatomists recognize 
well over a 1,000 structures within the brain. Very little (if anything) is known about 
relative mechanical properties of these structures. Therefore, even the most sophis-
ticated models used by the scientific community only include brain parenchyma, 
ventricles, tumor (if present) and skull. A necessary step in constructing patient-
specific models of brain geometry is medical image segmentation. Segmentation is 
a process that essentially explains what is what on the image, see Fig. 6.3.

Unfortunately, despite years of effort by the medical image analysis community, 
a generally accepted automatic brain MRI segmentation method is not yet available. 
In practice, very laborious semi-automatic or manual methods are employed [2, 10]. 
It is clear that if one attempted to include many brain structures in the patient-specific 
biomechanical model, then one would need to identify them in the medical image 
and segment them. This is a daunting task that at the time of writing does not appear 
to be practical.

On the other hand, when a generic application that does not require patient-
specific data is considered, the 3D geometry of essentially all structures that might 
possibly be of interest can be imported from electronic brain atlases. For example, 
a hippocampus is often of interest, and its geometry and location can be clearly seen 
in Fig. 2.6 of Chap. 2.

To develop a numerical model of the brain biomechanics, it is necessary to create 
a computational grid, which in most practical cases is a finite element mesh (or a 
cloud of points required by a meshless method, see also Chaps. 5 and 9). Because 
of the stringent computation time requirements, the mesh must be constructed using 
low order elements that are computationally inexpensive. The linear under-
integrated hexahedron is the preferred choice.

Fig. 6.3 (a) 2D slice of 3D brain MR volume; (b) Segmented image. Such “hard” segmentation is 
necessary for finite element mesh development
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Many algorithms are now available for fast and accurate automatic mesh genera-
tion using tetrahedral elements, but not for automatic hexahedral mesh generation 
[11–13]. Template-based meshing algorithms can be used for discretizing different 
organs using hexahedrons [14–16], but these types of algorithms only work for 
healthy organs. In the case of severe pathologies (such as a brain tumor or severely 
enlarged ventricles), such algorithms cannot be used as the shape, size and position 
of the pathology are unpredictable. This is one reason why many authors proposed 
the use of tetrahedral meshes for their models [6, 8, 17, 18]. In order to automate 
the simulation process, mixed meshes having both hexahedral and linear tetrahedral 
elements are the most convenient. Examples of such meshes are shown in Fig. 6.9 
in the next section.

An alternative to using the finite element method is to use one of the available 
meshless methods. The problem of generating the computational grid disappears as 
one needs only to drop a cloud of points into the volume defined by a 3D medical 
image [19–25], see Fig. 6.4. Details of Meshless Total Lagrangian algorithm for 
computing soft tissue deformations are given in Chap. 9.

6.2.2  Boundary Conditions

The formulation of appropriate boundary conditions for computation of brain 
deformation during surgery constitutes a significant problem because of the complexity 
of the brain–skull interface (see Fig. 5.3 in Chap. 5 on modeling the brain for injury 
prevention where this problem is also highlighted).

Fig. 6.4 A 2D slice of the brain discretized by (a) quadrilateral finite elements; and (b) nodes of 
the modified Element-Free Galerkin method. Development of a good-quality finite element mesh 
is time-consuming. Generation of the meshless grid is almost instantaneous
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A number of researchers fix the brain surface to the skull [26, 27]. We do not 
recommend this approach. One alternative is to use a gap between the brain and 
the skull that allows for motion of the brain within the cranial cavity [9, 28–32]. 
Another alternative is to use a frictionless sliding (with separation) contact model 
[33, 34], which can be incorporated into finite element computations very efficiently, 
see Chap. 9. The reader should be warned, however, that biomechanical knowledge 
about the properties of the brain–skull interface is very limited [35] and the brain-
skull interface models used in the literature are “best guesses” and their relation to 
reality is unclear.

The skull should be included in the model either explicitly or in the form of an 
appropriate boundary condition for the brain. As the skull is orders of magnitude 
stiffer than the brain tissue, its rigidity can be assumed. The spine–spinal cord inter-
actions and constraining effects of the spinal cord on the brain’s rigid body motion 
can be simulated by constraining the spinal end of the model.

6.2.3  Loading

We advocate loading the models through imposed displacements on the model 
surface, [2, 9, 30, 36] see Fig. 6.5. In the case of neurosurgical simulation, this load-
ing will be imposed by known motion of a surgical tool. In the case of intra-opera-
tive image, registration the current (intra-operative) position of the exposed part of 
the brain surface can be measured using various techniques [37]. This information can 
then be used to define model loading.

As suggested in papers [36, 38–40] for problems where loading is prescribed as 
forced motion of boundaries, the unknown deformation field within the domain 
depends very weakly on the mechanical properties of the continuum. As this feature is 
of great importance in biomechanical modeling, where there are always uncertainties 
in patient-specific properties of tissues, it warrants more detailed discussion.

Let us look at this from the perspective of non-rigid image registration in 
intra-operative image-guided procedures where high-resolution pre-operative scans 
are warped onto lower quality intra-operative ones [7, 41]. We are particularly 
interested in registering high-resolution pre-operative MRIs with lower quality 
intra-operative imaging modalities, such as multi-planar MRIs and intra-operative 
ultrasound.

This problem, when viewed from the perspective of a mechanical or civil 
engineer, can be considered as follows: the brain, whose detailed pre-operative 
image is available, after craniotomy, due to a number of physical and physiological 
reasons, deforms (so-called brain shift). We are interested in the intra-operative 
(i.e. current) position of the brain, of which partial information is provided by low-
resolution intra-operative images. In mathematical terms, this problem can be described 
by equations of solid mechanics.

Consider motion of a deforming body in a stationary co-ordinate system, 
Fig. 6.6.
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Fig. 6.6 Motion of a body in a stationary co-ordinate system. Initial configuration, described by 
upper case coordinates, can be considered as a high-quality pre-operative image. Current, deformed 
configuration (described by lower-case coordinates) is unknown; however, partial information is 
available from a lower resolution intra-operative image

Fig. 6.5 Model loading through prescribed nodal displacements at the exposed brain surface
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In the analysis, we follow all particles in their motion, from the original to the 
final configuration of the body, which means that the Lagrangian (or material) 
formulation of the problem is adopted. Motion of the system sketched in Fig. 6.6 can 
be described by equations of motion often written in so-called weak formulation:

 = +∫ ∫ ∫d d d ,B S
ij ij i i i i

v v s

V f u V f u Sτ δε δ δ  (6.1)

where e is the Almansi strain, ∫ dij ij

v

Vτ δε is the internal virtual work, ∫ db
i ij

v

f u Vδ is 

the virtual work of external body forces (this includes inertial effects), and ∫ ds
i i

s

f u sδ

is the virtual work of external surface forces. As the brain undergoes finite deformation, 
current volume V and surface S, over which the integration is to be conducted, are 
unknown: they are part of the solution rather than input data. Therefore, appropriate 
solution procedures which allow finite deformation must be used, see Chap. 9. 
Integral equation (9.1) must be supplemented by formulae describing the mechanical 
properties of materials, i.e. appropriate constitutive models. However, an important 
advantage of the weak formulation is that the essential (displacement) boundary 
conditions are automatically satisfied [42].

Boundary conditions may prescribe kinematic variables such as displacements 
and velocities (essential boundary conditions) or tractions (natural boundary condi-
tions, these also include point forces). It should be noted that “boundary conditions” 
do not have to be applied at the physical boundary of the deforming object.

Depending on the amount of information about the intra-operative position of the 
brain available from intra-operative imaging modalities, brain registration can be 
described in mathematical terms as follows:

Case I: Entire boundary of the brain can be extracted from the intra-operative image. 
Mathematical description:

Known: initial position of the domain (i.e. the brain), as determined from pre- –
operative MRI
Known: current position of the entire boundary of the domain (the brain) –
Unknown: displacement field within the domain (the brain), in particular current  –
position of the tumor and critical, from the perspective of a surgical approach, 
healthy tissues

No information of surface tractions is required for the solution of this problem. 
Problems of this type are called in theoretical elasticity “pure displacement 
problems” [43].

Case II: Limited information about the boundary (e.g. only the position of the brain 
surface exposed during craniotomy) and perhaps about current position of clearly 
identifiable anatomical landmarks, e.g. as described in [44]. No external forces 
applied to the boundary. Mathematical description:

Known: initial position of the domain (i.e. the brain), as determined from  –
pre-operative MRI
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Known: current position of some parts of the boundary of the domain (the brain);  –
zero pressure and traction forces everywhere else on the boundary
Unknown: displacement field within the domain (the brain), in particular current  –
position of the tumor and critical healthy tissues

Problems of this type are very special cases of so-called “displacement – 
traction problems” that have not, to the best of our knowledge, been considered 
as a separate class and no special methods of solution for these problems exist. 
In Miller [45], it was suggested to call such problems “displacement – zero 
traction problems”.

The solution in displacements for both pure displacement problems and 
displacement-zero traction problems is only very weakly sensitive to mechanical 
properties of the deforming continuum. To see why let us first consider an (over-
simplified) linear-elastic case. Then the following simple dimensional reasoning 
applies: The loading is provided by the enforced motion of boundaries measured 
in meters [m]; the result of computations are displacements measured in [m]; 
therefore the result cannot depend on the stress parameter measured in [Pa = N/m2]. 
We should note here that the result can depend on (dimensionless) Poisson’s ratio 
and on (dimensionless) ratios of stress parameters if the model contains different 
materials with different stiffness. In the general non-linear case, the displace-
ment results will still remain insensitive to the stress parameter appearing in the 
non-linear material law, but may depend on the particular form of that law. This 
dependency can, however, be expected to be rather weak. The explicit demon-
stration of this was given in [38, 40] where the shapes of compressed and extended 
cylinders were shown to be essentially independent of the material law used for 
the cylinder’s material, see Fig. 6.7.

In the case of the full-scale brain deformation computation, our experience 
confirms the expected insensitivity of computed displacement fields to chosen tissue 
constitutive models [30]. This result is important because it demonstrates the utility 
of computational biomechanics even in the most common situation when the patient-
specific mechanical properties of tissues remain unknown.

6.2.4  Models of Mechanical Properties of Brain Tissue

The first question to address is whether a single-phase continuum model for the 
tissue should be used or if bi-phasic and even more complicated multi-phase models 
are preferable. Many researchers conclude that the brain is obviously a hydrated 
tissue and therefore use bi-phasic models based on consolidation theory, see e.g. 
[46] and references cited therein. We are of the opinion that bi-phasic, consolidation 
theory-based models are inconsistent with brain tissue behavior observed in simple 
experiments. For example, no leakage of CSF was observed in brain tissue samples 
loaded by CSF pressure difference [47]. Another argument against using bi-phasic 
models is that during numerous unconfined compression experiments [48], we never 
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observed fluid leaking from the side of the samples. Such leakage is predicted by a 
bi-phasic theory. Therefore, in the remainder of this chapter, we will discuss only 
single-phase modeling approaches.

Experimental results show that the mechanical response of brain tissue to external 
loading is very complex. The stress–strain relationship is clearly non-linear with no 
portion in the plots suitable for estimating a meaningful Young’s modulus. It is also 
obvious that the stiffness of the brain in compression is much higher than in exten-
sion. The non-linear relationship between stress and strain–rate is also apparent. 
Detailed exposition of the current knowledge about mechanical properties of brain 
tissue is given in Chap. 4. Here we only discuss modeling issues directly pertinent 
to modeling neurosurgery.
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The great majority of brain models assume brain tissue incompressibility and 
isotropy (see also Chaps. 4 and 5). The assumption of incompressibility is not 
contentious. Whether it is reasonable to assume brain tissue to be isotropic 
(i.e. mecha-nical properties to be the same in all directions) is less clear, especially in 
view of the obviously directional character of white matter fibers. Brain tissues do 
not normally bear mechanical loads and do not exhibit directional structure, pro-
vided that a large enough length scale is considered. Therefore, they may be assumed 
to be initially isotropic, see e.g. [49–57]. When modeling brain deformations during 
surgery, we need to keep in mind that the accuracy of displacement computations 
rarely needs to be better than about 1 mm – the claimed accuracy of neurosurgery. 
Therefore, “average isotropic” properties at the length scales relevant to surgical 
procedures are most probably sufficient. These properties are relatively well 
accounted for by an Ogden-type hyperviscoelastic model [54] described in Chap. 4, 
equations (4.4) and (4.5).

Average properties, such as those described above, are not sufficient for patient-
specific computations of stresses and reaction forces because of the very large vari-
ability inherent to biological materials. This variability is clearly demonstrated in the 
biomechanics literature, see e.g. [54, 58–60]. Unfortunately, despite recent progress 
in elastography using ultrasound [61] and magnetic resonance [62–64], reliable 
methods of measuring patient-specific properties of the brain are not yet available.

Nevertheless, as shown in the previous section on modeling loading, a lot can be 
achieved even without a patient-specific model of brain tissue mechanical proper-
ties if the model is loaded by the enforced motion of a boundary and the problem is 
formulated as a pure displacement or displacement-zero traction problem. As the 
computed results are then almost insensitive to the assumed mechanical properties 
of the tissue, we advocate using the simplest model that is compatible with finite 
deformation solution procedures: a Neo-Hookean model:

 
2/3 1 1

0 3 0 0

1
( 1) ,

3
− − − = − + −  

t t tS J I I C k J J Cµ  (6.2)

where 0
tS is, the second Piola-Kirchhoff stress, I is the first invariant of the devia-

toric Right Cauchy Green deformation tensor C (the first strain invariant), J is the 
determinant of the deformation gradient (representing the volume change), I

3
 is 

the 3 × 3 identity matrix, m is the shear modulus, and k is the bulk modulus of the 
material.

The accuracy of this approach is demonstrated in the next section.

6.2.5  Model Validation

For mathematical modeling and computer simulation to be of any practical use – to 
be reliable [65] – the results derived from the models must be known to lie within 
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the prescribed margins of accuracy. As we have seen in Chap. 5, ascertaining 
that this is the case when modeling high-speed impacts and brain injury is a very 
difficult task. Modelers of the brain for neurosurgery are, however, in a better 
position – they have to their disposal intra-operative imaging modalities (see Chap. 3) 
providing images that can be used for a relatively straightforward validation of the 
results of computer simulations of brain deformations.

Biomechanical models of the brain contain a lot of simplifying assumptions to 
make them mathematically and computationally tractable. To be of practical use, 
solutions to these models must be obtained in real or close-to-real time. Therefore, 
often non-standard, specially designed solution algorithms and software implemen-
tations are used (see Chap. 9). It is very important, and unfortunately overlooked by 
many researchers, that the biomechanical model and solution method be validated 
separately! For, if we evaluated a “software system” consisting of implemented 
non-standard solution algorithms to a complicated biomechanical model and found 
discrepancies when compared with experiments, we would have no indication 
whether these discrepancies are due to inappropriate modeling assumptions or 
faulty numerical procedure (or both).

We recommend that the new real-time solution algorithms be verified against 
well-established solution procedures implemented in commercial software. The 
assumptions of the biomechanical model need to be evaluated against available 
experimental data. The biomechanical model should then be validated by compar-
ing the solutions computed using established numerical procedures and the experi-
ment. If these hurdles are cleared and it can be also demonstrated that replacing 
established numerical procedures with the specialized ones developed for real-time 
applications does not affect the computed results, then one may treat the “software 
system” with some confidence.

How accurate should the results of the computational biomechanics model 
of the brain be? Accuracy of manual neurosurgery is not better than 1 mm. 
The voxel size of currently the best available experimental tool for model validation – 
the intra-operative MRI – is of the same order. Therefore, the computed intra-
operative displacements do not need to be more accurate than about 1 mm. We may 
note here that, paradoxically, this accuracy requirement is much less stringent 
than what we are used to in traditional engineering disciplines. How about 
stresses? In image-guided surgery applications, we are not interested in stress 
distributions, only in the displacement field. This is one of the reasons simple 
constitutive models of the brain tissue can be used. However, for surgical simula-
tion applications, we need to compute reaction forces on surgical tools that 
will be displayed to the user through a haptic interface. At present, there is no 
consensus regarding how accurate this haptic feedback should be to facilitate the 
user’s realistic experience. Given the present state of biomechanical knowledge, 
the best that can be achieved is qualitative agreement between real and computed 
interaction forces (see e.g. [55]). This is despite examples of excellent agreement 
between computations and phantom experiments [66] as well as controlled 
in vitro experiments [67].
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6.3  Application Example: Computer Simulation  
of the Brain Shift

A particularly exciting application of non-rigid image registration is in intra-
operative image-guided procedures, where pre-operative scans are warped onto 
sparse intra-operative ones [7, 41]. We are especially interested in registering high-
resolution pre-operative MRIs with lower quality intra-operative imaging modali-
ties, such as multi-planar MRIs and intra-operative ultrasound. To achieve accurate 
matching of these modalities, precise and fast algorithms to compute tissue defor-
mations are fundamental.

Here we present the analysis of five cases of craniotomy-induced brain shift 
representing different situations that may occur during neurosurgery [2].

6.3.1  Generation of Computational Grids: From Medical  
Images to Finite Element Meshes

Three-dimensional patient-specific brain meshes were constructed from the 
segmented pre-operative MRIs (Fig. 6.8) obtained from the anonymized retro-
spective database of Computational Radiology Laboratory (Children’s Hospital, 
Boston, MA). The parenchyma, ventricles and tumor were distinguished in the 
segmentation process, Fig. 6.8.

Because of the stringent computation time requirements, the meshes had to 
be constructed using low order elements that are not computationally expensive. 
The under-integrated hexahedron with linear shape functions is the preferred 
choice due to its superior convergence and accuracy characteristics. To partly 
automate the meshing, we used mixed meshes consisting of both hexahedral 
and tetrahedral elements with linear shape functions (Fig. 6.9, Table 6.1). 
The meshes were built using IA-FEMesh (a freely available software toolkit for 
hexahedral mesh generation developed at the University of Iowa) [68] and 
HyperMesh™ (a high-performance commercial finite element mesh generator 
by Altair, Ltd. of Troy, MI, USA). Following the literature [69, 70], hexahedral 
elements with Jacobian of below 0.2 were regarded as unacceptably poor 
quality and replaced with the tetrahedral elements. Because of irregular geom-
etry of ventricles and tumor, vast majority of tetrahedral elements were located 
in the ventricles and tumor as well as in the adjacent parenchyma areas. It took 
between 1 and 2 working days for a graduate student (assisted by an experi-
enced finite element analyst) to generate the brain mesh for each of the craniotomy 
cases analyzed in this study.

As the parenchyma was modeled as an incompressible continuum, average nodal 
pressure (ANP) formulation by [71] was applied to prevent volumetric locking 
(i.e. artificial stiffening due to incompressibility) in the tetrahedral elements. 
We refer to these elements as non-locking ones.
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To eliminate instabilities (known as zero-energy modes or hourglassing) that 
arise from single-point integration, the stiffness-based hourglass control method by 
[72] was used for under-integrated hexahedral elements.

The non-locking tetrahedron and the hourglass control method are described in 
detail in Chap. 9.

6.3.2  Loading, Boundary Conditions and Brain Tissue 
Constitutive Model

There are always uncertainties regarding the patient-specific properties of the 
living tissues. To reduce the effects of such uncertainties, we loaded the models 
by prescribing displacements on the exposed (due to craniotomy) part of the brain 
surface (Fig. 6.5). As discussed in Sect. 6.2.3, for this type of loading the unknown 
deformation field within the brain depends very weakly on the mechanical 
properties of the brain tissues. The displacements for loading the models were 
determined from distances between the pre-operative and intra-operative cortical 

Fig. 6.8 Pre-operative T1 MRI showing tumor location in five craniotomy cases analyzed in this 
study. White lines indicate the tumor segmentations
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Fig. 6.9 Patient-specific 
brain meshes. (a) Case 1; 
(b) Case 2; (c) Case 3; (d) 
Case 4; (e) Case 5. Because 
of the complex geometry of 
ventricles and tumor, 
tetrahedral elements were 
mainly used for discretization 
of the ventricles and tumor 
as well as the adjacent 
parenchyma areas
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surfaces segmented in the MRIs. The correspondences between the pre-operative 
and intra-operative surfaces were determined by applying the vector-spline regular-
ization algorithm to the surface curvature maps [73, 74].

To define the boundary conditions for the remaining nodes on the brain model 
surface, a contact interface was defined between the rigid skull model and areas of 
the brain surface where the nodal displacements were not prescribed. This formula-
tion prevents the brain surface from penetrating the skull while allowing for friction-
less sliding and separation between the brain and skull, see Chap. 9 for details. 
Although modeling of the brain-skull interactions through a sliding contact with 
separation may be viewed as an oversimplification since the anatomical structures 
forming the interface between the brain and skull are not directly represented, such 
modeling has been widely used in the literature when computing the brain deforma-
tions during brain shift [9, 29, 75].

Despite continuous efforts (see Chap. 4), commonly accepted non-invasive 
methods for determining patient-specific constitutive properties of the brain and 
other soft organs’ tissues have not been developed yet. Constitutive models of the 
brain tissue applied for computing the brain deformation for non-rigid registration 
vary from simple linear-elastic model [76] to Ogden-type hyperviscoelasticity [9] 
and bi-phasic models relying on consolidation theory [77]. However, as explained 
in more detail in Sect. 6.2.3, the strength of the modeling approach used in this 
study is that the calculated brain deformations depend very weakly on the constitu-
tive model and mechanical properties of the brain tissues. Therefore, following [33], 
we used the simplest hyperelastic model, the Neo-Hookean [78].

Based on the experimental data by Miller et al. [55] and Miller and Chinzei [54]), 
the Young’s modulus of 3,000 Pa was assigned for the brain parenchyma tissue. For 
the tumor, we used the Young’s modulus two times larger than for the parenchyma. 
This is consistent with the experimental data of [63]. As the brain and other very 
soft tissues are most often assumed to be incompressible, the Poisson’s ratio of 
0.49 was used for the parenchyma and tumor. Following [9], the ventricles were 
assigned the properties of a very soft compressible elastic solid with Young’s modulus 
of 10 Pa and Poisson’s ratio of 0.1 to account for possibility of leakage of the cere-
brospinal fluid from the ventricles during surgery.

Table 6.1 Summary of the patient-specific brain meshes used in this study. Every node in the mesh 
has three degrees of freedom

Case 1 Case 2 Case 3 Case 4 Case 5

Number of hexahedral 
elements

14,447 10,258 10,127  9,032  8,944

Number of tetrahedral 
elements

13,563 20,316 23,275 23,688 21,160

Number of nodes 18,806 15,433 15,804 14,732 14,069
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6.3.3  Results and Validation

In image-guided surgery, accuracy of tissue motion prediction is typically assessed 
by evaluating the accuracy of alignment between the registered position of the 
pre-operative image predicted by the non-rigid registration and the actual patient 
position established by an intra-operative image or navigation system. Universally 
accepted “gold standards” for such evaluation have not been developed yet [79]. 
Objective metrics for the alignment of the image can be provided by automated 
methods using image similarity metrics, e.g. Mutual Information [80, 81] and 
Normalized Cross-Correlation [82]. From the perspective of validation of biome-
chanical models for computing the deformation field within the brain, one of the key 
deficiencies of such metrics is that they quantify the alignment error in terms that do 
not have straightforward geometrical interpretation in terms of Euclidean distance. 
Therefore, validation of predictions obtained using biomechanical models has 
often been done using landmarks manually selected (by neuroradiology experts) in 
the MRIs [6, 29]. Although interpretation of the results of landmarks-based validation 
is very straightforward, the method provides accuracy estimation only at the landmark 
locations. Furthermore, determining these locations is typically very time-consuming 
and its accuracy relies on the experience of an expert [83].

Another option is to use the 95-percentile Hausdorff distance between sets; in 
our case non-rigidly registered pre-operative surfaces of the tumor and ventricles 
and surfaces of the tumor and ventricles obtained from the intra-operative image 
segmentation. We have followed this procedure in [2]. However, the resulting 
Hausdorff distances are highly sensitive to the segmentation accuracy. We feel that 
the qualitative results in the visual form of overlayed images are more reliable and 
convincing.

A detailed comparison between the contours of ventricles in the intra-operative 
images and the ones predicted by the finite element brain models is presented in 
Figs. 6.10 and 6.11. The comparison indicates good overall agreement between the 
predicted and actual intra-operative contours with the differences not exceeding the 
voxel size of the image (0.86 × 0.86 × 2.5 mm3). However, some local misalignment 
between these contours is clearly visible. Examples of such misalignment include 
the third ventricle area in Case 2 (Figs. 6.9 and 6.11b) and the posterior horn of the 
left lateral ventricle in the area adjacent to the tumor in Case 5 (Fig. 6.11).

Five cases of craniotomy-induced brain shift analyzed here are characterized by 
tumors located in different parts of the brain. Comparison of the pre-operative, 
intra-operative and registered images indicates that detailed information about 
anatomical structures required for building accurate biomechanical models may be 
difficult to obtain for tumors that affect geometry of such structures. For instance, in 
Case 5, the posterior horn of the left lateral ventricle was compressed by the tumor. 
Consequently, a large part of the horn could not be seen in the pre-operative images 
(Fig. 6.11). This, in turn, limited the accuracy when simulating the posterior horn 
of the left lateral ventricle in the biomechanical model for predicting the brain 
deformations in Case 5, which led to local misregistration (Fig. 6.11).



Fig. 6.10 The registered (i.e. deformed using the calculated deformation field) pre-operative 
contours of ventricles (white lines) and tumor (black lines) imposed on the intra-operative MRI. 
Three transverse image sections are presented for each case, selected so that the tumor and ventricles 
are clearly visible. The images were cropped and enlarged. (a) Case 1; (b) Case 2; (c) Case 3; 
(d) Case 4; and (e) Case 5. For Case 2 (row B – left-hand-side figure), note the differences between 
registered contours and intra-operative image in the third ventricle area
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6.3.4  Discussion

In this example, we used finite element meshes consisting of hexahedral and 
tetrahedral elements combined with the specialized non-linear (i.e. including 
both geometric and material non-linearities) finite element algorithms (see Chap. 9) 
to predict the deformation field within the brain due to craniotomy-induced brain 
shift. Despite abandoning unrealistic linearization (i.e. assumptions about infini-
tesimally small brain deformations during craniotomy and linear stress–strain rela-
tionship of the brain tissues) typically applied in biomechanical models to satisfy 
real-time constraints of neurosurgery, we were able to predict deformation field 
within the brain in less than 40 s using a standard personal computer (with a single 
3 GHz dual-core processor) and less than 4 s using a graphics processing unit 
(NVIDIA Tesla C870) for finite element meshes of the order of 18,000 nodes and 
30,000 elements (~50,000 degrees of freedom).

Despite the fact that we used only very limited intra-operative information 
(deformation on the brain surface exposed during the craniotomy) when prescribing 
loading for the models and did not have patient-specific data about the tissues’ 
mechanical properties, our application of the specialized non-linear finite element 
algorithms made it possible to obtain a very good agreement between the observed 
positions in the intra-operative MRIs and predicted positions and deformations 
of the anatomical structures within the brain (Figs. 6.10 and 6.11). Nevertheless, 
before non-linear biomechanical models using state-of-the-art finite element algo-
rithms, such as those applied in this example, can become a part of clinical systems 
for image-guided neurosurgery, reliability and accuracy of such models must be 
confirmed against a much larger data sample.

Fig. 6.11 Close-up at Case 5: (a) The segmented intra-operative image; (b) The segmented 
pre-operative image. Segmentation of the ventricles is indicated by white lines and segmentation 
of the tumor by black lines. Note the appreciable differences in shape and size of the posterior horn 
of left lateral ventricle between the intra-operative and pre-operative images in the area adjacent to 
the tumor. The horn is appreciably larger in the intra-operative than pre-operative image, which 
indicates that it was compressed by the tumor
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6.4  Conclusions

Computational mechanics has become a central enabling discipline that has led to 
greater understanding and advances in modern science and technology [84]. It is 
now in a position to make a similar impact in medicine. We have discussed modeling 
approaches to two applications of clinical relevance: surgical simulation and 
neuroimage registration. These problems can be reasonably characterized with the 
use of purely mechanical terms such as displacements, internal forces, etc. Therefore, 
they can be analyzed using the methods of continuum mechanics. Moreover, similar 
methods may find applications in modeling the development of structural diseases 
of the brain [28, 85–87].

As the brain undergoes large displacements (~10–20 mm in the case of a brain 
shift) and its mechanical response to external loading is strongly non-linear, we 
advocate the use of general, non-linear finite element procedures for the numerical 
solution of the proposed models.

The brain’s complicated mechanical behavior – non-linear stress–strain, stress–
strain rate relationships and much lower stiffness in extension than in compression – 
require very careful selection of the constitutive model for a given application. 
The selection of the constitutive model for surgical simulation problems depends on 
the characteristic strain rate of the process to be modeled and to a certain extent 
on computational efficiency considerations. Fortunately, as shown in Sect. 6.2.3 
and [30], the precise knowledge of patient-specific mechanical properties of brain 
tissue is not required for intra-operative image registration.

A number of challenges must be met before Computer-Integrated Surgery 
systems based on computational biomechanical models can become as widely 
used as Computer-Integrated Manufacturing systems are now. As we deal with 
individual patients, methods to produce patient-specific computational grids quickly 
and reliably must be improved. Substantial progress in automatic meshing methods 
is required, or alternatively meshless methods may provide a solution. Computational 
efficiency is an important issue, as intra-operative applications, requiring reliable 
results within approximately 40 s, are most appealing. Progress can be made in non-
linear algorithms by identifying parts that can be pre-computed, and parts that do 
not have to be calculated at every time step. One such possibility is to use the Total 
Lagrangian Formulation of the finite element method [65, 88, 89], where all field 
variables are related to the original (known) configuration of the system and there-
fore most spatial derivatives can be calculated before the simulation commences 
during the pre-processing stage. Implementation of algorithms in parallel on networks 
of processors and harnessing the computational power of graphics processing units 
provide a challenge for coming years.
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7.1  Introduction

Modeling of cerebrospinal fluid (CSF) circulation usually differs from models of 
brain tissue deformation. Hydrodynamics of CSF and its links with cerebral blood 
flow (CBF) are here of interest, as opposed to displacement of anatomical structures 
or distribution of stress-strain in the brain tissue in deformation modeling. In clinical  
practice, dynamics of the pressure may be easily monitored (although invasively, 
with directly placed pressure transducers) and dynamics of CSF flow and CBF can 
be imaged with phase-coded MRI (PCMRI; noninvasively). These two methods 
have an established clinical application in diagnosis and management of diseases 
associated with CSF circulatory dysfunctions, like hydrocephalus of various types, 
idiopathic intracranial hypertension, syringomieylia, etc.

This chapter describes the methodology of modeling of CSF dynamics and 
attempts to illustrate some most common clinical applications to give a reader a 
taste of links between physics and a practice of clinical neurosciences.

Before embarking on the particulars, it is worth considering the question: why 
quantitatively assess CSF dynamics? Quantitative assessment in general provides 
robust evidence to support clinical intuition as well as imparting a measure of the 
degree of dysfunction, particularly useful where clinical parameters are subtle and 
ambiguous [1]. For normal pressure hydrocephalus (NPH), where this is particu-
larly true, theoretical consensus regarding the use of physiological parameters in 
conjunction with clinical information and imaging has been reached. It has been 
published in the latest guidelines for the management of NPH [2].
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More specifically, the ability to obtain variables that describe CSF dynamics 
allows us to more categorically address some key questions in the clinical decision-
making process:

 1. Scope for improvement with CSF shunting: shunts work by providing an alterna-
tive (normal resistance) pathway for CSF outflow. If resistance to CSF outflow 
(R

CSF
) is in the normal range, a shunt will theoretically not be of benefit [3].

 2. To determine which is the best shunt system to use.
 3. In suspected shunt failure, providing a baseline for postshunt comparison.

Shunt failure occurs at a rate of approximately 20–30% in the first year, and 
3–5% per annum subsequently [4]. Deterioration is often gradual and subtle 
rather than sudden and dramatic, and in such cases, it can be difficult to justify 
revision without quantitative evidence and comparative analysis [5–7]. Similarly, 
in patients presenting with persistent symptoms postshunting, CSF dynamics 
assessment is a useful means of excluding revision, if relative normalization of 
CSF dynamics has been demonstrated [8].

The current range of clinical application for CSF dynamics testing includes 
hydrocephalus, idiopathic intracranial hypertension [9], craniosynostosis, and trau-
matic brain injury (TBI) – the latter useful in differentiating posttraumatic hydro-
cephalus from atrophy [10] and assessing CSF pathways following decompressive 
craniectomy [11].

7.2  Physiology and Pathophysiology

CSF dynamics comprises the interaction between five components: CSF produc-
tion, flow, absorption, pulsations, and dynamics of CBF. CSF production occurs by 
active secretion at a relatively constant rate, but is dependent upon brain metabolic 
rate and reducing with age [12]. The role of free, unobstructed flow of CSF is 
threefold: (1) it provides a shock absorptive function for the brain and spinal cord, 
important in trauma; (2) allows even distribution of pressure throughout the intrac-
ranial vault, canceling out pressure gradients and preventing brain shift or hernia-
tion; and (3) allows washing out brain metabolites.

The second point explains why a very high ICP (»40 mmHg) can be tolerated 
relatively asymptomatically in communicating hydrocephalus (for example, during 
CSF infusion tests; vide infra). In contrast, when CSF pathways are obstructed, for 
example by diffuse cerebral edema in TBI, marked clinical deterioration is seen at 
ICP exceeding only 20 mmHg.

Absorption occurs in a pressure-dependent fashion via the arachnoid granulations 
at the superior sagittal sinus, first mathematically described by Davson [13]. 
Alternative outflow of CSF may occur by periventricular leakage into the brain 
parenchyma, as suggested in NPH patients [14, 15]. CSF circulates not only in a 
constant way with a rate equivalent to CSF production, but also in pulsations. CSF 
pulsatile flow is observed in the cerebral aqueduct (approximately 40 mL in stroke 
volume) and in the cervical region of subarachnoid space (SAS) (approximately 



1397 Dynamics of Cerebrospinal Fluid…

500 mL stroke volume) [16]. For a half of the cardiac cycle, CSF flows down into the 
spinal SAS, and for the other half, upward from it. The role of pulsatile CSF flow and 
pressure pulsations is still unclear, but becomes more often studied in hydrocephalus 
and other diseases manifesting with abnormal CSF dynamics [17–19].

7.3  Model of CSF Circulation

The mathematical model of CSF pressure–volume compensation, introduced by 
Marmarou [20] and modified in later studies [21, 22], provides a theoretical basis 
for the differential diagnosis in hydrocephalus. Since then, components of this 
model have been identified in many clinical scenarios [23–29] and it is in use in 
clinical diagnostic procedures [2, 10, 30].

Under normal conditions, production of CSF is balanced by its storage and reab-
sorption to sagittal sinus:

 Production of CSF Storing of CSF Reabsorption of CSF= +  (7.1)

Production of CSF is almost constant. Reabsorption is proportional to the gradi-
ent between CSF pressure (p) and pressure in sagittal sinuses (p

ss
):

 
SSReabsorption ,

p p

R

−
=  (7.2)

p
ss
 is considered to be a constant parameter, determined by central venous pressure. 

However, it is not certain that interaction between changes in CSF pressure and p
ss
 

does not exist in all circumstances: in patients with idiopathic intracranial hyperten-
sion, p

ss
 is frequently elevated due to stenosis of lateral sinuses. Similar situation 

can be seen in venous sinus thrombosis.
The coefficient R (symbol R

CSF
 is also used) is termed as the resistance to CSF 

reabsorption or outflow (units: [mmHg/(mL/min)]).
Storage of CSF is proportional to the cerebrospinal compliance C (units: [mL/

mmHg]):

 
d

Storage · .
d

p
C

t
=  (7.3)

The compliance of the cerebrospinal space is inversely proportional to the gradi-
ent of CSF pressure p and the reference pressure p

o
 (7.4) [21]:

 
o

1
.

·( )
C

E p p
=

−
 (7.4)
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Some authors suggest that the relationship (7.4) is valid only above a certain 
pressure level called the “optimal pressure” [22]; however this is still a point of 
some dispute. The coefficient E is termed the cerebral elasticity (or elastance coef-
ficient) (units: [mL−1]). Elevated elasticity (>0.18 mL−1) signifies a poor pressure–
volume compensatory reserve [31]. This coefficient has been recently confirmed to 
be useful in predicting response to third ventriculostomy [29]. Coefficient E is asso-
ciated with the resistance to CSF outflow [31].

The reference pressure p
o
 is a parameter of uncertain significance. Some authors 

suggest that it is the pressure in the venous compartment and may be equal to p
ss
. 

Others assume that this variable can be neglected [30].
The relationship (7.4) expresses a fundamental law of the cerebrospinal dynamic 

compensation: When the CSF pressure increases, the compliance of the brain 
decreases.

Combination of (7.1) with (7.2) and (7.4) gives a final equation (7.5):

 
b

o

1 d
· ( ),

· ( ) d

p pp
I t

E p p t R

−
+ =

−
 (7.5)

where I(t) is the rate of external volume addition and p
b
 is a baseline pressure.

The model described by this equation may be presented in the form of its electric 
equivalent [20] (Fig. 7.1).

Equation (7.5) can be solved for various types of external volume additions I(t). 
The most common in clinical practice is:

 (a) A constant infusion of CSF (I(t) = 0 for t < 0 and I(t) = I
inf

 for t > 0) – see Fig. 7.2:
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Fig. 7.1 Electrical model of CSF circulation. Current source represents production of CSF, resis-
tor, and diode – unilateral absorption to sagittal sinus (voltage source p

ss
 represents sagittal sinus 

pressure). Capacitor – nonlinear compliance of CSF space
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The analytical curve (7.6) can be matched to the real recording of the pressure 
 during the test, which results in an estimation of the unknown parameters: R, E, and 
p

o
 – see Fig. 7.2a.

 (b) A bolus injection of CSF (volume DV):
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The bolus injection can be used for calculation of the so-called pressure–volume 
index (PVI), defined as the volume added externally to produce a tenfold increase in 
the pressure [20]:
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− 

 − 

 (7.8a, b)

P
p
 in a formula (7.8a) is a peak-pressure recorded just after addition of the  volume ∆V. 

PVI is theoretically proportional to the inverse of the brain elastance coefficient E. 

22

2.8

2.6

2.4

2.2

2

1.8

1.6

1.4

1.2

1

2.9
2.8
2.7
2.6
2.5
2.4
2.3
2.2
2.1

2
1.9
1.8
1.7
1.6
1.5
1.4
1.3
1.2
1.1

1

20

18

16

14

12

10

8

6

4

2
15:30 15:35

ICP
[mm Hg]

ICP-Po
(Pb-Po)

AMP
[mm Hg]

AMP
[mm Hg]

Volume [ml]
15:40 15:45

Time [min]

Time [min] ICP [mm Hg]

15:50 15:55 16:00 0 1 2 3 4

4 6 8 10 12 14 16 18 20 22

5 6 7 8 9

15:30 15:35 15:40 15:45 15:50 15:55 16:00

22
20
18
16
14
12
10
8
6
4
2

Fig. 7.2 Methods of identification of the model of CSF circulation during constant rate infusion 
study. (a) Recording of real CSF pressure (ICP) vs. time increasing during infusion with interpolated 
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p

o
, relative to baseline pressure p

b
. (d) Linear relationship between pulse amplitude and mean ICP. 

Intercept of the line with x axis (ICP) theoretically indicates the reference pressure p
o
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The pressure–volume compensatory reserve is insufficient when PVI < 13 mL. 
A value of PVI above 26 mL signifies an “over-compliant” brain. These norms are 
valid for the PVI calculated as inverse of E (according to (7.8b)) using slow infu-
sion. If the bolus test is used, norms for PVI are higher (the threshold equivalent to 
13 mL is around 25 mL [20]).

The formula (7.7) for time t = 0 describes the shape of the relationship between 
the effective volume increase DV and the CSF pressure, called the pressure–volume 
curve – Fig. 7.2c:

 b o o( )· .E Vp p p e p∆= − +  (7.9)

It is interesting that pressure–volume curve plotted during increase in ICP has 
different shape than plotted using the subsequent decrease [32].

Finally, the (7.7) can be helpful in the theoretical evaluation of the relationship 
between the pulse wave amplitude of ICP and the mean CSF pressure. If we  presume 
that the rise in the blood volume after a heart contraction is equivalent to a rapid 
bolus addition of CSF fluid at the baseline pressure p

b
, the pulse amplitude (AMP) 

can be expressed as:

 p b b oAMP ( )·( 1).E Vp p p p e ∆= − = − −  (7.10)

In almost all the cases, when CSF pressure is being increased by an external 
volume addition, the pulse amplitude rises [21, 33] – see Fig. 7.2b, d. The gradient 
of the regression line between AMP and p is proportional to the elasticity. The inter-
cept, theoretically, marks the reference pressure p

o
.

In all pressure–volume testing techniques, parameters of model (7.5) are esti-
mated using various algorithms and various volume-adding techniques. However, 
the presented model has a limited scope: it cannot interpret dynamic interactions 
between the rising CSF pressure, expanding ventricles, and cerebral blood volume. 
More sophisticated models have been formulated, but none of them has yet become 
established in clinical practice.

7.4  Infusion Test

The computerized infusion test [34, 35] is a modification of the traditional constant 
rate infusion as described by Katzman and Hussey [28]. The method requires fluid 
infusion to be made into any accessible CSF compartment. Lumbar infusion, even 
if it has understandable limitations, is less invasive than intraventricular.

The alternative is an infusion into a subcutaneously positioned reservoir, con-
nected to an intraventricular catheter or shunt-antechamber. In such cases, two 
hypodermic needles (gauge 25) are used: one for the pressure measurement and the 
second for the infusion.

During the infusion, the computer calculates and graphically presents mean pres-
sure and pulse amplitude over time (Fig. 7.2a, b). The resistance to CSF outflow can 
be calculated using simple arithmetic as the difference between the value of the  plateau 
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pressure during infusion and the baseline pressure, divided by the infusion rate. 
However, the precise measurement of the final plateau pressure is not possible when 
strong vasogenic waves arise or an excessive elevation of the pressure above the safe 
limit of 40 mmHg is recorded. Computerized analysis produces results even in diffi-
cult cases when the infusion is terminated prematurely. The pressure–volume curve is 
additionally investigated (Fig. 7.2c). It represents relative rise in CSF pressure as a 
function of effective change of CSF volume (i.e., volume infused and produced minus 
volume absorbed).The algorithm utilizes time-series analysis for volume–pressure 
curve retrieval, the least-mean-square model fitting, and an examination of the rela-
tionship between the pulse amplitude and the mean CSF pressure (Fig. 7.2d).

7.5  Overnight ICP Monitoring

Monitoring of ICP over a longer period can be performed safely using intraparen-
chymal probes [36, 37]; less frequently, this is performed by lumbar puncture or a 
needle inserted in a preimplanted reservoir. Continuous, real-time analysis of the 
data, using a pressure monitor connected to a computerized system, is very helpful. 
We have found that the most reliable results require overnight monitoring [37]; 
however, when this is impossible, a minimum half an hour monitoring is necessary. 
In contrast, it is well established that a single manometric lumbar CSF pressure 
measurement may be misleading [38].

7.6  Compensatory Parameters Derived from the Infusion  
Test and ICP Monitoring

7.6.1  R
CSF

 & P
b

Infusion study (constant rate [39], or any other variation of controlled but variable 
rate [25, 27, 40]) allows variables describing the state of CSF compensatory reserve 
to be estimated. Traditionally, the two most important parameters are resistance to 
CSF outflow (R

CSF
) and baseline CSF pressure (p

b
). Elevated R

CSF
 (>13 mmHg/(mL/

min) [24, 41] or >18 mmHg/(mL/min) [23]) signifies disturbed CSF circulation. 
Elevated baseline pressure (p

b
 > 18 mmHg) may signify an uncompensated cerebro-

spinal volume-expanding process.

7.6.2  Elastance Coefficient (or Elasticity)

The exact clinical significance and interpretation of the elastance coefficient (E) is 
not yet fully documented, though theoretically it describes brain stiffness. Tans and 
Poortvliet [31] showed that E weakly correlated with the resistance to CSF out-
flow, though no further studies exploring this concept have followed. Tisell [29] 
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 demonstrated that E correlated positively with the result of third ventriculostomy: 
those with a stiffer brain (higher E) have a better chance to improve after surgery. 
In addition to absolute values of elastance coefficient, the pressure–volume curve 
itself can be derived from any given infusion study, as demonstrated by Frieden [26].

7.6.3  Pressure–Volume Curve and Its Hysteresis

The pressure–volume curve described by (7.9) can be empirically retrieved from 
infusion test (see Fig. 7.2c). However, slope of the curve in most of cases is 
 different during ascending and descending phase of the test (Fig. 7.3)

Width of hysteresis was significantly associated with a higher cerebral elastance 
coefficient and clinical presentation [32].

7.6.4  ICP Waveform Components

Furthermore, ICP recording made overnight [37] or at baseline before the infusion 
test allows the observation of various cyclical or random dynamic changes in ICP of 
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vasogenic origin (i.e., forced by change in cerebral blood volume). These include: 
pulse, respiratory, or slow vasogenic waves.

With respect to pulse waves (caused by changes in cerebral blood volume related 
to the heart beat), the ICP waveform can be processed through a Fourier transform to 
determine the pulse amplitude of ICP (AMP) as the magnitude of the first  harmonic 
component related to the heart rate [35] (Fig. 7.4). This method is an alternative to 
time-domain analysis [33] and, in our experience, both methods are generally equiv-
alent. They produce different numerical values which are perfectly linearly associ-
ated. During the infusion study, AMP increases with mean ICP and the rate of 
increase of amplitude per rise in ICP is called the AMP/P slope [21, 22].

Lunberg “B waves” [42] – slow waves of ICP with periods of 20 s to 2 min – are 
almost universally present in ICP recordings, probably even in healthy volunteers. 
According to historical standards [14, 24, 43], when they were present for more than 
80% of the time of overnight ICP monitoring, shunting was recommended. Using spec-
tral analysis, a variable has been proposed, being an equivalent of the amplitude (i.e., 
the amplitude of sine wave bearing the same energy) of the slow waves. B waves are 
associated with fluctuations of CBF and arterial blood pressure [44] as well as brain 
tissue oxygenation (detected with near infrared spectroscopy) (Fig. 7.5).

Respiratory waves, associated with changes in venous blood volume and changes 
in sagittal sinus pressure as a result of ventilation, are probably less useful in assess-
ment of CSF dynamics.
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7.6.5  Derived Parameters, RAP Index

Conventionally, pressure–volume compensatory reserve is assessed using  intracranial 
volume addition [20, 30, 45]. Changes in ICP in response to a known volume change 
allow such parameters as PVI to be derived from bolus volume addition or E (which 
characterizes the shape of the pressure–volume curve over its exponential region) to 
be derived from constant rate infusion. However, under certain assumptions, external 
volume addition is not necessary as it is possible to assess pressure–volume compen-
sation by taking into account the change in pressure with every heart beat, where a 
certain volume of arterial blood is added to the cerebrospinal space in a pulsatile 
manner. Although the added volume is not known, the pressure response is recorded 
continuously in the form of the “pulse waveform” of the ICP recording. The RAP 
index (correlation coefficient [R] between the pulse amplitude [A] and the mean 
intracranial pressure [P]) is derived by linear correlation between 30 consecutive, 
time-averaged data points of pulse amplitude of ICP (AMP) and mean ICP acquired 
within a 10 s-wide time-window. RAP describes the degree of correlation between 
AMP and mean ICP over short periods of time (5 min). Theoretically, the RAP 
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 coefficient indicates the relationship between ICP and changes in intracerebral 
 volume – the “pressure–volume” curve. E and PVI describe how fast pressure rises 
per unit of volume addition in an exponential region of the curve. RAP coefficient 
close to 0 indicates a lack of coupling between the changes in AMP and the mean 
ICP. This denotes a good pressure–volume compensatory reserve at low ICP, i.e., the 
“working point” is still below exponential region of the curve. When the pressure–
volume curve starts to increase exponentially, AMP covaries directly with ICP and 
consequently RAP rises to +1. This indicates a low compensatory reserve [36, 46].

7.7  Pulsatile Flow of CSF: Phase Contrast MRI Perspective

Previous sections described theory and clinical applications of the methods, which 
may be implemented using CSF volume–pressure tests or continuous monitoring of 
ICP. However, CSF flows in pulsatile manner. These pulsations can be detected 
using phase contrast MRI [47–51].

7.8  Pulsatile CSF Flow-Basic Models

Pulsatile movement of CSF is a consequence of pulsatile inflow and outflow of cere-
bral blood. Therefore, the introductory modeling considerations start from dynamics 
of CBF.

Value of ICP directly results from the circulation of cerebral blood, CSF, compli-
ance of the cranio-spinal system, and conditions for venous blood outflow [20, 52]. 
Mean CBF is around 700 mL/min in adult, but arterial inflow is not constant during 
the cardiac cycle (systolic peak flow is around 1,000 mL/min and diastolic around 
550 mL/min) [48]. Compared to arterial flow, cerebral venous outflow is delayed 
with lower peak flow amplitude (around 800 mL/min) and a time profile of flow 
shape less pulsatile [48]. The difference in time profile between arterial and venous 
flows results in a net change in intracranial blood volume during a cardiac cycle. 
The blood volume expansion during one cycle is of order of few milliliters [49].

CSF moves into the spinal canal during systole and returns to the cranial com-
partment during diastole [48, 49, 53–55] (Fig. 7.6).

The volume (“stroke volume”) of intracranial CSF displaced during one cardiac 
cycle is around 450 mL [48, 51]. Ventricular CSF contributes only in a small part 
(around 10%) of cerebrospinal volume exchange [48, 51, 56].

During systolic phase of blood inflow, the brain mainly expands outward into the 
intracranial subarachnoid space (SAS). These CSF oscillations during a cardiac 
cycle are possible because of the compliance of the lumbar space which may expand 
within spinal channel against venous plexi.

The CSF and cerebral blood volume interaction also depend on the ability of 
liquids to move from one compartment of the cranio-spinal system to another.
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Compliance of the cranio-spinal system is a fundamental mechanism limiting 
large ICP rise after systolic arterial brain expansion (Fig. 7.7). In the rigid cranial 
box, without displacement of other volumes, pulsatile blood inflow would be 
impossible.

The compliance of cranio-spinal system is mainly moderated by a venous blood 
outflow and the “intrinsic brain” compliance (spinal displacements), the CSF 
 moving in the spinal canal.

Compliance of the cranio-spinal system is therefore a function of the abilities of 
fluids to move from the cranial compartment to the extracranial part (Fig. 7.8). In this 
way, the CSF and blood viscosities, flow resistances of blood vessels and CSF SAS, 
intracranial pressure, thoracic pressure, lumbar pressure, and cardiac  aspiration, can 
impact the cranio-spinal compliance.

Fig. 7.6 Intracranial fluids relationships. Left: general scheme showing equilibrium between 
volumes: arterial (red) and venous (blue) blood, brain tissue (pink), and CSF (green). Right: 
anatomical equivalent. Intracranial arterio-venous blood volume increases during systole and 
mainly expands the brain outward (white large arrows) flushing extraventricular CSF through the 
spinal canal. White thinner arrows symbolize small brain displacement caused by expansion of 
the ventricular CSF compartments

Fig. 7.7 Intracranial compliance compartments (left) and compliance definition (right)
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Part of knowledge of interactions between intracranial flows during the cardiac 
cycle has been gathered thanks to the use of phase contrast magnetic resonance 
imaging [57].

7.9  Methodology of Phase Contrast MRI

Phase contrast MRI, which depicts motions and flows through the cardiac cycle, can 
be used to evaluate the presence, direction, and temporal flow dynamics, both qualita-
tively and quantitatively [53, 54, 57–59]. This ability to characterize direction, pulsa-
tility, and distribution of fluid flows in physiological conditions offers a powerful tool 
to study physiological cerebral dynamic interactions and provide complementary 
view to understand pathological processes such as hydrocephalus [47, 56, 60–64].

Phase contrast MRI exploits the fact that spins moving through magnetic field 
gradients acquire a phase different from static spins. Then, flow-sensitive images, 
where pixel intensities represent the phase parameters allowing velocity calculation 
[65], can be produced. This technique can be associated with cardiac triggering or 
gating in order to decompose the cardiac cycle into several time intervals. Series of 
temporal images are then generated [59].

Fig. 7.8 Intracranial compliance response to arterial blood flow input. Intracranial arterial input 
blood volume during systole implies (1) CSF flushing into the spinal canal, (2) intracranial volume 
displacement (in the eyes and ears cavities, in the spinal canal), and (3) venous blood outflow. 
These volumes displacements correspond to the net compliance of the intracranial space
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Because CSF flows’ velocities (around 5 cm/s) are largely different from blood 
flows’ velocities (60 cm/s), PC-MRI sensitivity must be adapted using a velocity 
encoding (V

enc
) set to a value near the maximum velocity of the studied flow.

In the MR image example depicted in Fig. 7.9, hyperintense regions correspond 
to voxels where flow velocity, positively directed cranio-caudally perpendicular to 
the slice plane, approaches the V

enc
 absolute value. Conversely, hypointense areas 

represent the voxels in which the flow is directed from caudal to cranial. Immobile 
tissues, corresponding to no flow regions, will be represented with gray pixels. This 
color convention can be reversed according to the MRI manufacturer.

For quantitative characterization and to increase the accuracy of velocity mea-
surements [65], the acquisition plane must be selected perpendicular to the flow 
direction, positioned in the anatomic part corresponding to a supposed laminar flow. 
Such an acquisition, providing 32 images per cardiac cycle, can be accomplished, 
with an acceptable quality, using 3 T MR, in nearly 2 min.

Phase contrast MRI is able to quantify flows of moving liquids – see Fig. 7.9.
From those PC MRI data, it is possible to calculate cerebral CSF flows using an 

image processing software including an optimized CSF and blood flows segmenta-
tion algorithm – see Fig. 7.10. The same technique can be applied to carotid/verte-
bral arteries and jugular veins blood flows.

Knowledge of all individual flow curves permits reconstruction of cerebral blood 
inflow (sum of arterial flows in left and right internal carotids and vertebral arteries) and 

Fig. 7.9 PC-MRI images of the CSF around the spine during one cardiac cycle. It is a visualiza-
tion of 32 images of cervical CSF flow around the spine during cardiac cycle. White pixels depict 
downward CSF flow flushing into the spinal canal and black pixels correspond to upward motion 
of CSF filling the cranium
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cerebral venous flow (sum of venous flows in left and right internal jugular and epidural 
veins) and then, by summing the “positive” venous flow with the “negative” arterial 
flow, to obtain the arterio-venous flow curves (Fig. 7.11). This curve describes the 
global instantaneous displacement of cerebral blood during a cardiac cycle [48, 66].

The cerebral vascular flow curve presents a negative systolic peak flow (arterial 
flow > venous flow) and two diastolic positive bumps (venous flow > arterial flow). 
This curve is reversed compared to the CSF oscillation curve in the cervical spaces.

In the same manner, the net CSF and vascular flow curves can be computed to 
obtain the total cerebral brain fluid flow oscillation during the cardiac cycle [48, 66] 
(Fig. 7.12).

After time integration of the global cerebral flow curve, the intracranial volume 
change (IVC) during a cardiac cycle can be calculated (Fig. 7.13). When intracranial 
volume increases quickly and largely during systole, the decrease in intracranial vol-
ume takes place in two steps corresponding to the two bumps of Fig. 7.12 [66].

Fig. 7.10 PC-MRI acquisition planes and example of cervical CSF segmentation
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As a function of the cranio-lumbar compliance, IVC generates pressure  variations. 
In order to model ICP, IVC can be transformed by Marmarou’s equation (see 
Fig. 7.14; [20]). Figure 7.14 shows the result of the simulation during a cardiac cycle 
using a resting pressure p

o
 and brain elastance index k (equivalent to elasticity E), 

respectively, set to 10 mmHg and 0.11 mL−1.
Four phases of ICP cycle can be defined to explain the intracranial dynamics 

(P1–P4; see Fig. 7.14). During the first period (denoted P1), a sudden pressure rise, 
induced by the arterial systolic inflow inside the cranial cavity, occurred. Then, dur-
ing the second period P2, the CSF and the venous flows are set in motion to reduce 
intracranial pressure until a pressure balance between intracranial and extracranial 

0

2000

1000

−1000

−2000

−3000

−4000

−5000

−6000

10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70

% of cardiac cycle

Global (CSF+blood) cerebral flow
during two cardiac cycles

R-R

Cerebral
input flow

Cerebral
output flow

0

mm3/s

mm3/sec

%
80 90 100

Fig. 7.12 Global cerebral flows during two cardiac cycles calculated from PC-MRI acquisition
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spaces is reached. This balance defines the brain equilibrium pressure, i.e., P3. 
During equilibrium pressure phase, arterial flow equals venous flow and cervical 
CSF flow is null.

At the beginning of P4, ICP decrease continues. We hypothesized that this could 
be explained by the venous negative pressure caused by opening of the tricuspid 
valve and filling of the right ventricle. At the end of P4, this low pressure is finally 
compensated by CSF filling from cervical spaces to intracranial spaces. This would 
show that the influence of intracranial venous flow on brain pressure regulation is not 
only inherent to passive mechanisms [67] but is also shaped by heart aspiration.

Assessment of all cerebral flows allows the study of the interactions between 
arterial, venous, and CSF flows in the brain which control ICP. Alperin had pro-
posed a method to directly measure ICP by PCMRI and image processing [67] and 
mathematical models of cerebral hydrodynamics are used to study CSF and blood 
relationships in the brain [68, 69].

7.10  Clinical Applications

The Review of clinical applications is based on 2,620 clinical infusion studies and 
250 overnight ICP monitoring performed at Addenbrooke’s Hospital, Cambridge 
UK in more than 1,400 patients suffering from hydrocephalus of various etiologies 
(idiopathic NPH 47%, postsubarachnoid hemorrhage NPH 12%, other communi-
cating hydrocephalus 19%, noncommunicating hydrocephalus 22%). The mean age 
of the patients was 65 (range 24–94) and the male to female ratio was around 2:1. 
All of the patients were referred to the CSF clinic by their treating neurosurgeon, 
geriatrician, or neurologist, based on the presence of ventricular dilatation on brain 
scan (CT or MRI) and symptoms within Hakim’s triad and other clinical presenta-
tions like headaches, etc. This group of patients, in addition to the clinical and imag-
ing assessment, was investigated with a constant rate infusion study (via the lumbar 
approach 20%, a preimplanted Ommaya reservoir 38%, shunt prechamber 40%, or 
open EVD, 2%).

Fig. 7.14 Modeling of ICP from CSF and blood flows calculated from PC-MRI data
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PC-MRI material was derived from the database at Department of Image 
Processing, Amiens University Hospital, France, containing more than 500 volun-
teers and patients suffering from hydrocephalus, syringomieyllia, and other CSF 
circulatory defects.

Although illustrative material is derived from two centers, similar results are reported 
from many other hospitals worldwide, known as a centers of excellence in studies on 
hydrocephalus and CSF disorders [4, 10, 23–25, 27, 30, 37, 49, 62, 68, 69].

7.10.1  Differentiation Between Brain Atrophy  
and Normal Pressure Hydrocephalus

CSF dynamics in NPH is characterized by a normal baseline pressure (ICP < 18 mmHg).
The resistance to CSF outflow is increased (>13 [mmHg/(mL/min)]). B waves 
recorded during infusion are regular. Pulse amplitude is well correlated with mean 
ICP. Compensatory reserve at baseline is usually good (RAP index below 0.6) and 
usually elastance coefficient slightly increased (E > 0.2 mL−1) (see Fig. 7.15).
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(9 mmHg), normal baseline pulse amplitude, and good compensatory reserve (RAP index at base-
line below 0.6). During infusion with a rate of 1.5 mL/min (unchecked area), pressure increased to 
35 mmHg (resistance to CSF outflow was 17.8 [mmHg/(mL/min)]), pulse amplitude increased 
proportionally to mean ICP, RAP coefficient increased to +1 (indicating decrease in compensatory 
reserve during infusion), and slow vasogenic waves appeared in ICP and AMP recordings
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Patients suffering predominantly from brain atrophy have normal CSF circulation. 
Typically, opening pressure, resistance to CSF outflow and pulse amplitude are low 
(ICP <12 mmHg, R

CSF
 < 12 mmHg/(mL/min), amplitude <2 mmHg). The compen-

satory reserve at baseline is good (RAP < 0.5), reflecting low elasticity of the atrophic 
brain (E < 0.2 mL−1). Vasogenic waves are rather limited during  recording. The mean 
ICP increases smoothly during the infusion and decreases in a similar fashion  following 
infusion, comparable to the inflation and deflation of a balloon – Fig. 7.16.

7.10.2  Noncommunicating and Acute Communicating 
Hydrocephalus

Lumbar infusion is not recommended in noncommunicating hydrocephalus because 
of the risk of brain herniation in the event of uncontrolled CSF leak. However, this 
type of hydrocephalus may not always be easy to detect by the brain scan. In those 
few instances of noncommunicating hydrocephalus where lumbar infusion is 
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Fig. 7.16 Example of infusion study in patient with predominant atrophy. Baseline pressure was 
low (3 mmHg) and increased only slightly to 18 mmHg during infusion of a rate of 1.5 mL/min, 
giving normal value of resistance to CSF outflow (10 mmHg/(mL/min)). Compensatory reserve 
was good, even during infusion (RAP did not increase), pulse amplitude increased very modestly 
in response to rising ICP, and there was very little slow waves in recording
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 performed, the resistance to CSF outflow is normal because the lumbar infusion is 
not able to detect the proximal narrowing in CSF circulatory pathways. Paradoxically 
elasticity is relatively low (E < 0.20 mL−1). In acute hydrocephalus R

csf
 is elevated, 

the resting pressure and pulse amplitude are also elevated (ICP >15 mmHg, pulse 
amplitude >4 mmHg) and compensatory reserve is poor (RAP >0.6 at baseline).

Obstructive hydrocephalus can be safely assessed using ventricular infusion (via 
a reservoir). This demonstrates high intracranial resting pressure and high resis-
tance to CSF outflow (ICP > 15 mmHg, R

CSF
 > 13 mmHg/(mL/min)). The elasticity 

is high (>0.20 mL−1), RAP is elevated above 0.6, and the pulse amplitude is high 
(>4 mmHg) indicating poor compensatory reserve – see Fig. 7.17.

Acute communicating hydrocephalus (as in post-SAH) presents with a similar 
pattern of parameters, with frequent deep vasogenic waves (including plateau waves 
[42]) (Fig. 7.18).

7.10.3  Testing of CSF Dynamics in Shunted Patients

The methods for evaluation of CSF dynamics in shunted patients can be supportive for 
assessment of shunt function [4, 70, 71]. When a shunt drains properly, the resting 
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Fig. 7.17 Acute hydrocephalus. Opening pressure was slightly elevated (17 mmHg), resistance to 
CSF outflow was 26 mmHg/(mL/min), and RAP close to +1 all the time indicated permanently 
depleted compensatory reserve. Very strong vasogenic waves were recorded during the test (of 
maximum magnitude around 25 mmHg)
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pressure remains at or below the shunt’s operating pressure. Infusion testing or 
overnight ICP monitoring repeated after shunting should always be considered for 
comparison with the tests performed before surgery. Abnormal cerebrospinal com-
pensatory parameters, such as high resting pressure, increased resistance to CSF out-
flow, low compensatory reserve, increased activity of slow waves, or high amplitude 
of pulse waveform, should return to normal after successful shunting [7, 8]. In valves 
with a low hydrodynamic resistance and a well-defined opening pressure, a sharp 
plateau of the pressure trend is seen at about 1–5 mmHg above the level of the shunt’s 
operating pressure [72]. The magnitude of this plateau should not exceed a value as 
defined by the equation:

 shuntCritical pressure Shunt operating pressure ( Infusion rate) 5mmHg,= + × +R  

where R
shunt

 is the hydrodynamic resistance of the opened shunt and 5 mmHg is a 
“safety margin” and a credit for possible nonzero abdominal pressure (in patients 
with possible increased abdominal pressure, this value should be increased to 
10–15 mmHg). Both shunt operating pressures and R

shunt
 can be measured in the 

laboratory, but once evaluated, these parameters provide an invaluable guidelines 
for shunt testing in vivo [71] (Fig. 7.19).

These methods of assessing CSF dynamics in shunted patients can be based on 
different techniques. The simplest and least invasive way is an infusion study through 
a previously implanted subcutaneous CSF reservoir. Lumbar puncture in communi-
cating hydrocephalus or measurement of the pressure inside the chamber of the shunt 
are also possible. Pressure measurement and infusion into shunt chamber is only 
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Fig. 7.18 Example of recording of ICP in patient after SAH, with moderate ventricular dilatation, 
in whom baseline pressure was normal (10 mmHg). Computer recording revealed a regular pattern 
of plateau waves up to 60 mmHg. This patient previously had a series of manometric lumbar CSF 
measurements yielding mixed results: some measurements indicating normal pressure, while 
 others showed elevated ICP
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Fig. 7.19 Examples of infusion studies performed in shunted patients through shunt prechamber 
with working (a) and blocked (b) shunt. (a) Patient with a Strata Valve set for 1.5 in situ. Pulse 
amplitude was low but clearly recordable, confirming patency of ventricular drain. Opening 
 pressure was low, and during infusion pressure increased to the value below “critical threshold” for 
this valve (thick vertical line). During infusion, transcutaneous occlusion (external compression of 
siphon-control device) was performed. Such a compression stops the drainage through the valve. 
Pressure started to rise immediately, confirming that shunt system was patent. (b) Patient with 
Hakim-Programmable Valve set at 100 mmH

2
O. Pressure increased well above “critical threshold” 

(horizontal line). Spontaneous vasogenic waves were recorded during the test. Pulse waveform 
was present in recording. There was distal obstruction of shunt system confirmed during the 
 revision of the shunt
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 possible with shunts having a CSF sampling reservoir proximal to the valve; therefore , 
the method is not useful for the testing of majority of burr-hole valves.

With pressure measurement via the shunt chamber, the presence of a CSF pres-
sure pulse wave and a pressure increase in response to coughing should indicate 
pressure transmission between the needle and the CSF space, confirming the pat-
ency of the ventricular catheter.

When a shunted patient presents with low-pressure headache, small or slit ven-
tricles, subdural collections, or chronic subdural hematomas, CSF overdrainage can 
be suspected. Overdrainage related to body posture may be assessed using a tilting 
test. When the baseline pressure measured in the horizontal body position is low 
(usually negative), overdrainage is possible. A change of posture to sitting usually 
produces a further decrease in pressure. If the pressure decreases to a value lower 
than −10 mmHg (95% confidence limit for ICP in upright position in nonshunted 
patients is approximately −8 mmHg), overdrainage is likely (Fig. 7.20).

The majority of contemporary valves usually have a low hydrodynamic resis-
tance [70], a feature which may cause overdrainage resulting from the periodic 
oscillations of cerebrovascular volume. The expanding vascular bed would act like 
the membrane of a water pump with a distal low-resistance valve [73]. Early morn-
ing headache should not be always assumed to be a “high pressure”: they may 
instead be a consequence of low pressure caused by nocturnal overdrainage.

In shunted patients with slit ventricles, baseline pressure recorded from the shunt 
prechamber would not comprise a pulse waveform as the ventricle walls would be 
collapsed around the catheter and therefore no pressure transmission would take 
place. Often, however, the pulse wave appears after infusion starts, as the pressure 
builds up and opens up the ventricles (Fig. 7.21).
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Fig. 7.20 Overdrainage test. Showing excessive decrease in ICP during sitting up at the time point 
indicated after 14:53 (below −14 mmHg). During sitting up, pulse amplitude may not change
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7.10.4  Phase-Coded MRI in Clinical Practice

PC MRI is used in clinical practice to study hydrocephalus and other CSF  circulatory 
disorders. In case of obstructive hydrocephalus, PC MRI is a rapid and accurate tool 
to confirm aqueductal stenosis, detecting no flow in the aqueduct [50]. In the case of 
noncommunicating hydrocephalus depicted in Fig. 7.22,  treatment by endoscopic 
third ventriculostomy (ETV) was an alternative to ventricular shunting for the treat-
ment of hydrocephalus. The PC-MRI technique is now largely widespread to mea-
sure CSF flow in the third ventricle aperture to check the viability of ETV.

For many authors, in case of communicating hydrocephalus, increased ventricu-
lar CSF oscillations are predictive of a favorable outcome of shunting [56, 60, 62–64]. 
A recent study found a relationship between poor clinical outcome and low ven-
tricular CSF pulsation [74]. It has been suggested [60] that increase in aqueductal 
CSF pulsatile flow was not associated with increased CSF flow at the cervical level 
(Fig. 7.23). Therefore, if communicating hydrocephalus cervical flow was stable 
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Fig. 7.21 In patients with slit ventricles, the pulse wave of ICP is rarely visible in recording. During 
infusion into shunt prechamber, all fluid is drained; distally recorded pressure is equivalent to shunt 
operating pressure plus pressure gradient along distal tube plus abdominal pressure. Respiratory wave 
can be visible – it is commonly transmitted from abdominal space. In patients with membrane siphon, 
preventing device occlusion can be performed during infusion (17:02). Pressure increases quickly to 
very high values (in this case above 50 mmHg), collapsed ventricles open within relatively short time, 
and pressure stabilizes at lower level with a pulse wave clearly visible. The “stabilization pressure” is 
elevated, as in slit ventricles syndrome, and intraparenchymal ICP is usually high. Ventricles may stay 
open over longer time, but more frequently they collapse again after the end of infusion
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while ventricular flow was dramatically increased, intracranial SAS flow must have 
been dramatically decreased. These results confirm that, in healthy volunteers, 
the intracranial mobile compliance predominantly depends on the intracranial 
 subarachnoid pulsation. Communicating hydrocephalus seems to be an adaptation 
process of the vascular brain expansion when intracranial SAS CSF pulsation is 
altered.

PC-MRI, now available to neurosurgeons, is complementary to morphological 
MR and provides quantitative information on cerebral hydrodynamics (Fig. 7.24). 
This information is mainly used to confirm alteration of CSF flow in the cerebral 
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Fig. 7.22 Example of noncommunicating hydrocephalus studied using PC-MRI examination. 
The patient had aqueductal stenosis, detected by PC-MRI and treated by ETV. PC-MRI was per-
formed 3 months after surgery to confirm the aperture of the third ventricle. In comparison with 
volunteer curve flow (in blue), we can see that CSF flow in the third ventricle aperture has the same 
temporal evolution, whereas its amplitude is increased. This difference can be due to the third 
ventricle aperture flow resistance which is smaller than in normal aqueduct. One year later, PC-MRI 
in the same patient showed a similar CSF flow curve at the third ventricle aperture



Fig. 7.23 CSF flows in communicating hydrocephalus population studied using PCMRI
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and spinal compartments. PC-MRI is also a functional tool to better understand the 
pathophysiology of hydrocephalus and it should lead in the medium term to an 
assessment of intracranial pressure.

7.11  Conclusion

Understanding of dual aspects of CS dynamics emerging of time profiles of pres-
sures (studied using ICP monitoring, infusion tests, etc.) and flows (visualized and 
analyzed using PCMRI) is paramount in contemporary diagnostic of hydrocephalus 
and other CSF disorders. Fluid circulation and pressure–volume compensation can 
be studied using invasive pressure measurement or noninvasive PCMRI techniques, 
allowing description of patients’ status using modeling parameters: resistance to 
CSF outflow, elasticity, or CSF stroke volume in various craniocerebral compart-
ments (Table 7.1). Future clinical works should be focused on integration of 
 pressure-measurement techniques and PCMRI.

Table 7.1 Typical values for parameters of CSF dynamics in nonshunted patients

Atrophy NPH Acute hydrocephalus

p
b
 [mmHg] <10 <15 >15

R
CSF

 [mmHg/ 
(mL/min)]

<10 >13 >18

AMP [mmHg] <2 >2 >4
E [mL−1] <0.1 <0.2 >0.2
Vasogenic waves No vasogenic waves B waves present and  

increased during infusion
Increased B waves and 

plateau waves
RAP <0.6 all time <0.6 at baseline >0.6 all time

>0.6 during test

p
b
 baseline value of intracranial pressure; R

CSF
 resistance to CSF outflow; AMP pulse amplitude of 

intracranial pressure; E elasticity or elastance coefficient; RAP index of brain compliance

Fig. 7.24 CSF flows in communicating hydrocephalus patient studied by PC-MRI. This 73-year-old 
man, with a history of hypertension, was referred for assessment of disorders of higher  functions 
associated with gait disorders (ataxia) and sphincter disorders. Morphological MR demonstrated: 
a dilation of the ventricular system, a deep cortical sulci, and nonspecific abnormalities of the 
periventricular white matter. The clinical and morphological assessment was unable to formally 
demonstrate the active nature of the ventricular dilation and the indication for ventricular shunting. 
The oscillatory flow volume measured in the cerebral aqueduct was very high, but normal CSF 
fluctuations were observed in the cervical subarachnoid spaces. The blood flow was small 
(334 mL/min) and the peak jugular vein outflow velocity was observed early after the arterial 
systolic peak. Ventriculoperitoneal shunting induced a marked clinical improvement with resolu-
tion of the gait disorders and sphincter disorders. Radiological follow-up demonstrated a reduction 
of ventricular volume. In this clinical case, demonstration of a markedly hyperdynamic ventricular 
system  supported the indication for ventricular shunting in this patient, as for many authors, 
increased ventricular activity is predictive of a favorable outcome of shunting



164 M. Czosnyka et al.

Acknowledgment Financial support: European Community INTERREG grant (Amiens, 
Cambridge).

References

 1. Stein, S.C., Burnett, M.G., Sonnad, S.S.: Shunts in normal pressure hydrocephalus: do we 
place too many or too few? J. Neurosurg. 105, 815–822 (2006)

 2. Marmarou, A., Black, P., Bergsneider, M., et al.: International NPH Consultant Group. 
Guidelines for management of idiopathic normal pressure hydrocephalus: progress to date. 
Acta Neurochir. Suppl. 95, 237–240 (2005)

 3. Pickard, J.D., Spiegelhalter, D., Czosnyka, M.: Health economics and the search for shunt-
responsive symptomatic hydrocephalus in the elderly. J. Neurosurg. 105, 811–814 (2006)

 4. Drake, J.M., Saint-Rose, C.H. (eds.): Shunt complications. In: The Shunt Book, pp. 23–92. 
Blackwell Science, Oxford (1995)

 5. Czosnyka, M., Maksymowicz, W., Batorski, L., et al.: Comparison between classic differential 
and automatic shunt functioning on the basis of infusion tests. Acta Neurochir. 106, 1–8 
(1990)

 6. Maksymowicz, W., Czosnyka, M., Koszewski, W., et al.: Post shunting improvement in hydro-
cephalic patients described by cerebrospinal compensatory parameters. In: Avezaat, C.J.J., van 
Eijndhoven, J.H.M., Maas, A.I.R., Tans, J.T.J. (eds.) Intracranial Pressure VIII, pp. 829–832. 
Springer, Berlin (1994)

 7. Maksymowicz, W., Czosnyka, M., Koszewski, W., et al.: The role of cerebrospinal system 
compensatory parameters in estimation of functioning of implanted shunt system in patients 
with communicating hydrocephalus. Acta Neurochir. 101, 112–116 (1989)

 8. Petrella, G., Czosnyka, M., Keong, N., et al.: How does CSF dynamics change after shunting? 
Acta Neurol. Scand. 118(3), 182–188 (2008)

 9. Sorenson, P.S., Gjerris, F., Schmidt, J.: Resistance to CSF outflow in benign intracranial hyper-
tension (pseudotumor cerebri). In: Gjerris, F., Borgesen, S.E., Sorensen, P.S. (eds.) Outflow of 
Cerebrospinal Fluid, pp. 343–55. Munskgaard, Copenhagen (1989)

 10. Tans, J.T., Boon, A.J.: Study Group. How to select patients with normal pressure hydrocepha-
lus for shunting. Acta Neurochir. Suppl. 81, 3–5 (2002)

 11. Czosnyka, M., Copeman, J., Czosnyka, Z., et al.: Post-traumatic hydrocephalus: influence of 
craniectomy on the CSF circulation. J. Neurol. Neurosurg. Psychiatry 68, 246–247 (2000)

 12. May, C., Kaye, J.A., Atack, J.R., et al.: Cerebrospinal fluid production is reduced in healthy 
aging. Neurology 40, 500–503 (1990)

 13. Davson, H., Welch, K., Segal, M.B.: The Physiology and Pathophysiology of Cerebrospinal 
Fluid. Churchill Livingstone, New York (1987)

 14. Gjerris, F., Borgesen, S.E.: Pathophysiology of CSF circulation. In: Crockard, A., Hayward, 
A., Hoff, J.T. (eds.) Neurosurgery. The scientific basis of clinical practice, pp. 146–174. 
Blackwell Scientific, Oxford (1992)

 15. Momjian, S., Owler, B.K., Czosnyka, Z., et al.: Pattern of white matter regional cerebral blood 
flow and autoregulation in normal pressure hydrocephalus. Brain 127(pt 5), 965–972 (2004)

 16. Stoquart-ElSankari, S., Lehmann, P., Villette, A., et al.: A phase-contrast MRI study of physio-
logical cerebral venous flow. J. Cereb. Blood. Flow Metab. 29, 1208–1215 (2009)

 17. Bradley Jr., W.G., Whittemore, A.R., Kortman, K.E., et al.: Marked cerebrospinal fluid void: 
indicator of successful shunt in patients with suspected normal-pressure hydrocephalus. 
Radiology 178(2), 459–466 (1991)

 18. Egnor, M., Zheng, L., Rosiello, A., et al.: A model of pulsations in communicating hydro-
cephalus. Pediatr. Neurosurg. 36(6), 281–303 (2002)

 19. Eide, P.K.: Intracranial pressure parameters in idiopathic normal pressure hydrocephalus 
patients treated with ventriculo-peritoneal shunts. Acta Neurochir. 148(1), 21–29 (2006)



1657 Dynamics of Cerebrospinal Fluid…

 20. Marmarou, A., Shulman, K., Rosende, R.M.: A non-linear analysis of CSF system and 
 intracranial pressure dynamics. J. Neurosurg. 48, 332–344 (1978)

 21. Avezaat, C.J.J., Eijndhoven, J.H.M.: Cerebrospinal fluid pulse pressure and craniospinal 
dynamics. A theoretical, clinical and experimental study (thesis). Jongbloedrr A, The Hague 
(1984)

 22. Sliwka, S.: A clinical system for the evaluation of selected dynamic properties of the intracra-
nial system. PhD Thesis, Polish Academy of Sciences, Warsaw (in Polish) (1980)

 23. Boon, A.J., Tans, J.T., Delwel, E.J., et al.: Dutch normal-pressure hydrocephalus study: predic-
tion of outcome after shunting by resistance to outflow of cerebrospinal fluid. J. Neurosurg. 
87(5), 687–693 (1997)

 24. Borgesen, S.E., Gjerris, F.: The predictive value of conductance to outflow of CSF in normal 
pressure hydrocephalus. Brain 105, 65–86 (1982)

 25. Ekstedt, J.: CSF hydrodynamic studies in man. Method of constant pressure CSF infusion. 
J. Neurol. Neurosurg. Psychiatry 40, 105–119 (1977)

 26. Frieden, H., Ekstedt, J.: Instrumentation for cerebrospinal fluid hydrodynamic studies in man. 
Med. Biol. Eng. Comput. 20, 167–180 (1982)

 27. Jurkiewicz, J., Czernicki, Z., Berdyga, J., et al.: Three-phase infusion test. Neurol. Neurochir. 
Pol. 28, 363–369 (1994)

 28. Katzman, R., Hussey, F.: A simple constant infusion manometric test for measurement of CSF 
absorption. Neurology 20, 534–544 (1970)

 29. Tisell, M., Edsbagge, M., Stephensen, H., et al.: Elastance correlates with outcome after endo-
scopic third ventriculostomy in adults with hydrocephalus caused by primary aqueductal 
stenosis. Neurosurgery 50, 70–76 (2002)

 30. Marmarou, A., Foda, M.A., Bandoh, K., et al.: Posttraumatic ventriculomegaly: hydrocephalus 
or atrophy? A new approach for diagnosis using CSF dynamics. J. Neurosurg. 85(6), 1026–1035 
(1996)

 31. Tans, J.T., Poortvliet, D.C.: Relationship between compliance and resistance to outflow of CSF 
in adult hydrocephalus. J. Neurosurg. 71(1), 59–62 (1989)

 32. Kasprowicz, M., Czosnyka, M., Czosnyka, Z., et al.: Hysteresis of the cerebrospinal pressure-
volume curve in hydrocephalus. Acta Neurochir. Suppl. 86, 529–532 (2003)

 33. Eide, P.K.: A new method for processing of continuous intracranial pressure signals. Med. 
Eng. Phys. 28(6), 579–587 (2006)

 34. Borgesen, S.E., Albeck, M.J., Gjerris, F., et al.: Computerized infusion test compared to steady 
pressure constant infusion test in measurement of resistance to CSF outflow. Acta Neurochir. 
119, 12–16 (1992)

 35. Czosnyka, M., Batorski, L., Laniewski, P., et al.: A computer system for the identification of 
the cerebrospinal compensatory model. Acta Neurochir. 105, 112–116 (1990)

 36. Czosnyka, M., Czosnyka, Z., Momjian, S., et al.: Cerebrospinal fluid dynamics. Physiol. Meas. 
25, R51–R76 (2004)

 37. Schuhmann, M.U., Sood, S., McAllister, J.P., et al.: Value of overnight monitoring of intracranial 
pressure in hydrocephalic children. Pediatr. Neurosurg. 44(4), 269–279 (2008)

 38. Owler, B.K., Fong, K.C., Czosnyka, Z.: Importance of ICP monitoring in the investigation of 
CSF circulation disorders. Br. J. Neurosurg. 15(5), 439–440 (2001)

 39. Czosnyka, M., Whitehouse, H., Smielewski, P., et al.: Testing of cerebrospinal compensatory 
reserve in shunted and non-shunted patients: a guide to interpretation based on an observa-
tional study. J. Neurol. Neurosurg. Psychiatry 60, 549–558 (1996)

 40. Sklar, F.H., Beyer, C.W., Ramanathan, M., et al.: Servo-controlled lumbar infusions: a clinical 
tool for determination of CSF dynamics as a function of pressure. Neurosurgery 3, 170–178 
(1978)

 41. Borgesen, S.E., Gjerris, F., Sorensen, S.C.: The resistance to cerebrospinal fluid absorption in 
humans: a method of evaluation by lumbo-ventricular perfusion, with particular reference to 
normal pressure hydrocephalus. Acta Neurol. Scand. 57, 88–96 (1978)

 42. Lundberg, N.: Continuous recording and control of ventricular fluid pressure in neurosurgical 
practice. Acta Psychiatr. Scand. Suppl. 36(149), 1–193 (1960)



166 M. Czosnyka et al.

 43. Pickard, J.D., Teasdale, G., Matheson, M., et al.: Intraventricular pressure waves – the best predic-
tive test for shunting in normal pressure hydrocephalus. In: Shulman, K., Marmarou, A., Miller, 
J.D., Becker, D.P., Hochwald, D.M., Brock, M. (eds.) Intracranial Pressure IV, pp. 498–500. 
Springer, Berlin (1980)

 44. Droste, D.W., Krauss, J.K.: Intracranial pressure B-waves precede corresponding arterial 
blood pressure oscillations in patients with suspected normal pressure hydrocephalus. Neurol. 
Res. 21(7), 627–630 (1999)

 45. Piper, I.R., Miller, J.D., Whittle, I.R., et al.: Automated time-averaged analysis of craniospinal 
compliance (short pulse response). Acta Neurochir. Suppl. 51, 387–390 (1990)

 46. Kim, D.J., Czosnyka, Z., Keong, N., et al.: Index of cerebrospinal compensatory reserve in 
hydrocephalus. Neurosurgery 64(3), 494–501 (2009)

 47. Baledent, O., Gondry-Jouet, C., Stoquart-Elsankari, S., et al.: Value of phase contrast magnetic 
resonance imaging for investigation of cerebral hydrodynamics. J. Neuroradiol. 33(5), 292–
303 (2006)

 48. Baledent, O., Henry-Feugeas, M.C., Idy-Peretti, I.: Cerebrospinal fluid dynamics and relation 
with blood flow: a magnetic resonance study with semiautomated cerebrospinal fluid segmen-
tation. Invest Radiol 36(7), 368–377 (2001)

 49. Bhadelia, R.A., Bogdan, A.R., Kaplan, R.F., et al.: Cerebrospinal fluid pulsation amplitude and 
its quantitative relationship to cerebral blood flow pulsations: a phase-contrast MR flow imag-
ing study. Neuroradiology 39(4), 258–264 (1997)

 50. Stoquart-El Sankari, S., Lehmann, P., Gondry-Jouet, C., et al.: Phase-contrast MR imaging sup-
port for the diagnosis of aqueductal stenosis. AJNR Am. J. Neuroradiol. 30(1), 209–214 (2009)

 51. Stoquart-ElSankari, S., Baledent, O., Gondry-Jouet, C., et al.: Aging effects on cerebral blood 
and cerebrospinal fluid flows. J. Cereb. Blood Flow Metab. 27(9), 1563–1572 (2007)

 52. Marmarou, A., Schulman, K., LaMorgese, J.: Compartmental analysis of compliance and out-
flow resistance of cerebrospinal fluid system. J. Neurosurg. 43, 523–534 (1975)

 53. Enzmann, D.R., Pelc, N.J.: Cerebrospinal fluid flow measured by phase-contrast cine MR. 
AJNR Am. J. Neuroradiol. 14(6):1301–1307; discussion 1309–1310 (1993)

 54. Greitz, D., Wirestam, R., Franck, A., et al.: Pulsatile brain movement and associated hydrody-
namics studied by magnetic resonance phase imaging. The Monro-Kellie doctrine revisited. 
Neuroradiology 34(5), 370–380 (1992)

 55. Henry-Feugeas, M.C., Idy-Peretti, I., Baledent, O., et al.: Origin of subarachnoid cerebrospinal 
fluid pulsations: a phase-contrast MR analysis. Magn. Reson. Imaging 18(4), 387–395 (2000)

 56. Wagshul, M.E., Chen, J.J., Egnor, M.R., et al.: Amplitude and phase of cerebrospinal fluid 
pulsations: experimental studies and review of the literature. J. Neurosurg. 104(5), 810–819 
(2006)

 57. Feinberg, D.A., Crooks, L.E., Sheldon, P., et al.: Magnetic resonance imaging the velocity 
vector components of fluid flow. Magn. Reson. Med. 2(6), 555–566 (1985)

 58. Henry-Feugeas, M.C., Idy-Peretti, I., Blanchet, B., et al.: Temporal and spatial assessment 
of normal cerebrospinal fluid dynamics with MR imaging. Magn. Reson. Imaging 11(8), 
1107–1118 (1993)

 59. Nayler, G.L., Firmin, D.N., Longmore, D.B.: Blood flow imaging by cine magnetic resonance. 
J. Comput. Assist. Tomogr. 10(5), 715–722 (1986)

 60. Baledent, O., Gondry-Jouet, C., Meyer, M.E., et al.: Relationship between cerebrospinal fluid 
and blood dynamics in healthy volunteers and patients with communicating hydrocephalus. 
Invest Radiol 39(1), 45–55 (2004)

 61. Bateman, G.A.: Vascular compliance in normal pressure hydrocephalus. AJNR Am. J. 
Neuroradiol. 21(9), 1574–1585 (2000)

 62. Bradley, W., Scalzo, D., Queralt, J., et al.: Normal-pressure hydrocephalus: evaluation with 
cerebrospinal fluid flow measurements at MR imaging. Radiology 198(2), 523–529 (1996)

 63. Luetmer P.H., Huston, J., Friedman, J.A., et al.: Measurement of cerebrospinal fluid flow at the 
cerebral aqueduct by use of phase-contrast magnetic resonance imaging: technique validation and 
utility in diagnosing idiopathic normal pressure hydrocephalus. Neurosurgery 50(3):534–543; 
discussion 543–534 (2002)



1677 Dynamics of Cerebrospinal Fluid…

 64. Mase, M., Yamada, K., Banno, T., et al.: Quantitative analysis of CSF flow dynamics using 
MRI in normal pressure hydrocephalus. Acta Neurochir. Suppl. 71, 350–353 (1998)

 65. Buonocore, M.H., Bogren, H.: Factors influencing the accuracy and precision of velocity-
encoded phase imaging. Magn. Reson. Med. 26(1), 141–154 (1992)

 66. Baledent, O., Fin, L., Khuoy, L., et al.: Brain hydrodynamics study by phase-contrast magnetic 
resonance imaging and transcranial color doppler. J. Magn. Reson. Imaging 24(5), 995–1004 
(2006)

 67. Enzmann, D.R., Ross, M.R., Marks, M.P., Pelc, N.J.: Blood flow in major cerebral arteries 
measured by phase-contrast cine MR. AJNR Am. J. Neuroradiol. 15(1), 123–129 (1994)

 68. Egnor, M., Rosiello, A., Zheng, L.: A model of intracranial pulsations. Pediatr. Neurosurg. 
35(6), 284–298 (2001)

 69. Penn, R.D., Linninger, A.: The physics of hydrocephalus. Pediatr. Neurosurg. 45(3), 161–174 
(2009)

 70. Aschoff, A., Kremer, P., Benesch, C., et al.: Overdrainage and shunt technology. Childs Nerv. 
Syst. 11, 193–202 (1995)

 71. Czosnyka, Z.H., Czosnyka, M., Pickard, J.D.: Shunt testing in-vivo: a method based on the 
data from the UK shunt evaluation laboratory. Acta Neurochir. Suppl. 81, 27–30 (2002)

 72. Taylor, R., Czosnyka, Z., Czosnyka, M., et al.: A laboratory model of testing shunt perfor-
mance after implantation. Br. J. Neurosurg. 16, 30–35 (2002)

 73. Czosnyka, Z., Czosnyka, M., Richards, H.K., et al.: Posture-related overdrainage: comparison 
of the performance of 10 hydrocephalus shunts in vitro. Neurosurgery 42(2), 327–333 (1998)

 74. Scollato, A., Gallina, P., Gautam, B., et al.: Changes in aqueductal CSF stroke volume in 
shunted patients with idiopathic normal-pressure hydrocephalus. AJNR Am. J. Neuroradiol. 
30(8), 1580–1586 (2009)





169K. Miller (ed.), Biomechanics of the Brain, Biological and Medical Physics,  
Biomedical Engineering, DOI 10.1007/978-1-4419-9997-9_8,  
© Springer Science+Business Media, LLC 2011

8.1  Introduction

The dynamics of cerebrospinal fluid flow are directly linked to those of the 
 cardiovascular system. The heart not only drives blood flow, but is also at the origin 
of CSF pulsation through the expansion and contraction of cerebral blood vessels. 
As was detailed in the preceding chapter, CSF dynamics can be altered by diseases 
and conditions such as hydrocephalus and, in turn, CSF dynamics can be analyzed 
to aid in the diagnosis of these. Bulk models describing intracranial fluid dynamics 
and punctual flow measurements using MRI have thus become important tools for 
this purpose.

The strength of bulk models is that they are computationally inexpensive. 
Simulations performed with such models and processing of the results generally do 
not require high-performance computing (HPC) resources and can be carried out 
very quickly on common personal computers. This is currently a prerequisite for 
application in clinical settings, where typically no access to HPC infrastructure is 
available. In terms of applicability, the hunger for computer power is the main dif-
ferentiator between bulk models and computational fluid dynamics (CFD) models 
of intracranial dynamics. Unlike the bulk approach, however, CFD models can pro-
vide spatially resolved information on flow, pressure and mass transport, which 
opens the door to subject-specific calculations of intracranial dynamics based on 
medical imaging data. This chapter elucidates current approaches to CFD modeling 
of cerebrospinal fluid flow and its interaction with blood flow.

The development of CFD was driven by the lack of analytical solutions for the 
Navier–Stokes (NS) equations that describe momentum conservation in Newtonian 
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fluids. Together with the continuity equation, i.e. the expression of mass conservation 
and energy conservation, the NS equations can be used to characterize continuum 
flows. For incompressible flows without external body forces, Equations (8.1) and 
(8.2) show the NS and continuity equations, respectively:
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Here, r is density, u is the velocity vector, t is time, p is pressure and m is dynamic 
viscosity.

CFD simulations in the CSF system started in 1996 with the work of Jacobsen et al. 
[1]. This is quite late compared to CFD work on blood flow that began in the early 
1970s and can be attributed to both the fact that the cardiovascular system is better 
known to the non-medical public (which includes the engineers, mathematicians and 
physicists who develop CFD methods and search for applications of these) and to the 
anatomically more complex structure of the CSF space that cannot be easily reduced to 
2D representations. The widespread availability of  magnetic resonance imaging sys-
tems in medical research institutions at the turn of the century was a prerequisite for the 
transition from generic to subject-specific, anatomically accurate computational mod-
els, and thereby paved the way for CFD simulations of flow in the CSF space.

The procedural steps in the CFD modeling of cerebrospinal fluid flow are similar 
to those encountered in more generic problems of incompressible, isothermal internal 
flows: In a first step, the simulation domain has to be defined, which consists of at least 
one fluid domain and, if the deformation of surrounding tissue is to be  modeled, one 
or more solid domains. In the second step, these domains have to be discretized, i.e. a 
spatial discretization scheme needs to be chosen and a computational grid has to be 
generated. Next, the behavior of the fluids and solids at their respective domain bound-
aries needs to be prescribed, i.e. corresponding pressures, velocities or their deriva-
tives in those areas must be determined a priori and set accordingly. In the fourth step, 
the physical properties of the fluids and solids (rheology, material properties) have to 
be set. Finally, the NS and continuity equations have to be solved based on appropriate 
initial conditions. If the problem is transient, a suitable temporal discretization scheme 
is required for this. The following section discusses these steps for the case of subject-
specific CSF flow simulations based on MRI data.

8.2  Procedural Steps in CFD Modeling of CSF Dynamics

8.2.1  Obtaining the Model Domain

Magnetic resonance imaging is the most widely used method for obtaining represen-
tations of the CSF spaces as well as of arterial blood vessels in the head. However, 
the effective obtainable resolution is limited by comparably slow acquisition times 
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combined with the fact that the brain moves inadvertently due to cardiac pulsation and 
breathing. Consequently, the largest part of the cerebral vasculature cannot be acquired 
in sufficient detail for modeling with CFD. If the coupling between blood and cere-
brospinal fluid flow is to be taken into account explicitly by calculating the transient 
displacements of the arterial walls and their transmission to the CSF space, then 
smaller vessels have to be simulated via lower order models. The representation of the 
smaller vessels can then be coupled to full 3D CFD models of larger vessels, such as 
the internal carotid arteries, vertebral arteries, basilar artery and the circle of Willis 
(see Figs. 2.17 and 2.21 in Chap. 2). Similar limitations with respect to the effective 
resolution of MRI also affect the CSF space directly: Structures such as small diam-
eter sections of the foramina of Monroe, Luschka and Magendie, the posterior horns 
of the lateral ventricles, the aqueduct of Sylvius and the recesses of the third and 
fourth ventricle (see Fig. 2.7, Chap. 2) will be substantially affected by partial volume 
effects [2]. Nevertheless, the overall feature size of these structures is large enough 
that lower order modeling is not required. In contrast, the subarachnoid space (SAS) 
features a micro-scale substructure that is well below the resolution limit of clinical 
MRI systems even in the absence of brain motion: Fine filaments (trabeculae) with 
diameters in the double digit micron range bridge the SAS between the pia and arach-
noid membranes (Fig. 8.1). Despite their small size, the trabeculae may increase the 
pressure drop along the SAS significantly [3, 4]. Consequently, their effect on CSF 
flow and associated mass transport should be taken into account, e.g. by approximat-
ing the trabecular network as a porous medium with specified permeability [3]. 
Unfortunately, there is no experimental data on the permeability of the SAS. Thus, 
SAS porosity has to be obtained first, wherefrom permeability values can be derived. 
The best description of the trabecular structure for the purpose of deriving porosity 

Fig. 8.1 Schematic of the subarachnoid space (spatium subarachnoideum) in the vicinity of the 
superior sagittal sinus. Trabeculae connect the arachoid and pia membranes (arachnoidea mater 
cranials, pia mater cranialis). From Tillmann [57]
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can be found in analyses of electron microscopy acquisitions [5–7]. Once porosity is 
determined, permeability can be estimated through CFD or analytical exploration in 
an idealized SAS representation, most likely the simplest of which is an array of 
straight circular cylinders connecting two parallel plates that represent the pia and 
arachnoid layer [8]. For this case, the relationship between porosity and permeability 
is given by
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where k
l
 is longitudinal permeability (i.e. permeability in direction parallel to the 

cylinders representing the trabeculae), k
t
 is transverse permeability, r is the radius of 

the cylinders and e is the porosity of the SAS. The flow resistance caused by the 
porous micro-structure of the SAS can then be accounted for by the addition of a 
pressure gradient to the right hand side of the NS equations, e.g. for a coordinate 
system aligned with the direction of the trabeculae:
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Equation (8.4) is valid if inertial losses due to the porous micro-structure are small 
compared to its viscous drag, i.e. if the Reynolds number with trabecular diameter as 
characteristic length is smaller than 0.5 [9]. This is presumably the case in the SAS 
[3], but more accurate information on trabecular geometry and configuration is needed 
to validate this finding. When blood vessels in the SAS are considered as well, inertial 
losses will become important. However, these vessels cannot be treated as part of the 
homogeneous trabecular micro-structure, but could be introduced within the frame-
work of a multi-scale porous model. While this has not been attempted in the CSF 
space, there are examples of comparable models in other application areas [10].

After MR images of the central nervous system are acquired, the anatomical 
structures that are to be included in the CFD model need to be extracted, i.e. image 
segmentation has to be performed. Various algorithms exist for the automatic seg-
mentation of larger vessels [11]. Some manual post-processing for the removal of 
artefacts is often required before the next steps in the CFD analysis chain can be 
performed. For the CSF space, much lower quality results can be expected from 
automatic segmentation. While some algorithms exist that deliver automatic results 
for visualization and crude calculation purposes, these do not reach the quality 
required for accurate CFD simulations even after manual clean-up. Consequently, 
semi-automatic segmentation of the CSF domain is necessary. This is arduous, time 
consuming and poses severe limitations on the applicability of CFD for clinical CSF 
flow simulations.

The output of the segmentation step is a volumetric representation of the ana-
tomical structures of interest. For CFD modeling, a distinction needs to be made 
between the internal fluid region and its boundaries. This is generally achieved by 
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surface triangulation [12]. The triangulation step is straightforward and can be 
 carried out by various open source and commercial programs. As an alternative to 
segmentation and triangulation, splines [13] can be used to delineate the contour of 
the structure of interest in each MRI slide, followed by a surface reconstruction step 
that smoothly joins the splines to an approximation of the respective boundary. 
Surface reconstruction can also be performed after triangulation, which combines 
the benefits of voxel-based segmentation (preservation of original shape details) 
with those of spline description (scalability, small file size, best template for com-
putational grid generation). The disadvantage is that surface reconstruction of com-
plex triangulated surfaces requires substantial manual work.

It is common in classical CFD applications to reduce the size of the fluid domain 
by making use of symmetries, or by reducing a 3D structure to a 2D representation. 
The latter can be used, for example, to investigate the performance of airplane wings, 
where instead of calculating the flow around the entire 3D profile, only the flow around 
an axial cross-section (airfoil) would be considered. While tip effects and interactions 
with the airplane fuselage cannot be studied in this way, the approach is nonetheless 
permissible, since there is only limited flow perpendicular to the axial section. It is 
more difficult to find viable reductions of dimension for use within the CSF space. 
One might consider conducting a 2D CFD study on the third ventricle limited to its 
mid-sagittal plane. However, the inlets to this ventricle, the foramina of Monro, are 
located outside the mid-sagittal plane and their center lines are angled towards it, 
causing considerable CSF flow through this plane. Similarly, representing the cranial 
SAS by a 2D projection to its mid-sagittal plane is not permissible: The foramina of 
Luschka – two of the pathways connecting the ventricular space with the SAS – are 
not located in the mid-sagittal plane. The situation is better in the spinal SAS, where 
subsections with limited curvature and thus little flow perpendicular to the longitudi-
nal axis exist (discounting substructures such as nerves and trabeculae). Flow in the 
perivascular space (extension of the SAS along blood vessels [14]) can most likely be 
simplified to 2D as well, although very little is known about fluid flow therein.

8.2.2  Spatial Discretization

CFD requires the discretization of the governing equations in space and, if transient 
flows are to be studied, also in time. For spatial discretization, the domain under 
investigation has to be divided into small sub-volumes, i.e. a computational grid has 
to be generated. The structure of this grid will depend on the expected characteris-
tics of the flow and on the discretization methods to be applied. For the study of CSF 
dynamics, the finite-volume discretization scheme is used most often, followed by 
the finite-element method, although other approaches are principally just as suit-
able. When anatomically accurate modeling of the CSF flow is carried out, either 
unstructured grids or an immersed boundary method [15] need to be used, as struc-
tured grids that follow the domain contours are very difficult to generate due to the 
geometric complexity of the CSF spaces. State-of-the-art grid generation software 
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allows for mostly automatic unstructured meshing, usually with tetrahedral  elements. 
Hexahedral elements that are commonly used in structured grids offer higher solu-
tion accuracy at the same overall number of elements, but they often necessitate 
buffer elements (pyramids, prisms and tetrahedra) in areas of high grid density gra-
dients, increasing the complexity of grid generation. Prismatic buffer elements are 
also used in conjunction with otherwise tetrahedral grids in boundary layer areas, 
where high velocity gradients need to be resolved. Less common but emerging are 
polyhedral grids that can be generated with the same level of automation as tetrahe-
dral grids, while offering more accurate solutions [16].

It is evident that by solving the discretized versions of the NS and continuity 
equations, only an approximate solution of the original set of governing equations 
is obtained. The quality of the approximation is, among other factors, dependent on 
the quality of the computational grid. Since the original solution is not known and, 
thus, the relative error of the discretized solution cannot be specified, solutions 
obtained with different grids have to be compared. Such grid independence studies 
will give an estimate of the relative error introduced by the spatial discretization. 
Ultimately, a balance between the accuracy of the results and cost in terms of grid 
generation and computational time has to be found.

8.2.3  Obtaining Boundary Conditions

Boundary conditions (BC) need to be specified at the domain margins for closure of 
the governing equations. CFD models of CSF flow are generally set up with BC 
based on MRI data. Unfortunately, it is not possible to obtain absolute pressures via 
MRI. This leads to the unsatisfactory situation that only velocity, flow rate or similar 
BC can be prescribed in a subject-specific manner, while pressure or impedance BC 
that are required to ensure mass conservation in non-compliant domains are generic 
or based on generalized lower order models.

The ideal locations for acquisition of flow BC in the CSF space are the aqueduct 
of Sylvius and the cervical spinal canal. The geometry of these areas is well defined 
and velocities therein are mostly limited to the axial direction, allowing for the 
placement of a single perpendicular measurement plane. Furthermore, there are 
closed-form solutions of flow in idealized representations of the aqueduct (e.g. 
straight elliptic pipe [17]) and the spinal canal (straight elliptic annulus [18]), allow-
ing for the filtering of higher frequency noise components in the acquired flow data. 
This can be done by first integrating the flow profile in space for each measured 
point in time which yields a volumetric or mass flow curve that contains less ran-
dom noise. In order to recuperate the spatial distribution of the flow, this flow rate is 
applied to the respective idealized geometry with available closed-form solution of 
the governing equations [19]. Finally, conformal mapping is performed to map the 
solution back to the actual domain [20].

Pulsatile CSF flow is driven by the expansion and contraction of blood vessels in 
and around the central nervous system, as well as by diaphragm motion in the 
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abdominal space due to breathing. This means that the boundaries of the CSF 
 compartments have to be flexible entities that can transfer momentum by deforma-
tion. Most existing CFD models assume nevertheless rigid CSF domain boundaries, 
as this simplifies model setup and calculations tremendously. There are two general 
approaches by which the motion of the CSF boundaries can be taken into account: 
Either the entire chain of displacements from blood vessels or the diaphragm to tis-
sue and CSF domain boundaries is modeled, or the displacement of the boundaries 
is measured directly. The former approach poses great challenges, the most serious 
of which is the lack of material data to realistically model the interaction between 
blood vessels or the diaphragm and the surrounding tissue. In addition, the com-
plexity of the vascular network in the brain (see Fig. 8.2) as well as limits in the 
effective resolution of MRI require simplifications of the vascular model (see 
Sect. 8.2.1), introducing errors that are difficult to quantify.

Measuring the motion of the CSF space boundaries directly is not straightfor-
ward, but it is feasible: Displacement-encoded MR imaging can detect brain dis-
placements down to 0.01 mm [21] (Fig. 8.3), which is sufficient to derive ventricle 
wall motion, but not necessarily the motion of the pia mater. The MRI acquisitions 
result in a discrete displacement map within which the CSF boundaries do not nec-
essarily coincide with the measured locations. Hence, a spatial interpolation has to 
be performed first to cover the boundaries. Since the temporal frequency spectrum 

Fig. 8.2 Corrosion cast of the head and neck vasculature of a human cadaver. Image courtesy of 
Axel Lang (corrosion casting) and Heinz Sonderegger (photography). Copyright Institute of 
Anatomy, University of Zurich, Switzerland
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of blood flow into the brain through the carotid and vertebral arteries does not extend 
beyond 10 Hz under normal resting conditions (Fig. 8.4), a brain motion acquisition 
interval of 0.05 s within a cardiac cycle is sufficient to meet the Nyquist–Shannon 
sampling criterion [22, 23]. However, the temporal discretization of the governing 
equations requires much smaller time steps, which necessitates a temporal interpo-
lation of the acquired brain motion data. This can be done, for example, by Fourier 
decomposition of the acquired discrete signal and re-sampling of the reconstructed 
continuous signal [19].

Both ventricle wall motion and transient displacement of the pia mater transfer 
momentum to the CSF and thus contribute to its pulsation. Even a small displacement 
of the pia mater will result in substantial volume flow due to its large surface area. 
Thus, pia motion cannot be neglected. Since, as mentioned, MR imaging cannot 
 capture the displacement of the pia mater, a simplified BC has to be introduced. One 
option is to prescribe uniform perpendicular flow across the pia, such that the corre-
sponding flow rate is equal to the difference between in- and outflow at the aqueduct 
of Sylvius and the spinal canal [4]. This simplified BC is relatively easy to implement, 
but will lead to errors in the reported flow velocities close to the pia surface.

The pulsatile motion of CSF is superimposed onto its steady flow caused by 
production in the choroid plexus and absorption in the arachnoid granulations, 

Fig. 8.3 Selected slices of a 3D brain motion data set covering the volume of the ventricular system 
[21]. The locations of the slices are indicated in the upper right corner with respect to the ventricular 
system of the brain. The colors and the length (scaled by a factor of 100) of the bars represent the 
motion amplitude of the brain, and the bar orientation indicates the displacement direction
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extra-cranial lymphatic pathways and possibly through cerebral capillaries [24]. 
The choroid plexus has a filamentous structure that cannot be acquired by MRI in 
its full detail. For CFD modeling, its simplified macroscopic shape can be  segmented 
from MR images and CSF flow rates corresponding to the production value can be 
imposed on the idealized boundaries. Alternatively, the choroid plexus geometry 
can be neglected altogether and inflow imposed at a part of the respective ventricle 
wall. Combined CSF production rates in the choroid plexus of the third and lateral 
ventricles can, principally, be obtained by integrating the MRI-acquired CSF flow 
profile in the aqueduct of Sylvius over a cardiac cycle. While this method is used 
throughout the literature, there is not conclusive data on the accuracy of this 
approach. Obtaining CSF production rates in the fourth ventricle via MRI is more 
difficult and would require measurement of flow through the small foramina of 
Luschka and Magendie. This is not possible with a sufficient level of accuracy on 
current clinical MRI scanners. In order to still take CSF production in the fourth 
ventricle into account, a ratio between the production rates in this and the remaining 
cerebral ventricles can be assumed.

Under physiological conditions, the average CSF absorption rate is equal to the 
respective production rate. CSF absorption locations are distributed throughout 
the cranial and spinal cavity, and there is no consensus on the relative importance of 
the various pathways, let alone on the actual drainage rates through each [25]. The 
classically accepted locations of CSF re-absorption are the arachnoid granulations 
(AG) that drain into the superior sagittal, transverse and sigmoid sinuses. It is possible 

Fig. 8.4 Frequency spectrum of combined carotid and vertebral arterial blood flow in 11 elderly 
(gray, left, mean age 70 ± 5 years) and 11 young (black, right, mean age 24 ± 3 years) healthy sub-
jects illustrated using boxplots [58]. The upper and lower edges of each box represent the 25th and 
75th percentiles, respectively. The center line represents the median and the whiskers extend to the 
most extreme data points not considered outliers, which are plotted individually (+). Curly brackets 
indicate significant differences (non-parametric Mann–Whitney test). Distinction between signal 
and noise is not possible at frequencies beyond 7 Hz
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to locate large AG through MRI, but most of the smaller granulations cannot be 
detected. Cadaver data on their distribution are available [26], and areas of the 
arachnoid mater boundary can be assigned AG functionality in CFD simulations. 
Concretely, the AG can be assumed to act as one-way differential pressure valves with 
associated hydraulic conductivity of approximately 92.5 mL min−1 mmHg−1 cm−2 [27].

Other drainage routes, namely drainage through lymphatic pathways, are clearly 
more difficult to model because there is no data available on local outflow rates and 
because, unlike the AG, no straightforward boundary condition can be implemented. 
This is not to say that those drainage pathways are unimportant: All drainage routes 
link the intracranial space and its dynamics with either the cardiovascular system or 
the lymphatic pathways. Increased pressure in either of these may reduce the re-
absorption rate of CSF, thereby contributing to elevated intracranial pressure or 
hydrocephalus [28].

8.2.4  Calculating the Flow

Once the computational grid and the boundary conditions are in place, initial values 
of flow velocity and pressure have to be defined throughout the computational 
domain. Unless results of similar previous calculations exist from which initial con-
ditions can be extra- or interpolated, zero pressure and velocity are usually assumed. 
Since the corresponding fluid dynamic state does not match to the actual flow field, 
transient calculations will have to be performed over a few cardiac (and, if consid-
ered, respiratory) cycles until no significant difference in the state between two 
subsequent cycles can be observed. Depending on the CFD solver used, a zero 
initial condition may render the calculations instable. In that case, the magnitudes 
or amplitudes of the applied boundary conditions can be scaled down initially and 
increased to their actual values over several cycles.

Steady-state calculations of arterial blood flow are quite common. While they do 
not capture all the details of the flow, their use can be justified if estimates of aver-
age wall shear stress distribution or other similar parameters linked to long-term 
processes such as atherosclerosis are to be studied [29]. In contrast to arterial blood 
flow, CSF flow has a much stronger pulsatile component compared to its net flow, 
which makes it more difficult to advocate steady-state simulations of cerebrospinal 
fluid dynamics. For transient CFD simulations, the proper temporal discretization 
step size has to be chosen, which will depend on the expected flow frequencies (see 
Sect. 8.2.3), the discretization scheme, the spatial resolution of the computational 
grid and the CFD solver. Commonly used time step sizes in the CSF space are on 
the order of 1 ms. As with the grid independence study (Sect. 8.2.2), time step inde-
pendence of the acquired solution has to be ensured.

CSF is a Newtonian fluid with a viscosity of approximately 0.8 mPa s at 37°C that 
is fairly stable with respect to protein content, blood cell count and glucose concen-
tration [30, 31]. In its entire domain, CSF flow is laminar and does not require any 
turbulence modeling. There are various CFD software frameworks and stand-alone 
solvers suitable for CSF flow calculations, and the decision in favor of the one or the 
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other will depend, to a large extent, on the background and preferences of the user. 
Despite the incompressibility of the cerebrospinal fluid, transient flow calculations in 
anatomically accurate, deforming representations of the CSF space demand substan-
tial computer power. Consequently, CFD codes that support parallel processing on 
deforming grids with high scaling efficiency and without the need for manual parti-
tioning should be preferred. Scaling efficiency generally decreases with increasing 
number of parallel processors used. The current trend in the development of com-
puter hardware towards larger numbers of cores per CPU, but only slowly increasing 
clock speeds, is contributing to the rise of lattice Boltzmann (LB) CFD methods, 
where the discrete Boltzmann equation is solved instead of the Navier–Stokes equa-
tions [32]. LB codes scale better with increasing number of processors than classical 
NS solvers, and they are easier to implement on GPUs, which promise to deliver 
significant speed-ups compared to calculations on CPUs alone. High-end worksta-
tions running lattice Boltzmann codes on GPUs may be the most promising route for 
bringing CFD simulations of cerebrospinal fluid flow into the clinical environment.

8.3  Existing CFD Models

There are currently no CFD models that capture the CSF space in its entirety. 
Instead, the existing models focus on individual compartments or small groups of 
these. This section gives an overview of CFD models of the ventricular, subarach-
noid and perivascular spaces.

8.3.1  Ventricular Space

The first CFD work on flow in the CSF space was the investigation of Jacobson and 
co-workers in 1996, where they investigated steady and oscillatory fluid dynamics 
through a representation of the aqueduct of Slylvius with stiff walls and reported 
(singularly considering net flow) that the aqueduct provides less than 5% of the total 
resistance to CSF flow within the CSF pathways [1]. The same authors followed up 
with an investigation of aqueduct stenosis in 1999. They approximated the geome-
try of the aqueduct of Sylvius based on published anatomic data and reported that a 
stenosis may increase the pressure drop across the aqueduct by two orders of 
 magnitude compared to the physiological case [33]. Again, the aqueduct wall was 
considered to be stiff. Several years later, Fin and Grebe modeled the aqueduct wall 
as a deformable membrane and compared therewith obtained results to data attained 
with rigid walls [34]. The domain geometry was obtained via MRI and the CSF flow 
was solved using finite element and immersed boundaries methods. Under steady 
flow conditions, they obtained a 37% lower pressure drop in the case with deform-
able walls compared to rigid walls. This remarkable difference raises the question 
whether such a large influence of boundary conditions on the results does not 
 diminish the value of CFD, as the actual aqueduct wall stiffness is not known. 
One may ask why the time and effort needed for CFD modeling should be invested 
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as opposed to the use of simple bulk models: Bulk models will be sufficient if bulk 
values such as the pressure drop across a simple structure are sought. If, however, 
one is interested in the effect of local geometric features on flow, CFD models will 
provide added value. To be clear, this still requires that the boundary conditions, 
which to a large extent determine the accuracy of the model, are as close as possible 
to the actual values that they represent.

After the CFD studies of the aqueduct of Sylvius, other researchers directed their 
efforts at the remainder of the ventricular space, using varying levels of detail in both 
the representation of the anatomy as well as in the acquisition of the boundary condi-
tions. In 2005, my co-workers and I published results of simulations on a simplified 
representation of the entire ventricular space, within which CSF flow was driven by 
the expansion and contraction of the third ventricle walls [35]. While it is not known 
how exactly vascular deformation is translated to CSF motion, it is clear that this 
does not occur exclusively through the third ventricle as formerly suggested by Du 
Boulay [36]. The amplitude of the wall expansion was chosen such that a Reynolds 
number of ten was obtained in the aqueduct, as this corresponded to flow velocities 
reported in the literature. However, current MRI studies indicate that velocities 
should be up to a factor of five higher, which we also showed in a later study on CSF 
flow in an anatomically accurate representation of the third ventricle and the aque-
duct of Sylvius [19]. In that study, the domain geometry was reconstructed based on 
MRI data. The ventricle wall motion in feet-head direction as well as the flow profile 
in the aqueduct of Sylvius was obtained as boundary conditions again via magnetic 
resonance imaging. The main finding was that the third ventricle displayed compara-
bly complex flow with two mobile recirculation zones of different sizes generated by 
a jet emanating from the aqueduct of Sylvius. While a relatively high maximum 
Reynolds number of 340 was observed in the aqueduct, there were no indications of 
transitional or turbulent flow. In a follow-up paper, we investigated mass transport in 
the same domain [37]. We found that while in the center of the third ventricle trans-
port is entirely convection-driven, the regions of the anterior and posterior recess 
show markedly lower Péclet numbers, indicating that mass transport through diffu-
sion cannot be neglected there a priori. We further hypothesized that the characteris-
tic shape of the third ventricle may facilitate endocrine communication between 
hypothalamus and pituitary gland through the CSF, which had been shown to occur 
in sheep [38]. In 2010, Cheng et al. investigated, also with an MRI-derived CFD 
model of the third ventricle and aqueduct of Sylvius, how the position of the intertha-
lamic adhesion affects CSF flow [39]. They imposed flow at the foramina of Monro 
based on published values, set constant pressure at the distal end of the aqueduct and 
assumed rigid ventricle walls. The authors investigated four different positions of the 
interthalamic adhesion and found that the pressure in the third ventricle is higher 
when the adhesion is located close to the aqueduct. They went on to hypothesize that 
such morphologies with the adhesion in proximity of the aqueduct may have increased 
susceptibility to hydrocephalus if obstructions occur along the CSF flow pathway. 
As we did in our 2005 study [35], Cheng and co-workers relied on MRI flow data that 
underestimated velocities. It is likely that the stated main findings of their work 
would not change if higher velocities were considered. However, the detailed flow 
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fields and locations of recirculation zones would be different. In 2008, Howden and 
co-workers presented the first anatomically accurate 3D CFD model of the entire 
ventricular space [40]. Instead of using constant pressure boundary conditions at the 
domain outlets (the foramina of Luschka and Magendie), the authors applied tran-
sient pressure. This pressure curve was estimated using a geometrically simplified 
3D model of the combined cranial and spinal CSF spaces that featured a pulsatile 
velocity inlet at the choroid plexus and constant pressure at the AG. While such a 
staggered approach is, in principle, preferable to using constant pressure, it is diffi-
cult to carry out in practice: The pulsation of the choroid plexus is not the sole origin 
of CSF oscillation, and the relative importance of the choroid plexus, ventricles and 
SAS as potential contributors to pulsatile flow is not known. The flow velocities at 
the boundaries reported by the simplified model were too low by a factor of two at 
minimum, and consequently, the validity of the entire flow and pressure field of the 
accurate model that depended on these boundary conditions was jeopardized. In 
2011, Sweetman et al. proposed a model of the entire CSF space as an expansion of 
their previous 2D and 3D work on the cranial compartments [41–43]. The authors 
took a distinctly different approach than Howden et al., in that they prioritized the 
scope of the model over detail of the individual modules. While they included the 
SAS, they neglected its porous structure, which we had shown earlier to provide 
significant resistance to CSF flow [4]. To induce CSF pulsation, Sweetman et al. 
imposed a volume change in brain tissue that is transmitted to the fluid domain 
through deformable superior wall sections of the lateral ventricles. The temporal 
profile of the tissue volume change corresponded to measured basilar artery volumet-
ric blood flow rate. The model displayed good agreement with spatially integrated 
MRI flow measurements at several locations. Given the wide range of possible tissue 
parameters, and in the absence of sensitivity tests with respect to these, the particular 
choice of values may be seen as a scaling factor to ensure global agreement between 
the computational model and the experimental results. This demonstrates a weakness 
of CFD models of CSF flow: MRI is used to acquire boundary conditions in areas 
where the corresponding measurements are possible, but MRI does not provide high 
enough effective resolution to validate the calculated flow field in detail. Hence, if 
CFD calculations are not carried out entirely wrong, there will be necessarily a global 
agreement of flows between the CFD and MRI data, but no statement can be made 
regarding the accuracy of the local flows. It is the ability to provide information on 
local flows that distinguishes CFD models from bulk models.

8.3.2  Subarachnoid Space

8.3.2.1  Spinal Subarachnoid Space

CFD models that focus on the SAS started in 2001 with the work of Loth et al. on 
CSF flow in the spinal canal [44]: the authors obtained a series of cross-sections of 
the spinal CSF space from imaging data of the Visual Human Project’s Visible Man 



182 V. Kurtcuoglu

[45] and set up a 2D model to assess the effects of spinal cord eccentricity and 
 cross-sectional geometry on CSF flow. A 1D circular annulus model was further used 
to investigate the effects of flow area and cord motion. The substructure of the spinal 
canal including nerves and ligaments was not considered. Inertial effects were found 
to dominate the flow field under normal physiologic flow rates. A peak Reynolds 
number of 450 and Womersley number of up to 17 was observed. The authors sug-
gested that a 3D model should be used to investigate secondary flows that are likely 
to occur in the cervical area, since lower dimensional models cannot capture these. 
In 2006, Stockman presented a 3D lattice Boltzmann model of a subsection of the 
spinal canal [46]. He was not concerned with obtaining the flow field (including 
secondary flows) along the entire spine, but rather with the effect of SAS substruc-
ture on CSF flow, which he investigated using a simplified geometry of the length of 
one vertebra. Stockman concluded that while the substructure has a limited effect on 
averaged CSF flow, it does influence the local flow field markedly. The limited effect 
on averaged flow is a somewhat surprising finding, as localized flow patterns such as 
re-circulations will dissipate energy, necessitating a larger axial pressure gradient to 
drive the flow. The same year, Bilston et al. presented a cylindrical 2D axisymmetric 
model of the spinal canal and cord to investigate whether a substantial CSF pressure 
increase could be induced by arachnoiditis in the SAS, which would support the 
hypothesis that syrinx formation in the spinal cord may be driven by CSF influx from 
the spinal canal [47]. The authors modeled arachnoiditis by defining a segment of 
the spinal canal as a porous medium region and performed finite-volume CFD calcu-
lations with prescribed temporal inflow profile based on MRI flow measurements at 
the superior end of the domain and a constant pressure boundary condition at the 
inferior end. They used the maximum calculated pressure as an input to a structural 
finite-element model of the spinal cord, obtained its deformations, updated the CFD 
model accordingly, and recalculated the pressure in the fluid domain. Depending on 
permeability and porosity of the porous region, CSF pressure was calculated to be 
1–20 times higher than in the model without arachnoiditis, leading the authors to 
conclude that this elevated pressure may be involved in syrinx formation or enlarge-
ment. The authors cited the simplification of the domain geometry, the unknown 
structural characteristics of the arachnoiditis, as well as the linear elastic material 
properties used for the spinal cord as limitations of the study. In 2010, three CFD 
studies on CSF flow in the spinal SAS were published [48–50]. Among these, the 
work of Kuttler et al. on the analysis of drug distribution after intrathecal drug admin-
istration (i.e. drug delivery into the spinal SAS) was notable [50]. The authors gener-
ated a simplified 3D spinal domain based on data from the Visible Human Project 
[45] and imposed temporal flow profiles obtained via velocimetric MRI at the supe-
rior end of the domain. Lower-frequency CSF pulsation due to breathing was super-
imposed onto this flow by compression and decompression of the computational 
grid. The velocity field was calculated for one cardiac cycle and a steady streaming 
velocity field was derived therefrom (see [51] for a review on steady streaming). 
In order to obtain an initial drug distribution, a finer meshed domain of the lumbar 
and lower thoracic regions was generated, and drug administration as slow infusion 
or fast bolus injection was simulated using a turbulence model. The resulting drug 
 concentration field was fed back into the larger scale model, where drug transport 
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was studied via the steady streaming field and diffusion modeling. The authors 
observed that there was no clear difference in the distribution range between bolus 
injection and slow infusion. More important than this result is the creative approach 
that Kuttler and co-workers showed in this study: By using different models for 
 phenomena occurring at different time scales, they were able to progress towards a 
clinically relevant CFD application in the CSF space.

8.3.2.2  Cranial Subarachnoid Space

Some CFD models that include the cranial SAS were mentioned in Sect. 8.3.1 [41–43]. 
In a pair of papers published in 2009 and 2010, my group investigated flow in an ana-
tomically accurate representation of a healthy cranial SAS and fourth ventricle [3, 4]. 
We imposed CSF flow velocities obtained through MRI at the pontine and cerebellom-
edullary cisterns and at the foramen magnum in the spinal canal. A constant pressure 
boundary condition was applied at the superior end of the fourth ventricle, and a mass 
source with zero initial momentum was introduced in the fourth ventricle to account for 
the production of CSF therein, whereas other production sources were included implic-
itly in the measured flow profiles. The SAS was modeled as an anisotropic homoge-
neous porous medium. CSF outflow was assumed to take place exclusively through 
AG, which were taken into account through a constant pressure boundary condition in 
the area of the superior sagittal sinus that did not allow for CSF reflux into the SAS. 
The domain boundaries were considered rigid. To ensure mass conservation, virtual 
CSF flux across the representation of the pia mater was allowed. We saw large varia-
tions in the spatial distribution of flow velocities (Figs. 8.5 and 8.6). Our main finding, 

Fig. 8.5 Velocity magnitude contours during one complete cardiac cycle in the inferior cranial 
subarachnoid space according to our 2009 model [3]
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Fig. 8.6 Velocity magnitude contours at cross-sections in the superior cranial SAS at selected 
points in time within one cardiac cycle according to our 2010 model originally published in Gupta 
et al. [4]. Also shown are the stream traces of virtual massless particles injected arbitrarily within 
the domain at different points in time

however, was that the substructure of the SAS clearly contributes to the pressure drop 
across the domain, and that the characteristics of this structure need to be better quanti-
fied to allow for accurate flow computations.

8.3.3  Perivascular Space

Little work has been done thus far on modeling of perivascular flows. The first CFD 
study on this topic was published in 2003 by Bilston and co-workers [52]. They 
considered a 2D rectangular domain with no slip boundary conditions at the walls 
and prescribed pressures at inlet and outlet. Transient deformation was prescribed 
on the wall representing the boundary closer to the artery lumen. The outer wall was 
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considered rigid. The authors reported that fluid transport occurs in the direction of 
arterial wave propagation up to a specific pressure gradient determined by pulse 
wave velocity and amplitude. For the same conditions, Wang and Olbricht reported 
a lower maximal adverse pressure gradient based on a theoretical analysis against 
which fluid could be transported [53]. Using a different theoretical approach [59], 
demonstrated that fluid transport in the opposite direction of wave propagation 
could be possible under certain conditions. This reverse transport cannot occur in 
the model of Wang and Olbricht. In 2010, Bilston and co-workers expanded their 
original CFD model to take into account a time-varying pressure gradient along the 
perivascular domain, reflecting the pulsation of CSF in the SAS and showing that 
the relative timing of the arterial pulse wave and subarachnoid pressure wave could 
influence perivascular fluid flow [54].

8.4  Conclusion

CFD as such is not a novel method, but its history with regard to application in the 
cerebrospinal fluid space is comparably short. Most of the early CFD models of 
CSF dynamics placed emphasis on the development of the respective method rather 
than on answering specific questions. Results in the form of velocity and pressure 
data were produced almost as a by-product. Now that the basic CFD methodology 
is well defined, more emphasis needs to be placed on hypotheses to be tested. One 
could argue that detailed velocity and pressure fields provided by CFD are valuable 
by themselves without answering specific questions, since there is no other way of 
obtaining such spatially resolved data in a non-invasive manner. However, these raw 
data usually stay within the respective research group, providing no benefit to the 
scientific community as a whole. This is not to say that the development of CFD 
methods is obsolete, as major efforts are still needed in the description of cerebro-
spinal fluid flow without discounting the respective substructures and transient tis-
sue deformations. Most importantly, coupling of the ventricular, subarachnoid, 
interstitial, vascular and perivascular fluid spaces needs to be achieved, and steps in 
this direction are being taken [55].

Given the reliance of CFD models on MRI for boundary conditions, the lack of 
agreement on key parameters such as the physiological flow rate in the aqueduct of 
Sylvius is a reason for concern: It is imperative that reference standards be estab-
lished for commonly used CFD boundary conditions. Attention should be paid to 
the accuracy of data derived from MRI modalities that are comparably new with 
respect to their use in CFD models, such as elastography and diffusion tensor imag-
ing [56]. When accurate boundary conditions are used, CFD is a well-established 
and reliable method for the investigation of fluid dynamics in the cerebral and spinal 
fluid spaces.
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9.1  Introduction

Modeling of the brain responses due to injury-causing transients and surgery is a 
problem of continuum mechanics that involves irregular geometry, complex loading 
and boundary conditions, non-linear materials, and large deformations (see Chaps. 
5 and 6). Finding a solution for such a problem requires computational algorithms of 
non-linear continuum mechanics.

As stated in Chap. 5, modeling for brain injury simulation has been driven by the 
idea that numerical surrogates of the human brain can be used in the design of coun-
termeasures mitigating the traumatic brain injury. Such modeling has been done with 
significant contribution and involvement of the automotive manufacturers [1] and 
participation of organizations responsible for traffic safety (e.g. National Highway 
Traffic Safety Administration NHTSA) [2]. Because of these industrial links, model-
ing of the brain for injury simulation has been dominated by the explicit dynamics 
(i.e. utilizing explicit integration in time domain) non-linear finite element algorithms 
available in commercial finite element codes, such as LS-DYNA [3], PAM-SAFE 
[4], RADIOSS [5], that are routinely used by the automotive industry.

In computational biomechanics for medicine, on the other hand, significant 
research effort has been directed into the development of specialized algorithms that 
can provide the results within the real-time constraints of surgery. For instance, 
great interest was given to mass-spring method [6, 7] in which the analyzed 
 continuum is modeled as a discrete system of nodes (where the mass is concen-
trated) and springs. Due to its simplicity and low computational complexity, this 
method was applied in simulation software for virtual reality training systems for 
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minimally invasive surgery [8]. However, the behavior of the mass-spring models 
strongly depends on the topology of the spring network and spring parameters are 
difficult to identify and express in terms of the soft tissue constitutive parameters 
(such as Young’s modulus and Poisson’s ratio) that are used in continuum mechanics 
[9]. Therefore, in recent years, more interest has been given to the finite element 
method [10] that utilizes the principles of continuum mechanics and does not suffer 
from the limitations of the mass-spring method.

Traditionally, real-time computations for biomechanics for medicine relied on lin-
ear finite element algorithms that assume infinitesimally small deformations [9, 11–14]. 
However, this assumption is not satisfied in surgical procedures where large deforma-
tions of the organ undergoing surgery occur. Examples include the brain deformations 
due to craniotomy (referred to in the literature as brain shift [15]) (see Fig. 6.1 in 
Chap. 6) and needle insertion (Fig. 9.1 above). Therefore, we focus on the algorithms 
that utilize fully non-linear (i.e. accounting for finite deformations and non-linear 
stress–strain relationships of soft tissues) formulation of solid mechanics that can be 
applied to any situation. In such a formulation, the current volume and surface of the 
modeled body organ (over which the integration of equations of continuum mechanics 
is to be conducted) are unknown. They are part of the solution rather than input data 
(Fig. 9.2). The literature indicates that taking into account geometric non-linearity 
(through finite deformation formulation of the equations of continuum mechanics) is 
needed to ensure accuracy of prediction of soft organ deformations even for applica-
tions that do not involve very large strains (e.g. brain shift) [16, 17].

In the subsequent sections of this chapter, we discuss the following topics:

Section •	 9.2: Non-linear explicit dynamics finite element algorithms implemented in 
commercial finite element codes applied to modeling brain injury biomechanics.
Section •	 9.3: A specialized non-linear finite element algorithm for surgery 
 simulation that utilizes explicit integration in time domain and Total Lagrangian 
incremental formulation of continuum mechanics.
Section •	 9.4: A specialized non-linear finite element algorithm that utilizes Dynamic 
Relaxation and Total Lagrangian formulation for computation of steady-state brain 
deformation within the real-time constraints of image-guided neurosurgery.

Fig. 9.1 Swine brain deformation during needle insertion. (a) Before insertion; (b) during the 
insertion (note the deformation in the insertion area); (c) during the needle removal. The experi-
ments were conducted at the laboratory of the Surgical Assist Technology Group, Group, Institute 
for Human Science and Biomedical Engineering, National Institute of Advanced Industrial Science 
and Technology (AIST), Tsukuba, Ibaraki, Japan. For the experiment description, see [31]
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Section •	 9.5: Element formulation for the specialized algorithms for surgery sim-
ulation and neurosurgery modeling. This includes non-locking tetrahedral ele-
ment and efficient hourglass control for hexahedral element.
Section •	 9.6: An efficient sliding contact algorithm for modeling of brain–skull 
interaction for image-guided neurosurgery.
Section •	 9.7: Meshless algorithms that utilize a computational grid in the form of 
a cloud of points as one possible remedy for the limitations of finite element 
algorithms (including time-consuming generation of patient-specific computa-
tion grids as well as deterioration of the computation accuracy and instability due 
to very large strains induced by surgery).
Section •	 9.8: Implementation of the specialized non-linear finite element algo-
rithms for neurosurgery modeling on graphics processing units (GPUs) for real-
time solution of the brain models for computer-assisted neurosurgery.
Section •	 9.9: Algorithm verification.

9.2  Algorithms for Injury Simulation

Impact/injury biomechanics of the brain deals with events of very short duration 
(hundreds of milliseconds) in which the head is subjected to transient loading due 
to either direct impact or rapid acceleration that results in large deformation (or even 

Fig. 9.2 Computational biomechanics as a non-linear problem of continuum mechanics. During 
impact and surgery, human body organs undergo large displacements (composed of rigid body 
motions and local deformations). Consequently, the equations of continuum mechanics governing 
the organ behavior need to be integrated over the current surface s and volume v
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mechanical damage) of the brain tissue. As indicated in [10, 18, 19], non-linear 
finite element procedures with explicit integration in time domain outperform other 
algorithms in modeling of three-dimensional continua in such events. Therefore, 
they have been a preferable choice in brain injury biomechanics (see also Chap. 5) 
and implemented in numerous finite elements codes (such as e.g. LS-DYNA, PAM-
CRASH, ABAQUS, RADIOSS) industrially applied in impact injury simulation.

In impact injury simulation and other transient dynamics problems, the global 
system of finite element equations to be solved at each time step is:

 + + + ++ = 1 1 1 1( )· ,n n n nMu K u u R  (9.1)

where u is a vector of nodal displacements, M is a mass matrix, K is a stiffness 
matrix non-linearly dependent on the deformation (because of the non-linear mate-
rial model), and R is a vector of nodal (active) forces. The product of the stiffness 
matrix and nodal displacements vector gives the nodal reaction forces vector F. In 
explicit dynamics finite element procedures, the accelerations determined from 
equation of motion (9.1) are integrated to calculate the displacements using differ-
ence methods. Although many difference methods exist [10], the central difference 
method is the most commonly used due to its efficiency [10, 18]:
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Combining the central difference method given by (9.2) to (9.3) with the global 
system of finite element (9.1) yields the following formula for the vector of nodal 
displacements u

n+1
 at integration step n + 1:
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Formally (9.4) represents a system of equations. This system can be decoupled 
by using a lumped mass matrix M. For lumped mass matrices, all non-diagonal 
components equal zero (i.e. the mass distribution is discretized by placing the par-
ticle masses at the nodes of an element). For such matrices, (9.4) becomes an explicit 
formula for the unknown nodal displacements u

n+1
:
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(9.5)

where 1
j
n+u  is a vector of nodal displacements at node j at intergation step n + 1, m

jj
 

is the component of the lumped mass matrix corresponding to node j (i.e. mass 
lumped to node j), j

nR  is the vector of external forces applied to node j, ( )i j
ni∑ F  is 



1939 Algorithms for Computational Biomechanics of the Brain 

the vector of nodal reaction forces at node j (sum of the contribution of the elements 
i to which the node belongs), and Dt is the integration step.

In (9.5), the computations are done at element level eliminating the need for 
assembling the stiffness matrix of the entire analyzed continuum. The mechanical 
properties of the analyzed continuum are accounted for in the constitutive model and 
included in the calculation of nodal reaction forces F. Thus, computational cost of 
each time step and internal memory requirements are very low. It is worth noting that 
there is no need for iterations anywhere in the algorithm summarized in (9.5), even 
for non-linear problems. This implies the following advantages of non-linear finite 
element procedures utilizing explicit integration in time domain and mass lumping:

Straightforward treatment of non-linearities•	
No iterations required for a time step•	
No need to solve a system of equations•	
Low computational cost for each time step•	
Low internal memory requirements•	

However, explicit methods are only conditionally stable. A restriction (Courant 
criterion [20]) on the time step size has to be included in order to obtain stable simu-
lation results. The time step (referred to as a critical time step) that ensures the 
computation stability is equal to the smallest characteristic length of an element in 
the mesh divided by the dilatational (acoustic) wave speed [18, 20, 21]:

 
∆ ≤ e ,

L
t

c  
(9.6)

where L
e
 is the smallest characteristic element length in the model and c is the dila-

tational (acoustic) wave speed. The formulae for calculating L
e
 for various com-

monly used elements are given in [22].
Equation (9.6) is equivalent to setting the condition that the time step cannot be 

longer than the travel time of the wave across the smallest element in the mesh [18]. 
Based on [22], the acoustic wave speed can be expressed as
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where E is the Young’s modulus, r is the density, and n is the Poisson’s ratio.
It should be noted that the stability limit given in (9.6) has been derived for linear 

problems. However, according to [18], there is considerable empirical evidence that 
it is also valid for non-linear problems.

Equations (9.6) and (9.7) imply that the critical time step can be increased by 
increasing the density (and hence the mass) of the smallest elements (as determined 
by the characteristic length L

e
) in the mesh. This process is referred to as mass scal-

ing [3, 23]. Moderate mass scaling does not significantly change the responses of 
the analyzed continuum and is regarded as a powerful method for decreasing the 
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 computation time [24]. However, it is also acknowledged that too severe scaling can 
introduce non-physical inertia effects [24]. Formal guidelines for determining 
permissible mass scaling limits for injury simulation have not yet been formulated 
and the quantitative information about the scaling that is used is rarely provided in 
the biomechanical literature. Majumder et al. [25] reported a significant reduction 
in computation time for scaling resulting in the total model mass increase as low as 
0.016%. ABAQUS finite element solver manual [26] recommends that, after applying 
mass scaling, the kinetic energy of the system should not exceed 5% of the total 
energy over most of the analysis.

Stress calculation for obtaining the nodal forces F is the major computation cost 
of the explicit dynamic finite element procedures summarized in (9.4) and (9.5). 
This implies that the complexity of the elements and the number of integration 
points per element are the key factors determining the number of computations in 
these procedures. Therefore, as mentioned in Chap. 5, in injury simulation utilizing 
non-linear finite element procedures with explicit integration in time domain, 
8-noded hexahedron [27, 28] and 4-noded tetrahedron [27, 28] with linear shape 
functions and one integration (Gauss) point are the most commonly used elements.

The 8-noded hexahedron with one integration point is an under-integrated ele-
ment (or low-order Gauss quadrature element), i.e. an element for which the stiffness 
matrix rank is lower than the number of element’s degrees of freedom minus the 
number of rigid body modes [29]. Under-integrated elements exhibit an instability 
known as hourglassing or zero-energy modes, i.e. there are nodal displacement vec-
tors which produce no strain energy, but do not define a rigid body motion [27, 29].

The 4-noded tetrahedral elements with linear shape functions and one Gauss point 
do not suffer from hourglassing. However, for incompressible (or nearly incompress-
ible) continua, such as soft tissues, 4-noded tetrahedral elements exhibit artificial stiff-
ening known as volumetric locking [20, 30]. A more detailed discussion on algorithms 
for hourglass control and volumetric locking reduction is provided in Sect. 9.3.

9.3  Algorithms for Surgery Simulation

As discussed in Chap. 6, surgical simulation systems are required to provide visual 
and haptic feedback to a surgeon or trainee. Such systems must provide a time accurate 
prediction of the deformation field within an organ and interaction force between 
the surgical tool and the tissue at frequencies of at least 500 Hz. From the perspective 
of continuum mechanics, such prediction requires solving the problem involving 
large deformations, non-linear constitutive properties and non-linear boundary 
conditions within the very strict time constraints of haptic feedback.

For relatively slow varying loads, such as those that occur due to interactions 
between tissue and surgical tool, non-linear finite element algorithms utilizing implicit 
integration in time domain are traditionally recommended in the literature for solving 
non-linear problems of solid mechanics [10]. Such procedures rely on solving systems 
of algebraic equations and require computationally expensive iterations. In contrast, 
the algorithms for injury simulation lead to an explicit formula for unknown nodal 
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displacements (9.5). For such algorithms, the number of operations per integration step 
is typically three orders of magnitude smaller than for the ones relying on implicit 
integration [18]. Despite the fact that surgical simulations involve phenomena with 
durations that are orders of magnitude longer than those that are of interest in injury 
simulation, the restrictions on the time step size (Courant criterion) required for solu-
tion stability (9.6) do not compromise efficiency of explicit time integration in such 
simulations. This is because the acoustic wave speed is proportional to the square root 
of the analyzed continuum Young’s modulus (9.7) which is very low (under 104 Pa) for 
brain tissue. For instance, in the simulation of needle insertion into brain conducted 
using non-linear explicit dynamics finite element procedures reported in [31], the time 
step was over 1.5 × 10−2 ms. In contrast, typical engineering applications, such as metal 
forming, use integration steps that are of an order of 10−5 ms [32].

In commercial finite element codes utilizing explicit time integration, the calcu-
lated variables (such as displacement, strain and stress) are incremented by referring 
them to the current configuration of the analyzed continuum. This method is known 
as the Updated Lagrangian formulation [10]. However, for surgical simulation, we 
advocate the Total Lagrangian (TL) formulation of the finite element method in 
which all variables are referred to the original configuration of the system [33]. The 
decisive advantage of this formulation is that all derivatives with respect to spatial 
coordinates are calculated with respect to the original configuration and therefore 
can be pre-computed as shown in the flowchart of the Total Lagrange Explicit 
Dynamics (TLED) algorithm presented in Fig. 9.3 (a detailed description of the 
algorithm is given in [33]).

Following the approach typically applied in explicit dynamics finite element 
analysis, for computational efficiency of our TLED algorithm we used single point 
integration for all elements of the mesh (improved linear tetrahedrons [34] and 
under-integrated linear hexahedrons). Therefore, the nodal forces for each element 
are computed as:

 =0 int 0 0 0 0· · · ,t t t VF X S B  (9.8)

where, according to the notation used in [10], the left superscript represents the cur-
rent time, the left subscript represents the time of the reference configuration, F

int
 is 

the matrix of nodal forces, B
0
 is the matrix of shape function derivatives, S is the 

second-Piola Kirchoff stress matrix, X is the deformation gradient and V
0
 is the 

initial volume. In (9.8), the matrix of shape function derivatives B
0
 and the initial 

volume V
0
 are constant and therefore can be pre-computed (see Fig. 9.3).

The main benefits of the TLED algorithm in comparison to the explicit dynamics 
algorithms using Updated Lagrangian formulation are:

Allows pre-computing of many variables involved (e.g. derivatives with respect •	
to spatial coordinates), Fig. 9.3
No accumulation of errors – increased stability for quasi-static solutions•	
Second-Piola Kirchoff stress and Green strain are used – appropriate for handling •	
geometric non-linearities
Easy implementation of the material law for hyperelastic materials using the •	
deformation gradient
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The fact that many quantities involved in the computation of nodal forces can be 
pre-computed leads to a significant decrease in the computational effort. For instance, 
the TLED algorithm using eight-noded hexahedral under-integrated elements 
requires approximately 35% fewer floating-point operations per element, per time 
step than the Updated Lagrangian explicit algorithm using the same elements [33].

9.4  Algorithms for Neurosurgery Modeling

As explained in Chap. 6, accurate warping of high-quality pre-operative radio-
graphic images to the intra-operative (i.e. deformed) brain configuration in a process 
known as non-rigid registration is a key element of image-guided neurosurgery. In 
order to perform such warping, only the final (deformed during surgery) state of the 
brain needs to be predicted. This requires algorithms for determining steady-state 
solution for the brain deformations. The deformations at the steady-state must be 
obtained within the real-time constraints of image-guided neurosurgery, which 
practically means that the results should be available in 40–80 s.

As stated in Chap. 6, neuroimage registration is a non-linear problem of compu-
tational mechanics as it involves large deformations, non-linear material properties 
and non-linear boundary conditions. However, it is a less demanding problem than 
surgery simulation as only the steady-state solution for deformations is of interest, 

Fig. 9.3 Flowchart of the total lagrange explicit dynamics (TLED) finite element algorithm for 
surgery simulation. Detailed description of the algorithm is given in [33]
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i.e. the time history of forces and deformations does not have to be obtained. 
Therefore, for image registration, we advocate Dynamic Relaxation (DR), which is 
an explicit iterative algorithm that relies on the introduction of an artificial mass-
dependent damping term in the equation of motion. The damping attenuates the 
oscillations in the transient response, increasing the convergence towards the steady-
state solution. Because of DR’s explicit nature, there is no need for solving large 
systems of equations. All quantities can be treated as vectors, reducing the imple-
mentation complexity and the memory requirements. Although the number of itera-
tions to obtain convergence can be quite large, the computation cost of each iteration 
is very low, making it a very efficient solution method for non-linear problems.

9.4.1  Dynamic Relaxation Algorithm

The basic Dynamic Relaxation (DR) algorithm is presented in [35]. The main idea 
is to include a mass-proportional damping in the equation of motion (9.1) (see 
Sect. 9.2), which will increase the convergence speed towards the steady-state. The 
obtained damped equation is then solved using the central difference method 
(explicit integration). After the inclusion of mass-proportional damping, the equa-
tion of motion (9.1) becomes

 + + = · ( ) ,cMu Mu F u R  (9.9)

where c is the damping coefficient.
By applying the central difference integration method to the damped equation of 

motion (9.9), the equation that describes the iterations in terms of displacements 
becomes:

 
−

+ −= + − + −1
1 1( ) ( ),n n n nu u u u M R Fb a  (9.10)

 22 /(2 ), (2 )/(2 )h ch ch ch= + = − +a b  (9.11)

where h is a fixed time increment.
The iterative method defined by (9.10) is explicit as long as the mass matrix is 

diagonal. As the mass matrix does not influence the deformed state solution, a 
lumped mass matrix can be used that maximizes the convergence of the method.

In [35], the convergence of the DR algorithm is studied for linear structural 
mechanics equations, when the nodal forces can be written as

 =( ) · ,F u K u  (9.12)

with K being the stiffness matrix.
We extend this study to the non-linear case. We propose to use the linearization 

of the nodal forces obtained by expanding them in a Taylor series and keeping the 
first two terms:

 = + −( ) ( ) · ( ),n k k n kF u F u K u u  (9.13)
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where u
k
 is a point close to u

n
 and K

k
 is the tangent stiffness matrix evaluated at 

point u
k
.

By substituting F from (9.13) into (9.10), we obtain the equation that advances 
to a new iteration for a non-linear problem as:

 1 1( )n n n n n+ −= + − + −u u u u b Aub a a  (9.14)

with

 
1 1( ( ) ), .k k k k
− −= − + =b M R F u K u A M K  (9.15)

It is worth noting that (even if (9.14) has the same form as in the linear case) the 
point u

k
 is not fixed during the iteration process (as it must be close to u

n
 in order for 

the Taylor series expansion to be accurate). Therefore, the tangent stiffness matrix 
(and matrix A) changes.

The error after the nth iteration is defined as:

 = − *,n ne u u  (9.16)

where u* is the solution. Substituting (9.16) in (9.14) gives the error equation (valid 
only close to the solution):

 1 1( )n n n n n+ −= − + −e e Ae e ea b  (9.17)

and by assuming that

 + =1 ·n ne ek  (9.18)

the following relation is obtained for computing the eigenvalues k of matrix k:

 − + − + =2 (1 ) 0,Ak b a k b  (9.19)

where A denotes any eigenvalue of matrix A.
The fastest convergence is obtained for the smallest possible spectral radius 

r = |k|. The optimum convergence condition is obtained when:
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 m max2/ 2/ ,h A≈ = w  (9.21)

 0 02 2 ,c A≈ = w  (9.22)

where A
0
 and A

m
 are the minimum and maximum eigenvalues of matrix A and there-

fore w
0
 and w

max
 are the lowest and highest circular frequencies of the un-damped 

equation of motion [35].
The effect of eigenvalue estimation accuracy on the convergence of the 

method is presented in [36]. To ensure convergence, it is critical that the maximum 
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eigenvalue A
m
 is over-estimated, even if this will lead to a decreased convergence 

speed. If, at the same time, the minimum eigenvalue A
0
 is under-estimated, then 

uniform convergence will be obtained for all eigenvalues, with a further decrease 
in convergence speed. If A

0
 is over-estimated then it is possible to increase the 

convergence speed for all eigenvalues except a very narrow range of small 
eigenvalues.

9.4.1.1  Dynamic Relaxation Algorithm: Maximum Eigenvalue  
Am and Mass Matrix

Using the Rayleigh quotient, it has been demonstrated that the maximum eigenvalue 
of an assembled finite element mesh is bounded by the maximum eigenvalue of any 
of the elements in the mesh [10]:

 ≤m maxmax( ).eA λ  (9.23)

Therefore, an estimation of the maximum eigenvalue can be obtained by estimat-
ing the maximum eigenvalue of each element in the mesh. Such estimations for 
different element types are presented in [37].

In the case of a non-linear problem, the maximum eigenvalue changes during the 
simulation as the geometry of the elements changes and therefore it must be esti-
mated after every iteration step.

Because the mass matrix has no influence on the steady-state (as the time 
derivatives in (9.9) become zero), a fictitious mass matrix that improves the 
convergence rate can be used. The mass matrix can be chosen such that it 
reduces the condition number of matrix A, leading to a decrease in the spectral 
radius r (see (9.20)).

In order to reduce the condition number, we propose to align the maximum 
eigenvalue of all elements in the mesh to the same value by changing the density of 
each element. By doing this, we can still use (9.23) for estimating the maximum 
eigenvalue, and the condition number is at least preserved and generally decreased, 
as shown in [35]. This process guarantees that the selected maximum eigenvalue A

m
 

is an over-estimation of the actual maximum eigenvalue during the simulation, 
therefore ensuring the convergence.

9.4.1.2  Dynamic Relaxation Algorithm: Estimation  
of the Minimum Eigenvalue A0

Estimating the minimum eigenvalue is difficult, especially for non-linear problems, 
where an adaptive procedure should be used in order to obtain the optimum conver-
gence parameters. An overview of the procedures proposed by different authors in 
the context of DR (including an adaptive one) is presented in [35].
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The adaptive method proposed in [35] is based on Rayleigh’s quotient and the 
use of a local diagonal stiffness matrix. The elements of this matrix are computed 
using finite differences, which can be very difficult to do for degrees of freedom 
which have small displacement variation.

In this section, we propose a new adaptive method for computing the minimum 
eigenvalue, which is also based on Rayleigh’s quotient, but does not have the short-
comings of the method proposed in [35].

We consider a change of variable:

 = − ,n n kz u u  (9.24)

where u
k
 is the point used for linearization of the nodal forces in (9.13). The lin-

earised nodal forces can therefore be expressed as:

 = +( ) ( ) · .n k k nF u F u K z  (9.25)

After replacing (9.24) and (9.25) in (9.1), the linearized equation of motion 
becomes:

 + = −· · ( ).k kM z K z R F u  (9.26)

We can now rely on (9.26) to estimate A
0
 using Rayleigh’s quotient and the cur-

rent value of the displacements:
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We consider the right-hand side of (9.27) as an estimate of the minimum eigen-
value. Using (9.24) and (9.25), this estimate becomes:
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where u
k
 is a fixed point that must be close to u

n
. We choose the solution from a 

previous iteration as the fixed point u
k
 and update it after a number of steps in order 

to keep it close to the current solution u
n
. No additional information (such as esti-

mates of the stiffness matrix) is required and only vector operations are performed 
(as M is a diagonal lumped mass matrix).

During the iterative dynamic relaxation DR procedure, the high frequencies are 
damped out and the system will eventually oscillate on its lowest frequency. 
Therefore, (9.28) will converge towards the minimum eigenvalue. This estimation 
process, combined with our parameter selection process, leads to an increased con-
vergence rate, because it always offers an over-estimation of the minimum eigen-
value. The higher the over-estimation of the minimum eigenvalue, the higher the 
reduction of the high frequency vibrations (see [36]), and therefore (9.28) will con-
verge faster towards the real minimum eigenvalue.
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9.4.1.3  Dynamic Relaxation Algorithm: Termination Criteria

One very important aspect of any finite element (FE) algorithm is the termination 
criterion used. If the criterion is too coarse, then the solution might be too inaccurate 
and if the criterion is too tight, then time is lost for unnecessary computations.

The criteria used by commercial FE software are usually based on residual forces, 
displacements or energy. None of these criteria gives any information about the absolute 
error in the solution and selecting any of these termination criteria is very difficult.

We propose a new termination criterion that gives information about the absolute 
error in the solution, particularly suited for our solution method. Because DR itera-
tions lead to a strong reduction of the high frequencies, the displacement vector will 
oscillate around the solution vector with a frequency that converges towards the 
smallest oscillation frequency. This implies that the error vector e will converge 
toward the eigenvector corresponding to the lowest eigenvalue. Therefore, we can 
make the following approximation:

 ≈ 0· · .n nAA e e  (9.29)

By substituting (9.29) in (9.17) and considering relations given in (9.19) and 
(9.20), we obtain:

 + − ≈ −* *
1 · ( ).n nu u u ur  (9.30)

Therefore, after each iteration step, the error is reduced by a ratio equal to r. We 
can now obtain an approximation of the absolute error in the solution by applying 
the infinity norm to (9.30):

 + ∞ ∞ + ∞ + ∞− ≈ − ≤ − + −* * *
1 1 1|| || · || || · (||| || || || ),n n n n nu u u u u u u ur r  (9.31)
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Therefore, the convergence criterion can be defined as:
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where e is the imposed absolute accuracy. This convergence criterion gives an 
approximation of the absolute error based on the displacement variation norm from 
the current iteration.

Because our parameter estimation procedures over-estimate the maximum eigen-
value A

m
 and under-estimate the minimum eigenvalue A

0
, the value of the computed 

spectral radius r
c
 we use in (9.33) can be lower than the real value of the spectral 

radius (see (9.20)). This can lead to an early termination of the iteration process. 
Therefore, in (9.33) we use a corrected value of the computed spectral radius:

 = + −co c c· (1 ),ζr r r  (9.34)
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where z is a correction parameter with values between 0 and 1, defining the maxi-
mum under-estimation error for the spectral radius r. In our simulations we use 
z = 0.2.

9.5  Element Formulation for Finite Element Algorithms  
for Surgery Simulation and Neurosurgery Modeling

9.5.1  Volumetric Locking

As stated in Chap. 6, due to stringent computation time requirements, the finite 
 element meshes for models applied in surgery simulation and image registration 
must be constructed using low-order elements that are computationally inexpen-
sive. Mixed meshes consisting of tetrahedral and hexahedral element are most 
 convenient from the perspective of automation of simulation process. However, the 
standard formulation of the tetrahedral element exhibits volumetric locking, espe-
cially in case of soft tissues such as the brain, which are modeled as almost incom-
pressible materials [38–44]. There are a number of improved linear tetrahedral 
elements already proposed by different authors [45–48]. The average nodal pressure 
(ANP) tetrahedral element proposed by Bonet and Burton in [45] is computation-
ally inexpensive and provides much better results for nearly incompressible materi-
als than the standard tetrahedral element. Nevertheless, one problem with the ANP 
element and its implementation in a finite element code is the handling of interfaces 
between different materials. In [34], we extended the formulation of the ANP 
 element so that all elements in a mesh are treated in a similar way, requiring no 
special handling of the interface elements.

9.5.2  Stability of Under-Integrated Hexahedral  
Elements; Hourglassing

As stated in Chap. 6, low-order hexahedral elements with one Gauss point (referred 
to in Chap. 1 as a linear under-integrated hexahedral elements) are the preferred 
choice for explicit dynamics-type algorithms from the perspective of computa-
tional efficiency. However, such elements exhibit unphysical zero-energy defor-
mation modes (hourglassing). The hourglass modes can be controlled by calculating 
hourglass forces that oppose the hourglass deformation modes. We have shown in 
[49] that the hourglass control forces for each element can be computed (in matrix 
form) as:

 =Hg T
0 0 0 0· · · ,t tkF Y Y u  (9.35)
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where k is a constant that depends on the element geometry and material properties, 

0
Y is the matrix of hourglass shape vectors and u is the matrix of current displace-

ments. In (9.35), all quantities except u are constant and can be pre-computed, 
which makes the hourglass control mechanism very efficient.

9.6  Modeling of the Brain–Skull Interactions for Image-
Guided Neurosurgery: Efficient Finite Sliding Contact 
Algorithm

Modeling of interactions between continua (e.g. soft organs) undergoing deforma-
tions is a challenging task. To facilitate such modeling, many sophisticated contact 
algorithms have been proposed in the literature (e.g. [50–53]) and implemented in 
commercial finite element codes such e.g. ABAQUS [26] and LS-DYNA [3]. 
Application of such algorithms tends to consume significant computing resources, 
which substantially increases the solution time.

When computing the brain deformation for neuroimage registration, we are 
interested in the interactions between the brain and the rigid skull that provide 
constraints for the brain tissue deformation and brain rigid body motion. Accurate 
modeling of such interactions can be done using a very efficient algorithm that 
treats these interactions as a finite sliding, frictionless contact between a 
deformable object (the brain) and a rigid surface (the skull) [54]. The main parts 
of such a contact algorithm (for detailed description see [54]) are, first, the detec-
tion of nodes on the brain surface (also called the slave surface) which have 
penetrated the skull surface (master surface) and second, the displacement of 
each slave node that has penetrated the master surface to the closest point on the 
master surface.

An efficient penetration detection algorithm can be formulated based on the clos-
est master node (nearest neighbor) approach [3]. As the surfaces of the anatomical 
structures of the segmented neuroimages are typically discretized using triangles, the 
skull surface can be treated as a triangular mesh. We refer to each triangular surface 
as a “face”, to the vertices – “nodes” and to the triangles’ sides – “edges”. Using this 
terminology, the basic brain–skull contact algorithm is described as follows:

For each slave node P: –

Find the closest master node C (global search).•	
Check the faces and edges surrounding C for penetration (local search).•	
Check additional faces and edges that might be penetrated by P (identified in •	
the master surface analysis stage – because the master surface is rigid, this 
analysis can be done pre-operatively).

Further improvement of efficiency of the penetration detection algorithm and 
computation speed is done by implementing bucket sort [3, 53] in the global search 
phase.
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9.7  Alternatives to Finite Element Method for Image-Guided 
Neurosurgery and Surgery Simulation: Meshless 
Algorithms

There are two important factors limiting the application of finite element methods for 
predicting brain responses in image-guided neurosurgery and surgery simulation:

 1. Time-consuming generation of patient-specific finite element meshes of the brain 
and other body organs (more detailed discussion on generation of patient-specific 
computational grids is provided in Chap. 6).

 2. Deterioration of the solution accuracy and instability as the elements undergo 
distortion (inversion) when surgical tools induce large deformations [31].

Meshless algorithms [55], in which the analyzed continuum is discretized by 
nodes (where forces and displacements are calculated) with no assumed structure 
on the interconnection of the nodes and integration points (where stresses and strains 
are calculated) (Fig. 9.4), have been proposed in the literature for generating com-
putational grids of domains of complex geometry and providing reliable results for 
large deformations [56–58].

Smoothed particle hydrodynamics SPH is regarded as the first meshless method. 
It utilizes a strong form of equations of continuum mechanics, and the nodes are 
also the integration points [59]. SPH and other particle methods (such as material 
point method in which a weak form of equations of continuum mechanics is used) 
were applied in injury biomechanics [60, 61]. However, the literature indicates sev-
eral important shortcomings of the SPH method. These include instabilities in ten-
sion and accuracy inferior to that of the finite element method [55]. Therefore, we 

Fig. 9.4 Background regular integration grid for a patient-specific meshless model of the brain 
with tumor. The integration points are indicated as black dot. Note that the background grid does 
not conform to the geometry boundary. Adapted from [69]
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focus on meshless methods that utilize the weak form of the equations of continuum 
mechanics and background integration grid. As an example, we discuss the Meshless 
Total Lagrangian Explicit Dynamics algorithm [56] which is motivated by the need 
for simple, automatic model creation for real-time simulation.

9.7.1  Meshless Total Lagrangian Explicit Dynamics  
(MTLED): Algorithm Description

In the Meshless Total Lagrangian Explicit Dynamics (MTLED) algorithm, the inte-
gration of equations of continuum mechanics is done over a background grid of 
hexahedral cells with a single integration point per cell (the idea similar to the one 
used in under-integrated hexahedral elements described in Sect. 9.2) [56] (Fig. 9.4). 
As this grid does not have to conform to the boundary of the analyzed continuum, it 
can be generated automatically even for complicated geometry. The nodes where 
the displacements are calculated are independent of the background integration 
grid. Almost arbitrary placement of the nodes throughout the analyzed continuum 
can be used, which is well suited for complicated geometry. However, restrictions 
(discussed later) on the ratio of the number of integration points and nodes apply.

Construction of the shape functions is the crucial difference between the MTLED 
algorithm and the Total Lagrangian Explicit Dynamics (TLED) finite element algo-
rithm described in Sect. 9.3. In the MTLED algorithm, we use Moving Least-
Squares shape functions that were initially applied in the Diffuse Element Method 
by Nayroles et al. [62]:

 = T( ) ( )· ( ),hu x p x a x  (9.36)

where uh is the approximation of the displacement u, p(x) is the vector of monomial 
basis function, a(x) is the vector of coefficients that need to be calculated, and x is the 
point belonging to the analyzed continuum but not located at the node. In the MTLED 
algorithm, low-order (up to quadratic order) monomial basis functions are used [56]:

 =T 2 2 2( ) (1 | | | ).x y z xy xz yz x y zp x  (9.37)

It has been shown that for a stable solution, the nodal support domains need to 
overlap (i.e. a given node must belong to more than one support domain) and that 
the number of nodes in a given support domain should be approximately twice the 
length of the vector of basis functions [56] (for (9.37) the possible vector lengths are 
4 for linear basis functions and 10 for quadratic ones). Therefore, from the perspec-
tive of solution accuracy, stability and computation efficiency, a trade-off exists 
between the number of nodes and the total number of integration points. Through 
parametric study, it has been estimated in [56] that the number of integration points 
should be twice the number of nodes to ensure accuracy and convergence. According 
to [56], increasing the number of integration points beyond this ratio exerts negli-
gible effects on the results.
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9.8  Real-Time Computations without Supercomputers: 
Increasing Computation Speed Through Algorithm 
Implementation on Graphics Processing Unit (GPU)

The algorithms for surgery simulation and image-guided surgery discussed in this 
chapter facilitate efficient and robust computations. For instance, they make it pos-
sible to compute the deformation field within the brain for an image registration 
problem in under 40 s on a standard personal computer for non-linear finite element 
models consisting of around 30,000 elements. However, predicting the time history 
of the force between the soft tissue and the surgical tool at a frequency of 500 Hz 
(required for haptic feedback) poses a challenge even for very efficient non-linear 
algorithms deployed on a personal computer.

For hardware-based increase of computation speed, we advocate the implementa-
tion of our algorithms on graphics processing units (GPUs). This is done by using a 
GPU as a coprocessor for the computer’s central processing unit (CPU) for executing 
sections of the code that can be run in parallel. Before the introduction of NVIDIA’s 
Compute Unified Device Architecture (CUDA), general-purpose computations on 
GPUs were done by recasting the computations in graphic terms and using the graph-
ics pipeline [63]. Therefore, a scientific or general-purpose computation often required 
a concerted effort by experts in both computer graphics and in the particular scientific 
or engineering domain. With the introduction of CUDA, in November 2006, NVIDIA 
proposed a new parallel programming model and instruction set for their GPUs that 
can be used for performing general-purpose computations. CUDA comes with a soft-
ware environment that allows developers to use C as a high-level programming lan-
guage. A minimum set of keywords are used to extend the C language in order to: 
identify the code that must be run on the GPU as parallel threads, identify each thread 
(and the block of threads it belongs to) and to organize and transfer the data in the 
different GPU memory spaces. CUDA also exposes the internal architecture of 
the GPU and allows direct access to its internal resources. The programmer has more 
control over the internal hardware resources of the GPU, but this comes at the expense 
of an increased programming effort compared to a CPU implementation.

The GPU has a highly parallel, multithreaded, many core processor architecture 
and its cost (under US$3,000 for a general-purpose GPU) is orders of magnitude 
smaller than that of a supercomputer with a comparable number of parallel threads. 
GPU architecture is well suited for problems that can be expressed as data-parallel 
computations with high arithmetic intensity, where the same program is executed on 
many data elements in parallel. CUDA is a general purpose parallel computing 
architecture that allows the development of application software that transparently 
scales with the number of processor cores in the GPU.

Because it only uses vectors, an explicit integration algorithm is perfectly suited 
for parallel implementation on a GPU. We implemented the Dynamic Relaxation 
algorithm presented in Sect. 9.4 – on GPU using CUDA. We transferred all the 
computationally intensive parts of the algorithm (element force computation, dis-
placement vector computation, contact handling, parallel reduction – including 
infinity norm computation and scalar product of vectors) to the GPU, to take advantage 
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of its massive parallelism. The code was run on a NVIDIA Tesla C870 computing 
board, which has 16 multiprocessors with eight scalar processor cores each and 
single-precision floating-point operations. A detailed description of the implemen-
tation can be found in [64]. The GPU implementation performs 2,000 iterations of 
the brain shift simulation in 1.8 s, offering real-time computation capabilities.

9.9  Algorithm Verification

The general guidelines for verification in computational solid mechanics have been 
proposed by the American Society of Mechanical Engineers ASME in [65]. These 
guidelines underscore the importance of establishing confidence through collection 
of evidence that the solution algorithms are working correctly. As for non-linear 
problems of computational solid mechanics, analytical solutions typically do not 
exist. Therefore, we advocate collecting such evidence by comparing the results 
obtained through new algorithms with the solutions from established algorithms 
(such as those implemented in commercial finite element codes).

In the following sections, we will present verification results for some of the 
algorithms described in this chapter: hourglass control, volumetric locking, dynamic 
relaxation and brain–skull interaction (contact).

9.9.1  Hourglass Control

This verification experiment was artificially designed to compound difficulties asso-
ciated with hourglass control: large deformations, bending and rigid body motions. 
A column having a height of 1 m and a square section with the side size 0.1 m was 
meshed using hexahedral elements (Fig. 9.5a). The mesh has 496 nodes and 270 ele-
ments. A Neo-Hookean almost incompressible material model was used, having the 
mechanical properties similar to those of the brain (mass density of 1,000 kg/m3, 
Young’s modulus in undeformed state equal to 3,000 Pa and Poisson’s ratio 0.49).

The deformation was imposed by constraining the lower face and displacing the 
upper face of the column, with maximum displacements of 0.5 m in the x direction 
and 0.3 m in the z direction.

The deformed shape obtained using the TLED algorithm is presented in Fig. 9.5b 
for the under-integrated hexahedral elements with no hourglass control. The influ-
ence of the presented hourglass control mechanism can be clearly seen in Fig. 9.5c.

The displacements of a line of nodes from the side of the column (in the plane 
y = 0) are presented in Fig. 9.6. These displacements are compared with the results 
obtained using the commercial finite element software ABAQUS (fully integrated 
linear hexahedral elements with hybrid displacement-pressure formulation).

The displacement maximum relative error, defined as the ratio between the maxi-
mum displacement difference and the imposed displacement, was 1.4% in the case 
of column deformation. This demonstrates the good accuracy of the elements using 
the proposed hourglass control mechanism.
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9.9.2  Volumetric Locking

Because the only difference between our improved ANP (IANP) element and the 
standard ANP element consists in the way interfaces between different materials are 
handled, we designed a simulation experiment that highlights these differences. We 
considered a cylinder with a diameter of 0.1 m and a height of 0.2 m made out of 
alternating sections with two different material properties, as shown in Table 9.1. 
We used a Neo-Hookean material model for both materials.

Half of the nodes on the upper face of the cylinder were displaced in order to 
create a complex deformation field at different material interfaces (Fig. 9.7a).

Using the cylindrical geometry, we created a hexahedral mesh (13,161 nodes and 
12,000 elements) and a tetrahedral mesh (11,153 nodes and 60,030 elements). The 
behavior of the following elements was compared:

Fig. 9.5 Verification of hourglass control algorithm using deformation of a column as an example. 
(a) Undeformed shape; (b) deformed shape with no hourglass control; and (c) deformed shape 
with successful hourglass control. Copied from [49]

Fig. 9.6 Deformation of a column (middle line displacements). Comparison of results between 
TLED and ABAQUS finite element solver. Copied from [49]
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 1. Fully integrated linear hexahedra, with selectively reduced integration of the 
volumetric term (Hexa), which should offer a benchmark solution [66]

 2. Standard average nodal pressure elements (ANP)
 3. Our improved average nodal pressure elements (IANP)
 4. Linear standard tetrahedron (Tetra)

All the computations were done using the TLED algorithm. Based on the dis-
placement differences presented in Fig. 9.7, we note that the usage of standard lock-
ing tetrahedral elements can lead to errors of up to 3.8 mm in the deformation field. 
The use of ANP elements reduces the maximum error to 2.3 mm, while the use of 
IANP elements leads to a maximum error of 1.5 mm (all errors are considered rela-
tive to the results of the model that uses Hexa elements).

Fig. 9.7 Deformation of a cylinder made out of sections with different material properties. (a) The 
undeformed configuration and the nodal displacements applied. The color bars show the differ-
ence in positions of the surface nodes, in millimeters, between the models using hexahedral ele-
ments and models using (b) locking tetrahedral elements (c) ANP elements and (d) IANP elements. 
Copied from [34]

Property Material 1 Material 2

Young’s modulus E [Pa] 3,000 30,000
Poisson ratio n 0.49 0.48
Density r (kg/m3) 1,000 1,000

Table 9.1 Material 
properties
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The reaction forces computed on the displaced face are presented in Fig. 9.8. 
The results obtained using the IANP elements are the closest to the benchmark 
results given by the Hexa elements. Therefore, the IANP elements offer the best 
performances both in terms of displacements and reaction forces, while the  standard 
 tetrahedral element offers the worst performances, as expected.

Fig. 9.8 Reaction forces on the displaced face (a) in the y direction (b) in the z direction. Adapted 
from [34]
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9.9.3  Dynamic Relaxation: Steady-State Computation

We use this verification example to demonstrate the accuracy of our steady-state com-
putation method. For an ellipsoid having approximately the size of the brain, we fixed 
a set of nodes (at the bottom) and displaced another set of nodes (at the top) in order to 
obtain a deformation field similar to what happens in brain shift. The mesh was created 
using hexahedral elements and has 2,200 elements and 2,535 nodes. We used an almost 
incompressible Neo-Hookean material model and a large displacement value (2 cm).

We performed the displacement computation first by using our algorithm and 
second by using ABAQUS [26]. For computational efficiency, we use under- 
integrated hexahedral elements with the hourglass control implementation based on 
the relations presented in [49]. In ABAQUS, we used hybrid displacement-pressure 
hexahedral elements, which are the “gold standard” for almost incompressible 
materials. We used the static solver with the default configuration and assumed that 
the ABAQUS simulation provides accurate results.

The error distribution (absolute difference in nodal position between the two 
simulations) is presented in Fig. 9.9. The maximum error magnitude of 0.6 mm is 
obtained at the edge of the displaced area and it is mainly an artifact of using 
 under-integrated elements. Nevertheless, the average error is 0.025 mm which 
 demonstrates that our simulation results are more than acceptable (as the error is 
much smaller than the accuracy of image-guided neurosurgery).

Fig. 9.9 Absolute difference (gray-scale coded) in nodal positions between our algorithm and 
ABAQUS. Dimensions are in meters. Copied from [36]
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Fig. 9.10 Displacement differences (in millimeters) between our results and LS-DYNA 
simulations are presented using color codes. The transparent mesh is the master contact.  
(a) Ellipsoid model; (b) brain model. Adapted from [54]

9.9.4  Brain–Skull Interface: Contact Algorithm

In order to assess the performance of our brain–skull interface algorithm, we performed 
simulations using our implementation of the contact algorithm (combined with 
Dynamic Relaxation as a solution method) and the commercial finite element solver 
LS-DYNA [3], and compared the results. The same loading conditions and material 
models were used for both solvers. The loading consisted of displacements applied to 
the nodes in the craniotomy area using a smooth loading curve. Neo-Hookean material 
models were used for the brain and tumor tissues, and a linear elastic model was used 
for the ventricles. In order to obtain the steady-state solution, the oscillations were 
damped using both mass and stiffness proportional damping in LS-DYNA.
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In a first simulation experiment, we displaced an ellipsoid (made of a hyperelas-
tic Neo-Hookean material) with the approximate size of a brain inside another ellip-
soid simulating the skull. The maximum displacement applied was 40 mm. The 
average difference in the nodal displacement field between our simulation and the 
LS-DYNA simulation was less than 0.12 mm (Fig. 9.10a).

In the second simulation experiment, we performed the registration of a patient-
specific brain shift. The LS-DYNA simulations for this case have been done previ-
ously and the results were found to agree well with the real deformations [67]. We 
performed the same simulations using Dynamic Relaxation and our contact algo-
rithm. The average difference in the nodal displacement field was less than 0.2 mm 
(Fig. 9.10b).

9.9.5  Meshless Total Lagrangian Explicit  
Dynamics (MTLED) Algorithm

The MTLED algorithm has been verified by comparing the results obtained using this 
algorithm with those of an established finite element code (ABAQUS implicit non-
linear solver was used) when modeling semi-confined uniaxial compression and 
shear of a cylinder made from a very soft (shear modulus of 1 kPa) hyperelastic (Neo-
Hookean) material. In meshless discretization of the cylinder, almost arbitrary node 
placement and integration points non-conforming to geometry were used (Fig. 9.11).

Fig. 9.11 Meshless model of a cylinder used in verification of the MTLED algorithm by Horton 
et al. [56]. The nodes are indicated as dot and integration points as plus. Note almost arbitrary node 
placement. The integration points do not conform to geometry. The boundary conditions are shown 
in the right-hand side figure: the nodes on the top boundary were constrained and the prescribed 
displacement was applied to the nodes on the bottom boundary. Adapted from [56]
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Fig. 9.12 Comparison of the results obtained when modeling 20% compression and shear of a 
cylinder using meshless (MTLED) and finite element (ABAQUS implicit solver) algorithms. 
(a) Reaction force vs. time; (b) contour of the deformed cylinder at time of 3 s. The displacement 
u was enforced over a period T = 3 s using a 3-4-5 polynomial that ensures zero velocity and accel-
eration at time t = 0 and time t = T [70]. The displacement magnitude was 0.02 in z direction for 
compression and 0.02 in x direction for shear. x and z directions are defined in Fig. 9.11. Adapted 
from [56]

For 20% compression and shear of the cylinder, the difference in the total reac-
tion force on the displaced cylinder surface between MTLED and ABAQUS implicit 
finite element solver was no more than 5% (Fig. 9.12a). The forces obtained using 
the meshless algorithm were qualitatively similar to those of the finite element 
method. The maximum relative difference in displacement between MTLED and 
ABAQUS was around 3.5% (it can be seen in Fig. 9.12b that some of the meshless 
nodes do not sit exactly on the deformed finite element boundary).

The MTLED algorithm produces stable results even for very large deformations 
as indicated by the energy – time histories obtained when modeling the cylinder 
compressed to 20% of its original height (Fig. 9.13). For such large compression, no 
verification against the ABAQUS finite solver could be done as the finite element 
solution became unstable.
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9.10  Conclusions

Modeling of the brain for injury simulation and computer-assisted neurosurgery is 
a non-linear problem of continuum mechanics and involves large deformations, 
very large strains, non-linear material models, complex loading and boundary con-
ditions and complex geometry. Various finite element (FE) algorithms have been 
applied for solving this problem.

Modeling of the brain for injury simulation has been often conducted with the 
idea in mind that numerical surrogates of the human head can be used in the design 
of countermeasures for traumatic brain injury mitigation. Such modeling has been 
almost exclusively conducted using non-linear explicit dynamics (i.e. utilizing 
explicit integration in time domain) finite element algorithms implemented in com-
mercial finite element codes that are routinely used in the automotive industry for 
transient dynamics problems involving rapid (impact-type) loading such as car 
structure responses during collision and metals sheet forming.

However, the computational efficiency of the algorithms available in commer-
cial finite element codes is insufficient for computer-integrated neurosurgery where 
the solution needs to be provided within the real-time constraints of neurosurgery. 
This led to development of specialized non-linear finite element algorithms aiming 
at satisfying these constraints. We advocate the application of non-linear finite ele-
ment algorithms utilizing explicit integration in the time domain (and therefore 
requiring no iteration for non-linear problems) and Total Lagrangian incremental 

Fig. 9.13 MTLED algorithm. External work and strain energy when compressing a cylinder to 
20% of its original height (and returning to the initial state). The displacement was enforced using 
a 3-4-5 polynomial [70]. Adapted from [56]
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formulation of continuum mechanics (as it allows pre-computing of the derivatives 
with respect to the spatial coordinates):

Total Lagrangian explicit dynamics (TLED) finite element algorithm for time •	
accurate solution for surgery simulation.
Dynamic Relaxation (DR) Total Lagrangian algorithm for computing steady-•	
state deformations for neurosurgical modeling.

For hardware-based increase of computation speed, we propose the implementa-
tion of these algorithms on graphics processing units (GPUs) by using a GPU as a 
coprocessor for the computer’s CPU. It has been shown in [64] that the implementa-
tion of the finite element Dynamic Relaxation algorithm on NVIDIA Tesla C870 
GPU performs 2,000 iterations of the brain shift simulation in under 2 s, offering 
real-time computation capabilities at a fraction of a traditional supercomputer or PC 
cluster cost. It can be expected that for newer generation of GPUs this already excel-
lent performance would appreciably improve due to significant increase in the num-
ber of streaming processor cores (e.g. NVIDIA Tesla C870 GPU had 128 cores 
while NVIDIA Fermi GPUs released in 2009 have 512 cores [68]) and available 
shared memory (e.g. 16 kb for NVIDIA Tesla and 48 kb for NVIDIA Fermi).

Application of the most efficient finite element algorithms in surgery simula-
tion and neurosurgery modeling is limited by time-consuming generation of 
patient-specific finite element meshes and deterioration of the solution accuracy 
when the elements undergo distortion induced by large deformations. As a solu-
tion for overcoming these limitations, we advocate meshless algorithms in which 
the computational grid has the form of a “cloud” of points. The Meshless Total 
Lagrangian Explicit Dynamics (MTLED) algorithm described in this chapter has 
been proven to be capable of providing a stable solution in situations (such as 
compressing of a cylinder made of soft hyperelastic material to 20% of its original 
height) where the well-established and extensively verified non-linear finite element 
algorithms fail.

The instabilities due to element distortion are not limited to simulation and neu-
rosurgery modeling using finite element algorithms. They are even more pronounced 
in modeling for injury simulation where the brain is exposed to transient loads due 
to rapid acceleration and/or direct impact to the head. Therefore, although the 
Meshless Total Lagrangian Explicit Dynamics algorithm described in this chapter 
was developed in the context of real-time patient-specific surgery simulation, its 
ability to provide a stable solution for very large strains is relevant also for injury 
simulation. Development of meshless algorithms that facilitate modeling of surgical 
dissection and injury-related rupture of soft tissues provides the next challenge in 
injury and surgery simulation.
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