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Preface

ho isn’t interested in sex differences and their origins? Per-

haps no one. My own serious interest in the topic probably

began at Princeton. I started my intellectual training there
in 1969 as part of the first freshman class that included women. One
of my earliest communications from the University informed me that
my dormitory assignment was to a “two-man room.” Fortunately, the
other man in the room turned out to be someone named Emily.
Later, one of my precept leaders called me Mr. Hines for several
weeks, apparently before realizing that I was not male. I began to un-
derstand that long-established institutions, and their forms, both
written and spoken, change slowly.

From Princeton I went to UCLA to study for a Ph.D. in psychol-
ogy. I was interested in aggression—its causes and cures. I enrolled in
the personality program, assuming that there was something called
an aggressive personality. I already knew that the aggressive charac-
ters I was interested in understanding tended to be men. I soon
learned that, in other species, gonadal hormones, particularly an-
drogens, had powerful influences on aggression. I also became aware
that UCLA was a hotbed of research on hormones and the develop-
ment of sex differences. Unusually for a student of personality, I de-
cided to minor in neuroscience, as well as developmental psychology,
and focused my dissertation research on the sex-related behavior of
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women whose mothers had taken the synthetic estrogen diethyl-
stilbestrol (DES) during pregnancy. Subsequently, I joined the Labo-
ratory of Neuroendocrinology at the UCLA Brain Research Institute
for postdoctoral training, and for the next five or six years, did basic
research at UCLA and at the University of Wisconsin, investigating
hormonal influences on brain development in rodents. Eventually, I
returned to human research, focusing primarily on studies of people
who were exposed to unusual levels of androgens or other hormones
prenatally. Along the way, I also trained, and was licensed, as a clini-
cal psychologist.

As aresult of this unusual education, I bring three different per-
spectives to my work on the origins of sex differences, a personal-
ity/social/developmental perspective, a neuroscience perspective,
and a clinical perspective. Since beginning to study sex differences, I
have been surprised at the polarization of research in the field. Re-
searchers generally approach their work from a social perspective or
from a hormonal/genetic perspective. This can involve lip service to
the existence and validity of the alternative perspective, but rarely
does it involve a serious attempt to integrate the two. Even worse, the
perspectives are often seen as adversarial, and those subscribing to
one perspective show not only a lack of understanding of the other,
but sometimes also disrespect for it. Among the more biologically
oriented, this can express itself as a view that those who see social in-
fluences as paramount are victims of political correctness. For their
part, those with a more social perspective can view the biological
camp as simplistic reductionists. One aim of this book is to try to
present both perspectives in a respectful and balanced way and,
where possible, to see if bringing both perspectives to bear on the
question of sex differences can lead to a better understanding, or at
least, new research approaches.

I have tried to make this book accessible to a wide variety of
readers, including academics, in disciplines ranging from social sci-
ences to neurosciences; clinicians, including medical doctors, as well
as psychologists; students from the advanced undergraduate to the
postgraduate and postdoctoral level; and the interested lay person.
Some of the material is technical, particularly that in Chapters 2 to 4
and Chapter 10. Each chapter should be able to stand alone, how-
ever, and readers can choose to skip material that is more technical
than their needs. There also is a glossary and cross-referencing (as
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well as the usual index) to lead readers to relevant material from
other chapters.

Much research on the development of sex differences is basic
science. However, this research has numerous social implications,
some of them of fundamental importance to society. For instance,
some scientists have suggested that men and women are innately pro-
grammed for different cognitive abilities and interests and that these
innate differences make sex segregation in occupations (e.g, men
scientists, women teachers) inevitable. Others have suggested that
males may be innately incapable of child care, preprogrammed to be
aggressive, or unavoidably sexually promiscuous. Basic research, both
from the social and the neuroscience perspective, can help address
these claims. Finally, recent years have seen the resurfacing of an im-
portant clinical issue related to proper guidance for children born
with intersex genitalia (neither clearly male or clearly female) and
their parents. Medical practice generally has been to surgically femi-
nize these infants and rear them as girls. Of late, questions have been
raised as to the wisdom of this practice. It is hoped that this book will
inform that debate as well.

London M.H.
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U.S. prisons were men; in the period from 1951 to 1999, the

ratio of male to female murderers remained stable at 10:1. On

the other hand, over 90% of university professors in chemistry, physics,
mathematics and engineering during the same period were men.

Among families where both parents work full time, the majority

of household chores and child care is done by women. The income

of the average working woman is substantially less than that of the av-

erage working man (about 70 cents for women to each dollar for

5 s the twenty-first century began, over 90% of violent criminals in

men at the last count).

Most positions of political power in the United States are held by
men. There has never been a woman president or vice president. Un-
til 1981, when Sandra Day O’Connor joined the Supreme Court, no
justice had been a woman; in that same year 98 of 100 U. S. senators
were men. There have been some changes in these numbers. As of
2002, there were two women on the Supreme Court and 13 women
senators. Despite these increases in representation, women are still
far short of the slight majority they would be in these institutions if
their representation reflected their numbers.

These numbers apply only to the United States. Precise statistics
differ somewhat in other countries, although in most cases represen-
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tation of women in positions of power is lower than in the United
States. Some countries such as the United Kingdom have had female
heads of government. However, even in the United Kingdom, the
gap between males and females in other spheres is larger than in the
United States. In academia, for instance, not only do males dominate
the sciences, but, across all disciplines, only 8.5% of professors are fe-
male. In no country are violent crime, science, or political and eco-
nomic power dominated by women; these arenas remain largely the
provinces of men throughout the world.

What causes these sex differences in social roles, earning power,
and occupational status? It would seem easy to explain the differ-
ences in terms of social factors. Parents treat girls and boys differ-
ently. So do teachers. Society in general expects and encourages dif-
ferent things from girls vs. boys and men vs. women. Before 1928,
women in the United States were not allowed to vote. Similarly, his-
torically, women have been less likely to be admitted to universities,
even when their qualifications were equal to those of male appli-
cants, and until 1969, many leading private colleges and universities
in the United States did not admit women, no matter how well quali-
fied they were.

To the surprise of many, it proved impossible during the 1970s
and 1980s to get a sufficient number of states to ratify a constitu-
tional amendment guaranteeing equal rights for women in the
United States. When the Civil Rights Act of 1964 was passed, it in-
cluded some provisions for women. These provisions were added by
southern senators in an attempt to kill the legislation. They assumed
that those supporting extending rights to racial groups other than
whites would be so opposed to extending these rights to women that
the bill would not pass. In 1984, when a woman ran as a major party
candidate for vice president, samples of likely voters, both male and
female, indicated they would be less likely to support a fictitious
woman as a candidate than a fictitious man of equivalent accom-
plishment and qualifications. Since then, all major party presidential
and vice-presidential candidates have been male.

On the other hand, during the past half century, there has been
some legislation and some effort to abolish various inequities, and
these have led to some changes in the social roles and economic and
political status of women. During the same period, however, scien-
tists studying the processes that determine masculine and feminine
development in other species have concluded that biological factors,
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particularly the gonadal hormones androgen and estrogen, have
powerful influences on the development of brain regions that show
sex differences, as well as on behaviors that show sex differences.

These scientific findings have been interpreted by several popu-
lar writers to explain differences in the roles, status, and income
of men and women. Some even have proposed that these hormonal
or other biological influences answer questions such as “Why Men
Don’t Iron” (Moir and Moir, 2000). Similarly, a generation of those
seeking success in romantic relationships has been led to believe that
innate differences between the sexes make it useful to view men and
women as coming from different planets (Gray, 1993).

In some cases these popular writers have been joined by scien-
tists with sound academic credentials in espousing the view that in-
herent differences between men and women account for their dif-
ferent behavior and status. For example, a psychologist from a major
Canadian university, writing in Scientific American in 1992, and subse-
quently in a book, Sex and Cognition, stated that sex differences in
cognitive abilities are large, are caused by gonadal hormones, and
render expectations of equal ratios of men and women in fields like
engineering, mathematics, and science unreasonable (Kimura, 1992;
1999). The jacket cover of the book depicted men and women as be-
ing as different as apples and oranges. Similarly, a neuroscientist
from a leading university in the United States, also writing in the
1990s, suggested that the ability of men to exhibit maternal behav-
iors, in the sense of devoting time and effort to their children’s wel-
fare, may be limited by their fetal exposure to androgen (LeVay,
1993, pp. 57-61). One goal of this book will be to evaluate such sug-
gestions by looking directly at the research on which they are based.
The book will thus attempt to answer the question of whether bio-
logical factors contribute to behavioral sex differences, and, if so,
whether these contributions limit the potential of males or females
or explain sex differences in personality, cognitive abilities, social
roles, occupational status, or income.

What Is a Sex Difference?

To discuss the causes of sex differences in human psychology or hu-
man behavior, it is necessary to know what a sex difference is. For
purposes of this book, a characteristic that shows a sex difference is one
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that differs on the average for males and females of a given species. Thus, a
human characteristic is considered to show a sex difference if it dif-
fers for a group of boys or men in comparison to a group of girls or
women.

The term sexually dimorphic is also used to describe behaviors or
other characteristics that differ for males versus females, and in this
book, the term sexual dimorphism will be used interchangeably with
the term sex difference. Literally, the term dimorphic means “two
forms.” However, most behavioral sex differences are matters of de-
gree, not kind, and, when applied to behavior, the term sexually di-
morphic does not imply such dramatic differences. Like the term sex
difference, it is used to describe two overlapping distributions for
males and females, with average differences between the two groups.

Some authors try to distinguish between gender differences and
sex differences, with gender differences being socially determined
and sex differences biologically based. Given our limited knowledge
of what is socially or biologically determined, I believe it is impossible
to make this distinction. In addition, it is likely that many behavioral
sex differences result from complex interactions among different
types of influences, some generally considered biological, others so-
cial. Finally, the distinction between biological and social influences
is in some senses false. All our behavior is controlled by our brain
and, in this sense, is biologically based. For these reasons, the terms
sex difference and gender difference as used in this book will not have dif-
ferent causal implications. Other authors also have cited similar rea-
sons for not using gender to denote culturally based differences and
sex to denote differences that are biologically rooted (see, for exam-
ple, Breedlove, 1994; Halpern, 1987; and Maccoby, 1988) and the
title of this book reflects the perspective that the two cannot be
separated.

Thus, the terms sex difference, sexual dimorphism and gender differ-
ence will be used interchangeably to describe characteristics, particu-
larly psychological characteristics, that differ on the average for males
and females. This concept of a sex difference as an average differ-
ence between the sexes, rather than an absolute one, should be fa-
miliar. When we say that there is a sex difference in height, we do not
mean that all men are tall and all women are short. Instead, we mean
that, on average, men are taller than women. Height is a good exam-
ple because it is a familiar sex difference, and when I discuss sex dif-
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ferences in different behaviors or psychological characteristics, I will
use height as a reference for understanding their magnitude. It bears
noting, even at this early stage in the discussion, however, that most
psychological sex differences appear to be smaller than the sex dif-
ference in height.

Measuring the Sexes

To study sex differences and their causes, it must first be possible to
measure them reliably. Measuring sex differences in psychological
characteristics is more difficult than measuring sex differences in
height. Although they are often inferred from observable behavior,
psychological characteristics cannot be seen directly. In addition, al-
though everyone uses essentially the same ruler in the same way to
measure a person’s height, there is sometimes no general agreement
on the measuring instruments and methods that are most appropri-
ate for assessing psychological or behavioral sex differences.

Research on psychological sex differences is also difficult be-
cause, unlike most research domains, individuals have their own per-
spectives and opinions about sex differences, whether or not they are
studying them scientifically. This contrasts with subject areas like nu-
clear physics or linguistics, where most people do not hold strong be-
liefs or opinions. Widely held or strong opinions, not necessarily
based on evidence, have been called stereotypes. Because they can be
held by scientists as well as others, they make research on sex differ-
ences more difficult than research in areas that are not prone to
stereotypes.

Eleanor Maccoby and Carol Jacklin described these and other
problems associated with studying sex differences in their landmark
book, The Psychology of Sex Differences (Maccoby and Jacklin, 1974).
They also attempted to separate stereotype from fact in evaluating
which human behaviors or psychological characteristics show sex dif-
ferences and which do not. Many of the problems they outlined per-
sist today. Among these are: (I) overreporting of significant differ-
ences or positive results; (2) influences of stereotypes about sex
differences on the perceptions of researchers and research partici-
pants; (3) situational specificity of sex differences; and (4) disagree-
ment in results when data are obtained in different ways.
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Overreporting of positive results

This concern refers to the tendency to publish studies where a sex
difference is seen, but not to publish similar studies where no sex dif-
ference emerges. The statistical decision rule used most commonly
in psychological research leads to the conclusion that two groups
(e.g., males and females) differ if there is less than a 5% (or 1 in 20)
probability that an observed behavioral difference resulted by
chance. Because of this, 5% of observed sex differences can be ex-
pected to be chance results, or spurious. Although this 5% rule is
used in other areas of psychological research, it creates particular
problems for characteristics, such as sex, that are easily assessed, rou-
tinely evaluated, and not always reported. Because it is more interest-
ing to find a difference than to find no difference, the 19 failures to
observe a difference between men and women go unreported,
whereas the 1 in 20 finding of a difference is likely to be published.
Thus, in research on sex differences it is especially important to have
a number of reports suggesting the same conclusion before being
confident that a sex difference in a characteristic truly exists.

Stereotypical distortions of perception

This problem refers to tendencies to see the world through the prism
of personal beliefs, assumptions and experiences. For instance, one
way to assess children’s behavior is to interview someone close to
them (e.g., their mother or teacher). However, a mother of a girl,
when asked if her child is feminine or masculine, might reply that
she is feminine simply because she is a girl and girls should be femi-
nine. Similarly, a mother of a son and a daughter, when asked if her
children’s play styles are rough, might respond in two different con-
texts. She might think her daughter is rough for a girl and so re-
spond “yes,” and she might think her son is not very rough for a boy
and respond, “no.” However, applying the same scale to the boy and
girl could reveal the play of the boy to be rougher than that of the
girl. Less familiar observers are not immune to these problems of
context. People in general often see what they expect to see. Teach-
ers may report, for example, that boys in their class play rough be-
cause this is what they expect boys to do. Observers also sometimes
give undue weight to the unexpected and might overemphasize one
observation of a boy playing with a doll in evaluating his masculinity.
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Thus, this problem of context can lead to either overreporting or un-
derreporting of sex differences.

Situational specificity

This term refers to the possibility that sex differences in a character-
istic can differ from one situation to another. In examining research
on achievement motivation, Maccoby and Jacklin (1974) concluded
that in certain situations, girls show more achievement motivation
than boys, whereas in other situations, the achievement motivation
of boys exceeds that of girls or the sexes appear equal. Teacher eval-
uations suggest higher achievement motivation in girls than in boys,
and girls do better in school. However, a large body of data obtained
using the Thematic Apperception Test (TAT) suggests a more com-
plicated picture. The TAT is a projective measure in which subjects
are asked to make up stories based on pictures of people in various
situations. The stories are then coded for content such as themes of
achievement motivation. Under neutral conditions, studies using the
TAT suggest that girls and women have higher achievement moti-
vation than boys and men. However, when achievement is made
salient, for instance, by preceding the TAT with a competitive intel-
lectual task, boys increase their achievement motivation, and the sex
difference disappears, or reverses, with boys then showing more
achievement motivation than girls.

Disagreement for data obtained in different ways

This problem refers to situations where different methodologies in-
tended to answer the same question produce conflicting results.
Maccoby and Jacklin’s (1974) review of sex differences in anxiety
and fearfulness provides an example. On self-report measures, girls
and women indicate more anxiety and fearfulness than do boys and
men. Teacher ratings of anxiety and fearfulness, however, based on
behavioral observations, suggest no sex difference. Several explana-
tions of this discrepancy could be put forward. For instance, the
sexes may be equally fearful and anxious, with boys and men simply
more reluctant to admit it. Alternatively, teachers may notice fear
and anxiety in boys more than in girls, or girls may experience more
fear and anxiety, but not show it in a way that can be seen by their
teachers. A third possibility relates to definitions of anxiety and fear-
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fulness; some subcategories of these psychological constructs may
show sex differences while others do not. This would accord with in-
formation on anxiety disorders, some of which are more common in
women (e.g., generalized anxiety disorders), whereas others are not
(e.g., social phobias) (American Psychiatric Association, 2000). Re-
gardless, the situation is such that today, as at the time that Maccoby
and Jacklin were writing, the available data do not allow firm conclu-
sions regarding sex differences for fear and anxiety in general.

Despite these kinds of problems, Maccoby and Jacklin found ad-
equate evidence supporting sex differences in some areas, notably
physical aggression, juvenile play behavior, and several specific cog-
nitive abilities, including visuospatial ability, mathematical ability,
and verbal ability. It has now been almost 30 years since publication
of Maccoby and Jacklin’s book. Although their conclusions regard-
ing problems involved in studying sex differences remain largely
valid, subsequent research has refined some of their conclusions re-
garding the nature of psychological sex differences. For instance,
Maccoby and Jacklin’s review suggested there were sex differences in
verbal ability, spatial ability, and mathematical ability; it now appears
that sex differences exist only in specific subcategories of these abili-
ties. Also, although the review concluded that sex differences in visu-
ospatial ability manifest only in adolescence and adulthood, more re-
cent work indicates that this is not the case. The apparent lack of a
sex difference in young children resulted from the use of different
types of tasks in different age groups. Disembedding tasks were the
primary measures used with children, and these tasks show small-to-
negligible sex differences in all age groups (Linn and Petersen,
1985; Voyer et al., 1995). The types of tasks that show the largest sex
differences—mental rotations tasks—do so as early as the ability has
been measured, in children as young as 4 years of age (Linn and Pe-
tersen, 1985; Voyer et al,, 1995).

Additions also could be made to Maccoby and Jacklin’s list of
clearly established sex differences. For instance, they did not include
sexual orientation or core gender identity, perhaps because sex dif-
ferences in these areas are so obvious. In addition, meta-analyses
conducted more recently support the existence of sex differences in
personality traits, such as nurturance/tender-mindedness (higher in
women) and dominance/assertiveness (higher in men) (Feingold,
1994), and in activity level in children (higher in boys) (Eaton and
Enns, 1986).
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How Large Are Psychological Sex Differences?

Sex differences in core gender identity and sexual orientation

The largest psychological sex differences in human beings are those
in core gender identity (the sense of oneself as male or female, also
sometimes called simply gender identity) and sexual orientation (erotic
attraction to and interest in sexual partners of the same versus other
sex). The vast majority of people have a core gender identity consis-
tent with their genetic sex and a sexual orientation toward the sex
other than their own. However, this is not true for everyone.

In regard to core gender identity, the Diagnostic and Statistical
Manual of the American Psychiatric Association (DSM-IV-TR) sug-
gests that about 1 in 30,000 men and 1 in 100,000 women seek sex re-
assignment surgery (American Psychiatric Association, 2000). The
number of individuals with gender identity disorder or “a strong and
persistent cross-gender identification, which is the desire to be, or in-
sistence that one is, of the other sex” would be somewhat higher,
since not everyone with gender identity disorder would seek surgery
(American Psychiatric Association, 2000, p. 576). Although precise
figures on the prevalence of gender identity disorder are not avail-
able, some information has come from the Netherlands, where med-
ical and psychological help are readily available for gender-related
problems; there, about 1 in 20,000 men and 1 in 50,000 women ap-
pear to experience gender identity disorder (Gooren, 1990).

In regard to sexual orientation, Kinsey’s data (Kinsey et al,,
1948; 1953) suggest that approximately 90% of men are heterosex-
ual, having their primary sexual interest in women, and that approx-
imately 95% of women are heterosexual, having their primary sexual
interest in men. More recent estimates for men suggest that 2% to
6% of men have had homosexual relations or contacts (Billy et al.,
1993; Binson et al., 1995; Analyse des Comportements Sexuels en
France, 1992; Johnson et al., 1992). Similar recent figures are not
available for women. Differences in percentages from one study to
another may relate to many factors, including sampling procedures,
assessment techniques, definitions of homosexuality versus hetero-
sexuality, focus on behavior versus interest, and the context in which
questions are asked. For instance, a focus on behavior is likely to pro-
duce lower estimates of homosexuality than a focus on interests. Sim-
ilarly, asking questions about sexual orientation in the context of ac-
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quired immune deficiency syndrome (AIDS), as has been typical in
more recent studies, may produce lower estimates of homosexuality
than asking the same questions in other contexts.

Thus, sex differences in core gender identity and sexual orien-
tation are dramatic. Nevertheless, there is some overlap between the
sexes. A small percentage of men (perhaps .005%) resemble women
in that their core gender identity is female, and a small percentage of
women (perhaps .002%) resemble men in that their core gender
identity is male. Also, a somewhat larger, but still relatively small, per-
centage of men (perhaps 2% to 6%) resemble women in their sexual
orientation in that they are sexually attracted to men, and a similarly
small percentage of women resemble men in their sexual orientation
in that they are sexually attracted to women.

Other psychological sex differences are smaller than the rather
dramatic differences in core gender identity and sexual orientation.
To provide an understanding of the size of the sex differences, it is
useful to compare them to one another and to the familiar sex dif-
ference in height, using an effect size statistic. The statistic “d”, de-
fined as the difference in means between two groups (in this case,
males and females), divided by the pooled standard deviation or the
average of the standard deviations for the two groups (a measure of
within group variability), is often used for this purpose. It provides a -
standardized estimate of the size of sex differences in various charac-
teristics by expressing them in standard deviation units.

Data on height provide an example of how “d” can be used. Na-
tional samples studying human growth indicate that the sex differ-
ence in height at age 18 and into adulthood in the United States and
the United Kingdom has a “d” value of approximately 2.0 (Interna-
tional Committeee on Radiological Protection, 1975; Tanner et al.,
1966). This would be considered extremely large for a psychological
sex difference. In general, for psychological or behavioral research,
“d” values of 0.8 or greater are considered large, those of about 0.5
are considered moderate, those of about 0.2 are considered small,
and those below 0.2 are considered negligible (Cohen, 1988).

Throughout this book, the effect size statistic, “d,” will be used,
where possible, to describe the size of sex differences. However, “d”
can not be used to describe the size of sex differences in all charac-
teristics. Notably, because its calculation is based on quantitative
data, it is not typically applied to sex differences in gender identity
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Figure I-1. Magnitudes of some well-known sex differences in human behavior
compared to the magnitude of the sex difference in height. The sex difference
in height among men and women in the United States and United Kingdom is
more than twice as large as the sex differences in many psychological traits, in-
cluding specific cognitive abilities, physical aggression, and aspects of childhood
play behavior. (For toy preferences, higher scores reflect more male-typical pref-
erences.)

and sexual orientation because they are usually measured qualita-
tively, rather than quantitatively. However, in small data sets where
they have been quantified, the sex difference in core gender identity
appears to have a magnitude of about 11 standard deviations
(d = 11.0) and that in sexual orientation appears to have a magni-
tude of about 6 standard deviation units (d = 6.0) (Hines et al.,
2003a; Hines et al., submitted a). (Fig. 1-1 compares the sizes of
some other smaller sex differences in human behavior to the sex dif-
ference in height.)

Sex differences in cognition (general intelligence and specific abilities)

Perhaps the greatest amount of information is available on sex dif-
ferences in cognitive abilities. Most standardized measures of general
intelligence show negligible sex differences. However, some subtests
that comprise these measures show small to moderate sex differ-
ences (Jensen and Reynolds, 1983; Kaufman and Doppelt, 1976;
Kaufman et al., 1988; Matarazzo et al., 1986). For instance, for the
Wechsler intelligence scales, there is a small-to-moderate sex differ-
ence favoring females on the digit symbol/coding subtest, and there
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Figure I-2. Sex differences in mental rotations performance. Meta-analyses sug-

gest that three-dimensional tasks (top) show large sex differences (d = 0.9), and
two-dimensional tasks (bottom) show smaller sex differences (d = 0.3). In both
tasks, the goal is to determine which of the figures on the right are rotated ver-
sions of the single sample figure on the left (same), as opposed to mirror images
or rotated mirror images (different). In the example at the top, the first and
third figures are the same as the sample. In the example at the bottom, the sec-
ond and fifth figures are the same as the sample. (Sample item, top, redrawn
from Peters et al., 1995, © 1995, by permission of the authors and Elsevier.)

are small sex differences favoring males on the information and
block design subtests.

The best known cognitive sex differences may be those on mea-
sures of visuospatial abilities. Meta-analyses, which combine the re-
sults of many studies to get stable estimates of effect sizes, suggest
that sex differences in visuospatial abilities range from negligible to
large, depending on the specific ability assessed. The largest sex dif-
ference favoring males is seen on measures of mental rotations, or
the ability to rotate stimuli rapidly and accurately within the mind
(see Fig. 1-2). Effect sizes for mental rotations performance range
from small on two-dimensional tasks (0.26) to large on a three-di-
mensional task (0.94) (Linn and Petersen, 1985; Voyer et al., 1995).
(In the text of this book, effect sizes will be calculated by subtracting
the mean for women or girls from the mean for men or boys. Thus,
positive values will indicate higher scores in males and negative val-
ues will indicate higher scores in females.) The sex difference in
mental rotations ability is present in childhood, but may increase
with age (Voyer et al., 1995). It is difficult to be certain because the
same tasks typically cannot be used with both children and adults.

A second type of visuospatial task is called spatial perception
(Linn and Petersen, 1985). This is exemplified by the Rod and
Frame Test, which requires accurate orientation of a vertical rod
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Figure 1-3. Sex differences in spatial perception. A water-level task (top) and a
judgement-ofline-orientation task (bottom). Meta-analyses suggest that spatial
perception tasks generally show sex differences of moderate size (d =0.5), fa-
voring males. On the waterlevel task, the participant must draw the level of the
water in the tilted container. On the judgement-ofline-orientation task, the par-
ticipant must indicate which lines in the array at the bottom match the orienta-
tion of the two lines shown above it. In the top example, the water level will be
horizontal to the table on which the bottle perches. In the bottom example,
lines 6 and 12 are correct. (Sample item at top courtesy of Lynn Liben; sample
item at bottom courtesy of Marcia Collaer.)

viewed within a tilted frame, by the Water Level Test in which a hori-
zontal line must be drawn or identified within a tilted bottle, and by
the Judgment of Line Orientation task in which the angles of a pair
of lines must be matched to possibilities presented in a semicircular
array (see Fig. 1-3). Spatial perception tasks show sex differences
across the life span. Again, the sex differences appear larger in adults
(d =0.48 to 0.64) than in younger people (d = 0.33 to 0.43). In this
case, although the same tests have been used in children and adults,
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their suitability for children has been questioned. They may be too
difficult at younger ages, with low scores masking sex differences
(Voyer et al., 1995).

A third category of visuospatial abilities has been called spatial
visualization. Tasks measuring spatial visualization involve compli-
cated, multistep manipulations of spatial information and have mul-
tiple solution strategies (Linn and Petersen, 1985). This group of
tasks is diverse and probably taps a number of separate abilities (Voyer
et al,, 1995). It includes measures such as Embedded Figures and
Hidden Figures, which require identifying simple figures within com-
plicated designs, the Block Design Subtest of the Wechsler scales,
which requires constructing shapes from three-dimensional blocks,
and the Spatial Relations Subtest of the Differential Aptitude Tests
and the Surface Development Test, which require imagining what
unfolded shapes would look like when folded (see Fig. 1-4). Spatial
visualization tasks show negligible sex differences (d =0.13 to 0.19).

A second area where sex differences have been widely discussed
is mathematical ability. Like sex differences in visuospatial abilities,
those in mathematical abilities vary with age and with the specific
type of ability assessed. In addition, they vary with the selectivity of
the population studied. Meta-analytic results (Hyde et al., 1990) indi-
cate that the overall sex difference in mathematical ability is negligi-
ble, but in the direction of favoring females (d =—-0.05). However,
there are small sex differences favoring males on tests of problem
solving, particularly in older, highly selected samples, such as college
students (d = 0.32). Some standardized tests of mathematical ability,
typically used with highly selected samples, also show sex differences
favoring males. These tests include the Scholastic Aptitude Test
(SAT) and the Graduate Record Exam (GRE) (d=0.38 to 0.77),
tests which are used in the United States to select students for admis-
sion to programs of study for bachelor’s and doctoral degrees, re-
spectively. In contrast, tests of computational skill show small sex dif-
ferences favoring females, particularly in childhood (d=-0.20 to

Figure I-4. Sex differences in spatial visualization: The Hidden Figures Test (top)
and the Surface Development Test (bottom). Meta-analyses suggest that spatial vi-
sualization tasks generally show negligible sex differences (d <.20). On the Hid-
den Figures Test (top two rows), participants must find simple shapes (A-E) in a
series of complicated drawings such as I and II. On the Surface Development Test
(bottom), participants indicate which letters would be adjacent to which num-



bers when the shape (marked with numbers) is folded to form the box (marked
with letters). In the hidden figures example, figure A can be found in the pattern
on the left, (I} and figure D can be found in the pattern on the right (II). In the
surface development example, 1 will meet H, 2 will meet B, 3 will meet G, 4 will
meet C, and 5 will meet H. (Sample items redrawn from Ekstrom et al., 1976, by
permission of Educational Testing Service, the copyright owner.)
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—0.22), while no sex differences are apparent in computational skills
in older students (d=0.00) or in understanding of mathematical
concepts in any age range (d =-0.06 to 0.07).

Much as males are thought to excel on visuospatial and mathe-
matical tasks, females are thought to excel on verbal tasks. Again, the
validity of this belief appears to vary with the type of task. Meta-ana-
Iytic results (Hyde and Linn, 1988) indicate a negligible overall fe-
male advantage in verbal ability (d =~0.11), and this sex difference is
roughly stable from childhood into adulthood. However, the size of
the verbal sex difference ranges from a negligible male advantage
(d =0.16) for measures involving analogies to a small female advan-
tage (d =-0.33) for measures of speech or verbal production. Other
verbal abilities show essentially no sex differences (d =-0.02 for vo-
cabulary, d =-0.03 for reading comprehension, and d = 0.03 for the
verbal subtest of the SAT). In addition, however, some specific mea-
sures of verbal fluency may show larger sex differences favoring fe-
males than would be suggested by the meta-analysis. Large studies
not included in the meta-analytic work found moderate sex differ-
ences (mean d = 0.53) in subjects aged 6 to 18 on a measure of verbal
fluency that requires writing as many words as possible that begin
with specified letters (Kolb and Whishaw, 1985; Spreen and Strauss,
1991).

Sex differences in aggression

Boys and men are more aggressive than girls and women in several
contexts. This sex difference is also seen in many cultures. Findings
have suggested greater aggression in males than in females, includ-
ing more aggression in fantasy, more verbal insults, greater imitation
of models acting aggressively, administration of what appears to the
subject to be more painful stimuli to others in experimental situa-
tions where this is requested, and greater self-report of aggression on
paper-and-pencil questionnaires (Maccoby and Jacklin, 1974). Meta-
analytic results also support the conclusion that males are more ag-
gressive than females, and suggest the sex difference is of moderate
size (d =0.50) (Hyde, 1984). It may be larger in young children (age
6 years or younger) than in adults (d =0.58 vs. d =0.27) (Hyde,
1984), but again, this could be because different measures are used
for participants of different ages.
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Sex differences in play

Three aspects of childhood play behavior have been studied in par-
ticular in regard to sex differences. These are toy choices, the sex of
preferred play partners, and social play, particularly rough-and-tum-
ble play. No meta-analyses are available for these behaviors.

In regard to toy choices, questionnaire and observational data
indicate that the average girl and boy enjoy different toys. Girls tend
to prefer toys such as dolls and doll clothes, cosmetics and dress-up
items, and household toys, such as tea sets. In contrast, boys tend to
prefer toys such as vehicles (e.g., cars, trucks, airplanes) and weapons
(e.g., guns, swords). Data from individual studies suggest that the
size of the sex difference varies with the particular types of toys and
with the age of the children studied. However, sex differences in toy
choices are apparent as early as 12 months of age and can be large
(d > 0.80). (see, e.g., Alexander and Hines, 1994; Berenbaum and
Hines, 1992; Snow et al., 1983).

In regard to playmate preferences, girls tend to prefer girls as
playmates, and boys tend to prefer boys. This sex difference appears
to be substantial, with both sexes indicating that 80% to 90% of their
playmates are of the same sex as themselves (Hines and Kaufman,
1994; Maccoby, 1980).

Finally, in regard to social play, boys show stronger preferences
than girls for rough-and-tumble play or playful aggression, including
playful fighting, chasing, wrestling, and rough play with one another
and with objects. Individual studies, involving the observation of chil-
dren at play, suggest these sex differences are moderate in size (Di-
Pietro, 1981; Hines and Kaufman, 1994; Maccoby, 1988). Perhaps re-
lated to this preference for rough-and-tumble play, boys are also
more physically active than girls (Eaton and Enns, 1986). This sex
difference is seen when parents and teachers report on activity level,
as well as in studies using motion recorders, which can measure limb
movements across a period of days.

Sex differences in handedness and language lateralization

Most people, male and female, are right-handed. However, men are
more likely than women to be left-handed, and they appear to be less
strongly right-handed on inventories assessing the degree of hand
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preference across a range of skilled manual tasks (Hines and Gorski,
1985; Seddon and McManus, 1991). Language lateralization, or the
specialization of the two hemispheres of the cerebral cortex for lan-
guage and speech, also appears to show a sex difference. As for hand-
edness, most people, regardless of gender, show a similar pattern of
language lateralization—Ileft hemisphere dominance. In both men
and women, damage to the left hemisphere, or disruption of its ac-
tivity, is more likely to impair speech or language than similar dam-
age or disruption of the right hemisphere. However, the impairment
appears to be less severe in women, presumably because of less dra-
matic lateralization of language to this single hemisphere (McGlone,
1980). In the normally functioning brain, language lateralization can
be assessed by introducing stimuli preferentially to one hemisphere
or the other. These approaches also suggest that most people rely
primarily on their left hemisphere for language-related tasks. Within
this overall left hemisphere bias, however, there is a tendency for
women to show less dramatic lateralization of language function
(Hines and Gorski, 1985). The possibility that these sex differences
in neural asymmetry relate to hormones has received a great deal of
attention, in part because they show sex differences, but perhaps
even more because of an influential theory proposing links between
testosterone, neural asymmetry, immune function, and a variety of
disorders, including migraine, myopia, and developmental delay
(Geschwind and Galaburda, 1987). With additional research, how-
ever, it has become clear that the sex differences in both hand pref-
erences and language lateralization are small to negligible (Bryden,
1988; Seddon and McManus, 1991; Smith and Hines, 2000; Voyer,
1996).

Better or Worse?

Certain characteristics, like high visuospatial or verbal ability or low
aggression may seem more desirable than others. However, it is not
clear that, on balance, either the typical male pattern of behavior or
that of the typical female is preferable. In addition, as will be dis-
cussed in subsequent chapters, few, if any, individuals correspond to
the modal male pattern or the modal female pattern. Variation
within each sex is great, with both males and females near the top
and bottom of the distributions for every characteristic. Even for sex-
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ual orientation, which shows a particularly dramatic separation of
the sexes, there are some men who are exclusively interested in men
as sexual partners and show this preference for males as strongly as
does any woman. Similarly, there are women whose preference is ex-
clusively for other women. The situation for other sex-linked charac-
teristics is similar. There are women with visuospatial ability in the
highest ranges and men with verbal skills to match. In fact, although
most of us appear to be either clearly male or clearly female, we are
each complex mosaics of male and female characteristics. In addi-
tion, some people are born with an intersex appearance, that is, with
external genitalia that are not clearly those of a typical female or
those of a typical male. The next chapters will provide the back-
ground for understanding how these intersex conditions come
about and how each of us—even those who appear unambiguously
male or female physically—might come to be complicated psycho-
logical mixtures of male and female characteristics.
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e ask new parents, “Is it a girl or is it a boy?” and assume that
the answer will be easy. Penis and scrotum define a boy; cli-
toris and labia, a girl. However, parents, and even pediatri-
cians, sometimes find it difficult to answer this seemingly simple
question. This is because some children are born with “intersex” con-
ditions, where the external genitalia are ambiguous, neither clearly
male nor clearly female. This type of intersex condition, where the
genitalia are so ambiguous that sex assignment is difficult, probably
occurs in about 1 in 12,000 births, although population data that
would provide precise figures are not available. In addition, the inci-
dence of intersex births depends to some extent on how intersex is
defined. Certain conditions that involve less extreme genital aberra-
tions sometimes also are refered to as intersex. These include, for in-
stance, hypospadias, where the urethra does not reach the tip of the
penis, but the genitalia are clearly those of a male. If all of such syn-
dromes are included, intersex births can be thought to be as fre-
quent as 1 in 100.
What causes genital ambiguity or physical intersex conditions?
To answer this question it is helpful to understand the processes that
are involved in physical sexual differentiation.

21
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Did Eve Exist Before Adam?

In the beginning are the chromosomes. At conception, genetic in-
formation from the father, carried by the sperm, unites with genetic
information from the mother, carried by the ovum. This genetic in-
formation is contained on 23 pairs of chromosomes, with the 23rd
pair (the sex chromosomes) defining genetic sex. In most cases, this
pair is either an X and a Y (genetically male) or an X and an X (ge-
netically female). However, there are sometimes abnormalities, such
as an extra X or Y or a missing chromosome. The chromosomal
makeup can also be inconsistent from cell to cell, with some cells XX
and others XY or X alone (XO: O indicates a missing chromosome).
In addition, portions of chromosomes can be missing. For instance, a
portion of the Y chromosome required for testicular differentiation
(the testis determining region) can be abnormal. In this case, an XY
individual develops ovaries instead of testes, making the genotype
(male) inconsistent with the gonadal phenotype (female).

Perhaps surprisingly, most of these abnormalities of the sex
chromosomes do not produce ambiguous genitalia at birth. This is
because genital development is controlled by gonadal hormones
rather than directly by the sex chromosomes. As a consequence,
most cases of ambiguous genitalia at birth result from hormonal
processes occurring downstream from the sex chromosomes. These
processes are set in motion by the sex chromosomes during normal
development, but also are influenced by other factors, including in-
formation contained on the remaining 22 pairs of chromosomes and
even, in some cases, influences from the environment. To under-
stand how alterations in these processes can lead to intersex condi-
tions involving ambiguous genitalia at birth, it will be useful to focus
on the role of gonadal hormones in sexual differentiation.

Mechanisms of sexual differentiation

A major consequence of being genetically male (XY) versus female
(XX) is differentiation of the gonads as testes versus ovaries. Both XY
and XX fetuses begin life with the same primordial gonads. However,
at about week 6 of gestation, the testis-determining genes on the Y
chromosome cause these primordial gonads to differentiate as testes.
If they do not become testes, they differentiate shortly thereafter as
ovaries.
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Differentiation of the gonads into testes versus ovaries results in
markedly different hormone environments during development. Fe-
tuses of both sexes are exposed to both androgens and estrogens
from their gonads as well as other sources, such as the adrenal gland,
the placenta, and the maternal system. However, there are dramatic
differences in the amounts of various hormones produced by the
testes versus ovaries, and these differences direct most subsequent
events in sexual differentiation.

Once the gonads have differentiated as testes, they begin to pro-
duce hormones, notably testosterone and other androgens. Testos-
terone levels are higher in human male than in female fetuses, be-
ginning as early as week 8 of gestation and peaking at about week 16.
By about week 24, testosterone levels have declined in developing
males, and there is no longer a large sex difference. However, shortly
after birth, the testes produce a second surge of testosterone, mea-
surable in blood samples until about the third to sixth month of post-
natal life (Smail et al., 1981) (see Fig. 2-1). In contrast, in the female
fetus, the ovaries appear to produce relatively small amounts of hor-
mones, particularly in comparison to production of estrogen and
progesterone by the placenta. As a result, there are no appreciable
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Figure 2-1. Circulating levels of testosterone in the human fetus and neonate.
Males (solid line) have higher levels of testosterone than females (dashed line),
particularly from about weeks 8-24 of gestation and weeks 2—-26 of postnatal life.
(Drawing by Robin Skinner for the author.)
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sex differences in circulating levels of estrogen or progesterone pre-
natally (George and Wilson, 1986; Smail et al., 1981), although there
appears to be a surge in ovarian estrogen in females shortly after
birth and for roughly the first six months of postnatal life (Bidling-
maier et al., 1987).

How hormones control sexual development

These differences in hormones direct sexual differentiation of the
genitalia, and the mechanisms by which they do so are surprising.
The most obvious plan might be to use testosterone, the principle
product of the male gonad, to direct development of the male phe-
notype, and estradiol, the principle product of the female gonad, to
direct development of the female phenotype. However, nature has
not followed this plan. Instead, several different schemes for deter-
mining male and female characteristics have evolved.

One scheme is illustrated by development of the external geni-
talia. As was the case with the gonads, both genetically male (XY) and
female (XX) fetuses begin with the same primordial structures (see
Figs. 2-2 and 2-3). If testosterone is present, these structures begin
to differentiate into penis and scrotum, becoming recognizably male
by about week 9 to 10 of gestation (see, e.g., Smail et al., 1981). In
the absence of testosterone, the same structures become clitoris and
labia, regardless of the levels of estrogen or progesterone. Thus, no
hormonal influence from the female gonads (the ovaries) appears to
be necessary for differentiation of female external genitalia.

Genital feminijzation in the absence of gonadal hormones was
first described by Jost (1947; 1958). He removed the ovaries from de-
veloping rabbits and subsequently observed that their external geni-
talia were indistinguishable from those of intact females. The possi-
bility that estrogen from other sources, such as the placenta, is
needed for female differentiation cannot be ruled out. However,
feminization of the external genitalia appears to occur without stim-
ulation from ovarian hormones, and, in that sense it is the prepro-
grammed state. For this reason, it is sometimes suggested that Eve,
rather than Adam, was the first or prototypical human being.

A second scheme is represented by development of the internal
reproductive organs (see Fig. 2-2). In this case, both male and fe-
male fetuses have two sets of structures, Mullerian ducts and Wollfian
ducts, but only one set is retained. In male fetuses, beginning at
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Figure 2-2. Sexual differentiation of the external and internal genitalia differ.
For the internal genitalia two separate sets of organs are present initially (top),
and testicular hormones cause the Wolffian structures to develop and the Miil-
lerian structures to regress (middle and bottom right). In the absence of testicu-
lar hormones, the Wolffian ducts regress, and the Millerian ducts develop {mid-
dle and bottom left). In contrast, in the case of the external genitalia, a single set
of organs is present initially (top) and testicular hormones cause them to de-
velop into penis and scrotum (right middle and bottom), whereas in the ab-
sence of these hormones, they become clitoris and labia (left, middle and bot-
tom). In both cases, testicular hormones produce a male-typical form, whereas,
without testicular hormones, a female form is produced. Ovarian hormones do
not appear to be needed for the female form to develop, at least prior to birth.
{Redrawn from Money and Ehrhardt, 1972, by permission.)
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Figure 2-3. Sexual differentiation of the external genitalia. Males and females be-
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these to develop into penis and scrotum (right middle and bottom). In the ab-
sence of testosterone, they develop into clitoris and labia (left middle and bot-
tom). Ovarian hormones, such as estrogen, do not appear to be needed for de-
velopment of the female organs. (Redrawn from Money and Ehrhardt, 1972, by
permission.)
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about weeks 7 to 8 of gestation, a product of the testes (Miillerian In-
hibiting Factor) causes the Miillerian ducts to regress. In contrast,
the Wolffian ducts are stimulated by testosterone to develop into
male internal reproductive structures (epididymis, vas deferens, and
seminal vesicles). In female fetuses, the Mullerian Inhibiting Factor
is absent, and so the Mullerian ducts persist, forming the fallopian
tubes, the uterus, and the upper portion of the vagina (the lower
portion of the vagina develops along with the external genitalia). Be-
cause high levels of testosterone are not present to stimulate the
Wollfian ducts, they regress. These mechanisms resemble those un-
derlying differentiation of the external genitalia, in that the female
form appears to develop in the absence of gonadal hormones,
whereas the male form develops in response to hormones from the
testes. (Eve, not Adam, again is the prototype.) They differ, however,
in that instead of having the same primordial tissue in both sexes,
with the potential to differentiate in the male or female direction,
two complete sets of internal reproductive structures (Wolffian ducts
and Miillerian ducts) are present in both sexes and testicular hor-
mones determine which set grows and which set regresses.

Other sexual characteristics follow still other schemes. For ex-
ample, at puberty, breast development occurs in females in response
to stimulation by estrogen, whereas additional penile development
occurs in males in response to testosterone and a hormone formed
from it, dihydrotestosterone (DHT). In both sexes, pubertal hair
growth is stimulated by androgens. As will be described in more de-
tail in subsequent chapters, brain development and expressions of
sex-typical behaviors are sometimes controlled by yet other variations
on these hormonal processes, and it may well be that additional
schemes have yet to be discovered.

In addition, among characteristics influenced by testosterone
prenatally, there are differences in aspects of this sensitivity, such as
its timing or threshold (Grumbach and Ducharme, 1960). In regard
to the Wollfian ducts and the external genitalia (penis and scrotum),
there is a gradient of response; the external genitalia have a lower
threshold of sensitivity than the Wolffian ducts. Thus, in cases where
testosterone levels are low, it is possible for male external genitalia to
develop, without corresponding male internal organs. Similarly,
testosterone stimulates fusion of the tissues destined to create the
scrotum earlier than it stimulates growth of the penis. The former is
completed by about the third month of gestation and the latter con-
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tinues through gestation and into postnatal life. Hence, androgen
deficiency occurring late in male development can result in normal
fusion of the scrotum but diminished penile growth.

Human sexual development

Understanding of physical sexual differentiation has been derived
primarily from research, such as that of Jost, on nonhuman mam-
mals. In these studies, hormones or the gonads themselves can be
manipulated experimentally. Similar manipulations would be uneth-
ical in human beings. However, data from people with clinical syn-
dromes involving gonadal hormone abnormalities (for example, the
intersex syndromes mentioned earlier in this chapter) suggest that
the same hormonal mechanisms are involved in differentiation of
the human internal and external genitalia as have been observed in
other mammals.

What causes intersex syndromes?

In most cases, genital ambiguity severe enough to prevent immediate
identification of an infant as a girl or a boy results from prenatal hor-
monal abnormality, and physical intersex conditions can result from
hormonal abnormality at any of several points in the process of sex-
ual differentiation. Some syndromes involve abnormalities of hor-
mone production, others involve deficiencies of enzymes needed to
produce hormonal metabolites of testosterone, and still others in-
volve problems with the receptors that allow cells to respond to hor-
mones. Two syndromes illustrate particularly well the relevance of
animal models of sexual differentiation to the human condition.
These are: congenital adrenal hyperplasia (CAH) and complete an-
drogen insensitivity syndrome (CAIS).

CAH. CAH is a genetic (autosomal recessive) disorder. It causes an
enzyme deficiency, usually of 21-hydroxylase (21-OH), and this defi-
ciency results in an inability to produce the adrenal hormone corti-
sol. The low levels of cortisol are detected by cells in the hypothala-
mus, a brain region that regulates feedback control of circulating
hormone levels. The hypothalamus then signals the pituitary to re-
lease hormones that cause increased production of cortisol precur-
sors. Because the enzymatic deficiency prevents cortisol production,
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these precursors are shunted into the androgen pathway. As a conse-
quence, female fetuses with CAH have androgen levels similar to
those of normal males (Pang et al., 1979; Pang et al., 1980), causing
genital virilization prenatally and ambiguous genitalia at birth.
Typically, an XX individual with CAH is born with an enlarged
clitoris and labia that are partially fused (see Fig. 2-4). In these cases,

Figure 2—4. Genital virilization in four XX individuals with CAH. CAH causes pre-
natal exposure to higher than normal levels of androgen and leads to variable
degrees of masculinization of the external genitalia, ranging from mild (top
left), through moderate (top right, bottom left) to severe (bottom right). Be-
cause no testes were present prenatally, the Mullerian ducts were not inhibited,
and individuals with CAH have female genitalia internally. The photographs of
mild and moderate virilization were taken in infancy, and in these cases the girls
were diagnosed soon after birth, treated with hormones postnatally to prevent
further virilization, and surgically feminized. The photograph at bottom right
was taken after puberty. In this XX individual, the external genitalia were so se-
verely virilized at birth that the infant was assigned as a male and the condition
was not diagnosed until later in life. This individual continued to live as a male.
(Photographs courtesy of Charles Brook.)



30 Brain Gender

diagnosis is usually rapid. Within several days following birth, the
child is identified as a genetic female with CAH. She is subsequently
reared as a girl, treated postnatally with medication to regulate hor-
mones, including androgens, thus preventing further virilization,
and surgically feminized, usually during infancy. However, the de-
gree of virilization in girls with CAH is highly variable (see Figs. 2-4
and 2-5) and in a small number of cases, virilization is so extensive
that genetic females are misidentified as males at birth and assigned
and reared as boys until other consequences of the CAH syndrome
result in a correct diagnosis. Usually, this occurs sufficiently early to
allow reassignment to the female sex. However, in some cases it does
not (see Fig. 2—4). XX individuals with CAH do not have testes or
Miillerian Inhibiting Factor, and so they retain female internal re-
productive organs and are capable of reproducing (see Fig. 2-6).
The behavioral consequences of CAH will be discussed in subse-
quent chapters. However, physical development in girls with CAH is
of interest because it shows that androgens influence the human ex-
ternal genitalia in a manner similar to that seen in other species.
That is, the excess androgen produces masculinization of the exter-
nal genitalia (i.e., clitoral enlargement and labial fusion) in genetic
females. The syndrome is also revealing in regard to mechanisms un-
derlying development of the internal reproductive structures. Con-
sistent with the absence of the testes and Mullerian Inhibiting Factor,
females with CAH retain their Millerian ducts and these develop
into functional internal reproductive organs. This suggests that
processes involved in development of the human internal reproduc-

Figure 2-5. Prader scales are used to describe the degree of virilization in infants
born with ambiguous genitalia, caused by conditions such as CAH and PAIS.
Outcomes can range from female (left) to male (right), shown in sagittal view
(top) and perineal views (bottom).
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Figure 2-6. Photograph of an XX individual with CAH in adulthood. She has had
surgery to feminize her external genitalia and has been treated since infancy to
prevent virilization postnatally. (Photograph reproduced from Money and
Ehrhardt, 1972, by permission.)

tive structures also resemble those documented experimentally in
other mammals.

AIS. AIS, like CAH, is a genetic disorder, but AIS is transmitted as an
X-linked trait. In AIS, the cells of the body are deficient in their re-
sponse to androgen because of defects in the androgen receptor
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gene and therefore in the androgen receptor. This deficiency can be
partial (PAIS) or complete (CAIS) (Grumbach and Conte, 1992),
and XY individuals with the complete form are born with feminine-
appearing external genitalia, whereas those with PAIS can be born
with ambiguous genitalia (see Fig. 2-7). Unless there are relatives
with the syndrome, there usually is no suspicion of abnormality, and
individuals with CAIS usually are assumed to be girls at birth and
reared as such. Development continues as in other females, includ-
ing breast development at puberty, stimulated by estradiol derived
from the high levels of circulating testosterone (see Fig. 2-8). Diag-
nosis often follows a failure to menstruate in an otherwise normal-
appearing female. Medical examination then reveals undescended
testes and the XY genetic constitution.

In regard to internal genitalia, individuals with CAIS lack both
Miillerian and Wollfian structures. This is because their testes pro-
duce normal levels of Millerian Inhibiting Factor, but the Wolffian
structures, like other tissues, are unable to respond to androgen.
Thus, the physical consequences of CAIS, like those of CAH, support
a role for androgen in development of the human external and in-
ternal genitalia that is strikingly similar to that documented in other
species. The inability to respond to androgen results in feminization
of the external genitalia and regression of the Wolffian ducts, while
Miillerian Inhibiting Factor causes loss of Miillerian structures as
well.

Surprising Sexual Science

Scientific understanding of the processes of sexual differentiation
and the consequences of alterations in these processes appears to
challenge widely accepted concepts of what it means to be male or
female. For instance, many people view each individual as being con-

Figure 2—-7. Physical development in XY individuals with AIS. XY individuals with
CAIS (top) are born with female-typical external genitalia and are reared as
girls. Their disorder is not usually detected until they fail to menstruate at the
time of normal puberty. Prior to this, estradiol, derived from testosterone, will
have promoted female-typical breast development. Individuals with PAIS are of-
ten born with ambiguous genitalia (bottom) and are sometimes assigned as
males and sometimes as females. (Photographs courtesy of Charles Brook.)
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Figure 2-8. Photograph of an XY individual with CAIS in adulthood. She has had
no feminizing surgery and her breasts have developed spontaneously in the
presence of estradiol derived from testosterone. (Photograph reproduced from
Money and Ehrhardt, 1972, by permission.)

sistently one gender or the other and regard a person’s genetic con-
stitution as scientific and legal proof of what that gender is. In every-
day life, the external genitalia serve the same purpose. However, in-
tersex syndromes demonstrate the inadequacy of the genes, the
genitalia, or any other single characteristic to define gender. In these
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syndromes, some characteristics considered definitive of gender are
male, whereas others are female.

In the case of the XX individual with CAH, the genetic constitu-
tion, the gonads, and the internal reproductive organs are female,
whereas the external genitalia at birth can be male. If left untreated
postnatally, other physical characteristics will develop in a masculine
pattern as well, including muscular development, facial and body
hair, and patterns of hair loss (i.e., balding). In the case of the XY in-
dividual with CAIS, the genetic makeup and the gonads are male,
whereas the internal reproductive organs are neither male nor fe-
male, and the external genitalia and other aspects of external physi-
cal appearance, including breast development, muscular develop-
ment, and patterns of hair loss, are female. This suggests not only that
no single characteristic provides an adequate indication of a person’s
gender but also that a person’s gender can be internally variable. A
person can be male in regard to some characteristics and female in re-
gard to others.

Studies of sexual differentiation of the internal and external
genitalia have led to other conclusions that may seem surprising.
First, although the sex chromosomes typically originate the processes
that determine a person’s physical appearance as male or female,
their influence is generally indirect. That is, they act through go-
nadal hormones. One advantage of having sexual development con-
trolled by gonadal hormones, rather than directly by genetic infor-
mation, is that it allows for great variability both within and between
individuals. Not only are several hormones involved, but the action
of these hormones depends on a number of processes, including the
amounts of each hormone produced, their conversion to other ac-
tive products, and the numbers or sensitivity of receptors at each tar-
get site. As a result, individual men and women are each complicated
mosaics of different sex-related traits, rather than replicas of the
modal man or modal woman. In addition, as will be discussed in later
chapters, environmental sources of hormones and other factors that
modify the actions of hormones can modify sexual differentiation, at
least in theory. This provides more potential for flexibility than if sex-
ual development depended directly on genetic information. Thus,
the use of this secondary mechanism (i.e., hormones) allows for
greater diversity in the species as well as potentially greater respon-
siveness to environmental changes.
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A third surprising conclusion involves the role of the ovary in
sexual development. Given that gonadal hormones direct sexual dif-
ferentiation, common sense might suggest that hormones from the
testis would lead to male development and hormones from the
ovary would lead to female development. In this case, however, na-
ture does not conform to common sense. Although male develop-
ment proceeds in the presence of high levels of testicular hormones
(testosterone, its metabolites, and Miillerian Inhibiting Factor), de-
velopment of a female phenotype does not seem to require an ovary
or its products, at least during early life. Instead, female physical devel-
opment occurs largely, if not completely, in the absence of the testes,
or more precisely in an environment characterized by low levels of an-
drogens and other hormones typically produced by the testes.

Sources of Information on Hormones and Human Sexual Differentiation

Clinical intersex syndromes, such as occur in CAH and CAIS, offer in-
sight into the mechanisms involved in development of the genitalia in
human beings, as well as insight into the influences of hormones on
human neural and behavioral sexual differentiation. Data relevant to
these neural and psychological issues will be discussed in subsequent
chapters, where several other genetic syndromes in addition to CAH
and CAIS, as well as other situations involving hormonal differences,
will be of interest. These other situations include instances where
women were prescribed hormones during pregnancy for medical rea-
sons, instances where XY individuals with normally functioning testes
prenatally have been assigned and reared postnatally as girls, and in-
stances where normally occurring variations in hormones have been
related to psychological development (see Table 2-1).

Clinical intersex syndromes

In addition to CAH and CAIS, there are other genetic syndromes that
cause discrepancies between genetic, hormonal, and phenotypic sex.
These include the partial form of androgen insensitivity syndrome
(PAIS), syndromes involving deficiencies of enzymes needed to form
testosterone or to transform it to other hormones (5 a-reductase
[5aR] deficiency and 17 B-hydroxysteroid dehydrogenase [178HSD]
deficiency), syndromes involving postnatal deficiency of testicular
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Hormonal Abnormalities related to disorders and medical treatment

Disorder or treatment

Prenatal development

Neonatal development

CAH (females)

IHH (males)
Congenital bilateral
anorchia

T androgens
(and 17-OHP and P)

¢ Probably normal
Normal during early
prenatal develop-

T androgens (and 17-OHP
and P), until diagnosis
and effective treatment

{ androgens

l androgens

ment
Androgen insensitivity | androgens | androgens (functionally)
(functionally)
5-aR deficiency I DHT (normalto TT) | DHT (normal to T T)
17-bHSD deficiency ! T and DHT | T and DHT (T andro-
(T androstenedione) stenedione)
Prenatal exogenous DES
Females T estrogens Normal?
Males ? Normal?
Turner syndrome ? | estrogens, androgens,
and progestins
Prenatal exogenous P
Females T progestin-based P Normal?
or androgen-based P
Males ? Normal?

(Adapted from Collaer and Hines, 1995.)

Notes: ? indicates a situation that is uncertain; Normal? means assumed normal; T =ele-
vated; | = reduced; CAH = congenital adrenal hyperplasia; 17-OHP = 17-hydroxyproges-
terone; P = progesterone; IHH = idiopathic hypogonadotropic hypogonadism (presum-
ably congenital); 5-aR = b-alpha-reductase; DHT = dihydrotestosterone; T = testosterone;
17-bHSD = 17-beta-hydroxysteroid; DES = diethylstilbestrol.

hormones (idiopathic hypogonadotrophic hypogonadism {IHH] and
congenital bilateral anorchia), and situations where the second sex
chromosome is either absent or imperfect (Turner Syndrome).

PAIS. Like CAIS, PAIS is an X-inked recessive disorder and results
from defects in the androgen receptor. It differs from CAIS, however,
in that the deficiency is partial rather than complete. As a consequence,
the external genitalia of the affected XY individual are typically am-
biguous at birth, rather than female in appearance. The direction of
sex assignment of individuals with PAIS depends to some extent on the
appearance of the external genitalia; those judged to have a penis too
small for success in the male role may be surgically feminized and
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reared as girls, whereas others are reared as boys and treated with an-
drogens to try to stimulate penile enlargement and development of
other male secondary sexual characteristics. In this syndrome and oth-
ers involving undervirilization in XY individuals, however, additional
considerations, such as the desire of the parents for a son versus a
daughter, can also influence the direction of sex assignment.

Enzymatic deficiencies. Deficiencies of 5aR and of 17 BHSD are
transmitted as autosomal recessive traits (Imperato-McGinley et al.,
1974; Imperato-McGinley, 1994; Rosler and Kohn, 1983), and, al-
though rare, can appear in clusters where inbreeding is common. In
one village in the Dominican Republic, for example, 5aR deficiency
occurs in 1 in 90 XY individuals (Imperato-McGinley et al., 1974). Be-
cause HaR converts testosterone to DHT, those with 5aR deficiency
have normal (or high) levels of testosterone, but low levels of DHT
(Imperato-McGinley, 1994). DHT plays an important role prenatally
in virilizing the external genitalia (Wilson et al., 1981), and XY indi-
viduals with 5aR deficiency are born with female-appearing or am-
biguous genitalia. Typically, they are assigned and reared as girls. If the
testes are not removed, the extremely high levels of testosterone at pu-
berty produce male secondary sexual characteristics, including penile
enlargement, deepening of the voice, and muscle development.

Deficiency of the enzyme 173-HSD impairs production of testos-
terone from androstenedione and thus results in reduced testos-
terone as well as DHT and elevated androstenedione (Imperato-
McGinley et al., 1979a; Rosler and Kohn, 1983). As in 5aR deficiency,
the external genitalia are ambiguous or female at birth, and affected
individuals are typically reared as girls, but virilization occurs at pu-
berty if the testes have not been removed. In places where these syn-
dromes occur with regularity, they sometimes have nicknames, such
as guevedoce, guevote (penis at 12 years of age), machihembra (first
woman, then man) or Turnim Man (Herdt and Davidson, 1988; Im-
perato-McGinley et al., 1979a). Once a family is identified as carrying
a gene for one of the deficiencies, additional children may be
screened and, in some cases, reared as girls, with testicular removal
prior to puberty to prevent virilization. In other cases, they might be
reared as boys with virilization anticipated at puberty.

Postnatal androgen deficiency. One cause of early postnatal andro-
gen deficiency is IHH, which is caused by low levels of pituitary hor-
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mones or their hypothalamic releasing factors, and thus insufficient
stimulation of androgen production by the gonads (Grumbach and
Styne, 1992). Although the disorder can occur after puberty, it can
also occur congenitally (Whitcomb and Crowley, 1993). Males with
the congenital form of IHH usually are born with normal-appearing
external genitalia (apparently because maternal gonadotropins have
stimulated their testes to produce androgen prenatally) (Hier and
Crowley, 1982), and this suggests that their prenatal androgen levels
are not markedly deficient. At birth and thereafter, however, testicu-
lar hormone levels would be lower than normal.

A second cause of early hormonal deficiency in males is congen-
ital bilateral anorchia, sometimes also called the vanishing testes syn-
drome (Wilson and Foster, 1985). In this syndrome, the child is born
without testes. Often penile development appears normal at birth,
suggesting that the testes were present earlier in development. It is
thought that trauma or vascular interruption, sometime prior to
birth, has caused the testes to disappear (Bernasconi et al., 1992).
Thus, individuals with congenital bilateral anorchia are deficient in
androgens at least from the time of birth and probably to some ex-
tent prenatally as well.

Turner Syndrome. Turner Syndrome is thought to result from a ran-
dom genetic error involving an absent or imperfect second sex chro-
mosome. In 50 to 60% of cases, there is one intact X chromosome,
and the second chromosome in the 23rd pair is absent. In other
cases, the second member of the pair is a mosaic X, involving mix-
tures of normal and abnormal cell lines, or is abnormal (White,
1994; Zinn et al., 1993). In the presence of these chromosomal ab-
normalities the ovaries develop initially but then regress, usually pre-
natally (Singh and Carr, 1966), impairing or eliminating their ability
to produce hormones. Despite the lack of the second X chromo-
some, and the hormonal products of the ovaries, development of the
external genitalia is feminine, consistent with expectations based on
research in other species, where ovaries are not needed for female-
typical genital development. Occasionally, the second member of the
23rd chromosome pair is an imperfect Y. In these cases, there may be
ambiguous genitalia caused by partially functioning, or temporarily
functioning, testes. This again corresponds with studies of other
mammals, where testicular hormones virilize the external genitalia
prenatally. Turner Syndrome is universally accompanied by short
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stature, and over 90% of affected females suffer primary gonadal fail-
ure and infertility. Other consequences include skeletal growth dis-
turbances, cardiovascular and renal abnormalities, and otitis media,
although these occur with less regularity (Lippe, 1991).

In addition to these genetic syndromes involving hormonal ab-
normalities during early development, other situations, not involving
genetic disorders, have shed light on the role of hormones in human
development. These include situations where pregnant women have
been treated with hormones during pregnancy, where XY individuals
who had normally functioning testes prenatally and normal hor-
mone sensitivity have been assigned and reared as girls, and where
normal variability in hormones between individuals has been as-
sessed during development and related to subsequent psychological
functioning.

Treatment with hormones during pregnancy. Pregnant women have
been prescribed a number of different hormones, usually estrogens
or progestins in natural or synthetic formulations, that influence sex-
ual development of the fetus. The most widely used of these hor-
mones was a synthetic estrogen, diethylstilbestrol (DES), that was
prescribed to millions of pregnant women in the United States be-
tween the late 1940s and the early 1970s (Heinonen, 1973; Noller
and Fish, 1974). It also was used widely in Europe. Prescription of
DES during pregnancy was originally based on the mistaken notion
that it could guard against miscarriage (Smith, 1948). However, dou-
ble-blind, placebo-controlled studies demonstrated that it was inef-
fective for this purpose and, if anything, increased the risk of miscar-
riage (Dieckmann et al., 1953). It also became apparent in the 1970s
that DES altered urogenital development and increased the risk of
vaginal and cervical adenocarcinoma (Herbst et al., 1971; Herbst et
al., 1981).

Dosage and duration of DES exposure varied from individual to
individual, depending on the practices of the treating physician and
the situation. A common regime for women with a history of miscar-
riage was daily treatment from week 8 of gestation until near the end
of term, beginning at 25 mg per day and increasing to 250 mg per
day. Other women were prescribed DES following incidents sugges-
tive of pregnancy risk, such as bleeding or a serious fall. In these
cases, exposure could be as brief as 1 week or a single day. Other es-
trogens, including estradiol, also were prescribed to pregnant women
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for similar purposes, although this was less common. DES is of par-
ticular interest, not only because it was widely used, but also because,
as a nonsteroidal estrogen, it is less likely than estradiol to be inacti-
vated by protective mechanisms (such as placental metabolism), and
more likely to reach the brain in a biologically active form (Slikker et
al., 1982).

Not only estrogen, but also progesterone and synthetic proges-
tins, have been prescribed during pregnancy, sometimes alone and
sometimes in combination with DES or another estrogen. The pur-
pose, again, was the mistaken belief that the treatment would help
maintain difficult pregnancies. Natural progesterone acts as an an-
tiandrogen. Some synthetic progestins also are antiandrogenic, but
some have the opposite effect, stimulating androgen receptors. Fe-
males exposed to these androgenic progestins can be born with am-
biguous (virilized) external genitalia, just like those exposed to an-
drogen itself. An example of an androgenic progestin that is known
to cause genital virilization is 19-nor-17 alpha-ethynyltestosterone
(19-NET). An example of a progestin that acts as an anti-androgen is
medroxyprogesterone acetate (MPA).

Gonadally intact males reared as females. Male infants with severely
underdeveloped external genitalia have sometimes been assigned
and reared as girls, based on the reasoning that it would be difficult
or impossible for them to function as males without an adequate pe-
nis. As mentioned in the section on genetic causes of ambiguous
genitalia, impaired virilization of the external genitalia can result
from a prenatal androgen deficiency, or a receptor deficiency, such
as occurs in PAIS. In some other cases, development of the external
genitalia is abnormal, despite normal testicular function and sensi-
tivity prenatally (e.g., cloacal exstrophy and penile agenesis), and in
still others, damage occurs to the penis of an otherwise normal male
after birth (e.g., ablatio penis).

Cloacal exstrophy is a severe defect of the ventral abdominal
wall (Groner and Zeigler, 1996; Hurwitz and Manzoni, 1997) and in-
volves abnormalities and insufficiencies in the urinary and bowel sys-
tem. The cause of these problems is unknown, and they were gener-
ally fatal prior to 1960. Since then, surgical advances have allowed
many infants with cloacal exstrophy to survive. Most of those with the
syndrome are XY and have histologically normal testes. However, the
penis is usually absent or bifid (i.e., separated into two incomplete
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structures). Also, regardless of the location of the penis, it is typically
small and poorly formed. XX individuals with cloacal exstrophy also
experience genital malformations, and children of both sexes are
typically surgically feminized, including testicular removal for XY in-
fants, and reared as girls (Hurwitz and Manzoni, 1997).

In penile agenesis, XY individuals are born without a penis, de-
spite the presence of a normal scrotum and functioning testes (Kess-
ler and McLaughlin, 1973; Richart and Benirschke, 1960). This con-
dition is also accompanied by abnormalities in the urinary and
gastrointestinal tracts (Farah and Reno, 1972; Kirshbaum, 1950),
and mortality is high. Those who survive, like XY individuals with
cloacal exstrophy, are often surgically feminized and reared as girls.
Very occasionally, normal male infants suffer severe damage or com-
plete ablation of the penis, for instance, because of accidents during
surgical procedures associated with circumcision or because of abuse
or accidents in the home. In some such cases, the male infant has
been surgically femininized and reassigned as female. In all three of
these situations (cloacal exstrophy, penile agenesis, and reassign-
ment following penile damage), XY individuals who have experi-
enced male-typical levels of testicular hormones prenatally have
been assigned and reared in the female sex.

Normal variability. A final source of information on the role of go-
nadal hormones in human development has come from studies re-
lating normal variability in the early hormone environment to subse-
quent psychological function and behavior. These studies have
measured hormones in pregnant women, hormones in amniotic
fluid, or hormones in blood from the umbilical cord at birth. Vari-
ability in hormones from one person to another is caused in part by
genetic factors (Harris et al., 1998; Sluyter et al., 2000). However, en-
vironmental factors, such as stress, experiences of success and fail-
ure, exposure to pesticides, ingestion of large amounts of soy prod-
ucts and drugs, including alcohol, tobacco, marijuana, and cocaine,
also influence hormone levels, and these could relate to differences
between individual women and fetuses as well.

In summary, physical outcomes (in terms of development of the
internal and external genitalia) in humans prenatally exposed to
atypical hormone environments correspond well to outcomes seen
following experimental manipulations of hormones in other mam-
mals. This suggests that the general principles established experi-
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mentally in other mammals, showing that gonadal hormones, partic-
ularly testicular hormones, direct sexual differentiation of the geni-
talia apply to human sexual differentiation as well. Subsequent chap-
ters will describe the influences of gonadal hormones on neural and
behavioral development in other mammals and investigate whether
hormones are similarly likely to influence human psychosexual de-
velopment by looking at behavioral and psychological outcomes in
individuals who developed in various hormone environments. This
will allow the relevance of animal models of hormonal influences on
neural and behavioral development to the human condition to be
determined. In addition, it will be relevant to clinical management
of individuals with intersex conditions, and, in particular, to the wis-
dom of current medical practice, in which XY individuals with de-
fects in the external genitalia often are assigned and reared as girls.
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differentiation of physical characteristics required for repro-
duction, particularly the external genitalia and internal repro-
ductive organs. Gonadal hormones also play an immense role in the
reproductive life of mammals by influencing sexual differentiation
of behavior. This has been studied most extensively in the laboratory
rat, but similar hormonal influences also characterize other mam-

Chapter 2 described how gonadal hormones influence sexual

mals, including nonhuman primates.

Activational and Organizational Effects of Hormones

The behavioral influences of gonadal steroids have been conceptual-
ized as being of two general types—activational and organizational
(Phoenix et al., 1959). Activational influences are temporary, waxing
and waning as hormone levels rise and fall, and occur largely in adult
animals. In contrast, organizational influences are permanent and
typically occur during critical periods of prenatal or neonatal devel-
opment. Although the absolute dichotomy between activational and
organizational influences of hormones has been questioned (Arnold
and Breedlove, 1985), the concepts of activation and organization
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provide useful descriptions of the great majority of gonadal hor-
monal influences, including influences on sexual behavior.

Hormonal activation of sexual behavior

Adult female rats show sexual interest and behavior following a spe-
cific sequence of changes in the ovarian hormones, estradiol and
progesterone (Boling and Blandau, 1939). This hormone-induced
situation, called estrus, occurs cyclically, every 4 to 5 days. In males,
there is no estrous cycle. Instead the testes produce large amounts of
androgens, including testosterone, from puberty on and these main-
tain sexual interest at roughly constant levels thereafter.

Female rats in estrus show hormone-induced proceptive behav-
iors (hopping, darting and ear wiggling), and male rats respond to
these invitations by mounting the female (see Fig. 3-1). She responds
in turn by arching her back and deflecting her tail, a posture (called
lordosis) that enables copulation. Like the proceptive behaviors, the
lordosis posture is induced by the estrogen and progesterone present
at estrus. After a series of mounts, male animals intromit (insert the
penis into the vagina) and ejaculate. Like mounting, intromission
and ejaculation are enabled by testicular hormones (Beach, 1944;
Davidson, 1969; Gorski, 1974).

Thus, the behaviors needed for successful reproductive interac-
tions in the rat are maintained by specific gonadal hormone milieus
in each sex. Evidence of this has come from experiments in which
hormones are removed and replaced in adult animals. In classic
studies of this kind, removal of the ovaries or of ovarian hormones
diminishes proceptive behaviors, as well as the receptive lordosis re-
sponse. Replacement of estradiol and progesterone, or in some cases
of estrogen alone, reinstates the behaviors. Similarly, removing the
testes, or testicular hormones, from male animals diminishes or abol-
ishes mounting, intromission, and ejaculation, and replacement of
the missing hormones restores them. The importance of hormones,
rather than the experimental procedures used to manipulate them
(e.g., surgery to remove the ovaries or testes, injections to replace
hormones), has been shown in studies using sham-operated animals
and animals injected with inactive substances (placebos). Only ani-
mals in which hormones are manipulated show changes in sexual be-
havior; those given sham surgeries or placebo injections do not.
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Figure 3-1. Sex-typical reproductive behavior in the rat. The female (white ani-
mal) is showing a lordosis posture (a female-typical behavior), which is induced
in adult females by estrogen and progesterone (or estrogen alone) and enables
successful copulation. The male (black-and-white, or hooded, animal) is mount-
ing the female (male-typical behavior). Mounting is stimulated in adult males by
androgen. The capabilities to show both the female-typical behavior (lordosis)
and the male-typical behavior (mounting) depend on the early hormone envi-
ronment. An XX (female) rat treated neonatally with testosterone will not be
able to show a lordosis response to estrogen and progesterone in adulthood, but
will show mounting in response to androgen. Similarly, a XY (male) animal
whose testicular hormones have been removed by castration at birth will show
lordosis when treated with estrogen and progesterone in adulthood, but its abil-
ity to respond to androgen with mounting will be impaired. (Photograph cour-
tesy of Roger Gorski.)

Hormonal organization of sexual behavior

Administration of ovarian hormones to male rats in adulthood typi-
cally will not produce feminine sexual behaviors, such as lordosis,
nor will administration of testicular hormones to adult females pro-
duce masculine sexual behaviors, such as mounting. This is because
the brains of male and female animals have been organized differ-
ently during early development to produce different behavioral po-
tentials. These behavioral potentials are determined by the hormone
milieu during critical periods of perinatal (prenatal and early neona-
tal) development.
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For instance, genetic female rats treated with testosterone on
the day of birth show high levels of mounting behavior when given
activating doses of testosterone in adulthood. Similarly, genetic male
rats deprived of testosterone by neonatal castration do not (for re-
view, see Goy and McEwen, 1980). In both cases, placebo injections
and sham surgeries are ineffective. Thus, both the hormone envi-
ronment during perinatal development and the hormone environ-
ment in adulthood influence sexual behavior.

Behavioral sex reversal

Gonadal hormones are so fundamental to sexual behaviors that the
behaviors can be “sex-reversed” with appropriate hormonal manipu-
lations. A genetic female rat treated during the appropriate perinatal
period with testosterone and given testosterone again in adulthood
will show the entire male-typical copulatory sequence of mounting,
intromission, and ejaculatory movements. In addition, it will be diffi-
cult or impossible to elicit the female-typical lordosis response from
her, even when estrogen and progesterone are provided in adult-
hood. Similarly, a genetic male from which the gonads are removed
at birth will show diminished or no masculine sexual behavior, even
if given testosterone to activate it, in adulthood. However, he will
show feminine sexual behaviors, such as lordosis, following estradiol
and progesterone administration in adulthood. The behavior of these
animals corresponds to their hormonal sex, not to their genetic sex.

Hormonal organization of adult hormone secretion

Experiments demonstrating these effects of hormones involve a clas-
sic paradigm in which hormones are manipulated early in life and
then again in adulthood. This is necessary because the same perina-
tal hormone treatments that organize behavior also organize the
neuroendocrine system in rodents. That is, they permanently alter
the neural mechanisms that regulate secretion of hormones by the
adult ovaries and testes.

As mentioned above, adult female rats normally show cyclic
changes in estrogen and progesterone (estrous cycles). These cyclic
changes are controlled by pituitary hormones that are in turn regu-
lated by cells in the hypothalamus (see Fig. 3-2). Female rodents
treated neonatally with testosterone do not show these cyclic changes,
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Figure 3-2. The Hypothalamic-pituitary-gonadal (HPG) axis. Hormones from
the hypothalamus stimulate the pituitary to release LH and FSH, which, in turn,
stimulate the testes and ovaries to produce hormones (androgens, estrogens,
and progesterone). Feedback mechanisms can regulate production of these hor-
mones in response to hormones from the testes, or from other sources, such as
the adrenal gland or the environment. In the case of CAH in males, it appears
that the high levels of androgen produced by the adrenal gland reduce testicular
testosterone production prenatally via this feedback mechanism. Similar reduc-
tion in females with CAH is not possible, because females do not have testes, and
the ovary does not produce appreciable amounts of testosterone prenatally.

because the neonatal hormone treatment permanently alters the fe-
male hypothalamus in such a way as to prevent them (Harris and
Levine, 1965). Female rats treated neonatally with testosterone do
not ovulate when adult, but instead are in a state of persistent estrus,
characterized by continuously high levels of estrogen. As a conse-
quence, behavioral differences between untreated females and those
treated with hormones during development cannot be attributed
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with confidence to the early hormone environment without control-
ling hormone levels in adulthood. So, definitive experiments involve
adult as well as developmental manipulations. Animals are treated
with hormones neonatally, have their gonads removed later in life
(usually as young adults), and are given steroid replacement to stan-
dardize the adult hormone milieu.

The feedback mechanisms shown in Fig. 3-2 are operational be-
fore birth as well as in the adult animal (Brown-Grant et al., 1975).
This could explain why genetic males with CAH do not necessarily
have elevated testosterone prenatally (Peng et al., 1979). The added
adrenal androgen could feed back on the brain and result in re-
duced androgen production from the testes.

Critical periods

Hormones exert organizational effects by altering basic processes of
neural differentiation. Therefore, brain development must be at a
certain stage for hormones to act as predicted. In other words, to ma-
nipulate sexual differentiation of a particular behavior, the hormone
must be administered when the neural system regulating that behav-
ior is at the appropriate stage of development. If the hormone is
present too early (before the targeted neural system is differentiat-
ing) or too late (after the neural system has completed differentia-
tion), it will not be effective. Thus, the hormone must be present
during a critical period to have its effect.

Critical periods for hormonal influences on sexual differentia-
tion have been documented through studies in which hormones are
manipulated at different times. For instance, male rats castrated on
postnatal days 1 or 5 (and thus deprived of testicular hormones from
this day on) show feminine sexual behavior when given estrogen and
progesterone in adulthood, but those castrated on postnatal day 10
or later do not (Grady and Phoenix, 1963). Thus, the critical period
for hormonal influences on feminine sexual behavior occurs prior to
day 10 of life. Subsequent studies, in which hormones were im-
planted directly in brain regions that control masculine and femi-
nine sexual behavior, found them to have maximal impact on femi-
nine sexual behavior on day 2 of life and on masculine sexual
behavior on day 5 (Christensen and Gorski, 1978). Thus, in the rat,
the critical period for feminine sexual behavior occurs somewhat
earlier than that for masculine sexual behavior. Similarly, in the rhe-
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sus monkey, critical periods for hormonal influences on different be-
haviors occur at somewhat different times during early development.
For instance, the critical period for androgenic influences on female-
typical grooming of other animals occurs earlier in gestation than
that for male-typical rough-and-tumble play (Goy et al., 1988).

Species differences

Studies documenting the organizational and activational effects of
gonadal hormones have usually involved rodents, particularly rats, as
experimental subjects. However, similar influences of hormones
have been seen in other species, including mice, hamsters, gerbils,
guinea pigs, ferrets, dogs, and sheep, as well as in nonhuman pri-
mates, such as marmoset and rhesus monkeys (Hines, 1982). Go-
nadal hormones have been found to have some behavioral influ-
ences in all species studied to date, although specific aspects of the
effects, such as the range of behaviors influenced, the time when
hormones are influential, or the specific hormones involved, can dif-
fer from species to species. One important difference between rats
and humans is the time when hormones are thought to have their
greatest influence on sexual differentiation. In rats, this occurs
neonatally, whereas in humans, the prenatal period is thought to be
of particular importance. This difference probably exists because,
compared to humans, rats are born at an earlier phase of develop-
ment, before, for instance, their eyes have opened.

There are other differences in hormonal influences on rodents
and primates, as well. As noted above, in rats, the estrous cycles that
characterize the normal adult female are abolished by perinatal ex-
posure to androgen. In contrast, human beings, as well as nonhu-
man primates, have been liberated to a great extent from this hor-
monal suppression of ovarian cycles. In the rhesus monkey, genetic
females, treated with androgen during development, maintain ovar-
ian cycles as adults, although these may be altered in subtle ways.
Similarly, women exposed to high levels of androgen during devel-
opment (e.g., because of the genetic disorder congenital adrenal hy-
perplasia) also generally maintain cyclicity (Mulaikal et al., 1987).
This lack of androgenic control of cyclicity does not imply a general
sparing of hormonal influence in these species. As will be described
in detail in subsequent chapters, some other effects of early andro-
gen exposure, which resemble those seen in rodents, have been seen
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in humans and in nonhuman primates. These species differences indi-
cate, however, that any particular hormonal influence seen in one
species cannot be assumed to be present in others, particularly humans.

Behaviors influenced by hormones

Although research establishing hormonal influences has focused
largely on behaviors involved directly in reproduction, such as
mounting and lordosis, hormones also influence other behaviors. In
the rat, these include aggression, activity levels, patterns of food in-
take and body weight regulation, scent marking, paw preferences, ju-
venile play behavior, odor and taste preferences, and certain types of
learning, including the learning of complex mazes (Collaer and
Hines, 1995; Goy and McEwen, 1980; Hines and Gorski, 1985). What
these behaviors have in common is that they show sex differences. In
fact, it appears that all behaviors that show sex differences are sus-
ceptible to some degree of gonadal hormone influence, at least in
the rat. It also is notable that some of the behaviors that show sex dif-
ferences and hormone sensitivity in the rat appear similar, at least su-
perficially, to behaviors that show sex differences in humans. This is
true, for instance, of aggression, paw preferences, juvenile play, and
maze learning. Additional details on how hormones influence these
behaviors in rodents will be included in subsequent chapters where
research investigating possible hormonal influences on superficially
similar behaviors in humans is discussed.

Estrogen and sexual differentiation of behavior

As for feminine physical development, hormones from the ovary do
not appear to play a major role in the development of feminine be-
havior. Rather, at least during early life, behavioral feminization ap-
pears to proceed essentially normally in the absence of either ovaries
or testes (for review, see Collaer and Hines, 1995). Female rats whose
ovaries are removed at birth develop the capacity for feminine sexual
behavior as adults (when activational doses of estrogen are provided)
and do not show masculine sexual behavior, even when given activat-
ing doses of testosterone. Similarly, treatment of genetic female ro-
dents, prenatally or neonatally, with hormones that prevent the ac-
tion of estrogen, the main hormonal product of the ovary, has little
or no influence on development. When changes are seen following
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prenatal estrogen deprivation, they usually involve a reduction in
male-typical characteristics (i.e., a movement toward increased,
rather than decreased, femininity) (Dohler et al., 1984b; Hines et al.,
1987), although some isolated aspects of feminine-typical behavior
also are sometimes reduced (see, e.g., Fitch and Denenberg, 1988;
Hines et al., 1987).

In fact, rather than feminizing, estrogen generally promotes
male-typical neural and behavioral differentiation when adminis-
tered prenatally or neonatally to genetic female rodents. Female rats,
hamsters, and guinea pigs treated during development with estrogen
(either estradiol or the synthetic estrogen DES) show enhanced
male-typical behavior, such as mounting, and reduced female-typical
behavior, such as lordosis, in adulthood (for reviews, see Collaer and
Hines, 1995; Goy and McEwen, 1980). Thus, the major behavioral ef-
fects of exposure to estrogen during development resemble those
produced by exposure to testosterone.

The role of estrogen in promoting male-typical behavioral de-
velopment contrasts with the situation for the external genitalia.
There, testosterone and dihydrotestosterone (DHT) (both of which
act through androgen receptors) have masculinizing effects, but es-
trogen (which acts through estrogen receptors) does not. Behavioral
masculinization following early exposure to estrogen was so surpris-
ing that it was originally called paradoxical. A hypothesis was formu-
lated (the estrogen hypothesis), however, that put the apparently
paradoxical effects into the context of normal male development.
According to the estrogen hypothesis, testosterone from the male go-
nads enters the brain where it is converted to estradiol through the
action of the enzyme, aromatase. The estradiol derived within the
brain from testicular hormones then acts through neural estrogen
receptors to produce masculine patterns of brain development and
behavior. Estrogen does not exert similar effects on development of
the external genitalia, because that aspect of masculine sexual differ-
entiation is controlled by androgen (testosterone and DHT) acting
through androgen receptors (see Fig. 3-3). In addition, although
much of male-typical development of the rodent brain is accom-
plished by estrogen derived from testosterone, there is also scope for
testosterone and DHT to contribute to male-typical brain develop-
ment, as well, by acting through androgen receptors. In the rat and
other rodents, however, these direct androgenic effects on the brain
seem to be relatively minor.
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Figure 3-3. Conversion of testosterone to other active substances. Testosterone is
converted to DHT by the enzyme 5areductase and to estradiol by the enzyme
aromatase. DHT is the primary hormone responsible for male-typical develop-
ment of the external genitalia, but plays only a minor role in male-typical devel-
opment of the brain, at least in the rat, and many other rodents. In contrast,
estradiol is the primary hormone responsible for male-typical development of
the brain and of behavior, again, at least in the rat and many other rodents, and
probably to a lesser extent in primates, including humans. (From Collaer and
Hines, 1995, copyright © 1995 by the American Psychological Association.
Reprinted by permission.)

Several lines of evidence, in addition to the masculinizing and
defeminizing consequences of early estrogen exposure in genetic fe-
male rodents, support the estrogen hypothesis, at least in the rat.
First, most of the neural regions that control sex-related behaviors
have dense concentrations of estrogen receptors, as well as the en-
zyme aromatase, needed to convert testosterone to estradiol. In ad-
dition, conversion of testosterone to estradiol has been shown to oc-
cur in these brain regions (Naftolin et al., 1975; Reddy et al., 1974;
Weisz and Gibbs, 1974). Second, and more convincingly, blocking
the conversion of androgen to estrogen, or blocking estrogen recep-
tors, during early development prevents male-typical behavioral dif-
ferentiation, even in the presence of high levels of testosterone
(Clemens and Gladue, 1978; Doughty et al., 1975; McEwen et al.,
1977). And third, genetic male rats with androgen receptor defects
(similar to complete androgen insensitivity syndrome in humans)
that render their cells incapable of responding to androgen, but not
estrogen, show brain masculinization (Gorski et al., 1980) and be-
havioral defeminization (Shapiro et al., 1980).

Because estrogen is elevated dramatically in the maternal system
during pregnancy, and this estrogen could be passed to developing
female and male fetuses, the estrogen hypothesis includes a protec-
tive mechanism (Arnold and Gorski, 1984; Goy and McEwen, 1980;
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MacLusky and Naftolin, 1981). In the rat, a substance called a-fetopro-
tein appears to sequester circulating estrogen and prevent it from en-
tering neurons and influencing development. Synthetic estrogens
such as DES are less likely to be bound by a-fetoprotein, and they
promote male-typical neural and behavioral development more ef-
fectively than do naturally occurring estrogens. This provides some
support for a-fetoprotein’s role as a protective factor. In primates, a-
fetoprotein does not bind estrogen, but the placenta rapidly metabo-
lizes estradiol to less active forms. DES is again less susceptible to this
protective mechanism than is estradiol (Slikker et al., 1982). Thus, in
primates, the placenta may protect the developing fetus from high
levels of maternal estrogen. However, we have far less information on
the effects of estrogen in primates than in rats.

There is only one published behavioral study of nonhuman pri-
mates exposed to estrogen perinatally. Its results suggest that the syn-
thetic estrogen DES has some masculinizing influences on behav-
ioral development, but that the influences are less extensive than
those of testosterone (Goy and Deputte, 1996). Female offspring of
rhesus monkeys treated with DES from day 40 of gestation until term
(about day 140) showed increased male-typical play (rough-and-tum-
ble behavior) compared to untreated females. Some aspects of their
mounting behavior were also masculinized, although others were
not. Similar outcomes were not seen following a shorter duration of
prenatal DES treatment (day 115 of gestation to term). In contrast,
similar long-term treatment with testosterone masculinizes all as-
pects of mounting behavior, and short-term treatment produces
some behavioral effects. Thus, in the rhesus, DES seems to have less
extensive masculinizing effects than testosterone. In regard to genet-
ically male rhesus monkeys, prenatal DES exposure, like prenatal
testosterone exposure, had no discernible behavioral effect.

Thus, there are species differences in the role played by andro-
gens versus estrogens in sexual differentiation. The range of behav-
iors influenced by prenatal DES exposure in rodents versus nonhu-
man primates appears to differ. In addition, guinea pigs differ from
rats in some consequences of early estrogen versus androgen expo-
sure. In guinea pigs, exposure to testosterone or to estrogen or to the
androgen, DHT, masculinizes and defeminizes sexual behavior (Al-
sum and Goy, 1974; Feder and Goy, 1983; Hines et al., 1987; Hines &
Goy, 1985). Thus, either metabolite of testosterone (estradiol or
DHT) appears capable of producing masculine-typical development.
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This contrasts with the situation in rats where exposure to estrogen
alone is far more effective than exposure to DHT alone. In rhesus
macaques, DHT or testosterone masculinize behavior (Goy, 1978;
1981), and, as noted above, estrogen appears to have some masculin-
izing influences as well. Thus, the role of different metabolites of
testosterone in promoting male-typical development varies from
species to species, and the impact of one metabolite (e.g., DHT)
does not rule out the impact of the other (e.g., estradiol), since ei-
ther can be effective on its own in some species.

Graded influences of hormones

Evidence that estrogen promotes masculine-typical neural and be-
havioral development indicates that estrogen is not exclusively a fe-
male hormone. In fact, no hormone can be thought of as exclusively
female or male. Androgens and estrogens are present to different de-
grees in both sexes. In addition, the amount of each hormone, the
enzymes and other factors that influence hormone activity, and the
numbers and locations of hormone receptors differ from sex to sex,
as well as from individual to individual. These differences may con-
tribute to individual differences in sex-typed behaviors within each
sex, as well as to differences between the sexes.

Indeed, hormonal influences on development are not all or
nothing; an animal does not remain the typical female until a hor-
monal threshold is crossed when it then becomes the typical male.
Instead, gradations of masculinization and feminization accompany
normal variability in hormone levels. For example, rats are born in
litters, typically containing 8 to 10 animals. The uterus of the rat is bi-
cornate (two-horned), and fetuses are located in two rows within the
uterus, one on either side of the cervix. The distribution of animals
in terms of sex is random, so that any female fetus may be adjacent to
zero, one, or two males (see Fig. 3—4). One study found that females
located between two males had more masculine-typical characteris-
tics than those located next to one male or no males (Clemens et al.,
1978). Mounting of estrous females (masculine behavior) was more
common in females who had been adjacent to two male co-fetuses
than in those who had been adjacent to one or none.

Subsequently, these findings were extended to take into account
the direction of blood flow within the uterine horns by comparing fe-
male animals located “downstream” from male littermates (i.e., in a
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Figure 3-—4. Effects of intrauterine position on sexual development in female ro-
dents. Rats and most other rodents are born in litters of several animals. The po-
sition of females relative to male littermates relates to the amount of male-typical
behavior they show. Broken arrows indicate the direction of blood flow in the
uterus, away from the cervix. Females, such as animal 2M, who are in a position
where they receive blood after it has been in contact with male littermates, show
more male-typical behavior as adults compared to those, such as animal OM, who
are not so positioned. (Redrawn with permission from R. L. Meisel and 1. L.
Ward.) Fetal female rats are masculinized by littermates located caudally in the
uterus. (Science, 213, 239-242, copyright, 1981.)

position to receive blood after it had been in contact with males) to
those located “upstream” (Meisel and Ward, 1981). In this study, re-
gardless of how many males were immediately adjacent, females lo-
cated “downstream” of male littermates showed more male-typical
behavior than those located “upstream” (see Fig. 3—4). These results
reinforce the conclusion that a bloodborn substance, probably a tes-
ticular hormone, increases male-typical behavior. Evidence support-
ing this conclusion also has come from studies of mice. Female mice
that develop near males have more testosterone in blood and amni-
otic fluid and show behavioral masculinization similar to that de-
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scribed for rats (vom Saal and Bronson, 1980). Effects of intrauterine
position on sexual behavior also have been described in guinea pigs
(Gandelman, 1986) and other rodents (Clark and Galef, Jr., 1998),
and intrauterine position has been reported to influence nonsexual
behaviors, including performance in spatial mazes (Williams and
Meck, 1991), rotational behavior (Glick and Shapiro, 1988), taste
aversions (Babine and Smotherman, 1984), aggression (Gandelman
etal., 1977), and activity level (Kinsley et al., 1986). For these nonre-
productive behaviors, as for sexual behaviors, females in a position to
receive hormones from male littermates show increased masculine-
typical behavior as adults.

Other sources of variability in the perinatal hormone environ-
ment may include stress, drugs, and environmental contaminants. In
rats, stress during pregnancy produces male offspring who show re-
duced male-typical behavior and increased female-typical behavior
(Ward, 1972; 1984). The types of stress that produce these outcomes
include physical restraint under bright lights, social crowding, and
conditioned emotional responses (Ward, 1984). Sexual behaviors, as
well as other behaviors that show sex differences, including rough-
and-tumble play, are demasculinized by prenatal stress (Ward, 1984;
Ward and Stehm, 1991). Fetuses removed from stressed animals
show a delay in the testosterone surge that usually occurs late in ges-
tation (Ward and Weisz, 1980; 1984; Ward, 1984). Thus, behavioral
changes may occur because the surge no longer occurs at the appro-
priate time (critical period).

Studies of the influences of prenatal stress on sexual differentia-
tion have focused largely on males. However, female offspring also
appear to be influenced. Prenatal stress impairs fertility and fecun-
dity in female rats (Herrenkohl, 1979), impairs female-typical copu-
latory behavior in female mice (Allen and Haggett, 1977), and in-
creases male-typical play and courtship behavior in female guinea
pigs (Sachser and Kaiser, 1996). These effects may occur because
stress increases androgen production from the adrenal gland. In-
creased testosterone has been reported in pregnant rats following
stress (Beckhardt and Ward, 1983) and in fetal mice whose pregnant
mothers have been stressed (vom Saal et al., 1990). Thus, the hor-
monal changes induced by stress during pregnancy are consistent
with the masculinization and defeminization seen in female off-
spring. The demasculinization and feminization seen in males is a
less obvious outcome of increased androgen, but, as noted above,
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may occur because the increase no longer occurs at the appropriate
time (Ward and Weisz, 1980; 1984; Ward, 1984).

Drugs, including alcohol, tobacco, and cocaine, also can influ-
ence hormone levels and may modify sexual differentiation (Cutler
et al., 1996; McGivern et al., 1993; McGivern et al., 1995). It also has
been suggested that certain compounds in the environment (e.g.,
some pesticides) can be passed to the fetus and influence sexual de-
velopment, perhaps by acting through estrogen receptors (Colborn
and Clement, 1992).

Models of Hormone Influences on Behavioral Development

Dimensions of sexuality

Popular conceptions of masculinity and femininity place them at op-
posite poles of a single dimension. That which is not masculine is
thought to be feminine, and that which is not feminine is thought to
be masculine. However, masculine and feminine are separate dimen-
sions, at least in regard to sexual behavior, and they can be influ-
enced independently by hormones. As mentioned before, in the rat,
there are different critical periods for hormonal influences on lor-
dosis (female-typical behavior) versus mounting (male-typical behav-
ior). The maximal influence on lordosis occurs on postnatal day 2,
whereas the maximal influence on mounting occurs on postnatal day
5 (Christensen and Gorski, 1978). Therefore, removing testicular
hormones from a genetic male animal on postnatal day 3 can pro-
duce an animal that shows neither masculine nor feminine sexual
behavior (an asexual or undifferentiated animal), and adding hor-
mones to a genetic female on day 3 can produce an animal capable
of showing both masculine and feminine sexual responses (a bipo-
tential or bisexual animal).

Similarly, different doses of hormone can masculinize and not
defeminize sexual behavior and vice versa. Treatment of female
guinea pigs with a low dose of DES during development promotes
mounting behavior without influencing lordosis (Hines and Goy,
1985), thus masculinizing without defeminizing. Such animals, like
the XX rats treated with testosterone on day 3 of life, also are bipo-
tential in regard to sexual behavior, capable of responding like a typ-
ical female, as well as like a typical male. In contrast, higher doses of
DES masculinize and defeminize, producing genetic female animals
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Figure 3-5. The two-dimensional model of sexual differentiation. The early hor-
mone environment influences different characteristics separately and, there-
fore, influences sexual differentiation in a multi-dimensional space. The il-
lustrated model shows the two dimensions that have been studied most
thoroughly—the male-typical sexual behavior, mounting, and the female-typical
sexual behavior, lordosis. Hormone manipulations can masculinize (i.e., in-
crease mounting), without necessarily defeminizing (i.e., reducing lordosis), de-
pending, for instance, on the dose or timing of treatment. During normal sexual
differentiation, however, high levels of testicular hormones move animals to-
ward the lower right-hand corner of the graph (more mounting, less lordosis).
In contrast, lower levels of these hormones move the animal toward the upper
left-hand corner of the graph (more lordosis, less mounting). Typically, females
have some androgens, for example, from their adrenal glands, and so would not
be expected to reach the far upperleft-hand corner. In addition, abnormal as
well as normal variability in hormones can produce outcomes elsewhere in the
two-dimensional space (From Collaer and Hines, 1995, copyright © 1995 by the
American Psychological Association. Reprinted by permission.)

whose behavior resembles that of a typical male (Hines and Goy,
1985; Hines et al., 1987). Thus, in regard to sexual behavior, it is
clear that masculine and feminine form a two-dimensional space,
and factors like the timing and amount of hormone present during
development can determine where an animal is located within this
space (Fig. 3-5).

The idea that sexual differentiation of reproductive behavior oc-
curs within a two-dimensional space is widely accepted. However, sev-
eral different models could explain movement within the space.
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The classic model

The classic model of hormonal influences on behavior derives from
Jost’s studies of hormonal influences on sexual differentiation of the
external genitalia. According to this model, hormones from the
testes act on neural tissues to organize them during critical periods
of perinatal development in the direction of male-typical develop-
ment. In contrast, no hormonal stimulation is needed for feminine
development; it occurs in the absence of hormones from the testes.
Thus, this model is also a “passive feminization” model, in that no ac-
tive hormonal stimulation is needed during early development to es-
tablish the neural potential for female-typical behavior. In regard to
masculine and feminine reproductive behavior, sexual differentia-
tion occurs in the two-dimensional space defined by the indepen-
dent dimensions of masculine and feminine. Depending on factors
such as the amount and timing of hormone exposure, an animal can
be: (I) masculine and not feminine (typically male); (2) masculine
and feminine (bisexual or bipotential); (3) feminine and not mascu-
line (typically female); or (4) not masculine and not feminine (asex-
ual or undifferentiated) (see Fig. 3-5).

Active feminization

In contrast to the classic model, which suggests that feminization is a
passive process, there is some evidence that ovarian hormones are
needed for female-typical development of some characteristics (see,
e.g., Fitch and Denenberg, 1988, and associated commentary). Evi-
dence supporting active feminization is currently limited, and incon-
clusive for most behaviors. This is partly because studies attempting
to establish active feminization in rodents have not used the classic
procedure, in which animals are treated with hormones early in de-
velopment and then have their gonads removed and hormones re-
placed in adulthood. Without this approach, particularly in rodents,
in whom early hormone treatments permanently alter the hormone
environment in adulthood, it is difficult to separate organizational
and activational influences of hormones.

A second problem has been a confusion between some move-
ment toward male-typical outcomes, as is typically seen in females,
because their adrenal androgens and ovarian hormones produce
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partial masculinization, versus true feminization, which involves an
increase in a female-typical characteristic (sce, e.g., Hines, 1998;
Hines, 2002). A third caution in accepting active feminization as a
primary mechanism of sexual differentiation is simply the relatively
small number of studies that have been conducted from this per-
spective. Fewer than twenty studies have found evidence supporting
an active feminization model of sexual differentiation, compared
with thousands of studies that have found evidence supporting the
classic model. Nevertheless, it is possible that complete feminization
or demasculinization could involve ovarian hormones (active femi-
nization) as well as the more familiar mechanisms of sexual differen-
tiation encompassed by the classic model. For example, as will be dis-
cussed more extensively in subsequent chapters, there is some
evidence that sexual differentiation of the cerebral cortex and of
cognition may undergo active feminization by ovarian hormones,
whereas sexual differentiation of most other charactistics does not.

Gradient models

A modification of the classic model of sexual differentiation has
been proposed to incorporate the graded influences of hormones
(Collaer and Hines, 1995). This gradient model, like the classic
model, views differentiation of masculine and feminine sexual be-
havior in a two-dimensional space. However, it differs in that small
amounts of hormone can move an animal in increments along the
dimensions (see Fig. 3-5). Thus, the gradient model incorporates ev-
idence that hormones contribute to behavioral differences within
each sex, as well as to differences between the sexes. Of course, in
those cases where the active feminization model applies, it might also
be conceptualized as a gradient model, with the amount of ovarian
hormones present determining the degree of development toward a
female phenotype.

A multidimensional model

The models described above are based largely on studies of mascu-
line and feminine sexual behavior (mounting and lordosis), but
could be expanded to include dimensions for other behaviors that
show sex differences. Thus, the two-dimensional space in which be-
havioral sexual differentiation is currently conceptualized (see Fig.
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3-5) could be extended by adding a dimension for each characteris-
tic that shows a sex difference. Individual dimensions would be
needed not only for masculine and feminine sexual behaviors, but
also for behaviors such as aggression, juvenile play, paw preferences,
activity levels, feeding, body weight regulation, taste aversions, maze-
learning, and any other behavior that shows a sex difference. Within
this multidimensional space, each dimension could be conceptual-
ized as a gradient, with individual variations in hormone levels, or in
their ability to act (as determined, for example, by receptor numbers
or sensitivity, enzymes needed to produce active metabolites, or the
time when the hormones, enzymes, receptors, etc. are present), pro-
ducing variability in regard to the behavior in question. Thus, a com-
plete model of sexual differentiation, even in the rat, would include
many dimensions conceptualized as gradients, with movement along
each gradient determined by local events in brain regions underly-
ing that specific dimension.

Like the dimensions of masculine and feminine sexual behavior,
it is anticipated that other dimensions relating to behavioral sex could
be influenced independently of one another, for example, by altering
the timing, amount, or type of hormone administered. In addition,
movement along some dimensions might conform to the gradient
version of the classic model, whereas movement along others might
conform to the gradient version of the active feminization model.
Similarly, movement along some dimensions might result from testos-
terone acting through androgen receptors, whereas movement along
others might result from estrogen, derived largely from testosterone,
but acting through estrogen receptors. Movement along each dimen-
sion might also be expected to occur when the neural regions des-
tined to control the behavior are at the appropriate developmental
stages (critical periods), and these could be expected to differ for dif-
ferent dimensions.

Thus, knowing an individual’s position on one dimension of the
sexual differentiation matrix would not allow precise specification of
his or her position on others. Conceptualizing sexual differentiation
of behavior in such a multidimensional space greatly increases com-
plexity, but should also provide a more accurate model. The exis-
tence of unique mechanisms underlying different aspects of sexual
differentiation is not without precedent. In the realm of physical sex-
ual differentiation, different specific mechanisms operate in differ-
ent tissues (see Chapter 2). To review one example, the external gen-
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italia arise from identical precursor tissues in males and females, and
DHT, derived from testosterone, causes development in a masculine
direction, while its absence causes development in a feminine direc-
tion. In contrast, both males and females originally have two sets of
internal reproductive structures (Wolffian ducts and Miillerian
ducts), and Muillerian Inhibiting Factor (not testosterone or prod-
ucts produced from it) causes regression of the Millerian ducts,
while androgen stimulates Wolffian duct development. In the absence
of the Millerian Inhibiting Factor, the Mullerian ducts persist. Thus,
the mechanisms involved in differentiation of the internal versus ex-
ternal genitalia differ in two important ways. First, in whether they de-
velop from a single initial structure or two different initial structures;
and second, in the specific testicular secretions that direct their devel-
opment. Similarly, different sexually differentiated behavioral charac-
teristics are likely to arise via somewhat different mechanisms.



..............................

he existence of sex differences in behavior implies the existence
Tof sex differences in the brain because the brain provides the

basis for all behavior. Similarly, the influences of hormones on
behavior suggest that gonadal hormones influence the brain. In par-
ticular, evidence that prenatal or neonatal manipulations of testos-
terone produce behavioral changes that cannot be reversed by hor-
mone treatment in adulthood suggests that the prenatal hormone
milieu has permanently altered the animals’ behavior by altering
basic processes involved in brain development. Those who first de-
scribed the organizational influences of testosterone on sexual differ-
entiation of behavior did not, of course, know whether these influ-
ences were caused by changes in brain structure, similar to the
hormone-induced changes in genital development. Although they
were interested in this possibility, they were reluctant to assume any-
thing so dramatic. Instead, they speculated that

The nature of the modifications produced by prenatally admin-
istered testosterone propionate on the tissues mediating mating
behavior and on the genital tract is challenging. Embryologists
interested in the latter have looked for a structural retardation
of the Mullerian duct derivatives culminating in their absence,
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except perhaps for vestigial structures found in any normal
male. Neurologists or psychologists interested in the effects of
the androgen on neural tissues would hardly think of alterations
so drastic. Instead, a more subtle change reflected in function
rather than in visible structure would be presumed. (Phoenix et

al., 1959, p. 381)

Thus, Phoenix and colleagues (1959) were not so bold as to an-
ticipate that the organizational effects of hormones would involve “vis-
ible structure,” assuming instead that they would be more subtle. They
were not alone. Indeed, for many years, some contended that the be-
havioral changes seen following early hormone treatments need not
imply any brain changes whatsoever. In rodents and nonhuman pri-
mates, as in humans, perinatal treatment with testosterone influences
not only behavior, but also the genitalia. Genital alterations can be so
dramatic that testosterone-treated females resemble normal males in
penile and scrotal appearance, leading to suggestions that changes in
genital anatomy could themselves produce behavioral changes. For ex-
ample, Beach (1971) suggested that androgenized female rats show
male sexual behavior, because androgen gives them the needed physi-
cal equipment, that is, a penis. However, this argument proved wrong
as hormones could also masculinize reproductive behavior without
masculinizing the external genitalia. This occurs, for instance, in ro-
dents following perinatal exposure to the synthetic estrogen DES
(Hines and Goy, 1985; Hines et al., 1987; Levine and Mullins, 1964)
and in female rhesus monkeys exposed to testosterone during late ges-
tation only (Goy et al., 1988). In both cases, masculinization of sexual
behavior occurs without virilization of the external genitalia.

Sex Differences in Brain Structure

At the same time, others were looking for brain structures that could
provide the neural basis for hormone-induced behavioral changes.
One step in this process was mapping brain regions that were able to
respond to gonadal hormones by virtue of having receptors for them
during early development. These regions proved to be remarkably sim-
ilar across a wide range of mammalian species, from rats to rhesus mon-
keys. In most species, dense concentrations of receptors were found in
the preoptic area (POA) (also called the anterior hypothalamic preop-
tic area [AH/POA], particularly in the human brain), the bed nucleus



Sex and the Animal Brain 67

Figure 4-1. The distribution of estrogen receptors in the neonatal rat brain,
viewed in coronal sections. (Black dots on the right side of the figure indicate
areas that have dense concentrations of receptors.) These include the medial
and cortical amygdaloid nuclei (MA, CA), the medial preoptic area (MPOA),
the arcunate nucleus (AR), the ventral premammilary nucleus (PV), the ventro-
medial nucleus of the hypothalamus (HVM), and the bed nucleus of the stria
terminalis (BNST). Distributions of androgen receptors at the same time are
similar, as are distributions of both androgen and estrogen receptors in other
mammals, including primates. AC: Anterior commissure. PAG: Periaqueductal
Gray. (Drawing by Greta Mathews for the author.)

of the stria terminalis (BNST), the medial and central nuclei of the
amygdala, the ventromedial nucleus of the hypothalamus, and the ar-
cuate nucleus (Pfaff and Keiner, 1973) (see Fig. 4-1). More recently, re-
ceptors for gonadal steroids have been found in the cerebral cortex as
well, and again the receptors have been noted in rodents as well as pri-
mates (Sheridan, 1979; Sholl and Kim, 1990; Shughrue et al., 1990).

Sex differences in neural ultrastructure

Once steroid responsive regions were identified, high-powered mi-
croscopes were focused on their ultrastructure to search for subtle
differences between males and females that could underlie the orga-
nizational influences of hormones. Both the POA and BNST are
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dense with steroid receptors, and both have been related to sex-
linked functions, including male sexual behavior, female sexual be-
havior, aggression, regulation of gonadotropins, chemoinvestigation,
and maternal behavior (Emery and Sachs, 1976; Jacobson et al., 1980;
Kawakami and Kimura, 1974; Powers et al.,, 1987; Robinson and
Mishkin, 1996; Shaikh et al., 1986; Wiegand and Terasawa, 1982).

Therefore, a region of the rodent brain bordering the POA and
the BNST was viewed as a logical target in the search for sex differ-
ences, and in 1971, Raisman and Field reported sex- and hormone-
related differences in the types of synapses in this area (Raisman and
Field, 1971). In addition, manipulating the early hormone environ-
ment altered the number of these synapses. Males castrated at birth
resembled females, and females treated with androgen neonatally re-
sembled males. Similar hormone treatments conducted later in life
did not produce the same effect, thus suggesting that the early hor-
mone environment determined this neural sex difference. This dis-
covery revolutionized thought regarding the neural mechanisms in-
volved in sexual differentiation of the brain. There was now growing
confidence that the parts of the brain that determined sexual behav-
ior could be identified, that at least some of the neural sex differ-
ences underlying behavioral sex differences were structural, and that
the neural sex differences and the mechanisms involved in their de-
velopment could be studied directly.

Within a few years, additional sex differences were reported in
the microscopic structure of the brain in hamsters and rhesus mon-
keys, where the location and length of dendrites in the POA were
found to differ for males and females (Greenough et al., 1977). In
male hamsters, dendrites were concentrated largely in the center of
the field, whereas in females, they were concentrated at the periph-
ery, suggesting different patterns of input from other neural regions.
In a comparable region of the rhesus monkey brain, males had 20%
more dendritic branches, more total dendritic length, and more
spine synapses than females. In both species, the sex differences
were independent of the adult hormone environment, suggesting
they were caused by the hormone environment during early life.

Volumetric sex differences in the brain

Based on the observation of sex differences in ultrastructure, some
contemplated even more dramatic sex differences in brain structure.
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Nottebohm and Arnold (1976) reasoned that brain regions that reg-
ulate behaviors with large sex differences might show particularly
dramatic structural sex differences. So they examined regions of the
brain needed for song production in canaries and zebra finches,
species where song is used to attract a mate, and only males sing. In
previous studies, several brain regions essential for song had been
identified in these birds, and they were found to be several times
larger in the singing sex than in the silent sex. In fact, one of the re-
gions, called area X, could not be found in the female zebra finch at
all (Nottebohm and Arnold, 1976) (see Fig. 4-2). A subsequent
study compared the same nuclei in the brains of male and female
birds of a species where both sexes sing and found no sex differences
(Brenowitz and Arnold, 1986). Thus, the neural sex difference ap-
pears to relate to the behavioral sex difference.

Song is not an element of reproductive success in mammals, and
the neural regions found to show sex differences in songbirds do not
exist in the mammalian brain. However, other similarly dramatic sex
differences have been described. The first was reported in the POA,
which, as mentioned above, contains dense concentrations of recep-
tors for gonadal steroids and plays a role in the regulation of several
behaviors related to reproductive success. A darkly staining subre-
gion of the POA was found to be several times larger in male than in
female rats (Gorski et al., 1978). The sex difference was so large that
it could be seen in stained brain sections with the naked eye. To dis-
tinguish this sexually dimorphic neural region from other regions
that might also be found to show sex differences, it was called the
sexually dimorphic nucleus of the preoptic area (SDN-POA). Like
the sex differences observed in neural ultrastructure in other mam-
mals, the SDN-POA was sensitive to hormone manipulations during
perinatal development, but not to manipulations later in life, sug-
gesting that it resulted from early, organizational influences of testic-
ular hormones (see Fig. 4-3).

Since these original reports, similar sex ditferences have been
described in the POA of other species, including gerbils, ferrets,
guinea pigs, rhesus monkeys and human beings (Allen et al., 1989;
Byne, 1998; Commins and Yahr, 1984; Hines et al., 1985; Tobet et al.,
1986). In addition, dramatic volumetric sex differences have been de-
scribed in other regions of the rodent brain, including the encapsu-
lated region of the BNST (Hines et al., 1992; Hines et al., 1985), the
posterodorsal region of the medial amygdala (Hines et al., 1992), the



Figure 4-2. Sex differences in the brain of a songbird—the zebra finch. Nuclei
involved in song production are larger in male birds (left) than in female birds
(right). The areas labeled MAN (top), HVC (middle) and RA (bottom) are
larger in the male than the female. Area X (top), though clearly present in the
male, cannot be seen in the female. (Photographs courtesy of Arthur Arnold.)
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Figure 4-3. The SDN-POA and the influences of androgen (testosterone) and es-
trogen (DES) on its development. Top: Coronal brain sections from a male
(left) and female (right) rat. Note that the darkly staining nucleus, labeled SDN-
POA, is several times larger in the male than the female. Middle: Brain sections
from two female rats, one (right) treated during early development with testos-
terone, producing an SDN-POA that is as large as that of a normal male. Bottom:
Brain sections from two female rats, one (right) treated with the synthetic estro-
gen, DES, during early development. The SDN-POA of the DES treated animal,
like that of the testosterone-treated animal, is as large as that of a normal male.
AC: Anterior Commissure. OC: Optic Chiasm. SCN: Suprachrasmatic nucleus.
V: Third ventricle. (Photographs courtesy of Roger Gorski.)
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anteroventral paraventricular (AVPV) region of the POA (Murakami
and Arai, 1989), the medial anterior region of the bed nucleus of the
stria terminalis (McCarthy et al., 1993), and the parastrial nucleus
(del Abril et al., 1990). Some of these regions, such as the AVPV and
the parastrial nucleus, are larger in females than in males, whereas
others are larger in males than in females. Regardless of the direction
of the difference, however, they appear to be determined by hor-
mone levels near the time of birth. For those regions that are larger in
females, testicular hormones reduce the size of the nucleus, whereas
for those that are larger in males, they increase it (del Abril et al,,
1987; del Abril et al., 1990; De Vries and Simerly, 2002; McCarthy et
al., 1993; Murakami and Arai, 1989). Thus, the same hormones can
promote neural growth or inhibit it, depending on the site of action.

The precise behavioral relevance of the specific sex differences
that have been identified in the mammalian brain remain unknown.
In general, the larger regions in which the sex differences have been
noted are involved in behaviors that show sex differences, including
male and female sexual behavior, aggression, maternal behavior,
scent marking, and rough-and-tumble play (for reviews, see Allen et
al., 1989; Beatty, 1984; Goy and McEwen, 1980; Kaada, 1972; Yahr
and Commins, 1982). The specific roles (if any) of the subregions
that show the most dramatic morphological sex differences remains
largely undetermined, however, in large part because it is very diffi-
cult to lesion or stimulate these relatively small subregions in a selec-
tive manner (i.e., without affecting the larger region). Thus, most of
the research focusing on these neural sex differences has attempted
to identify the mechanisms underlying the influences of gonadal
hormones on neural development, rather than their precise func-
tional implications.

Mechanisms of Hormone Action

Hormones are known to influence the cells on which they act in at
least four ways. They can enhance the growth of neuronal processes,
such as dendrites and axons; they can rescue neurons from pro-
grammed cell death; they can cause cell death; and they can deter-
mine which neurotransmitters are used by cells. For instance, adding
estrogen to cultures of cells from the newborn rodent preoptic area
produces dramatic outgrowth of neuronal processes (rudimentary
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axons and dendrites) (see Fig. 4-4), and this outgrowth is limited to
areas of the cultures that contain cells with estrogen receptors
(Toran-Allerand, 1991). In regard to preventing cell death, male and
female rodents appear to have similar numbers of cells in the SDN-
POA early in development, but more are lost in females than in
males during late prenatal and early postnatal life. In addition, treat-
ing developing females with androgen during this period prevents
the loss of cells (Dodson and Gorski, 1993; Dodson et al., 1988).
Females also have more dying (apoptotic) cells in the SDN-POA
during the neonatal period of sexual differentiation than do males
or testosterone-treated females, suggesting that the greater cell loss
results from a lack of sufficient testosterone to prevent these cells
from dying (Davis et al., 1996). In a neural region that is larger in fe-
males than in males (the AVPV), testosterone or estrogen produced
from it appears to have the opposite effect—increasing cell death.
Treating newborn female rats with either hormone reduces cell
numbers and increases apoptosis (Arai et al., 1994; Arai et al., 1996;
Sumida et al., 1993). In this case, the hormone appears to cause cell
death. Finally, hormones can influence the type of neurotransmitter
used by neurons. The best evidence of this effect involves vaso-
pressinergic cells in the BNST and the medial amygdala, where
testosterone treatment during early development appears to increase
the number of neurons that express the neurotransmitter, vasopressin,
in adulthood (De Vries and Simerly, 2002; Han and De Vries, 1999).
When structural sex differences in the male and female brain
were first described, they were widely assumed to result from organi-
zational influences of hormones and to be useful as a means of in-
vestigating the mechanisms involved in these permanent influences.
It now appears, however, that both organizational and activational ef-
fects of hormones can have a structural basis. Because concepts in
this area of research are changing, it is useful to provide some history
and some of the findings that have led to these conceptual changes.
Organizational effects of hormones were once thought to be
permanent or irreversible because hormones directed basic pro-
cesses of brain development that could not be changed subsequently
(Arnold and Gorski, 1984). Effects on the survival of neurons in the
SDN-POA were seen as evidence of this type of effect, since neurons,
once dead, were thought to be irreplacable. Similar hormonal influ-
ences on cell death were observed in spinal cord motoneurons in-
nervating penile muscles. Androgen from the male testes rescued
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these neurons from programmed cell death, and throughout the
lifespan of the male animal, these neurons enabled the penis to func-
tion adequately for reproduction.

In contrast, activational influences of hormones were thought to
involve more transient processes, such as the binding of hormones to
steroid receptors on cells. Subsequently, however, some activational
influences of hormones were found to involve anatomical changes.
One example is the growth of dendrites in the brains of songbirds
during the mating season. These anatomical changes were, however,
short term. The dendrites regressed when hormones levels fell at the
end of the season (DeVoogd and Nottebohm, 1981; Nottebohm et
al.,, 1981). The increased dendritic growth presumably permitted the
learning of complex mating songs and thus helped the male to at-
tract mates. When the season was over, the dendrites were no longer
needed, thus they regressed. More recent observations, however, indi-
cate that the relationships between testosterone, dendritic volume,
and song are not always consistent (Ball et al., 2002). In addition,
singing can produce neural changes and it has been suggested that at
least some of the neural growth accompanying the rise in testosterone
may result from singing behavior, as well as cause it (Ball et al., 2002).

It is now recognized that not only dendritic growth, but also the
birth of new neurons can occur in the adult mammalian brain. Neu-
rogenesis was first reported in the adult mammal in the hippocampal
formation (Altman, 1962; Altman and Das, 1965), but has since been
demonstrated in the olfactory bulb and neocortex as well (Tanapat
et al., 2002). The generation of neurons is influenced by environ-
mental enrichment (e.g., larger cages with more cagemates and ob-
jects, such as toys, tunnels and running wheels) (Kempermann et al.,
1997; Kempermann et al., 1998), as well as by hormones, and, under
some conditions, thousands of new cells may be produced each day
in the hippocampus of both rodents and primates (Tanapat et al,,
2002). The new cells in all these regions are thought to derive from

Figure 4-4. Influence of estrogen on neurite outgrowth in explants from the hy-
pothalamus of the neonatal mouse. In cell cultures, the addition or deletion of
estrogen influences the growth of axons and dendrites. a: A control explant cul-
tured in a medium containing some estrogen. b: An explant cultured in the
same medium with the addition of estrogen. The growth is enhanced. ¢: A con-
trol explant cultured in a medium containing some estrogen. d: An explant cul-
tured in the same medium with antibodies to estradiol added. The growth is re-
duced. (Photographs courtesy of C. Dominique Toran-Allerand.)
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secondary germinal matrix zones that continue to proliferate after
cell production in primary germinal matrix zones has stopped
(Tanapat et al., 2002). These secondary zones gives rise to small
groups of undifferentiated precursor cells that can produce both
neurons and glia. These processes have been observed in the cortical
regions of the brain. As yet, there is no evidence that new neurons
are being born in response to activating doses of hormones in the hy-
pothalamus, but this possibility has not yet been investigated system-
atically. Undifferentiated precursor cells are thought to be found
throughout the neuroaxis, including regions that do not contain a
secondary matrix and where neurogenesis has not been reported
(Tanapat et al., 2002), allowing the theoretical possibility of new neu-
rons in adulthood in any brain region.

The striking anatomical changes that can underlie either organi-
zational or activational hormone effects has come as a surprise. As
noted at the beginning of this chapter, both were originally antici-
pated to be more subtle, not involving “visible structure” (Phoenix
et al., 1959, p. 381). However, although both can involve structural
changes, organizational and activational effects still differ in their
permanence. In addition, organizational effects, because they are
permanent, appear more likely than activational influences to involve
dramatic structural alterations. Dramatic changes in brain structure
are expensive in terms of energetic costs to the organism and might
be assumed to be less likely to occur, if needed only briefly.

Sex differences in the cerebral cortex

Sex differences have also been described in the cerebral cortex of
the rat. These include differences in the corpus callosum, which is
the main fiber tract connecting the two cerebral hemispheres, as well
as differences in the asymmetry of the hemispheres.

The corpus callosum. Male rats have been reported to have greater
callosal area than females (Berrebi et al., 1988). Like many sex dif-
ferences elsewhere in the brain, this difference is influenced by tes-
ticular hormones during development. Female rats treated during
early life with testosterone develop callosa similar to those of males
(Fitch et al., 1990), and males treated with antiandrogen and go-
nadectomized neonatally develop callosa similar to females (Fitch et
al., 1991). The critical period for these influences begins prenatally
and ends sometime between days 4 and 8 postnatally. These effects
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are similar to those in subcortical regions, such as the POA, in that
exposure to androgen during early development promotes a more
masculine-typical callosum.

However, in contrast to subcortical regions of the brain, ovarian
hormones also have been suggested to influence the sex difference
in the callosum (reviewed in Fitch and Denenberg, 1988). Ovarian
removal on day 8, 12, or 16 postnatally produces a larger callosum in
adulthood, and ovariectomy on day 12, followed by an estradiol im-
plant on day 25, produces a smaller callosum. The precise time when
ovariectomy is crucial is not known, but ovariectomy on postnatal day
78 is without effect, at least by day 110 (i.e., 32 days later). This could
be interpreted to suggest that the effect of ovarian hormones is orga-
nizational and occurs during a critical period that begins by day 8
and ends sometime between days 25 and 78 postnatal. Alternatively,
the effect could be activational. Ovariectomy on postnatal day 12
does not produce a discernible effect by day 30 or 55, although it
does by day 90. Thus, the effect appears to require at least 43 days of
hormone deprivation and perhaps as long as 78 days to become evi-
dent. Therefore, ovarian removal on day 78 may have no apparent
influence on day 110 because insufficient time has elapsed for the ac-
tivational effect to appear, or because day 78 is beyond the critical
period for an organizational influence.

Regardless, if the estrogenic influences on development of the
corpus callosum are organizational effects, they would differ in fun-
damental ways from those in other areas of the mammalian brain.
First, in the callosum, unlike the hypothalamus, estrogen would ap-
pear to promote feminine-typical development (i.e., active feminiza-
tion would apply). Second, the period during which the organiza-
tional effect occurs would be longer and would extend later into
postnatal life than influences in other brain regions. This last differ-
ence could parallel the later timing of cortical vs. hypothalamic dif-
ferentiation in general.

Cortical asymmetry. Male, but not female, rats have been reported
to have a thicker cortex in the right than the left cerebral hemi-
sphere (Diamond et al., 1981). As appears to be the case for the cor-
pus callosum, ovarian hormones may influence the development of
this sex difference. Female rats whose ovaries are removed shortly af-
ter birth show cortical asymmetry in adulthood similar to that of
males (Diamond et al., 1981). Again, it is not known if these influ-
ences of ovarian hormones are activational or organizational effects.
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Also, there is no published information on the effects of early andro-
gen manipulation on the sex difference in cortical asymmetry.

Both the data for the corpus callosum and for cortical asymme-
try suggest that mechanisms underlying sexual differentiation of the
cerebral cortex may involve active feminization by ovarian hormones.
This would contrast with mechanisms involved in the hypothalamus,
where the feminine pattern develops in the absence of testicular hor-
mones, and removal of the ovaries or their hormones have no effect.
Thus, although mechanisms involved in sexual differentiation of hy-
pothalamic structures appear to adhere to the classic, passive femi-
nization model, sexual differentiation of the cerebral cortex may in-
volve mechanisms encompassed by the active feminization model of
sexual differentiation.

Influences of Rearing Experience on Neural Sex Differences

Sex differences in the cerebral cortex also relate to environmental
influences. They can be reduced, or even reversed, by manipulating
rearing conditions. In one study, the corpus callosum was compared
in male and female animals raised in either complex environments
(EC: housed in groups with wooden, plastic, and metal objects and
with daily experience in a larger enclosure with additional objects)
or isolated (impoverished) conditions (IC: housed alone with no ob-
jects and no experience outside the cage). No sex differences were
seen in the total cross-sectional surface area of the callosum in either
rearing condition (Juraska and Kopcik, 1988). However, the fine
structure of the axons (neuronal fibers) making up the most poste-
rior portion of the callosum (the splenium) showed not only sex dif-
ferences but also rearing effects. Animals reared in the EC condition
showed a different pattern of sex differences than animals reared in
the IC condition. Female EC rats had more myelinated axons in the
splenium than did males, whereas in IC rats, there was no sex differ-
ence (see Fig. 4-5). Also, in the EC condition, male rats had larger
myelinated axons than females, and again there was no sex differ-
ence in the IC condition. Male and female animals also differed in
the aspect of axonal structure that was sensitive to environmental
manipulations. In females, axon number was reduced in the IC con-
dition; in males, axon size was reduced (Juraska and Kopcik, 1988).
The corpus callosum is not the only cortical region where sex
differences are influenced by rearing conditions. Similar effects are
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Figure 4-5. Influence of the rearing environment on a sex difference in brain
structure. Among rats reared in an enriched environment, females have more
myelinated axons in the splenium of the corpus callosum than do males. Among
those reared in an impoverished environment, this is not the case. (Redrawn

from Juraska and Kopcik, 1988 copyright ©, 1988, by permission of the authors
and Elsevier.)

seen in the hippocampal dentate gyrus (a brain region implicated in
spatial memory) and in the visual cortex (Juraska, 1984). In the hip-
pocampal dentate gyrus, EC females have more dendrites than EC
males, but in IC rats, this sex difference is reversed—males have
more dendrites than females. Similarly, in the visual cortex, some
neuronal populations have more dendritic material in EC males
than in EC females, whereas under IC conditions, there are no such
sex differences.

The possibility of similar interactions between sex and environ-
mental conditions has not been examined in subcortical regions such
as the BNST or the POA. However, in the dentate gyrus of the hip-
pocampus, where new neurons have been found to be born through-
out the lifespan, rearing environment influences not only neuronal
dendrites, but also cell numbers (Kempermann et al., 1997), the as-
pect of morphology most closely linked to the organizational influ-
ences of hormones. EC conditions do not alter the number of neu-
rons born in adulthood, but increase survival of newly born neurons
by 57%. These influences on cell survival in the adult hippocampus
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have not been linked to sex differences. Nevertheless, these results
and those showing environmental influences on brain anatomy dur-
ing a period of development roughly comparable to human adoles-
cence provide additional evidence that the structure of the brain is
more malleable later in life than has been recognized historically.

Another implication of the findings is that sexual differentiation
of the brain is enormously complex. Not only are neural characteris-
tics that are influenced by hormones also influenced by the postnatal
rearing environment, but the specific aspect of neuronal morphol-
ogy that is influenced by the environment varies from one brain re-
gion to another. In addition, it is not possible to say that one sex is
more susceptible to environmental impact than the other. The more
dramatic responses to the environment sometimes are seen in males
and sometimes in females (Juraska, 1984).

Hormone Receptors and Sex Differences in the Brain

Finally, one characteristic shared by brain regions that show sex differ-
ences is dense concentrations of androgen or estrogen receptors. In
fact, it appears that dramatic morphological sex differences character-
ize such receptorrich regions of the mammalian brain (see, e.g., Hines
et al,, 1992). Perhaps importantly, many of these steroid-sensitive re-
gions are interconnected anatomically. For instance, the SDN-POA re-
ceives strong and relatively specific input from the sexually dimorphic
portions of the BNST (BNSTenc) (Simerly and Swanson, 1986).

Steroid hormones can exert trophic effects at a distance, as well
as directly on cells with receptors for them. In the spinal cord of
adult male rats, for instance, dendritic arbors of motoneurons are
larger or smaller, depending on androgen levels in penile target
muscles (Rand and Breedlove, 1995). Also, during development, an-
drogens can act on the muscles to rescue the motoneurons in the
spinal cord that innervate the muscles from programmed cell death
(Nordeen et al., 1985). This raises the possibility that sex differences
in interconnected neural regions are multi-determined. Hormones
could act directly on cells to alter their chances of survival and could
modify anatomical connectivity with other steroid binding regions
and influence survival through this mechanism as well.

Although the corpus callosum does not contain steroid recep-
tors, this is because it is a fiber tract, made up of axons from cell bod-
ies within the cerebral cortex. These cell bodies would contain the
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steroid receptors responsible for sex differences in the callosum. As
noted above, the cerebral cortex contains estrogen receptors, partic-
ularly during early development. Thus, sex hormones could act
through these receptors to determine the number or types of neu-
rons in cortical regions that send projections through the callosum.

It is clear that gonadal steroids play an enormous role in sexual
differentiation of the mammalian brain and behavior. It has been
found to be influential for virtually every brain structure or behavior
where the role of testosterone during development has been investi-
gated. However, it also is possible that the sex chromosomes exert
some direct genetic effects on neurobehavioral sexual differentia-
tion, and this possibility is currently an area of intensive research
(Arnold, 2002). At present, the best example of a direct genetic ef-
fect on neural sexual differentiation involves studies of dissociated-
cell cultures from embryonic male and female rat brain tissue. These
cultures have been found to grow in a sexually dimorphic fashion in
terms of certain neurochemical characteristics, despite being cre-
ated from brain tissue removed prior to the time when testicular se-
cretion of androgen can be measured, suggesting that the neuro-
chemical sex differences arise from genetic rather than hormonal
factors. Despite this type of occasional finding, however, the great
majority of sex differences arise from hormonal factors that are set
into motion by the sex chromosomes, instead of resulting directly
from information on these chromosomes.

In summary, there are sex differences in the mammalian ner-
vous system that develop in response to gonadal hormone regulation
of basic processes of neural development. Experiential factors, par-
ticularly the rearing environment, also can influence at least some of
these sex differences. The mechanisms involved in hormonal influ-
ences on sex differences in the brain and spinal cord are similar to
those seen in other tissues, such as the genitalia, in two ways. First,
the responsive tissues are those with receptors for gonadal hor-
mones. Second, levels of hormones during early development pro-
duce structural differences.

Hormonal influences on peripheral tissues, such as the internal
and external genitalia, were originally documented in nonhuman
species and subsequently found to occur in human beings as well. The
extent to which hormonal influences on neural sex differences in ro-
dents apply to human development has yet to be determined. The ex-
ample of genital development might suggest similarity of processes.
Unlike sex differences in genital structures, however, sex differences
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in at least some regions of the brain seem to be highly responsive to
environmental influences. In addition, differences between the hu-
man brain and the brains of other mammals are far greater than dif-
ferences in the genitalia. For instance, the cerebral cortex and, in par-
ticular, association cortex, which is responsible for higher thought
processes, comprise a much larger proportion of the brain in humans
than in rodents (see Fig. 4-6). Thus, one cannot assume that early
hormonal influences on neural development in other mammals, par-
ticularly those involving the cerebral cortex, are preserved in humans.
Data on humans must be collected. The following chapters describe
what pertinent data are available and what conclusions they suggest.

Rat

l:] Olfactory I]]] Visual
E.‘inmalic sensory D Associational

Figure 4-6. Functional maps of the cerebral cortex in the rat brain (top) and the
human brain (bottom). The white area indicates the association cortex, which is
far more extensively developed in the human than in the rat. (Redrawn from
Wilder Penfield, the Mystery of the Mind. Copyright © 1975, by Princeton Uni-
versity Press.)




ex hormones might be expected to exert their strongest behav-
S ioral influences on sexuality, and popular notions suggest that

male sexuality, in particular, is driven by testosterone. To evalu-
ate this and other possible influences of hormones on behavior, it is
helpful to know that human sexuality is not unidimensional. Instead,
it is made up of several facets, each of which might relate to gonadal
steroids, perhaps in different ways. Prominent among the dimen-
sions of sexuality is sexual identity and its several components. In ad-
dition, the strength of sexual interest (or libido) has been related to

sex hormones.

Sexual Identity

Sexual identity includes three components (see, e.g., Green, 1974;
1987). The first is core gender identity (sometimes called gender
identity or sexual identity), defined as the sense of self as being a
male or a female. The second is sexual orientation, defined in terms
of the sex of preferred erotic partners, both in fantasy and in behav-
ior. The third is gender role, or behaviors that are culturally associ-
ated with gender, or that show sex differences. These three dimen-
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sions are often in harmony, so that a person with a male-typical sex-
ual orientation is also male in core gender identity and masculine in
gender role behavior and a person with a female-typical sexual ori-
entation is also female in core gender identity and feminine in gen-
der role behavior.

Sometimes, however, the components of sexual identity are dis-
sonant. For instance, a man with a masculine core gender identity
and masculine gender role behavior may have a sexual orientation
more typical of females than males (i.e., toward males). Similarly, a
woman may have feminine gender role behavior and feel she is a
woman, but be attracted sexually to other women. In other individu-
als, core gender identity may diverge from genetic and phenotypic
sex. A genetic male with masculine internal and external genitalia
may feel he is a woman, or a genetic female with feminine genitalia
may feel she is a man. Such individuals are gender dysphoric, and, if
they decide to change their appearance to accord with their psycho-
logical sex, perhaps even undergoing hormone treatment and sex-
change surgery, they are called transsexuals. In these individuals, as
well, core gender identity and sexual orientation can diverge. Some
transsexual individuals, particularly genetic males who feel that they
are psychologically female, are interested in female sexual partners,
whereas others are interested in male sexual partners (American Psy-
chiatric Association, 1994). Therefore, core gender identity and sex-
ual orientation, as well as gender role behaviors, are each indepen-
dent characteristics and could show different types of relationships
to hormones.

This chapter discusses the relationship of core gender identity,
sexual orientation, and libido to gonadal hormones. Other behav-
iors included under the rubric of gender role behaviors, including
childhood play, aggression, nurturance, and cognitive abilities, are
discussed in subsequent chapters.

Core gender identity

The very existence of transsexuals might be interpreted to suggest
that core gender identity is influenced by innate or immutable fac-
tors. Transsexuals often spend many years, and thousands of dollars
and undergo painful surgery to change their sex, even though physi-
cal outcomes after surgery can be less than ideal. In addition, they of-
ten suffer social disapproval and employment difficulty ence they at-
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tain their goal. Nevertheless, they persist. There is no consistent evi-
dence that transsexuals are socialized differently than other individ-
uals or that other aspects of their history differ reliably. Although
they often recall a childhood interest in cross-gender activities, this
could be an early manifestation of their gender dysphoria, rather
than its cause (Green, 1987).

The hormone environment during critical periods of brain de-
velopment could be hypothesized to be the cause (or one of the
causes) of transsexualism. Transsexuals generally have normal-ap-
pearing genitalia that correspond to their genetic sex, suggesting
that hormone levels, enzymes, and receptors were sufficient for sex-
typical development of these tissues. Nevertheless, the hormonal sit-
uation within the brain during early life could contribute to trans-
sexualism. For instance, if estrogen derived from testosterone during
early development produces a male core gender identity, male-to-fe-
male transsexuals may have had low aromatase levels (needed to
convert testosterone to estradiol) or low levels of estrogen receptors
within the brain prenatally. This would explain why their peripheral
development, which depends on androgen acting through androgen
receptors, is unaffected, while their core gender identity, which
could depend on estrogen acting through estrogen receptors, is al-
tered. Another speculation would be that core gender identity, like
genital virilization, depends on androgen, but that transsexuals have
an abnormality (e.g., of enzymes or receptors) in a circumscribed
neural region related to gender identity, or at a specific time when
brain systems underlying gender identity are at a critical stage of de-
velopment.

These possibilities are highly speculative. There is currently lit-
tle direct evidence to support a hormonal contribution to transsexu-
alism. Adults with gender dysphoria generally do not have unusual
hormone profiles. However, there are reports of elevated androgen
in some female-to-male transsexuals (reviewed in Bosinski et al.,
1997). Because hormone manipulations in adulthood do not influ-
ence core gender identity in either males or females, atypical hor-
mone environments in adulthood are unlikely causes of transsexual-
ism. It is possible that the hormonal abnormalities noted in some
adult transsexuals are long-standing, having begun during early de-
velopment, perhaps prenatally. However, by the time a person is
identified as transsexual, his or her hormone levels during early de-
velopment can no longer be measured.
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Another approach is to determine if individuals known to have
experienced unusual hormone milieus during development show in-
creased gender dysphoria or transsexualism. Early studies of such in-
dividuals concluded that the social environment is paramount in de-
termining core gender identity, overriding genetic and hormonal
factors (Money and Ehrhardt, 1972). One such study involved seven
genetic females exposed to high levels of androgens prenatally be-
cause of congenital adrenal hyperplasia. Four had been sex assigned
and reared as girls, and three had been assigned and reared as boys
(Money and Daléry, 1976). In all seven, prenatal androgen exposure
had produced severely virilized genitalia, including a penis with the
urethra emerging at the tip of the glans and fusion of the labioscro-
tal folds to resemble a male scrotum. The genitalia of those assigned
and reared as girls were surgically feminized. In all seven cases, core
gender identity was reported to be consistent with the sex of rearing,
regardless of whether this was male or female. Thus, the three XX in-
dividuals assigned and reared as males were content in this gender,
and the four assigned and reared as females were content in that
gender.

More recent reports on other intersex syndromes also suggest
that core gender identity is consistent with the assigned sex in most
cases across a wide range of hormonal abnormalities, seemingly re-
gardless of whether assignment is as a male or a female. For instance,
a follow up of 18 XY individuals, born with penises so small as to be
given the diagnosis, micropenis, found that all were satisfied with
their sex of rearing, including the 13 reared as males and the 5
reared as females (Wisniewski et al., 2001). Similarly, among 39 XY
individuals with other causes of intersex appearance at birth, includ-
ing 14 with partial androgen insensitivity syndrome (PAIS), 77%
were satisfied with the sex of rearing assigned to them by parents or
physicians (Migeon et al., 2002). The 23% who were dissatisfied were
split approximately equally by gender of rearing. Although high
rates of dissatisfaction with the female sex of rearing have been re-
ported by one author for XY individuals born with severely underde-
veloped external genitalia (Reiner, 1999), other researchers have re-
ported that such individuals do not typically experience gender
identity problems following early female sex assignment and rearing
(Meyer-Bahlburg, 1999; Schober et al., 2002; Zucker, 1999).

One factor that may contribute to differing outcomes in differ-
ent studies is the source from which participants are recruited. For
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instance, most studies of outcomes in individuals with intersex con-
ditions attempt to follow up as many patients as possible who have
been diagnosed medically with a particular condition or conditions.
In contrast, in one study of outcomes in individuals with intersex dis-
orders, participants were recruited exclusively from a support group
known to advocate refraining from sex reassignment (the Intersex
Society of North America). Unusually, but perhaps unsurprisingly
given the recruitment source, this study found that, despite initial
sex assignment of eight participants as female and two as male, eight
of the ten preferred to identify themselves as intersexual rather than
male or female (Schober, 2001). This illustrates that it is important
to consider the possible impact of recruitment sources in interpret-
ing results of studies, and that different selection biases in studies
could sometimes explain apparently different outcomes.

Currently, genetic females with CAH are almost always assigned
and reared as girls, regardless of their degree of genital virilization at
birth, and transsexualism is rare in these females, despite their early
androgen exposure. However, the number of individuals with CAH,
or other abnormal hormone histories, is small, and transsexualism
occurs with even greater infrequency. Because of this, two 1996 re-
ports are striking. The first found that among 53 XX individuals with
CAH, all of whom had been seen at one clinic during a defined time
period, and all of whom had been assigned and reared as girls, one
adopted a male identity during adolescence, was diagnosed as trans-
sexual, and lived as a man (Zucker et al., 1996). The odds ratio for
the observation of even this one transsexual in the group of 53 was
calculated at 608:1.

The second report involved four genetic females with CAH who
had been assigned and reared as girls, but who had a masculine gen-
der identity as adults. The authors estimated that gender identity dis-
order could be expected to co-occur with CAH by chance in 1 in 420
million to 1 in 1.4 billion cases (Meyer-Bahlburg et al., 1996). Thus,
the observation of these four cases greatly exceeded chance expecta-
tion. Additional case study reports have found gender dysphoria in a
true hermaphrodite (Zucker et al., 1987) and in an adult with PAIS
(Gooren and Cohen-Kettenis, 1991), both raised as females.

Younger girls exposed to higher than normal levels of androgen
may also be at risk of gender dysphoria. In an early study, only 7 of 15
girls with CAH expressed satisfaction with being a girl, whereas the
comparable figures for the control group were 14 of 15 (Ehrhardt et
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al., 1968b). In another study, 6 of 17 girls with CAH, but only 1 of 17
control girls, indicated that they might not have chosen to be a girl if
given the choice (Ehrhardt and Baker, 1974). However, both studies
found that severe gender dysphoria was rare both in girls with CAI
and in control girls. A third study reported that 2 of 18 girls with
CAH and 5 of 29 girls exposed to higher than normal levels of an-
drogen because of disorders other than CAH met the diagnostic cri-
teria for gender identity disorder of childhood (Slijper et al., 1998).
The other disorders included PAIS, cloacal exstrophy, and true her-
maphroditism.

If these children are gender dysphoric because of early andro-
gen exposure, why are more genetic females exposed to androgen
during early development not transsexual as adults? In males gender
dysphoria in childhood rarely persists into adulthood (see, e.g.,
Green, 1987). Longterm outcomes could be similar in females. Also
postnatal socialization or strong social inhibitions to transsexualism
may counter hormonal influences in many cases. A strong influence
of the social environment would be consistent with the reports, men-
tioned above, that XX individuals with CAH can evolve a male gen-
der identity, if assigned and reared as males, even though, in most
cases, such individuals are assigned and reared as girls and evolve a
female gender identity (Money and Daléry, 1976; Money and Ehr-
hardt, 1972; Zucker et al., 1996).

In addition to the reports of gender dysphoria in XX individu-
als with CAH, and in XY individuals with underdeveloped penises,
following rearing as girls, other findings reported in 1997 have led
some to question the conclusion that socialization is always destiny.
A keystone case supporting the paramount importance of socializa-
tion involved a pair of identical twin boys, one of whom suffered ac-
cidental destruction of his penis during a medical procedure (phi-
mosis repair) at eight months of age. Because a fully functional
penis could not be reconstructed, he was reassigned as female and
surgically feminized at the age of 17 months. Early reports sug-
gested that the sex reassignment had been successful. The now-fe-
male twin was described as adjusting well to life as a girl, and her
mother was quoted as saying of the 6-year-old child, “One thing that
really amazes me is that she is so feminine” (Money and Ehrhardt,
1972, p. 119).

This outcome was cited widely as evidence that sexual identity
can be altered, regardless of genetic and hormonal background, as
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long as it is done sufficiently early in life, and is followed by unam-
biguous socialization in the new sex. However, a 1997 report on this
reassigned child (Diamond and Sigmundson, 1997) painted a very
different picture. At the age of 14 years, the child decided to live as a
male. Medical professionals who had been following him helped him
to do so, based on their understanding that he had preferred boys’
activities as a child, was not well accepted as a girl, had suicidal
thoughts, and did not accept a female identity (Diamond and Sig-
mundson, 1997). When 25 years of age, he married a woman and
adopted her children. This report produced a radical alteration in
opinion, even causing some to conclude that early exposure to testic-
ular hormones or the presence of a Y chromosome leads unalterably
to a male identity.

However, for at least the first 8 months of life, and probably
somewhat longer, this child was reared as a boy. In addition, we have
little information on the child’s rearing environment after sex reas-
signment or on how well the parents and others in the child’s life
were able to adjust to her new identity as a girl or to socialize her asa
girl. A second, similar, case produced a different outcome. In this
case, a child had his penis damaged during electrocautery circumci-
sion at the age of 2 months and was reassigned as a girl by the age of
7 months. Psychosexual evaluations at 16 and 26 years of age indi-
cated that her gender identity was female and that she showed no ev-
idence of gender dysphoria (Bradley et al., 1998).

The differences in outcomes for these two individuals who were
reassigned as female following surgical damage to the penis could
have resulted from the difference in the age at which reassignment
occurred, with success associated with earlier reassignment, or from
other factors, such as the rearing environment. Regardless, the origi-
nal point of view, that socialization is of paramount importance for
the development of gender identity, may not be far off the mark. The
evidence from these two cases, like the evidence that XX individuals
with CAH can be assigned successfully as males or females, appears
to attest to the remarkable degree of flexibility that humans show in
terms of gender identity, if this identity is assigned sufficiently early
in life and medical treatment and rearing are appropriate. It is clear
that, in appropriate circumstances, either a male or a female gender
identity can evolve, regardless of both sex chromosomes and the pre-
natal hormone environment. The outstanding question is: What are
the appropriate circumstances? Candidates for this distinction in-
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clude the time when the child is assigned to one sex or the other; ge-
netic factors in addition to information on the sex chromosomes;
parental encouragement of the assigned sex role; medical and psy-
chological support services available to the re-assigned child and the
family; social support systems; and factors that have as yet to be con-
templated, much less identified.

Life histories of individuals deficient in the enzyme 5 a-reduc-
tase also have been examined in hopes of clarifying the role of an-
drogen in the development of core gender identity. Five a-reductase
is needed to convert testosterone to dihydrotestosterone, and ge-
netic males deficient in it are born with ambiguous or female-ap-
pearing external genitalia. However, they virilize when testosterone
rises dramatically at puberty, causing the voice to deepen, the phallus
and scrotum to grow, and muscle mass to increase.

One study of individuals in the Dominican Republic with 5 o-re-
ductase deficiency found that 17 of 18 adopted a male gender iden-
tity during or after puberty, despite having been raised as girls (Im-
perato-McGinley et al., 1979). Similar outcomes have been reported
for 5 a-reductase deficient individuals raised as girls in Papua New
Guinea (Imperato-McGinley et al., 1991). In both cultures, however,
the defect is now often noted early in life, and, in general, affected
individuals are no longer reared unambiguously as girls. In fact, both
cultures have special names to describe the condition. They are
called “guevedoce, guevote” (penis at 12 years of age) or “machi-
hembra” (first woman, then man) in the Dominican Republic. In
New Guinea the term, “kwalu-aatmol,” meaning “male-like-thing-
adult person masculine,” as well as the descriptive Pidgin trade-an-
guage term “turnim-man,” denotes the process of becoming or turn-
ing into a man (Herdt and Davidson, 1988).

A different deficiency in the androgen pathway, involving 17 B-
hydroxysteroid dehydrogenase, impairs production of both testos-
terone and DHT. Like those deficient in DHT, affected males are
born with ambiguous or female-appearing genitalia, and, in some
cases, have been assigned and reared as girls. Twenty-five XY individ-
uals with this enzyme deficiency, living within the Arab population in
Israel, have been studied. Reportedly, they were “declared unam-
biguously as females at birth and reared as such during infancy and
childhood. Yet at puberty they virilized and developed a remarkably
normal male phenotype, leading in 7 cases to the adoption of a male
gender identity and role” (Rosler and Kohn, 1983).
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The change to a male core gender identity, following rearing in
the female sex in these cases of early androgen deficiency, could be
interpreted to support a role for androgen in gender identity devel-
opment (Imperato-McGinley et al., 1979). However, alternative ex-
planations have also been proposed. These include doubts as to
whether rearing was unambiguously female (Herdt and Davidson,
1988; Money, 1976) and suggestions that the change in gender iden-
tity resulted from masculinization of the external genitalia and other
aspects of physical appearance (as opposed to an influence of andro-
gen on the brain), social pressure to adopt a male identity, or the ad-
vantages of being a male in the cultures involved (Herdt and David-
son, 1988; Wilson, 1979). Related to the last point, researchers
studying the Arab patients with 17 B-hydroxysteroid dehydrogenase
deficiency point out, “In the Arab society the preferred sex is male,
and an inadequately functioning and/or sterile male is indeed
preferable to a functional but sterile female” (Rosler and Kohn,
1983, p. 669). Similarly, as records for an Egyptian patient with a sim-
ilar disorder and life history indicate, “She argued ... that her
chances of getting married were poor, but as a man she could at least
work and earn her living” (Ghabrial and Girgis, 1962).

Sexual orientation

As for core gender identity, individuals with similar prenatal hor-
mone histories who are sex-assigned in opposite directions generally
acquire a sexual orientation consistent with their surgically recon-
structed genitalia and their postnatal socialization, regardless of
whether this is male or female. For instance, XY individuals with PAIS
who are surgically feminized and reared as girls can have erotic in-
terest in men, while XY individuals with the same syndrome who are
reared as boys can have erotic interest in women (Money and
Ogunro, 1974). Similarly, genetic females with CAH who are surgi-
cally feminized and reared as girls usually develop a female-typical
sexual orientation (toward males), and those reared as boys usually
develop a male-typical sexual orientation (towards females) (Money
and Daléry, 1976).

The appearance of the genitalia at birth influences decisions re-
garding sex assignment, and it has been suggested that this could
provide a biological basis for the correspondence with sexual orien-
tation. That is, those who experience more exposure to masculiniz-



92 Brain Gender

ing hormones prenatally may have more masculine-appearing geni-
talia and a greater likelihood of being assigned and reared as male
(Diamond, 1965; Zuger, 1970). However, genital appearance is not
the only factor determining sex assignment and rearing. Potential
fertility and parental wishes are also considered. In addition, the de-
gree of genital virilization in intersex cases forms a continuum, and
similar-appearing individuals can be assigned and reared in opposite
directions. Thus, hormonal determination of physical virilization is
unlikely to completely explain the correspondence of psychological
outcomes to the binary (male or female) sex assignments made. As
was the case for core gender identity, outcomes for sexual orienta-
tion in individuals with similar hormone histories, but different di-
rections of sex assignment, illustrate a surprising degree of flexibility
in human psychosexual development.

Nevertheless, although most people with intersex conditions de-
velop a sexual orientation in accord with their sex of rearing, several
studies suggest that the perinatal hormone milieu contributes some-
thing to the development of sexual orientation. The first such evi-
dence came from studies of girls and women exposed to high levels
of androgen because of CAH. An early report compared 23 women
with CAH to 10 XY individuals with CAIS who were assigned and liv-
ing as females (Masica et al., 1971). None of the CAIS women re-
ported bisexual fantasy or experience. In contrast, 5 of 16 CAH
women reported bisexual activity, and 10 of 19 reported bisexual fan-
tasy or experience.

The difference in bisexual fantasy or experience for the CAH
versus the CAIS group is statistically significant. Thus, XY individuals
who are unable to respond to androgen (the CAIS group), and who
have been assigned and reared as females, have a more female-typi-
cal sexual orientation than XX individuals exposed to high levels of
androgens prenatally (the CAH group). The results in this sense are
consistent with early androgens influencing sexual orientation re-
gardless of genetic sex. However, differences between the groups in
factors other than hormones also could have contributed to the dif-
ferences in sexual orientation. For instance, the CAIS individuals
grew up looking essentially like typical females. In contrast, the CAH
women were born with virilized genitalia and were treated relatively
late in life to correct their androgen excess. Consequently, they were
exposed postnatally to high levels of androgens, causing at least par-
tial physical virilization. Also, the CAIl women were older than the
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women with CAIS. Because women lose sexual inhibition as they
grow older (Katchadourian and Lunde, 1975), differences in sexual-
ity could have been influenced by differences in age.

Women with CAH who are diagnosed and treated early in life
provide clearer information regarding prenatal influences of andro-
gen on sexual orientation than those treated later in life. Unlike
CAH women treated later in life, early-treated patients experience
fewer consequences of postnatal androgenization, such as virilized
genitalia or excessive hair growth. One group of 15 early-treated girls
was followed from childhood (Ehrhardt, 1968; Money and Schwartz,
1977). When younger than 16, they did not differ from controls
(matched for sex, race, age, intelligence test scores, and paternal oc-
cupation) in masturbation, genital play and inspection, attention to
the genitalia, or homosexual interest (Ehrhardt et al., 1968). These
behaviors were infrequent in both groups, however, and most of the
girls were prepubescent (median age =9 years, 11 months), and thus
perhaps too young to manifest prenatal effects of androgens on sex-
uality. When older, 3 of 8 women with CAH who reported having had
a serious romantic involvement indicated it had been with another
woman. Also, 5 of 11 women reporting sexual fantasies indicated that
the fantasies were sometimes homosexual (Money and Schwartz,
1977). These numbers seem high, but the report did not include a
control group for comparison.

Another study compared 30 women with early-treated CAH to
27 control women (15 women with CAIS and 12 women with Roki-
tansky Syndrome, a disorder involving inborn problems of vaginal
development and, like CAH and CAIS, requiring vaginal surgery or
dilation) (Money et al., 1984). Each participant evaluated her sexual
orientation based on sexual arousal imagery in “spontaneous fantasy,
dream or apperception” and her erotic experience alone or with a
partner. The women with CAH differed significantly from controls.
Seventeen percent of the 30 CAH women were exclusively or pre-
dominantly homosexual, 20% were bisexual, 40% were exclusively
heterosexual, and 23% were noncommittal. In contrast, 0% of the
controls were predominantly or exclusively homosexual, 7% were bi-
sexual, and 93% were exclusively heterosexual. The two bisexual
women in the control group had CAIS.

Two more recent studies provide additional information on sex-
ual orientation in women with CAH (Dittman et al., 1992; Zucker et
al,, 1996). Both found decreased general sexual activity, as well as de-
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creased heterosexual activity, in women with CAH, and one (Dittman
et al., 1992) found increased bisexuality or homosexuality. The de-
creased general sexual activity in both studies was not predicted and
is somewhat puzzling. One possible interpretation is that the pattern
of hormone exposure caused by CAH decreases interest in men as
sexual partners (defeminizes) without increasing interest in women
(masculinizing). In animals, the processes of feminization (increas-
ing characteristics associated with females) and masculinization (in-
creasing characteristics associated with males) occur at somewhat
different times, making it possible to create a defeminized and de-
masculinized individual by exposure to hormones during the critical
period for feminization, but not during the critical period for mas-
culinization (see Chapter 3 for details). The timing of hormone ex-
posure associated with CAH may produce a similar effect. A second
possibility is that women in the studies had homosexual interest, but
did not feel comfortable revealing it and so expressed no interest at
all. A third possibility is that abnormalities of the external genitalia,
which persist despite surgical treatment, reduce sexual interest in
women with CAH.

It is difficult to reach firm conclusions about hormonal influ-
ences on sexual orientation based solely on studies of women with
CAH. As noted above, the genital masculinization caused by the syn-
drome presents interpretational difficulties. Although the genitalia
are generally feminized early in life, this surgery does not always pro-
duce ideal results. According to a 1987 study (Mulaikal et al., 1987),
only about 65% of women with CAH have a satisfactory introitus and
vagina post-surgically. Others indicate that their vaginal opening is
not adequate for sexual intercourse and/or that they have pain or
discomfort during intercourse. In addition, Mulaikal and colleagues
found that, “heterosexual behavior was significantly more frequent,
and lack of sexual experience significantly less frequent, among pa-
tients with an adequate vagina than among those without an ade-
quate vagina.” It may be that women with more severe hormone ex-
posure have more difficult vaginal repairs or are not interested in
seeking additional surgery to correct their vaginal inadequacies.
Thus, both the differences in sexuality and in vaginal adequacy could
reflect the severity of early androgen exposure. However, the lack of
sexual experience in general, and of heterosexual experience in par-
ticular, also could result from vaginal inadequacy or pain at inter-
course, rather than from a hormonal influence on brain regions



Gonadal Hormones and Human Sexuality 95

related to sexuality. Only one other published study of sexual orien-
tation in women with CAH addressed the possible role of genital ab-
normality. In that study, women with CAH reported reduced hetero-
sexual interest, increased homosexual interest, and reduced sexual
interest overall. Only two participants (6%) said yes when asked
about “insecurity in heterosexual contacts . .. because of the geni-
talia” (Dittman et al., 1992), however, suggesting that changes in sex-
uality did not result from insecurity about genital adequacy.

Nevertheless, more systematic information on the relationship
between genital abnormality and sexual outcomes is needed, and the
history of genital virilization and surgery in women with CAH com-
plicates interpretation of data on their sexual orientation. As de-
scribed in detail in Chapter 3, estrogen promotes the development
of male-typical behavior in other species without causing genital viril-
ization (Dohler et al., 1984a; Goy and Deputte, 1996; Hines and Goy,
1985; Hines et al., 1987). Therefore, data on sexual orientation in
women exposed to estrogen prenatally are of great interest. The syn-
thetic estrogen DES was widely prescribed to pregnant women dur-
ing the 1940s, 1950s and 1960s because it was erroneously thought to
prevent miscarriage; it is estimated that between 1 and 5 million
pregnant women in the United States were treated with DES during
this period (Heinonen, 1973; Noller and Fish, 1974). DES was also
widely prescribed in other countries. Female offspring of these preg-
nancies could reveal influences of hormones on sexual orientation
in the absence of genital virilization and surgical repair.

One group of researchers reported three studies of sexual ori-
entation in DES-exposed women. In the first study, 30 DES-exposed
women, aged 17-30 years, were compared to 30 unexposed women
recruited from the same gynecological clinic (Ehrhardt et al., 1985).
The controls resembled the DES-exposed women in age and in hav-
ing abnormal PAP smear findings. [Although prenatal treatment with
DES rarely, if ever, causes genital virilization, it usually alters some as-
pects of genital development. A small proportion of DES-exposed
women develop vaginal or cervical adenocarcinoma, and a large pro-
portion develop vaginal adenosis. In most cases they have abnormal
PAP smears (Herbst and Bern, 1981).] Twelve unexposed sisters of
the DES-exposed women formed a second comparison group. Sex-
ual orientation was assessed by interview using 7-point rating scales,
ranging from exclusively heterosexual (0), through bisexual to ex-
clusively homosexual (6) (Kinsey et al., 1948; 1953). Results suggested
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that prenatal exposure to DES increased bisexuality or homosexual-
ity. Approximately 24% of the DES-exposed women (versus 0% of
the control group) had a lifelong bisexual or homosexual orienta-
tion. Looking just at the 12 sister pairs, 42% of the DES-exposed
women (versus 8% of their unexposed sisters) had a life-long bisex-
ual or homosexual orientation.

This initial study was later reported along with two further stud-
ies (Meyer-Bahlburg etal., 1995). In one, a second sample of 30 DES-
exposed women was compared to 30 demographically matched con-
trols who did not have a history of DES exposure or abnormal PAP
smears. Eight unexposed sisters also participated. Results resembled
those from the first study. About 35% of the DES-exposed women
(versus about 13% of the matched controls) showed bisexual or ho-
mosexual responsiveness since puberty. For sister pairs, the percent-
ages were 36% and 0%. In the third study, 37 women exposed to DES
were identified from obstetrical files. Daughters of women treated
during pregnancy with at least 1,000 mg of DES were compared to
age-matched daughters of untreated women identified from the files
of the same obstetrical practice. Results again suggested an associa-
tion between DES and homosexual or bisexual orientation, although
the difference between hormone-exposed and unexposed women
(16% versus 5%) was less dramatic than in the first two samples.

Thus, women exposed to high levels of either androgen or es-
trogen prenatally appear to show increased homosexual or bisexual
interest. However, as for core gender identity, this effect of hormone
exposure is not universal. Despite increases in bisexuality or homo-
sexuality, the majority of hormone-exposed women are heterosexual.
Also, despite a largely consistent pattern of findings, two studies have
not found altered sexual orientation in hormone-exposed women.,
One was a report from what was then the Soviet Union (Lev-Ran,
1974). It found no homosexual or bisexual activity or fantasy in 18
late-treated CAH women, ages 13-43 years. The author noted, how-
ever, that “sex psychology was until recently a taboo subject” in the
Soviet Union (p. 30). Thus, the apparent lack of homosexual or bi-
sexual interest among the Soviet women with CAH could reflect a re-
luctance to admit such interests, rather than a real difference be-
tween this sample and others.

The second study finding no increase in homosexuality or bisex-
uality in 44 women with CAH, compared to 46 matched controls, was
based in Germany (Kuhnle and Bullinger, 1997). It differed from
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other studies in that it included a substantial number of women with
late-onset CAH (17%), whose hormonal abnormality would have be-
gun after the presumed critical period for hormonal influences on
sexual orientation, as well as a large number of women with the
milder (simple virilizing) form of CAH (49%). In addition, the as-
sessment of nonheterosexual orientation in this study was based on
whether a women called herself homosexual or lived with a female
partner. In contrast, other studies finding a link between CAH and
sexual orientation assessed sexual orientation in desires and fan-
tasies, as well as actual behavior, and included information on
whether the person might consider herself bisexual, as well as homo-
sexual. Similar methodological differences could explain a report
that women exposed prenatally to DES report a decreased likelihood
of ever having had a female sexual partner in adulthood (Titus-Ern-
stoff et al., 2003), whereas others have reported increased bisexuality
in fantasy and experience in women exposed prenatally to DES (Ehr-
hardt et al., 1985; Meyer-Bahlburg et al., 1995).

The variability in outcomes for sexual orientation from one in-
dividual to the next, even among those who have the same form of
CAH, could seem to suggest that the apparent alteration in sexual
orientation in some such women is artifactual, However, CAH varies
dramatically in its physical consequences, even for those with the
most severe (salt-losing), and early-onset, form of the disorder. As
noted in chapter 2, some girls with the salt-losing form of CAH are
born with external genitalia that are almost indistinguishable from
those of other girls, whereas others are born with genitalia that are so
severely affected that they are thought to be boys at birth. Still others
have varying degrees of genital ambiguity that can fall anywhere on
the continuum between these two extremes. Behavioral consequences
of CAH might reasonably be expected to be at least as variable as its
physical consequences. Thus, some differences in outcomes for sex-
ual orientation or other psychological characteristics from one indi-
vidual to another would be expected, despite group differences be-
tween women with and without CAH.

What about men exposed to reduced levels of androgens during
development? Do they show more female-typical patterns of sexual
orientation? We have less information about this possibility than
about women exposed to high levels of androgen. This may be be-
cause genetic males exposed to reduced levels of androgen during
development are rarer than genetic females exposed to enhanced
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levels. As mentioned earlier, in CAIS, XY individuals are unable to re-
spond to androgen, and so, their sexual orientation is of interest in
addressing this question. As mentioned above, one study of sexual
orientation in women included 15 CAIS women as controls and
found that two were bisexual. This number is unlikely to differ sig-
nificantly from chance. In addition, two subsequent studies found no
evidence of increased homosexuality or bisexuality in women with
CAIS. In one, 14 women with CAIS were found to have similar pat-
terns of sexual orientation to expectation based on population data
(Wisniewski et al.,, 2000) and in the second, no differences were
found in sexual orientation between 22 women with CAIS and 22 fe-
male controls, matched for age and race (Hines et al., 2003).

The sexual orientation of XY individuals with enzymatic defi-
ciencies in the androgen pathway (5 a-reductase deficiency or 17 §-
hydroxysteroid dehydrogenase deficiency) has not been studied sys-
tematically. As noted above, these individuals sometimes choose to
live as men when they virilize at the time of puberty, and this can in-
volve living with a female partner. However, no data on their rela-
tionships with these partners or on their sexual orientation in fantasy
or experience have been published.

Influences of exposure to so-called female hormones on sexual
orientation in males have also been sought. In keeping with results in
other species, neither exposure to estrogen or progesterone prena-
tally appears to influence sexual orientation in men.

One study compared two groups of men exposed prenatally to
the synthetic estrogen DES with controls matched for sex, age, and
maternal age at the time of the DES-exposed individual’s birth (Kester
et al., 1980). The first group of 17 men had been exposed to DES
alone, and the second group of 21 men had been exposed to DES plus
natural progesterone. No differences were seen between either hor-
mone-exposed group and their respective controls. In both groups of
hormone-exposed men, as in controls, almost all were exclusively het-
erosexual in behavior, and about two-thirds were exclusively hetero-
sexual in fantasy. The study also included 10 men exposed to natural
progesterone without DES and 13 men exposed to synthetic proges-
tins without DES. They also showed no differences in either sexual ex-
perience or fantasy from matched controls. As was the case for the
men exposed to DES, the percentage of men who reported being ex-
clusively heterosexual was high and almost identical in hormone-ex-
posed and control groups for both fantasy and behavior.
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Other studies of DES-exposed men reinforce the conclusion
that prenatal exposure to this powerful estrogen does not influence
sexual orientation in genetic males. One study compared 31 hor-
mone-exposed men to 29 unexposed controls, all recruited from one
obstetrical practice that had prescribed DES, and a second from the
same research group included 34 DES-exposed men and 15 controls,
all recruited from one urological practice. Sexual orientation was
measured on a 7-point heterosexual-to-homosexual continuum. No
consistent differences were seen between the DES-exposed men and
controls (Meyer-Bahlburg et al., 1987).

Stress during pregnancy has also been suggested as a factor in-
fluencing sexual orientation, particularly in men. This suggestion de-
rives from studies of rodents, where stressing pregnant animals in-
creases cross-gendered behavior in offspring. The characteristics
affected include fertility, both male-typical and female-typical sexual
behavior and juvenile play (Allen and Haggett, 1977; Sachser and
Kaiser, 1996; Ward, 1984; Hines et al., 2002a). In addition, the spinal
nucleus of the bulbocavernosus and neural regions that are larger in
male rats than in female rats, are reduced in size in males following
prenatal stress (Anderson et al., 1986; Grisham et al., 1991; Kerchner
and Ward, 1992). The effects are seen following exposure to a variety
of different stressors, including physical restraint under hot, bright
lights, and social crowding (Ward, 1984). In males, the reduction in
male-typical characteristics appears to occur because maternal stress
delays the normal surge of testosterone in the developing fetus
(Ward and Weisz, 1980; 1984; Ward, 1984). In females the reduction
in female-typical characteristics may result from stress-induced stimu-
lation of adrenal hormone production. In fact, stress has been re-
ported to produce “extraordinarily high levels of testosterone in
pregnant rats” (Beckhardt and Ward, 1983, p. 112) and to cause ele-
vated androgen in both male and female mice fetuses (vom Saal et
al., 1990).

The possibility of similar effects in men received initial support
from work in the then German Democratic Republic (East Ger-
many), where 100 heterosexual, 40 bisexual, and 60 homosexual
men were interviewed about stressful events that occurred during
their mother’s pregnancy (Dorner et al., 1983). Many of the men
were conceived during wartime, and much of the stress was war re-
lated. For about 68% of the homosexual men, 40% of the bisexual
men, and 6% of the heterosexual men moderately to severely stress-
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ful events were recalled. These included, for example, bombard-
ments because of war, undesired pregnancy, anxiety because the fa-
ther was at war, conflicts with relatives, anxiety about exams, and
matrimonial conflicts (moderate stressors), as well as death of the
father or other close relatives during pregnancy, undesired preg-
nancy with repudiation or coercive marriage, and rape during preg-
nancy (severe stressors).

Subsequent studies in the Federal Republic of Germany (West
Germany), did not produce similar results. No increase in homosex-
uality was found in men conceived during the war (Schmidt and
Clement, 1988). Similarly, neither psychosocial nor physical stress
during pregnancy predicted sexual orientation in a sample of 50
men (Wille et al., 1987).

Studies in the United States and United Kingdom also have gen-
erally failed to support the original findings. One study reported a
marginally significant difference between the mothers of 39 homo-
sexual and 68 heterosexual men in reports of stress during the second
trimester of pregnancy, but several other comparisons (e.g., of differ-
ent phases of pregnancy) were not significant (Ellis et al., 1988), sug-
gesting that the isolated difference could have been spurious.

A second study used questionnaires to assess sexual orientation
in 143 men and 72 women and to assess stress during pregnancy in
their mothers (Bailey et al., 1991). The questionnaire completed by
mothers covered 28 life events, such as unwanted pregnancy, moving
residence, death of a friend, and change in pattern of work or job.
Where siblings existed, it was completed for the target subject as well
as a heterosexual sibling. This controlled for factors such as family
background and tendencies of an individual mother to overreport or
underreport stress. Results showed no relationship between prenatal
stress and sexual orientation in males. Twelve separate stress scores
were uncorrelated with sexual orientation. In addition, an analysis of
stress during each of the trimesters of pregnancy produced no ef-
fects. The null findings held for sibling comparisons as well as for
comparisons of unrelated heterosexual and homosexual men. In
contrast to the findings for men, findings for women suggested that
prenatal stress reduced heterosexual orientation. This was seen for
sibling comparisons as well as for comparisons of unrelated hetero-
sexual and homosexual women. Stress during the second and third
trimester was particularly predictive of movement toward homosexu-
ality. In addition, among homosexual women, there was an increase
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in stressful events between the first and second trimesters, whereas
for heterosexual women, there was a decrease during this period.

Another study, conducted in the United Kingdom, looked at
childhood play behavior instead of sexual orientation (Hines et al.,
2002a). As noted above, studies of rodents suggest that juvenile play
behavior is influenced by the prenatal hormone environment and by
prenatal stress, with outcomes similar to those for sexual behaviors.
Thus, prenatal stress would be predicted to decrease male-typical play
in boys and increase it in girls. This prospective study involved a pop-
ulation sample of 14,138 offspring born in a geographically defined
area (Avon, England) during a specified time period (April 1, 1991-
December 31, 1992). Women completed questionnaires during and
immediately after pregnancy regarding stressful events. When chil-
dren were 3%, years old, gender role behavior was measured using the
Pre-School Activities Inventory (PSAI), a standardized questionnaire
that assesses sex-typical activities and interests. Stress during preg-
nancy showed no relationship to PSAI scores in boys and only a small
relationship to PSAI scores in girls. In addition, although prenatal
stress related to gender role behavior in girls, other factors were also
found to relate to gender role behavior. These included the presence
of older brothers or sisters in the home, maternal age and education,
the degree to which parents were sex-typed, and maternal use of alco-
hol or tobacco (Hines et al., 2002a).

One possible reconciliation of the inconsistent findings for the
effects of prenatal stress on gender development is that only severe
stress, such as might be experienced during war, is influential. How-
ever, the types of stressors found to influence sexual differentiation
in rodents are not particularly severe. It is more likely that the animal
model of influences of prenatal stress on sexual differentiation has
little, if any, applicability to humans. The adrenal response to stress is
less dramatic in humans than in rodents (Bailey et al., 1991). In ad-
dition, human gestation is markedly longer than rodent gestation,
and the period of sexual differentiation is correspondingly longer as
well. In the rat, androgen levels are normally elevated in male fetuses
for approximately 2 days prenatally (Ward, 1984). In contrast, the pe-
riod of androgen elevation in developing human male fetuses lasts
for about 16 weeks (Smail et al., 1981). This may allow the human
male more time to compensate for adrenal androgen changes, for
example, via feedback mechanisms that alter testicular androgen
production, as described in Chapter 3.
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Regarding women, only two studies have investigated relation-
ships between prenatal stress and sexual differentiation, and both re-
ported that prenatal stress was associated with increased male-typical
behavior: in one study, bisexuality (Bailey et al., 1991) and in a sec-
ond, increased male-typical childhood interests (Hines et al., 2002a).
Although these effects were small, they could occur in females, but
not males, because females lack testes and therefore cannot adjust
testicular androgen production to compensate for the increased ad-
renal androgen that is produced in response to stress.

Genetics and sexual orientation. Variations in sexual orientation are
familial; families where one individual is homosexual or bisexual are
likely to have a higher than expected number of other individuals of
similar orientation (Bailey and Benishay, 1993; Bailey and Bell, 1993;
Pillard, 1990; Pillard and Weinrich, 1986). Although it is possible that
certain family environments or parenting practices predispose to ho-
mosexuality, the data also could suggest inherited predispositions.

Studies of twins provide more convincing evidence of inherited
predispositions than do family studies. These studies compare mono-
zygotic (MZ (identical)) and dizygotic (DZ (fraternal)) twins to esti-
mate how well genetic similarity predicts behavioral similarity. MZ
twins are identical genetically (100% of their genetic information is
the same), while DZ twins are only as similar genetically as siblings
(50% of their genetic information is the same). If MZ twins are more
similar than DZ twins in sexual orientation, a genetic contribution is
suggested.

Twin studies from several research groups suggest that sexual
orientation has a genetic component. In one study, 29 of 56 male MZ
twins who were homosexual had homosexual male co-twins, whereas
for DZ twins, the comparable number was 12 of 54 (52% vs. 22%)
(Bailey and Pillard, 1991). Also, only 6 of 57 (11%}) adoptive brothers
of homosexual male twins were also homosexual. In a second study,
66% of 34 homosexual MZ twins had male co-twins who were homo-
sexual, but for 23 male DZ twins the same figure was 30%. This study
also included a set of male MZ triplets, all of whom were homosexual
(Whitam et al., 1993).

The twin study method has also been used to investigate the her-
itability of sexual orientation in women, with similar results as for
men. One study found that 48% of 71 MZ twins who were homosex-
ual had homosexual female co-twins, compared to 16% of 37 female
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DZ twins (Bailey and Bell, 1993). Similarly, 14% of 73 non-twin bio-
logical sisters and 6% of 35 non-twin adopted sisters of the homosex-
ual twins were also homosexual.

A major criticism of twin studies is that MZ twins may be treated
more similarly than DZ twins, and that this similar treatment, not
shared genes, could account for greater behavioral similarity. A review
of data pertinent to this suggestion concluded it is unsupported for
twin studies in general (Bouchard, 1984). It also appears unsupported
for twin studies of sexual orientation in particular {Kendler et al.,
2000). Nevertheless, more convincing evidence of genetic influences
comes from studies of twins reared apart. This can occur, for example,
following adoption by different families near the time of birth.

No large-scale study is available on the sexual orientation of
twins reared apart, and there may be too few such twin pairs for a de-
finitive study. However, two studies provide data on a total of four
pairs of MZ male twins and four pairs of MZ female twins. The first
study involved two pairs of male twins, and four pairs of female twins.
In one of the male pairs, both twins were homosexual. These twins
had been adopted into families living in different suburbs of the
same major city in the western United States. They learned of one
another’s existence when one twin was mistakenly identified as the
other in a gay bar. Both had been actively homosexual since the age
of 13, and both had been “intensely attracted to males and indiffer-
ent to females since late childhood” (Eckert et al., 1986, p. 424). In
the second pair of male twins, one was homosexual, and the other re-
garded himself as exclusively heterosexual, but had had a homosex-
ual affair with an older man during late adolescence. In contrast to
males, female MZ twins reared apart were all discordant for sexual
orientation. In three of four pairs, one twin was homosexual and the
other heterosexual, and in the fourth pair, one twin was bisexual and
the other was heterosexual.

The second study included two pairs of MZ male twins reared
apart (Whitam et al., 1993). One pair was concordant for homosex-
ual orientation, and each twin had become aware of the other’s exis-
tence when they met in a gay bar at the age of 15. The second pair
was discordant, one homosexual and one heterosexual, although
both were interested in unconventional sexual practices (e.g., sado-
masochism).

Thus, data on MZ male twins reared apart, although scarce, re-
semble findings from studies of twins reared together and suggest a
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genetic contribution to sexual orientation. The small amount of data
on MZ female twins reared apart does not support a similar conclu-
sion and contrasts with data from family and twin studies.

Another concern about research on sexual orientation in twins
relates to methods of recruitment. Typically, participants are re-
cruited to the study by advertising for homosexual twins at the uni-
versities where the research is being conducted, or by advertising in
the gay and lesbian press. This could produce a self-selected group of
participants that is not representative of the population at large. One
study addressed this concern by assessing sexual orientation in a sam-
ple of twins obtained from a national twin registry in Australia (Bai-
ley et al., 2000). About 54% of the twins in the age range 17 to 50
years participated. Results differed somewhat depending on how ho-
mosexuality was defined, but suggested some heritability for male
homosexuality, although heritability was lower than in other studies.
Using a strict definition, there was 11% concordance for MZ male
twins where one was homosexual, while the comparable number for
DZ males was 0%. Using a broader definition, concordance was 30%
for MZ males vs. 3% for DZ males.

Data for females were less supportive of a genetic link. The strict
definition of homosexuality produced 14% concordance in MZ fe-
males and 6% concordance in DZ females, and, using the broader
definition, concordance was identical (22%) in female MZ and DZ
twins. In contrast, a study using a national sample of twins in the
United States found that MZ twins were more likely than DZ twins to
be concordant for sexual orientation and concluded that sexual ori-
entation was influenced by genetic, as well as environmental, factors
(Kendler et al., 2000). In this study, sexual orientation was assessed
by a single item and classified simply as either heterosexual or not
heterosexual, and data for males and females were not analyzed
separately.

Building on suggestions that genetic factors contribute to sexual
orientation in males, specific genes responsible for the contribution
have been sought. Two approaches, pedigree analysis and family DNA
linkage studies, have been used. An initial pedigree analysis assessed
the sexual orientation of the male relatives (fathers, sons, brothers,
uncles, and cousins) of 114 homosexual men (Hamer et al., 1993).
Brothers of homosexual males showed the highest rate of homosexu-
ality. Maternal uncles and sons of maternal aunts also had signifi-
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cantly elevated rates of homosexuality. This contrasted with fathers
and all other paternally related relatives, who showed either the ex-
pected rates of homosexuality for the population at large or lower
than the expected rates. A possible explanation for this pattern in-
volves the X chromosome. Because males receive their X chromo-
some only from their mothers, the influence of an X-linked gene
passes through the maternal side of the family.

If a gene on the X chromosome contributes to sexual orienta-
tion, then brothers who are both homosexual should have similar-ap-
pearing markers near that gene. A family DNA linkage study exam-
ined this possibility. DNA from 40 pairs of homosexual brothers (as
well as their mothers and heterosexual siblings where possible) was
analyzed for 22 markers that span the X chromosome (Hamer et al.,
1993). Results indicated that markers inherited by the sons came ex-
clusively from the mother, as would be expected with X transmission.
In addition, in 33 of the 40 pairs of homosexual brothers, a region of
the X chromosome (called the distal portion of Xq28 and large
enough to include several hundred genes), was identical for all
markers, a result substantially different from chance. Similar results
were observed in a separate sample of families with homosexual
brothers, but not families with homosexual sisters (Hu et al., 1995),
leading to the conclusion that “one form of male homosexuality is
preferentially transmitted through the maternal side and is geneti-
cally linked to chromosomal region Xq28” (Hamer et al., 1993, p.
325). A third study, by a different research group, looked at markers
on the distal portion of Xq28 in 52 pairs of homosexual male siblings
and did not find sharing of these markers to be increased beyond
chance (Rice et al., 1999). This study generally has been viewed as a
failure to replicate the original reports of an X-linked marker for
male homosexuality. However, it differed in at least one important
way from the studies it attempted to replicate; it did not start with
pairs of homosexual male siblings for whom there was evidence of
maternal transmission. The existence of markers on the distal por-
tion of Xq28 may apply only to homosexual co-twins in families with
evidence of maternal transmission of sexual orientation.

Thus, sexual orientation in males appears to be based in part on
a genetic predisposition. This conclusion derives from family, twin,
and adoption data. Additionally, there is some evidence that a por-
tion of the X chromosome may contain genes that contribute to this
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predisposition, at least in some homosexual men, although this sug-
gestion has proved controversial. In addition, the nature of any ge-
netic predisposition is unknown. Perhaps genes code directly for
variations in sexual orientation. Alternatively, genes could influence
sexual orientation by coding for other factors (e.g., childhood inter-
ests, personality traits) that, themselves, influence sexual orientation.
Genetic contributions to sexual orientation could also involve hor-
monal mechanisms. For instance, genetic factors could determine
levels of hormones (or receptors for hormones or enzymes needed
to produce hormones in certain brain regions) that influence sexual
orientation.

Genetic factors and gonadal hormones could also make sepa-
rate contributions to sexual orientation. Although family and twin
studies support a genetic contribution to sexual orientation, they
also suggest a substantial contribution from factors other than genes.
Even when people are genetically identical and are raised together,
sexual orientation is the same less than half the time. The situation
for other personality traits is similar (Bouchard, 1984). For sexual
orientation, some of the remaining variation could be determined by
hormone levels during early development.

Itis not known if genetic influences on sexual orientation are in-
dependent of hormonal influences. If they are not, however, hor-
monal mediation could explain differences in genetic contributions
to homosexuality in males versus females. Assume for the moment
that genes code for levels of testosterone (or estrogen derived from
it) in a brain system important to sexual orientation. Those males
whose genetic information coded for low hormonal activity in this re-
gion would be predisposed to a homosexual orientation. However,
females whose genetic information coded for low hormone activity
would not. In fact, their low level of hormone activity would move
them in the heterosexual direction (i.e., toward decreased masculin-
ity), if it influenced them at all.

Postpubertal homones and sex

Although the early hormone environment appears to influence core
gender identity and sexual orientation, hormone levels in adulthood
do not. Some women who identify as lesbian or who are transsexual
may have elevated androgen in adulthood, but this is not usually the
case (Bosinski et al., 1997; Meyer-Bahlburg, 1979). Regardless, even
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if all lesbian women or all women with gender dysphoria had ele-
vated androgen, this would not imply that androgen in adulthood is
responsible. Women with relatively high androgen in adulthood may
also have experienced relatively high androgen prenatally. In addi-
tion, androgen may rise in response to factors associated with being
lesbian or transsexual (e.g., stress related to discrimination or a sense
of being different from others). Most important, although women
(and men) have been treated with androgen for various reasons,
there are no reports that either treatment alters sexual orientation
or core gender identity in either sex.

In addition to the sex differences in core gender identity and
sexual orientation, there is a sex difference in libido or the strength
of sexual interest, with men typically showing higher libido than
women. This is not necessarily apparent in interpersonal sexual ac-
tivity, since that requires the involvement of a partner, but can be
seen clearly in sexual fantasy and in masturbation frequency, both
of which are higher in men (e.g., Meston et al., 1996). Although
changes in levels of androgen postpubertally do not influence sexual
orientation or core gender identity, postpubertal hormone changes
do influence libido. Men whose gonads cease testosterone produc-
tion after puberty (i.e., men who become hypogonadal) show re-
duced sexual interest, and this interest can be restored with testos-
terone therapy (Bancroft and Wu, 1983; Kwan et al.,, 1983). In
addition, among men with normally functioning gonads, administra-
tion of androgen can enhance sexual interest and enjoyment
(Alexander et al., 1997), although neither sexual orientation nor
core gender identity is changed by these manipulations.

Perhaps surprisingly, androgen also seems to relate to sexual in-
terest in women. One study looked at women who had their ovaries
removed because of benign tumors and then had hormones re-
placed (Sherwin et al., 1985). Either androgen alone or androgen
plus estrogen reinstated sexual drive, whereas estrogen alone or a
placebo did not. Because these studies involved a double-blind,
crossover design, as well as a placebo treatment as a control, they
provide strong evidence that androgen can influence female libido.
More recent evidence suggests that female sexual interest involves
not only androgen and estrogen, but also sex-hormone binding glob-
ulin, which regulates the ability of these hormones to act (Wallen
and Tannenbaum, 1997).
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Summary

One interpretation of the available data, taken as a whole, is that core
gender identity and sexual orientation relate to the early hormone
environment (organizational influences of hormones), whereas li-
bido, or the strength of sexual interest, relates more strongly to the
hormone environment in adulthood (activational influences of hor-
mones). This is consistent with evidence that sexual orientation and
core gender identity relate to perinatal hormone abnormalities, but
are not influenced by changing hormone levels in adulthood. In con-
trast, libido is clearly activated by hormones that are present postpu-
bertally, particularly androgens, with no evidence that high levels of
androgens prenatally enhance libido. In fact, women exposed prena-
tally to high levels of androgen, because of CAH, show reduced,
rather than enhanced, sexual interest.

The final component of sexual identity, gender role behavior,
comprises characteristics such as childhood play preferences, per-
sonality traits, including aggression, dominance, and nurturance,
and even patterns of cognitive abilities. Possible hormonal contribu-
tions to these behaviors are discussed in subsequent chapters.



age, boys and girls prefer different toys (Snow etal., 1983), and

these sex differences persist through childhood (Fagot, 1978;
Sutton-Smith et al., 1963). In general, boys tend to choose toys like
cars, trucks, and guns, whereas girls prefer toys like dolls and tea sets
(Berenbaum and Hines, 1992; Liss, 1979; Sutton-Smith et al., 1963).
Boys also spend more time than girls do in rough-and-tumble play,
including play fighting and wrestling (DiPietro, 1981; Hines and
Kaufman, 1994; and Maccoby, 1988), and boys and girls differ in
their playmate choices. For both boys and girls, about 80-90% of
playmates are children of their own sex (e.g., Hines and Kaufman,
1994; Maccoby, 1988). Thus, girls prefer girls as playmates, and boys
prefer boys as playmates.

B ehavioral sex differences appear early in life. By 12 months of

Androgen and Psychological Development in Girls
In the 1960s, girls exposed prenatally to high levels of androgen were

reported to be “tomboys” (Ehrhardt and Baker, 1974; Ehrhardt and
Money, 1967; Ehrhardt et al., 1968a). The term tomboy referred to a
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constellation of behaviors, including preferences for boys’ toys and
activities, for boys as playmates, and for rough, active, outdoor play.
Interviews with androgen-exposed girls and their mothers suggested
that the girls showed unusually high levels of these behaviors. Moth-
ers also indicated that they would use the word “tomboy” to describe
their daughters. “Tomboyish” behavior was reported in girls exposed
to high levels of androgen prenatally because of congenital adrenal
hyperplasia (CAH), as well as in girls whose pregnant mothers had
been prescribed synthetic progestins that stimulated androgen recep-
tors. Thus, evidence from a genetic disorder, as well as from an exter-
nal source of hormone exposure, provided convergent evidence sug-
gesting a hormonal influence on human psychological development.

Additional evidence of increased male-typical play behavior in
girls with CAH has come from several subsequent studies using ques-
tionnaires and interviews to assess sex-typed interests and activities
(Dittman et al., 1990; Ehrhardt and Baker, 1974; Hines and Kaufman,
1994; Slijper, 1984). Direct observation of girls with CAH also indi-
cates that they show more male-typical play behavior. One study video-
taped children in a playroom containing toys typically prefered by
girls (e.g., dolls, doll clothes, a tea set), toys typically prefered by boys
(e.g., a car, a truck, a helicopter) and toys that boys and girls enjoy
equally (e.g., books, board games, a puzzle). Unaftected siblings and
first cousins of the children with CAH served as controls in the study,
and they showed the expected sex differences in time spent with each
type of toy. Compared to control girls, however, girls with CAH spent
more time with “masculine” toys, less time with “feminine” toys, and a
similar amount of time with “neutral” toys (Berenbaum and Hines,
1992). Similar outcomes are seen when sex-typical play behavior is
measured using a standardized questionnaire assessing a broad range
of toy, playmate, and activity preferences (Hines et al., 2003b; Fane,
2002) (see Fig. 6-1).

Similar findings suggesting that girls with CAH have more male-
typical interests than other girls have been reported based on analy-
ses of their drawings (lijima et al., 2001). In addition, the differences
between girls with CAH and other girls are seen whether children
are observed playing with a parent or on their own (Nordenstrom et
al., 2002 ; Pasterski, 2002). To date, findings of increased male-typi-
cal play behavior or interests have been reported for girls with CAH
in several different countries, including the United States, United
Kingdom, Canada, the Netherlands, Sweden, Germany, and Japan,
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Figure 6-1. Sex-typed behavior in individuals with and without CAH. Females
with CAH show increased male-typical behavior, whereas males with CAH do not
differ from those boys without CAH. Data {means and standard deviations)
represent scores on the Pre-school Activities Inventory (PSAI) a standardized
questionnaire describing the behavior of children in the age range 2-7 years.
Questions cover toy preferences (e.g., dolls, cars), activity preferences (e.g.,
rough-and-tumble play, playing house), interests (e.g., spiders, pretty things)
and playmate preferences (girls vs. boys). This figure is based on a broad mea-
sure of childhood behavior, but more specific assessments, such as of toy or play-
mate preferences, show the same pattern. Girls with CAH show behavior in be-
tween that of unaffected girls and unaffected boys.

in comparison to same-sex relatives and to matched controls, with
concurrent and retrospective assessments, and with interviews, ques-
tionnaires, and direct observation of behavior (Berenbaum and
Hines, 1992; Dittman et al., 1990; Ehrhardt and Baker, 1974; Hines
and Kaufman, 1994; Hines et al., 2003b; Iijima et al., 2001; Norden-
strom et al., 2002; Slijper, 1984). Early reports of masculinized play in
androgenized girls were viewed by some with skepticism, partly be-
cause experimenters often knew the medical status (CAH vs. con-
trol) of individual children, or because control groups were lacking
or poorly matched (Fausto-Sterling, 1992; Quadagno et al., 1977).
However, more recent studies have produced similar findings with-
out these problems (e.g., Berenbaum and Hines, 1992; Dittman et
al.,, 1990; Ehrhardt and Baker, 1974; Hines and Kaufman, 1994;
Hines et al., 2003b; Slijper, 1984).
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Masculinized play in androgen-exposed girls would be predicted,
based on experiments in other species. In female rhesus monkeys,
prenatal exposure to androgen increases male-typical behavios, in-
cluding rough-and-tumble play (Goy, 1978; Goy and McEwen, 1980;
Goy et al., 1988). Similar findings have been reported in rats (Meaney
and Stewart, 1981). Androgen is thought to exert these permanent,
or organizational, influences on behavior by modifying basic pro-
cesses of neural development during early critical periods (Goy and
McEwen, 1980). Therefore, the masculinized play behavior seen in
androgenized girls could be evidence of similar hormonal influences
on the developing human brain.

Alternative Theories of Gender Development

Other theoretical perspectives suggest that sex differences in child-
hood play result from social and cognitive processes. The social learn-
ing perspective proposes that sex differences arise because girls and
boys are treated or reinforced differently in general, and for playing
with sex-typical toys in particular, and because they model or imitate
the behavior of others of the same sex (Bandura, 1977; Fagot, 1978;
Fagot and Hagan, 1991; Langlois and Downs, 1980; Mischel, 1966).
The cognitive perspective proposes that behavioral sex differences
arise because children develop a cognitive awareness of their identity
as a boy or a girl and come to value and engage with objects and ac-
tivities associated with this gender identification (Bussey and Ban-
dura, 1984; Kohlberg, 1966). From these perspectives, masculine-typ-
ical behavior in girls with CAH could be secondary to changes in
parental expectations or reinforcement of gender-typical activities.
They could also result from alterations in the child’s gender identity.
Thus, at least three mechanisms could underlie the association be-
tween prenatal androgen exposure and male-typical play in girls.
First, androgen could alter processes of neural development in brain
regions regulating toy choices or other aspects of play. Second, others
(particularly parents) could expect different behavior or reinforce
girls differently if they have CAH, perhaps because they look more
masculine at birth. Third, girls with CAH could have a less firm fe-
male gender identity, and this could result in decreased modeling of
the behavior of other girls and women and decreased attention to cul-
tural definitions of what items or activities are for girls or for boys.
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There is evidence that both learning and cognitive mechanisms
play a role in the development of sex differences in play in children
in general. Parents reinforce boys and girls differently for playing
with “masculine” versus “feminine” toys, encouraging sex-typical play
and discouraging cross-sex play (Fagot, 1978; Langlois and Downs,
1980). The most striking example is the negative reactions to boys
who play with “feminine” toys like dolls (Fagot, 1978). In one study,
parents were observed with their 20- to 24-month-old children on
several occasions in their own homes (Fagot, 1978). Boys were en-
couraged to play with “masculine” toys, such as blocks, and discour-
aged from playing with “feminine” toys, such as dolls. Girls were
encouraged to play with “feminine” toys, although not actively dis-
couraged from playing with “masculine” toys. These results were ob-
served, despite parents stating in interviews that they did not treat
their male and female children differently. A second study (Langlois
and Downs, 1980) found similar results for observations of parents
interacting with their 3- to 5-year-old children. Boys received encour-
agement for playing with “masculine” toys, and discouragement, at
least from fathers, for playing with “feminine” toys. Girls were both
encouraged for playing with “feminine” toys and discouraged for
playing with “masculine” ones. Similar findings have been reported
for reinforcement of sex-typed play by other children and by teach-
ers (Fagot and Patterson, 1969; Fagot, 1978).

Strangers also react to infants differently depending on whether
they think the infant is a boy or a girl. In a series of studies, sometimes
called the “Baby X” studies, adults have been asked to interact with an
unfamiliar infant (“Baby X”) dressed in clothes that are sex-neutral
(e.g., ayellow jumpsuit). Although the infant is always the same, sub-
jects who are told that the child is a boy are more likely to try to en-
gage him in play with “masculine” toys, such as balls or tools, whereas
those told that the child is a girl are more likely to try “feminine” toys,
such as dolls (Seavey et al., 1975; Stern and Karraker, 1989). In addi-
tion, adults seeing videotapes of neutrally attired, unfamiliar infants
evaluate them differently, depending on whether they have been told
the child is a boy or a girl. Those who think the child is a boy are
likely to label the child’s emotional responses as anger, whereas those
who think the child is a girl tend to label the same emotional re-
sponses as fear (Condry and Condry, 1976). Thus, strangers, like par-
ents, teachers, and peers, perceive and treat children differently de-
pending on whether they think the child is a girl or a boy.
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As mentioned above, cognitive theories of gender development
propose that children come to understand that they are male or fe-
male and then come to value and engage in activities associated with
that gender identification. As originally formulated, the theory sug-
gested that children would not show gender typical behavior until
they had a firm understanding of their own gender and its invariance
across time and situation (gender constancy) (Kohlberg, 1966). It is
now clear that children show behavioral sex differences long before
gender constancy can be demonstrated. Toy interests differ for girls
and boys as young as 12 months of age (Snow et al., 1983), while
gender constancy typically is seen at about 5 years of age. However, it
has been suggested that a simple understanding of one’s own gender
without stability over time and situation may be sufficient to motivate
the acquisition of sex-typical behavior. This understanding can be
demonstrated at about 2 years of age, by which time children can
sort pictures of males and females reliably and can sort their own pic-
ture into the correct pile (Slaby and Frey, 1975; Stagnor and Ruble,
1987). It also is possible that even younger children have a good un-
derstanding of gender, but that it cannot be measured easily when
they are not yet able to talk or respond to language-based instruc-
tions. This possibility, which may be difficult or impossible to assess,
makes it hard to determine whether or not behavioral sex differ-
ences precede gender identification.

Regardless, girls and boys do show differences in processes re-
lated to gender identification that could underlie the acquisition of
sex-typical behavior. In particular, they respond differently to male
and female models and to items or activities that are labeled as for
one sex or the other. In regard to modeling, children imitate the be-
havior of children and adults of the same sex more than the other
sex. When shown either men or women choosing sex-neutral items
(e.g., apples or bananas), girls later prefer the item chosen by
women, while boys prefer the itern chosen by men (Perry and Bussey,
1979). Children also are influenced by labels regarding what is “for
girls” versus “for boys.” When shown neutral toys, such as xylophones
or balloons, girls typically choose the toy they have been told is “for
girls,” whereas boys typically choose the toy they have been told is
“for boys” (Masters et al., 1979). The effect of the sex-typed label is
stronger than the effect of models, but the two effects are additive;
children are most likely to play with a toy when it is labeled as for
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their own sex and when they have also seen others of their own sex
using it (Masters et al., 1979).

Is there any evidence that social or cognitive mechanisms con-
tribute to changes in the behavior of androgen-exposed girls? As
noted before, girls with CAH are born with ambiguous genitalia, typ-
ically including clitoral enlargement and fusion of the labia. Al-
though surgery early in life feminizes the external genitalia and par-
ents are instructed to raise the child as a girl, it has been suggested
that the genital ambiguity at birth could influence subsequent be-
havior. For instance, the ambiguous genitalia could lead parents to
expect or encourage masculine behavior in girls with CAH or could
produce a less firm gender identification as female in the girls them-
selves (Fausto-Sterling, 1992; Quadagno et al., 1977). Reduced gen-
der identification as female could in turn lead to reduced modeling
of gender-typical behavior or reduced adherence to culturally de-
fined labels as to what is “for girls” or “for boys.”

There is little information regarding these possibilities. One
study reported that parents say they do not treat girls with CAH in
a “masculine” fashion, but no data were presented (Ehrhardt and
Baker, 1974). More recently, parents of girls with CAH and unaffected
girls were found to respond similarly to the questionnaire item, “I
encourage my child to act as a girl should.” For CAH girls, 59%
responded affirmatively, and for unaffected girls, 64% did so (Ber-
enbaum and Hines, 1992). No data are available on parental expec-
tations (as opposed to encouragement) regarding the behavior of
CAH daughters. Also, as noted above, parents may report that they
do not treat their boys and girls differently, despite being seen to do
so when observed (Fagot, 1978). Thus, although it seems unlikely
that parents of CAH girls would defy medical advice, which suggests
that they should encourage feminine development in their daugh-
ters, more detailed information, such as assessments of parental ex-
pectations and observations of parent-child interactions, would help
determine the role of parents in the psychological consequences of
CAH.

Gender identification has been assessed in girls with CAH
largely using the draw-a-person (DAP) test. This test asks subjects to
draw a person and then to draw a person of the other sex. The sex of
the person drawn first is taken to reflect the subject’s own gender
identification. Most children draw a person of their own sex first.
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The drawings also are sometimes scored for characteristics such as
the relative size of the figures or the amount of detail included, with
larger figures and more detail taken to indicate stronger identifica-
tion with that sex. Early studies using the, DAP suggested typically
feminine gender identification in girls with CAH (McGuire et al.,
1975; Perlman, 1973). However, a 1984 study reported that girls with
CAH were more likely than controls to draw a male figure first on the
DAP (Slijper, 1984), and a 1987 study found them to draw more dif-
ferentiated male than female figures (Hurtig and Rosenthal, 1987).

As indicated in Chapter 5, young girls with CAH also have been
reported to express less contentment being female than control girls
(Ehrhardt et al., 1968a), to indicate they are less sure they would
want to be female, if given a choice (Ehrhardt and Baker, 1974), and
to express the wish that they had been born a boy (Slijper, 1984). A
1998 study found that about 20% of 48 girls exposed to high levels of
androgen prenatally, either because of CAH or because of other in-
tersex conditions, met the criteria for gender identity disorder (Slij-
per et al,, 1998). Thus, some studies suggest that young girls with
CAH have a less firm gender identification as female than other girls
do. Despite this early uncertainty, the vast majority of women with
CAH appear to have a female gender identity, although, as noted in
Chapter 5, a small number of XX individuals with CAH, who were as-
signed and reared as females, remain sufficiently unhappy as adults
to request a change to the male sex. No studies, however, have deter-
mined if variations in gender identity in androgen-exposed females
predict other outcomes, such as increased male-typical toy choices.
Thus, the possibility that altered play behavior in girls with CAH re-
lates to alterations in gender identification has neither been ruled
out nor clearly supported.

Another approach to understanding the mechanisms underly-
ing behavioral outcomes in girls exposed to androgen prenatally has
been to correlate the degree of genital virilization at birth with be-
havioral outcomes. The logic here is as follows: If there is no correla-
tion between genital virilization and behavior, genital virilization is
unlikely to account for behavioral change, either on its own or
through changes in sex-typical reinforcement or gender identifica-
tion. Results using this approach generally have been negative. In
women and girls with CAH, there appears to be no correlation be-
tween the degree of physical virilization and the amount of behav-
ioral change. This has been seen using questionnaire measures of



Sex and Play nz

masculine and feminine behavior (Dittman et al., 1990; Slijper,
1984) and with direct observation of toy choices (Berenbaum and
Hines, 1992). Thus, if social or cognitive mechanisms play a role in
the psychological consequences of CAH, they seem unlikely to be
mediated by changes in the appearance of the external genitalia. In
nonhuman primates also, prenatal androgen exposure can produce
both physical and behavioral virilization, but the two do not always
correlate (Goy et al.,, 1988). One cause of this dissociation is differ-
ences in critical periods, as the period critical for physical virilization
occurs earlier than those for behavioral virilization.

A third approach to the possibility that genital virilization at
birth causes alterations in play behavior in girls with CAH has been
to see if variability in hormone levels within the normal range pre-
dicts behavioral masculinity or femininity in girls in the general pop-
ulation. A 2002 study of childhood gender role behavior suggests
that it does. Levels of testosterone during pregnancy were found to
predict gender role behavior in female offspring at the age of 3%
years. Mothers of girls who showed male-typical toy, playmate, and ac-
tivity preferences had higher levels of testosterone during pregnancy
than mothers of girls who showed little male-typical behavior (Hines
et al., 2002b). Of course, this does not mean that social or cognitive
mechanisms are not involved in the behavioral changes associated
with prenatal androgen exposure in girls, but simply that, if they are
involved, they do not appear to act through genital virilization.

Prenatal Androgen and Childhood Play Behavior in Boys

Although it seems clear that genetic females with CAH show in-
creased male-typical play behavior, behavioral consequences of CAH
in genetic males are less clear. Most studies have found that boys with
CAH do not differ from male controls in their play behavior (see
Collaer and Hines, 1995 for a review). However, one study suggested
increased energy level in boys with CAH (Ehrhardt and Baker, 1974),
while two others suggested changes in the opposite direction. One
reported decreased male-typical responses in boys with CAH on an
interview measure of childhood gender role behavior, but only in
comparison to unrelated boys, not when the boys with CAH were
compared to unaffected brothers (Slijper, 1984), and the second re-
ported reduced rough-and-tumble play as observed in a playroom
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(Hines and Kaufman, 1994), although the same boys showed no al-
terations in toy choices or playmate preferences (Berenbaum and
Hines, 1992; Hines and Kaufman, 1994).

One possible cause of demasculinized behavior in boys with CAH
is illness, particularly CAH-associated, saltlosing crises and hospital-
ization during infancy. Boys who show strong preferences for girls’ ac-
tivities, but who do not have CAH or any other endocrine disorder,
typically experienced illness and hospitalization during the first 2
years of life (Green, 1987). Consistent with this, in the study reporting
reduced rough-and-tumble play in boys with CAH, the boys had been
hospitalized often during the first 2 years of life, and the frequency
and duration of hospitalization correlated negatively with one aspect
of rough-and-tumble behavior (Hines and Kaufman, 1994). An influ-
ence of illness is also supported by data from the study reporting re-
duced male-typical gender role behavior in general in boys with CAH.
In that study, boys with another childhood endocrine disorder (dia-
betes) showed similar behavioral changes (Slijper, 1984).

A general difficulty in interpreting behavioral studies of boys
with CAH is small sample size. The studies described above involved
9 to 19 boys with CAH, and so they would be unlikely to detect any-
thing but very large behavioral changes on a consistent basis. A sec-
ond problem is uncertainty regarding prenatal and neonatal andro-
gen levels in males with CAH. Although relatively little information is
available, testosterone levels appear to be normal prenatally in most
males with CAH (Pang et al., 1980). However, some show elevated
testosterone, and most or all appear to have elevated androstene-
dione (Wudy et al, 1999). In addition, treatment with corticos-
teroids to regulate the overproduction of adrenal hormones after
birth appears to reduce testosterone below normal levels in male in-
fants with CAH (Pang et al., 1979). This reduction in testosterone
during a postnatal period when levels are normally high could con-
tribute to behavioral demasculinization in males with CAH.

Antiandrogens and childhood behavior

Studies of children exposed to one other type of hormone have also
provided some evidence of behavioral effects (Ehrhardt et al., 1977;
Meyer-Bahlburg et al., 1977). Children exposed prenatally to med-
roxyprogesterone acetate (MPA), a synthetic progestin that acts as an
antiandrogen, show some evidence of reduced male-typical play be-



Sex and Play 19

havior, but this effect is less dramatic than that seen in girls exposed
to high levels of androgens. The absence of a powerful effect of an
antiandrogen on girls might relate to their showing relatively low lev-
els of male-typical play to begin with, thus providing little scope for a
dramatic reduction. In the case of boys, the authors suggest that the
dose of MPA may have been insufficient to override the high levels of
endogenous androgen and thus unable to exert an appreciable ef-
fect in males.

Siblings and sex-typed play

Another approach to studying hormonal influences on play behavior
has involved looking at same-sex versus opposite-sex twins. The hy-
pothesis here again derives from research in rodents, where females
located in utero in a position to receive blood after it has contacted
male littermates show increased male-typical behavior (Meisel and
Ward, 1981). One study found that boys with female twins were
slightly less masculine on a global measure of gender role behavior
than boys with male twins, but no differences were seen for girls with
female versus male twins (Elizabeth and Green, 1984). A second
study found similar, negative results for girls; girls with male co-twins
did not differ from girls with female co-twins in preferences for sex-
typed toys (Henderson and Berenbaum, 1997).

Even if consistent effects were to be seen, behavioral outcomes
in same- versus opposite-sex twins are hard to interpret simply as hor-
monal effects. This is because the presence of siblings of the same
versus other sex can influence sex-typical behavior. Having an older
sibling of the other sex is associated with more crossgender play, and
less gender-typical play in both boys and girls (Tauber, 1979; Rust et
al,, 2000). A co-twin of the same sex might have an effect similar to
that of an older sibling. Thus, the predicted pattern of results—more
cross-sex play with a cross-sex twin—could result from social factors
as well as hormonal influences.

Estrogens and childhood behavior

In nonhuman mammals, some behavioral effects of testosterone are
also seen following treatment with estradiol or other estrogens dur-
ing development. This occurs because testosterone is converted to
estrogen within some brain regions before interacting with receptors
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to influence sexual differentiation (see Chapters 3 and 4 for details).
These effects of estrogen have been documented most extensively in
rodents, but one study suggests that treatment with estrogen prena-
tally also has some masculinizing influences on play behavior in rhe-
sus macacques (Goy and Deputte, 1996). Additionally, those inter-
ested in possible hormonal influences on human play behavior have
looked at situations involving abnormalities of estrogen during de-
velopment, as well as at abnormalities of androgen.

Females exposed to the synthetic estrogen DES prenatally ap-
pear to show no changes in childhood play or interests. One study of
DES-exposed women assessed recollections of parenting rehearsal,
physical activity and athleticism, social relations, childhood fantasy
and pretend play, and aggression and delinquency in childhood, and
found only one difference: DES-exposed women recalled being less
oriented toward parenting than were matched controls (Ehrhardt et
al., 1989). However, even this one difference from among the many
variables assessed was not replicated in two subsequent studies by the
same research group (Lish et al., 1991; Lish et al., 1992). Thus, child-
hood gender role behaviors similar to those altered in girls exposed
to androgen prenatally do not appear to be altered in girls exposed to
estrogen. This suggests that the hormonal influences that have been
observed on human play behavior are effects of androgen, rather
than effects exerted following conversion of androgen to estrogen.

Information on boys exposed to DES or other estrogens prena-
tally also suggests a general lack of influences on childhood behavior.
Two studies of estrogen-exposed males found no consistent effects on
sex-typed play (Kester et al., 1980; Yalom et al., 1973). Although one
study suggested possible enhancement of some male-typical activities
following prenatal estrogen exposure (Kester et al., 1980), the effects
were inconsistent. Because the study assessed a large number of vari-
ables, these isolated differences could have been spurious.

Aspects of Play

The most extensively developed animal model of hormonal influ-
ences on play has focused on rough-and-tumble behaviors. In con-
trast, studies of hormone-exposed children have focused largely on
toy and playmate preferences or on global assessments of gender
role behavior. Humans show rough-and-tumble play behavior that
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resembles the rough-and-tumble behaviors increased by early hor-
mone exposure in other species. Across a wide range of mammals,
including humans, rough-and-tumble play includes mock fighting
and overall body contact. Only one study has assessed rough-and-
tumble behavior by direct observation in children with endocrine
disorders. In this study, parents were asked to arrange for a playmate
to join their child on the day of assessment, and the child and the
playmate were videotaped in a space furnished with a ball, a pillow, a
small trampoline and a “Bobo” punching doll (a large, inflatable
clown doll with a weight in its base that allows it to bounce back up
after being hit). Although sex differences in rough-and-tumble be-
havior were seen in controls, CAH girls did not show increased
rough-and-tumble play, despite showing differences in toy and play-
mate preferences (Hines and Kaufman, 1994; Berenbaum and Hines,
1992). Given the strength of the data from animal models, it would
be surprising if rough-and-tumble play, unlike toy and playmate pref-
erences, was selectively exempt from hormonal influence in humans.

Even if rough-and-tumble play is increased in girls with CAH, this
increase may not have been apparent in the observational study for
several reasons. One possibility is that parents discourage rough-and-
tumble behavior in their daughters because it appears aggressive, al-
though they might be more tolerant of preferences for boys’ toys or
male playmates. A second possibility relates to the need for a partner
for rough-and-tumble play. Boys usually engage in rough-and-tumble
play with other boys (DiPietro, 1981; Fry, 1990; Humphreys and Smith,
1987), and girls are less interested than boys in rough-and-tumble play
(Blurton Jones and Konner, 1973; DiPietro, 1981; Humphreys and
Smith, 1984; Hines and Kaufman, 1994; Maccoby, 1988). Thus, girls
with CAH may have found it difficult to get either a male or a female
partner to play rough with them in the laboratory observation. If true,
this suggests that despite fetal androgenization, other factors can over-
ride hormone-induced predispositions in determining actual behav-
ior. Nevertheless, a definitive answer to the question of how much
rough-and-tumble play androgenized girls can and do show requires
additional research.

The work of children is play

Play behavior is not only of interest in its own right, but also because
it provides an opportunity to develop physical, social, and cognitive
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skills that are used across the life span. A question of particular inter-
est when discussing sex-typical play is whether individual differences
in childhood behaviors predict individual differences in adult behav-
iors that show sex differences.

Sexual orientation. Numerous studies involving thousands of partic-
ipants suggest that homosexual men engaged in more cross-sex play
as children than did heterosexual men. An early report found that
homosexual men were more likely than heterosexual men to re-
member having been called a “sissy” or “effeminate” (67% vs. 3%),
having a female peer group (80% vs. 0%), and having wanted to be a
girl (25% vs. 3%) (Saghir and Robins, 1973). A subsequent study
(Bell et al., 1981) found that fewer homosexual than heterosexual
men reported enjoying boys’ activities (11% vs. 70%) and that more
reported enjoying girls’ activities (50% vs. 11%) in childhood. More
homosexual than heterosexual men also reported cross-dressing or
pretending to be female (33% vs. 10%). Homosexual men also have
been found to be more likely to recall playing with dolls, and playing
jacks, house, and school, compared to heterosexual men, who are
more likely to recall playing team sports, such as baseball, basketball,
and football, and playing games like cowboys-and-Indians and cops-
and-robbers (Grellert et al., 1982). Another study again found that
homosexual men were more likely than heterosexual men to recall
being called a “sissy” (50% vs. 11%), wanting to be a girl (20% vs.
5%), cross-dressing (33% vs. 5%) and having girl playmates (50% vs.
12%) as a child (Harry, 1982).

Similar findings have been obtained cross-culturally (Whitam
and Mathy, 1986). In Guatemala, Brazil, the Philippines, and the
United States, homosexual men recall childhood play with toys nor-
mally prefered by girls and cross-dressing. In Guatemala, the Philip-
pines, and the United States, they also are more likely to report hav-
ing been called a “sissy.” These cross-cultural findings are particularly
notable, because although the specific childhood activities described
as “feminine” vary from culture to culture, they are consistently more
prominent in the histories of homosexual than heterosexual men.
An example is provided by the recollections of two homosexual men,
one American and one Guatemalan. The American recalled his par-
ents returning from work to find him baking a cake, wearing lipstick,
and his mother’s housecoat, and sporting a dishcloth on his head,
bandana-style; the Guatemalan recalled making tortillas and learn-
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ing to balance large baskets of fruit and vegetables on his head, as
women in his culture do.

Prospective data are more convincing than retrospective data,
not only because memory is imperfect, but also because outcomes
can influence recoliections. For instance, a person’s knowledge that
he is homosexual may cause him to look for and remember behav-
iors from childhood that might be viewed as early predictors of his
sexual orientation. Early prospective studies were based on small
samples of boys identified by clinicians or researchers because they
showed dramatically effeminate behavior. These studies found that
65% to 100% of these dramatically cross-gendered boys were homo-
sexual or transsexual as adults (Green, 1974; 1978; Lebovitz, 1972;
Money and Russo, 1979; Zuger, 1966).

Two prospective studies have reported on larger samples. Begin-
ning in 1968, one study followed 66 “feminine” boys between the
ages of 4 and 12, and 56 conventionally “masculine” boys from fami-
lies matched for demographic background. The “feminine” boys
were characterized by preferences for toys and activities normally
preferred by girls (e.g., Barbie dolls and playing house), by frequent
cross-dressing, by a female peer group, and by the stated wish to be a
girl. These behaviors were seen only rarely in the conventionally mas-
culine control group. Fifteen years later, approximately two-thirds of
the boys were evaluated for psychosexual outcomes (Green, 1987).
Three-quarters of the “feminine” boys were homosexual or bisexual,
in contrast with only one of the “masculine” boys. Only one boy
(from the “feminine” group) was transsexual at follow up. Similar re-
sults were found by a different researcher who followed up on the
sexual orientation of a separate sample of 55 boys seen for “effemi-
nate” behavior in childhood (Zuger, 1989).

There is less information in general on female than on male ho-
mosexuals, and there are no prospective studies relating childhood
gender role behavior to adult sexual orientation in females. How-
ever, retrospective studies involving hundreds of participants find
that female homosexuals, like male homosexuals, recall more cross-
gender behavior in childhood. Homosexual women are more likely
than heterosexual women to recall being a “tomboy” (66% vs. 16%)
and wishing be a boy (66% vs. 7%), disliking girls’ activities and girls
as playmates and preferring boys’ activities and boys as playmates
(Saghir and Robins, 1973). Similarly, homosexual women are less
likely than heterosexual women to report having enjoyed girls’ activ-
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ities in childhood (13% vs. 55%) and more likely to recall enjoying
boys’ activities (71% vs. 28%), wearing boys’ clothes, and pretending
to be a boy (50% vs. 7%) (Bell et al., 1981). A third study (Grellert et
al., 1982) found a similar pattern of results indicating that homosex-
ual women recalled increased participation in male-typical activities
in childhood. As for men, similar results have been reported cross-
culturally. In Brazil, Peru, and the Philippines, as well as in the United
States, homosexual women recall having been a “tomboy,” preferring
boys’ toys and activities and wearing boys’ clothes (Whitam and
Mathy, 1991).

Thus, it seems that extreme cross-gendered behavior in child-
hood is a relatively good predictor of homosexuality in adulthood.
However, some caveats are in order. First, many of the studies relat-
ing childhood behavior to sexual orientation are retrospective.
Prospective studies have involved only males and have selected boys
with extreme cross-gender behavior and identification to a degree
that would be indicative of gender dysphoria, or gender identity dis-
order. It is not known whether less dramatic variability in childhood
gender conformity predicts adult sexual orientation. There is no evi-
dence that children who do not suffer gender dysphoria, but who
play happily with toys designed either for girls or boys or with both
male and female playmates, will show alterations in sexual orienta-
tion in adulthood. Second, there is no evidence that even dramati-
cally cross-gendered activities in childhood cause adult homosexual-
ity. Although a causal relationship is one possible explanation for an
association between early cross-gender behavior and subsequent ho-
mosexuality, other explanations are at least equally plausible. For in-
stance, both the childhood behavior and the adult outcome could be
caused by a third factor or factors. Depending on one’s theoretical
perspective, factors such as the prenatal hormone environment or
relationships with the father or mother might be suggested to be the
underlying cause of both. Regardless, changing the cross-gendered
behavior of children and its correlates in adulthood may not be pos-
sible. Some of the children in one of the prospective studies of cross-
gendered boys had been enrolled independently by their parents in
treatment programs aimed at eliminating their “feminine” behavior.
Outcomes, in terms of subsequent sexual orientation, were the same
for children in treatment programs as for children who received no
formal treatment (Green, 1987).
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Summary and Conclusions

Data from studies of girls exposed to high levels of androgenic hor-
mones prenatally suggest that this exposure is associated with in-
creased male-typical childhood play behavior. In particular, these girls
show increased preferences for toys and activities normally chosen by
boys, reduced preferences for toys and activities normally chosen by
girls, and increased preferences for boys as playmates. This relation-
ship is not limited to girls with hormonal abnormalities. Normal vari-
ability in maternal testosterone during pregnancy also relates to male-
typical toy and activity preferences in female offspring.

Why a truck?

An androgen-induced preference for toys like cars, trucks, and heli-
coptors is puzzling. Why would the human brain evolve in such a way
that androgen produces preferences for play with vehicles? It is un-
likely that this occurred to facilitate adult roles, such as driving
trucks or piloting planes, given that these vehicles did not exist at the
time the brain was evolving. One possibility is that some aspect of ve-
hicles, or other male-preferred toys, makes them appealing to the an-
drogen-exposed brain. For instance, these toys may be preferred be-
cause they permit or promote active play. This would accord with
evidence that males show higher activity levels than females, begin-
ning prenatally and continuing through childhood (Eaton and
Enns, 1986). A second possibility relates to the ways in which the toys
are moved during play. An androgenized brain may find observing
objects as they move through space to be rewarding, and this could
relate to males having primary responsibility for hunting with projec-
tiles during our evolutionary past. A third possibility is that the alter-
ations in toy choices are secondary to alterations in the strength of
the child’s gender identification. This would suggest that a child ex-
posed to high levels of androgen prenatally is more likely to identify
with things that are culturally defined as male and less likely to iden-
tify with things that are culturally defined as female. This would, in
turn, lead to increased engagement in “masculine” behaviors and de-
creased engagement in “feminine” behaviors, including toy choices.
The third explanation has the advantage of accomodating cross-
cultural or historical differences in what is viewed as masculine and
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Figure 6-2. Young Harold. A paper doll from the Victorian era. The boy has long
curly hair, wears bows, lace, and a feather and carries a bouquet of flowers. The
image of masculinity is very different from that of the present day. (Young
Harold, Dress-Me-Doll, appears by permission of Mamelok Press, Bury St. Ed-
munds, England.)

feminine (see Fig. 6-2). Definitions of some aspects of masculinity
and femininity can vary from cultural to culture or from one time pe-
riod to another. For example, in Victorian England pink was consid-
ered an appropriate color for boys, and long hair, bows, and flowers
were viewed as suitable for boys as well. A hormonal predisposition to
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Figure 6-3. Sex-typed toy preferences in a nonhuman primate (the vervet mon-
key). Male monkeys spend more time than females contacting toys typically pre-
ferred by boys (top), and female monkeys spend more time than males contact-
ing toys typically preferred by girls (middle). Monkeys, like children, show no
sex differences in time spent contacting toys enjoyed equally by girls and boys
(bottom). (Redrawn from Alexander and Hines, 2002 by permission.)

respond to cultural cues regarding appropriate behaviors for each
sex would provide a flexible design for human survival. It would al-
low new members of the species to develop sex-appropriate behav-
iors despite changes in what those behaviors might be. This hor-
monal mechanism would liberate the species from a “hard-wired”
masculinity or femininity that would be unable to adapt to changes
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Figure 6-4. Sex-typed toy play in male and female vervet monkeys. Sometimes,
male and female monkeys use sex-typed toys in ways that resemble their use by
children. Left, a female vervet examines the genitalia of a baby doll; right, a
male vervet moves a toy car along the ground. (Reprinted from Alexander and
Hines, 2002 by permission.)

in the environment that make it advantageous for males and females
to modify their niche in society.

Although this hormonal mechanism for adaptability of sex-
typed behavior is an intriguing possibility, it is unlikely to be the sole
explanation of sex differences in children’s toy preferences or of
hormonal influences on them. There is some evidence that animals
with no cultural definitions of male toys versus female toys, and no
experience with children’s toys, nevertheless show sex-typical prefer-
ences for them. In this study (Alexander and Hines, 2002) nonhu-
man primates (vervet monkeys) were given access to children’s toys
that were either preferred by boys (a car and a ball), preferred by
girls (a doll and a cooking pot), or preferred by boys and girls
equally (a picture book and a stuffed dog). Like children, female
vervets spent more time in contact with the doll and the cooking pot,
male vervets spent more time in contact with the ball and the car,
and the male and female vervets did not differ in their contact with
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the book and the stuffed dog (see Figs. 6-3 and 6—4). These results
resemble those for children, in that there are sex differences in the
toy preferences of these nonhuman primates. Because these animals
have had no prior experience with these toys, these sex differences
cannot be explained by learning or by cultural factors. Notably how-
ever, the vervets differed from humans to some degree, in that male
vervets showed less aversion to female toys than boys typically do.
This may be because boys are strongly socialized to avoid such toys.
This suggests that even if sex differences in children’s toy prefer-
ences are based in part on sex differences in prenatal hormones,
they also are likely to be amplified by social or cultural mechanisms
that produce a male aversion to feminine toys. Thus, it is probable
that hormonal, social, and cultural factors all play a role in the devel-
opment of sex-typed childhood play behavior.
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gressive has become part of folk wisdom and given rise to terms
like “testosterone-poisoning” and “roid rage” (short for steroid-
induced rage) in referring to the misbehavior of some men. But
what is the scientific evidence linking testosterone or other andro-

The idea that testosterone or other androgens make men ag-

gens to aggression?

As noted in Chapter 1, there are sex differences in human ag-
gression, particularly in physical aggression (Eagly and Steffen,
1986), making it a candidate for influences of sex hormones. Meta-
analytic data suggest that the sex difference in physical aggression is
moderate in size (d = 0.50), and larger in children (d = 0.58) than in
college students (d =0.27) (Hyde, 1984). The sex difference also is
larger in naturalistic studies than in experimental studies and when
assessment involves direct observation, projective tests, or peer re-
port, rather than self-report or reports from parents or teachers
(Hyde, 1984).

One obstacle to conducting research on physical aggression is
difficulty observing or otherwise assessing actual aggressive behavior,
particularly in adults. Physical aggression is generally disapproved of,
and so may be hidden, making it harder to measure than some other
characteristics. In addition, there are ethical concerns about provok-
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ing people to behave aggressively in laboratory settings. These prob-
lems may explain why we know relatively little about hormonal (or
other) influences on human aggression, despite the social impor-
tance of understanding its causes.

Animal Models of Hormonal Influences on Aggression

In other mammals, certain types of aggression are strongly influ-
enced by hormones. These hormonal influences have been studied
primarily in rodents, particularly mice, rats and hamsters. The ag-
gressive behavior that has been studied most extensively is intermale
aggression, typically elicited by introducing a nonaggressive male an-
imal into the home cage of a single male or a male living with a fe-
male. Aggressive responses from the resident male, such as biting at-
tacks on the intruder, are then recorded (Simon, 2002).

Intermale aggression is thought to be the mechanism by which
unfamiliar animals determine dominance status, and it has been
linked both to the early hormone environment and to levels of hor-
mones present in adulthood. Castrating adult male animals reduces
intermale aggression, and replacing testicular hormones reinstates it
(Simon et al., 1996). However, hormonal influences on intermale ag-
gression also relate to the animal’s social history; males with no prior
experience of fighting are more dependent on testosterone in adult-
hood than are males with fighting experience (Scott and Frederic-
son, 1951). Treating adult female animals with testosterone also fa-
cilitates aggressive responses to an- intruder, but not to the levels
normally seen in males. This reduced effect of androgen in adult fe-
males probably occurs because females, unlike males, are not ex-
posed to high levels of androgen during early life. Treatment of fe-
males with androgen during critical periods of early development
produces animals that resemble males in their aggressive responses
to androgen in adulthood (Beatty, 1979). Thus, both activational
and organizational influences of androgens appear to be important
for the expression of intermale aggression in rodents.

Researchers have also investigated whether androgen influences
aggression directly, through androgen receptors, or after conversion
to other hormones, particularly estrogen. The hormones that acti-
vate intermale aggression have been studied extensively in male
mice, where four separate activational pathways have been identi-
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fied. One pathway uses estrogen formed from testosterone by aroma-
tization. The second responds to androgen, either testosterone or di-
hydrotestosterone, whereas a third uses only testosterone. The
fourth is a combined pathway that facilitates aggressive behavior in
response to both androgen and estrogen. Different genetic strains of
mice use different combinations of these pathways, but the predomi-
nant pathway for activating intermale aggression, across all strains
studied, is the estrogen pathway. During development, estrogen also
appears to organize the brain to respond to estrogen (typically de-
rived from testosterone) with intermale aggression in adulthood.
Without early exposure to estrogen (either estrogen itself or estrogen
derived from androgen), estrogen in adulthood does not increase ag-
gression in adult female mice. Similarly, androgen exposure during
early life appears to enhance the ability of the female animal to re-
spond to the activating effects of androgen on aggression in later life,
although here the effect is one of degree, since, as noted above, adult
female mice already appear to show some increased aggression in re-
sponse to androgen in adulthood without having been exposed to
high levels of hormones during early development (Simon, 2002).

Although males are generally assumed to be the more aggressive
sex (e.g., Moyer, 1974), in some situations, females are more aggres-
sive than males. It has even been suggested that, in many mammals,
females are the more aggressive sex in many situations, but that the
focus on intermale aggression has obscured this (Floody, 1983). It is
impossible to say which sex is more aggressive across all species and
all situations. However, it probably is safe to say that the aggressive
potential of female mammals has been underestimated.

Types of aggression that are more common in females than in
males include postpartum aggression (in defense of offspring)
(Moyer, 1976) and aggression shown by small groups of females (in
experiments, typically three housed together) toward unfamiliar fe-
male intruders (Haug et al,, 1992). These female-typical aspects of
aggression have not been studied as extensively as has intermale ag-
gression. However, they seem to respond to somewhat different hor-
monal factors. Postpartum aggression appears to depend on suckling
of pups and is not influenced by manipulations of gonadal or adre-
nal hormones or prolactin (Monaghan and Glickman, 2001). In con-
trast, aggression toward female intruders appears to be inhibited by
estrogen and progesterone; it decreases at puberty in females, at
phases of the estrous cycle characterized by low levels of hormones,
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and in response to treatment with estrogen and progesterone (De-
Bold and Miczek, 1981; Hood, 1984).

Hormones and Human Aggression

Research attempting to identify hormonal contributions to human
aggression has focused almost exclusively on the possible role of an-
drogen, both in adulthood and during early development. Studies
have related circulating levels of androgens in adults to aggression
(i.e., they have looked for activational influences of hormones), or
have assessed aggression (or propensities to aggression) in individu-
als who experienced atypical hormone environments prenatally (i.e.,
they have looked for organizational effects of hormones). In addi-
tion, some studies have looked for possible activational or organiza-
tional influences of hormones on dominance, both because it is
thought to relate to aggression (e.g., Anderson and Bushman, 2002;
Mazur and Booth, 1998), and because at least some paper-and-pencil
measures of dominance show large sex differences (Feingold, 1994).

Activational influences of androgen

Influences of androgen levels in adulthood on human aggression or
dominance, although widely assumed to exist, have been surprisingly
hard to demonstrate. For instance, a 1998 review concluded that
testosterone encourages behavior intended to dominate, despite find-
ing almost no evidence of an association between testosterone and
either dominance or aggression (see Mazur and Booth, 1998, and as-
sociated commentary). What does appear to be associated with testos-
terone is antisocial, delinquent, or problem behaviors, such as sub-
stance abuse, job and relationship problems, military absence without
leave (AWOL), stealing, and divorce (Dabbs and Morris, 1990; Mazur
& Booth, 1998). Contrary to the hypothesis that testosterone in-
creases dominance, these problem behaviors would seem likely to re-
duce social dominance rather than enhance it.

The only study cited in Mazur and Booth’s 1998 review that at-
tempted to measure dominance itself involved four men on a boat
for a 2-week vacation. Three women who were also vacationing on
the boat rated the dominance/assertiveness of the men, and these
ratings were said to correlate with testosterone levels. No statistics
were used to analyze the data. All that the article indicates is that the
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higher-ranked pair of men had higher testosterone at the end of the
second week, but not at the end of the first week, than the lower
ranking pair (Jeffcoate et al., 1986). Even this weak support for a re-
lationship between testosterone and dominance was diluted further,
because the man ranked first in the top pair had lower testosterone
than the man ranked second. So strong is the assumption that testos-
terone enhances dominance, however, that, despite its methodologi-
cal weaknesses, (e.g., a tiny sample, unvalidated behavioral measures,
and lack of statistical analyses) this report was not only published but
also is cited uncritically in reviews (e.g., Mazur and Booth, 1998), as
support for a link between testosterone and dominance or aggres-
sion in men.

Even if a statistically significant association between circulating
testosterone levels and dominance could be demonstrated, however,
the direction of the effect would be debatable. Would such a rela-
tionship suggest that higher testosterone causes more dominance or
that greater dominance results in higher testosterone? Evidence that
will be described in detail below suggests that the latter interpreta-
tion would be the more likely one.

In regard to questionnaire measures of aggression, the Mazur
and Booth (1998) review concluded that no relationship existed be-
tween testosterone in men and aggression as assessed with paper-
and-pencil inventories similar to those that show sex differences.
Other reviewers also have concluded that, despite occasional sup-
portive studies, the bulk of the evidence does not support an associa-
tion between testosterone and aggression either for paper-and-pencil
inventories or for actual aggressive behavior (e.g., Monaghan and
Glickman, 2001; Simon, 2002), or that any association is very small.
For instance, a meta-analysis of 45 studies (Book et al., 2001) con-
cluded that the average correlation between testosterone and aggres-
sion in published studies is small (r = 0.14) and that this may be an
overestimate because positive and significant findings tend to be
overrepresented in published reports.

It also is not known if any correlations that might exist between
testosterone and aggression would reflect an influence of hormones
on behavior versus an influence of behavior on hormones or a rela-
tionship caused by a third factor. One approach to this question
would be to assess aggression before and after treatment with testos-
terone or other androgens. There are anecdotal reports that men
show increased aggression after steroid intake, particularly after the
use of anabolic androgenic steroids for muscle building. Some stud-
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ies also have found that individuals who choose to use androgenic
steroids show high levels of violent, irritable, or aggressive behavior.
In one study, for instance, 60% of androgen users showed elevated
aggression scores on the State Trait Anger Expression Inventory
(Midgley et al., 2001). However, men in this group were also more
likely to work as doormen or bouncers than men in the control
group, suggesting that their life situation, rather than their androgen
intake, could have led to the elevated aggression scores. Similarly, in
a second study, adolescents who used androgenic steroids were more
likely to be victims of violence as well as to be violent themselves
(Pederson et al., 2001). The authors interpreted this result to suggest
that androgen use was a marker for belonging to a violent subcul-
ture, rather than a cause of aggressive behavior.

Rigorous, scientific studies of men given androgen for any of a
number of reasons (e.g., as a contraceptive, to replace low levels
caused by hypogonadism, or to replace declining testosterone with
aging) generally do not find that androgen treatment enhances
anger or aggression (e.g., Alexander et al., 1997; O’Connor et al,,
2002), despite the wellknown enhancing effects of similar sub-
stances on aggression in male rodents (e.g., Clark and Barber, 1994).
For instance, one double-blind study treated 43 healthy men, aged
19-40 years, with a high dose of either testosterone enanthate (600
mg per week) or placebo for 10 weeks (Tricker et al., 1996). Testos-
terone treatment did not increase anger, as assessed using the Multi-
Dimensional Anger Inventory, a measure that includes five different
dimensions of anger (inward anger, outward anger, anger-arousal,
hostile outlook, and anger-eliciting situations) or a Mood Inventory,
either during treatment or after treatment. Observer ratings, by par-
ents, spouses, or live-in partners, also indicated no changes in angry
or aggressive moods or behavior in the men treated with testos-
terone, compared to those treated with placebo. At the same time,
substantial placebo-related increases in anger, irritation, impulsivity,
and frustration have been reported in men who think they are being
treated with testosterone, although they are actually being given an
inert placebo (Bjorkquist et al., 1994). Thus, placebo effects could
underlie at least some of the anecdotal reports that androgen in-
creases aggression.

Work with nonhuman primates suggests that testosterone also
does not activate dominancerelated behavior in males. When male
rhesus monkeys are organized into new social groups, their individual
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levels of testosterone do not relate to the social rank they subse-
quently attain in the new group (Bernstein et al., 1983). In both hu-
man and nonhuman primates, however, the experience of success in
dominance encounters can cause a rise in testosterone, at least tem-
porarily. This has been seen in male rhesus macaques shortly after at-
taining a position at the top of the social hierarchy (Bernstein et al.,
1974; 1983), and in males of another non-human primate species, the
mandrill (Sotchell and Dixon, 2001). In men, testosterone also in-
creases after success in competitive events, including athletic compe-
titions and physical fights (Elias, 1981; Booth et al., 1989). Testos-
terone also has been linked to anticipation of competition (Salvador
et al., 2003; Neave and Wolfson, 2003). Prior to judo contests, men
showing high levels of motivation have been found to exhibit in-
creased testosterone, whereas those showing low levels of motivation
do not (Salvador et al., 2003). Additionally, among male soccer play-
ers, testosterone has been found to increase before home games but
not before away games (Neave and Wolfson, 2003). These findings
suggest that both experience (of winning versus losing) and internal
states (motivation and anticipation of certain types of competition)
can influence testosterone levels. Increased motivation and play-
ing on the home field are also more likely to be associated with suc-
cess in the competition, and this could result from a testosterone-re-
lated boost in performance (e.g., Neave and Wolfson, 2003), perhaps
similar to the effect of taking anabolic steroids. However, it is also pos-
sible that the increased motivation and the home team advantage in-
crease the prospects of success directly, without the assistance of an-
drogen.

Thus, the anticipation or experience of success can increase
testosterone. However, although this enhanced testosterone is some-
times assumed to then increase other behaviors related to dominance
or aggression (e.g., Mazur and Booth, 1998), there is little or no evi-
dence to support this assumption. This suggests that the weak rela-
tionships sometimes observed between testosterone and dominance
or aggression are at least as likely to reflect an influence of behavior
on testosterone as an influence of testosterone on behavior.

Organizational influences of androgen

Research relating elevations in testosterone or other androgens pre-
natally (as opposed to in adulthood) to subsequent aggression has
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also produced inconsistent results. Much of this work has used the
Reinisch Aggression Inventory (RAI), an instrument that asks how a
person would respond to provocation, such as being made fun of,
having his or her work messed up, or being hit. Four types of re-
sponses to the provocation can be chosen: physical aggression (e.g.,
hitting the person), verbal aggression (e.g., yelling at the person),
withdrawal (e.g., walking away) or nonaggressive coping (e.g., telling
them not to do it). In general, males are more likely than females to
choose physically aggressive responses (Reinisch and Sanders, 1986).
Although no meta-analysis is available, individual research reports
suggest that this sex difference in physically aggressive responses is
large (d = 0.7-1.1) (Reinisch, 1981; Reinisch and Sanders, 1986).

The first study linking prenatal androgen to responses on the RAI
reported on 17 girls and 8 boys, ages 618 years, whose mothers took
androgenic progestins during pregnancy (Reinisch, 1981). Compared
to their 17 sisters and 8 brothers who had not been exposed to hor-
mones, the children exposed to androgenic progestins prenatally were
more likely to choose the physically aggressive responses. This effect
appeared to exist for both hormone-exposed boys and hormone-
exposed girls.

A second study looked at aggressive response tendencies using
the RAI, or the aggression subscale of the Multidimensional Person-
ality Questionnaire (MPQ: previously called the Differential Person-
ality Questionnaire), a general personality inventory comprised of
300 items. The MPQ aggression subscale includes items related to
physical aggression, as well as items related to vindictiveness and en-
joyment of violent scenes and of frightening others (Tellegen, 1982).
Results were reported separately for three samples of individuals with
CAH compared to relative controls (Berenbaum and Resnick, 1997).
One sample included 18 females and 9 males with CAH and 13 fe-
male and 11 male unaffected relatives (all in the age range 11 to 31
years). The unaffected relatives showed the expected sex difference
on the aggression subscale of the MPQ (d =0.76), and, as predicted,
females with CAH, but not males with CAH, scored higher on the ag-
gression subscale than did unaffected relatives of the same sex.

The other two samples included 11 females and 17 males with
CAH and 5 unaffected female and 10 unaffected male relatives (ages
12 to 35 years) and 20 females and 15 males with CAH and 10 unaf-
fected female and 20 unaffected male relatives (ages 2 to 13 years).
The older of these two samples, like sample 1, completed the MPQ,
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In addition, they, and the sample of younger children, completed
the age-appropriate version of the RAI. Unlike sample 1, the second
sample of adolescents and adults did not show the expected sex dif-
ference on the MPQ (d =0.10). On the RAI, however, both samples
showed the expected sex differences, with males indicating they
would respond more frequently with physical aggression than fe-
males (d = 1.87 for the older group and d = 0.99 for the children). In
regard to effects of CAH, only one comparison showed the expected
difference; adolescent and adult females with CAH gave more physi-
cally aggressive responses on the RAI than did unaffected female rel-
atives. Their responses on the MPQ did not differ, however. In addi-
tion, the younger girls with CAH did not differ from the unaffected
female relatives in physically aggressive responses on the RAI. Nei-
ther group of males with CAH differed from unaffected males on ei-
ther inventory.

Two other studies have used interviews to evaluate the incidence
of actual fighting in girls with CAH. One involved 15 girls with CAH
and 15 matched female controls, ages 5-16 years (Ehrhardt et al,,
1968b), and the second involved 17 females with CAH and 11 unaf-
fected sisters, ages 4-25 years (Ehrhardt and Baker, 1974). Neither
study found increased fighting in females with CAH.

Thus, although there is a suggestion that prenatal exposure to
high levels of androgenic hormones may increase propensities to
physical aggression, data are far from consistent, particularly for
males. In addition, it is not clear that the enhanced tendency on the
part of females with CAH to report higher levels of aggression, which
is sometimes, but not always, observed, translates into actual aggres-
sive behavior. One limitation of studies of physical aggression in indi-
viduals exposed to unusual levels of androgen prenatally is that, typi-
cally, only small samples have been studied.

Social-Cogpnitive Perspectives on Human Aggression

Other perspectives on the causes of human aggression focus on cog-
nitive and social influences. For instance, a general aggression model
(GAM) has been proposed that attempts to integrate existing social-
cognitive theories of aggressive behavior and aggressive personality
(Anderson and Bushman, 2002). The theories encompassed by the
GAM include cognitive neoassociation theory (Berkowitz, 1989), which
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subsumes the frustration-aggression hypothesis of Dollard and col-
leagues (1938), social learning theory (Bandura, 1983; Mischel and
Shoda, 1995), script theory (Huesmann, 1998), excitation transfer
theory (Zillmann, 1983) and social interaction theory (Tedeschi and
Felson, 1994). The resultant GAM conceptualizes aggression as re-
sulting from influences at three levels: inputs, internal states, and in-
formation processing.

GAM theory makes little mention of hormonal or other biologi-
cal factors that might contribute to aggression. In fact, in a recent de-
scription of GAM theory (Anderson and Bushman, 2002), discussion
of biological influences is limited to a footnote, stating, “We believe
that genetic and other biological factors operate via influences on
learning, decision-making, arousal, and affective processes (see
Scarpa and Raine, 2000)”. From a hormonal perspective, this may
seem short shrift indeed. However, the impact of the social environ-
ment and of experience on aggression is powerful, making it easy to
understand the relative lack of interest in hormonal influences,
which to date appear to be small and inconsistent, at least in humans.

Even in rodents, social factors can be important for aggressive
behavior. For instance, a series of studies examined the impact of
rearing history on aggression in a strain of mice noted for high levels
of fighting with males of the same species (Denenberg, 1970). Some
mice were reared only with their mothers, whereas others were
reared with their mothers, as well as another adult female, who was
not lactating and so could not feed them, but who provided other as-
pects of care (e.g., grooming). As adults, fighting in the animals
reared with two adult females was reduced by 90%. Given that social
factors are thought to play an even more important role in human
than in rodent development, the author notes that the dramatic im-
pact of the social environment on fighting in mice suggests that ag-
gression in humans is likely to be powerfully influenced by social his-
tory as well (Denenberg, 1998).

Although hormonal contributions to aggression may seem smail
relative to other types of contributions, it might be useful to examine
the GAM model in some detail to see where hormones could have an
impact. The model proposes that, at the level of inputs, there are
person factors and situation factors. Person factors include variables
such as sex, as well as personality traits, attitudes, and genetic predis-
positions. Hormones could obviously contribute in these areas. The
person factors are also described as an “individual’s preparedness to
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aggress” (Anderson and Bushman, 2002). A specific person factor as-
sociated with aggression is a bias toward perceiving and expecting
hostility and to making hostile attributions (Crick and Dodge, 1994;
Dill et al., 1997). A second is narcissism or high, but unstable or frag-
ile, self-esteem (Bushman and Baumeister, 1998; Kernis et al., 1989),
Thus, it would seem useful to know if biases toward hostile percep-
tions, expectations, and attributions, or if narcissistic personality ten-
dencies, are altered by hormones, particularly by hormone levels
during early development.

Although situational factors might seem less likely than person
factors to relate to hormones, there is still some scope for a hormonal
role. For instance, one of the situational factors associated with ag-
gression is drug use. There also is a sex difference in drug use; men
are more likely than women to use drugs. Thus, if this sex difference
in substance abuse has hormonal roots, hormones could contribute
to aggressive behavior via this situational pathway. As noted above,
testosterone has been related to delinquent behaviors, including
drug use. However, experimental studies suggest that drug use (in-
cluding use of cocaine, amphetamines, opiates, or alcohol) affects
hormones (Ginsburg et al., 2002; Kreek et al., 2002; Mello and
Mendelson, 2002), and this could explain the relationship. Regard-
less of these influences of drugs on hormones, however, the possibil-
ity that hormones, either during early development or in adolescence
or adulthood, also influence drug use has yet to be investigated.

The next level of the GAM is the route from the person and sit-
uation variables to the aggressive outcome. This level focuses largely
on the internal cognitive, affective, and physiological states pro-
duced by person and situational variables. The internal cognitive
state most associated with aggression is the presence of hostile
thoughts. The internal affective states associated with aggression in-
clude, in particular, hostile and angry feelings. Thus, at this level,
similarly to the level of person and situation, hormone-induced pre-
dispositions to experience hostile feelings and thoughts could in-
crease aggressive behavior. In terms of physiological states, it is
thought that increased arousal strengthens behavioral proclivities
that already exist, and so can amplify preexisting inclinations to ag-
gression. In addition, arousal can sometimes be mislabeled as a dif-
ferent emotion, including anger or hostility, thus increasing the like-
lihood of aggression. And third, arousal, either high or low, can be
an aversive state and can increase the likelihood of aggression in a
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manner similar to that produced by situational factors. The possibil-
ity that hormones influence arousal has not been investigated.

Finally, the third level of the GAM involves patterns of informa-
tion processing that lead to aggressive outcomes. These include au-
tomatic inferences that depend on the existing internal state. For in-
stance, a person with a hostile internal state may automatically infer
that an accidental bump from another person is an aggressive act.
This automatic inference can sometimes lead to an impulsive aggres-
sive act. Alternatively, if the person has sufficient resources (e.g.,
time, cognitive capacity), and the outcome of the impulsive act
would be important and unsatisfying, reappraisal can occur. This
reappraisal involves looking for alternative explanations and can
lead either to reduced or enhanced tendencies to aggressive behav-
ior, depending on the explanations generated. Thus, hormones
could influence aggression at this level by influencing cognitive
processes required to identify alternative explanations, particularly
explanations that do not involve cognitive and affective components
(e.g., hostility) that lead to aggression.

Thus, examination of the GAM yields several testable hypothe-
ses about how androgen, either during development or in adult-
hood, could increase human propensities to aggression. One hypoth-
esis is that prenatal exposure to high levels of androgen increases the
likelihood of hostile thoughts or of perceptions of hostility in the ac-
tions of others. A second is that androgen increases levels of physio-
logical arousal. These alterations in cognitive or emotional processes
would not need to result directly from androgen acting on the devel-
oping brain, but also could result from other psychological conse-
quences of androgen exposure. For instance, high levels of exposure
to violent games and media violence is thought to increase hostile
perceptions and expectations (e.g., Huesmann and Miller, 1994).
Thus, hormones could act indirectly, at least in part, by increasing in-
terest in violent games or films. These are just a few of the testable hy-
potheses that could be generated by considering possible hormonal
influences on aggression in the context of social-cognitive models.

Summary

There is little, if any, evidence supporting contributions of circulat-
ing levels of androgens in adulthood to human aggression or to psy-
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chological characteristics, like anger and dominance, thought to be
associated with aggression. Although there is some evidence that
prenatal androgen exposure relates to subsequent aggressive re-
sponse tendencies, studies to date have relied on small samples and
have not always produced consistent results. If a link between andro-
gen and aggression receives more convincing empirical support, fu-
ture research might also investigate the mechanisms underlying this
association. Based on social/cognitive formulations of aggression,
several hypotheses can be put forward, including the possibility that
androgen exposure leads to increased perceptions, expectations, or
attributions of hostility, to increased narcissism, to increased arousal,
or to increased engagement in activities that promote hostile or ag-
gressive thoughts and feelings.

Studies attempting to link hormones to human aggression have
focused almost exclusively on testosterone. Other hypotheses sug-
gested by research investigating hormonal influences in other
species have received essentially no attention. These include the pos-
sibility that estrogen exposure during early development leads to in-
creased aggression in adulthood and that estrogen treatment in
adulthood activates aggressive behavior. In addition, the focus of re-
search with humans has been largely on hypotheses derived from
studies of inter-male aggression in other species. Possible hormonal
influences on other types of aggression, including those that are
more common in females, remain largely unexplored.

Given the paucity of rigorous, empirical evidence that adult lev-
cls of testosterone or other androgens contribute to aggressive be-
havior in human beings, why is the assumption that androgen has
powerful influences on aggression in males so persistent? One possi-
bility relates to the placebo effects of androgens and other hor-
mones. As noted above, men who are being treated with inert sub-
stances (placebos), but who think they are being treated with
testosterone, often report increased aggression. This tendency to ex-
perience placebo effects could contribute to the apparently erro-
neous belief that androgens increase aggression, since men who take
androgens are likely to feel more aggressive, whether it is a placebo
effect or a real effect of the hormone. These men, as well as those
studying them, could be misled by these placebo effects.

A second possibility is that sex is special and, as such, presents a
particular challenge in regard to rigorous, empirical investigation.
Everyone is interested in sex and sex differences, and everyone, sci-
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entist, and nonscientist alike, has cognitive schemas (or informal sci-
entific theories) about these topics. These cognitive schemas about
sex or gender are composed of groupings of characteristics associ-
ated with males versus females, and they usually function to allow
people to reach conclusions based on limited data (see, e.g., Martin,
1991). An individual in our culture, whether scientist or not, might
have a gender schema that includes the idea that men have higher
levels of testosterone than women and that men are more dominant,
more aggressive, and more likely to engage in antisocial behavior
than women. Within a schema, activation of one element generally
leads to activation of other elements. Hence, a person with the typi-
cal cognitive schema regarding sex differences in our culture is likely
to associate testosterone not only with males, but also with domi-
nance and aggression.

Although most people are unaware of their cognitive schemas,
the schemas can exert powerful influences on their perceptions. In
general, people tend to remember information that is consistent
with their schemas, whereas inconsistent information tends to be not
noticed, distorted or forgotten (Martin and Halverson, 1983; Sig-
norella and Liben, 1984). This can lead researchers, as well as the
general public, to unintentionally overemphasize research findings
that support their schemas, while distorting or forgetting findings
that do not. This process of distortion may explain, for example, the
persistence of the assumption that adult levels of testosterone acti-
vate aggressive behavior in men, despite a lack of supportive evi-
dence. Of course, similar distortions could apply in other areas of sex
difference research as well, and other chapters in this volume may
provide additional examples of the impact of prevailing cognitive
schemas on scientific conclusions regarding sex differences and
their causes.



uccessful reproduction cannot occur without sex-appropriate

hormones. Testicular hormones are essential for sperm pro-

duction, and, as described in prior chapters, they determine
development of the genital organs needed by the male for reproduc-
tion. Similarly, ovarian hormones regulate female fertility and are es-
sential for pregnancy maintenance. Lacking testicular hormones
and their consequences, females cannot succeed in the male repro-
ductive role, and lacking ovarian hormones and their consequences,
males cannot succeed in the female reproductive role. In contrast,
neither ovarian nor testicular hormones appear to play an essential
role in so-called maternal behavior.

In most mammalian species, males can be excellent caretakers,
even in their natural genetic and hormonal state. In some species,
such as wolves and marmoset monkeys, they are the primary caretak-
ers; in others they may adopt a caretaking role in certain situations
(reviewed by Yogman, 1990). Male baboons, chimps, and macaques
have been reported to adopt orphaned infants. Similarly, male rhe-
sus macaques, who typically do not interact with infants and who can
be quite aggressive toward them, have been found to interact play-
fully with infants when reared in a laboratory-created “nuclear fam-
ily.” Survival of the young may be too important to exclude either sex
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from being able to help with it. Partly because both males and fe-
males engage in caretaking, behaviors that relate to the survival and
well-being of offspring are more appropriately called parenting, nur-
turing, or caretaking behaviors than maternal behaviors.

Animal Models of Parenting

The ability of males to nurture is obvious even in rats. Although care
of the pups is usually the province of females, males will show most of
the same parenting behaviors as females when they are left alone
with newborns. For instance, both male and female virgin rats left in
the home cage with pups will retrieve them and group them together
into a litter after about 6 days (Bridges et al., 1973; Rosenblatt, 1967).
Retrieval occurs faster following pregnancy and delivery, and treat-
ment of adult males or females with hormones associated with preg-
nancy and delivery (estrogen, progesterone, and prolactin) reduces
the latency to retrieve from about 6 days to about 2 days (Bridges et
al., 1973). Thus, in contrast to the situation for sexual behavior, both
male and female rats retrieve pups in the home cage and respond
similarly to the hormones that activate this behavior in adulthood.
So, does the early hormone environment have any role in pro-
gramming the rodent brain for parenting? Despite the findings de-
scribed above, it seems that it does. Pup retrieval in the home cage is
only one component of parenting behavior. Other components that
have been studied in rodents include nest building, retrieving pups
from afar, defending the young from intruders, nursing the young,
anogenital licking of the young (a behavior that aids waste elimina-
tion), and refraining from killing the young. Some of these are more
common, or appear more rapidly, in females or in males, and there is
some evidence that the early hormone environment can modify the
ability of the hormonal changes associated with pregnancy and child-
birth, or of stimuli from pups, to elicit parenting behaviors. Males
castrated neonatally show more complete parenting behavior as
adults, and females treated with testicular hormones neonatally show
less complete parenting behavior as adults (Bridges et al., 1973;
Rosenberg and Herrenkohl, 1976). In general, it appears that “the
likelihood is strong that perinatal hormones affect later sensitivity to
hormonal or stimulus factors that act to facilitate maternal behavior,
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although they may not be responsible for the basic capacity to be-
have maternally” (Brunelli and Hofer, 1990, p. 392).

The relationship of the hormonal events associated with preg-
nancy and birth to parenting behavior in the rat has also been stud-
ied extensively (Bridges, 1990). Estrogen is thought to play the most
important role in the onset of parenting behavior following the birth
of offspring in the rat as well as most other mammales (Bridges,
1990; Gonzalez-Mariscal and Poindron, 2002), although the mecha-
nism by which it acts is not completely understood. The hormone
prolactin, or, perhaps, similar peptide hormones, also seems to be
important for the induction of parenting behavior and one way in
which estrogen acts appears to be through the stimulation of pro-
lactin release.

Detailed examination of research on parenting behavior in ro-
dents and other nonhuman species calls into question whether stud-
ies of any single species can provide an adequate model of human
parenting. This is because there are dramatic species differences in
parenting. For example, among voles (a type of small rodent), two
otherwise very similar species show markedly different patterns of
parenting behavior (Wang and Insel, 1996). In one species, the
prairie vole, both parents engage in care of the young, and their care
continues well beyond the age of weaning. However, in a second
species, the montane vole, neither males nor females are particularly
good parents, leaving their offspring to fend for themselves soon af-
ter they are born. These differences have been related to the peptide
hormones oxytocin and vasopressin.

Similarly, different strains of mice show dramatic differences in
infanticide. Among adults from outbred strains, 35%-50% of males
and 5%-10% of females kill infants (Gandelman and vom Saal,
1975). In contrast, in two inbred strains (C57BL/6] [C57] and
DBA/2] [DBA]), although males are still more likely than females to
kill infants, the actual percentages of animals who do so vary widely.
Among C57 animals, many (75%-85% of males and 30%-40% of fe-
males) kill infants, whereas among DBA animals, far fewer (20%-25%
of males and 0%-5% of females) do so (Svare, Broida et al., 1984;
Svare, Kinsley et al., 1984). Even more surprising, although infanti-
cide is more typical of male than female mice, it is surpressed by peri-
natal exposure to androgen, apparently because this early exposure
limits the ability of testosterone to activate infanticide in adulthood
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(Kinsley, 1990). This supression, by early exposure to androgen, of a
male-typical response to androgen in adulthood, contrasts with the
typical, masculine-promoting effects of androgen on other aspects of
sexual differentiation.

Experience also influences parenting behaviors. Female rats and
sheep who have previously given birth show improved parental re-
sponses in subsequent pregnancies (Bridges, 1990; Keverne, 1995).
In both species, odor cues are crucial for parenting. Rats who have
been made anosmic (i.e., unable to smell) generally desert or kill
their pups if giving birth for the first time. However, prior pregnan-
cies or exposure to pups during pregnancy abolishes this effect. Sim-
ilarly, in sheep, removing olfactory cues by washing newborns causes
first-time mothers to reject their young, whereas experienced moth-
ers show delayed but adequate parenting behavior (Levy and
Poindron, 1987). In some primates, early life experience is crucial for
the development of adequate parenting behavior, particularly for
firstborn offspring. Female rhesus macaques who are socially isolated
for the first 8 months of life are poor mothers as adults (Harlow and
Harlow, 1965). Offspring of their first pregnancies would be unlikely
to survive without external intervention. However, care of subse-
quent infants is adequate (Ruppenthal et al., 1976).

Interest in infants in freely interacting groups of rhesus maca-
ques is hard to measure because of the possessiveness of the biologi-
cal mother. However, in experimental situations, female rhesus
macaques, regardless of whether they are intact, ovariectomized, or
postmenopausal, gather newborns of other animals into their arms
within 15 seconds of exposure and initiate ventral-ventral contact
(the behavior most characteristic of biological mothers), as long as
they have had prior pregnancies and births (Holman and Goy,
1994). These behaviors, however, are seen only rarely in males or in
females who have never given birth before, even in those females
who are currently pregnant (Holman and Goy, 1994). Thus, the ex-
perience of parturition and infant care appears to be of great impor-
tance to parenting behavior in this species.

The early hormonal environment appears to make only small
contributions to sex differences in infant-directed behaviors in rhe-
sus monkeys with no prior parenting experience (Gibber and Goy,
1985). When tested alone with 1- to 15-day-old infants, male and fe-
male monkeys who had not parented offspring before were equally
likely to investigate the infant. All animals looked at the infant, and
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about 75% of both sexes sniffed the infant and investigated its geni-
talia (a common rhesus behavior in regard to infants). There also
were no sex differences in aggression toward the infant or in non-
specific contact with it. Neither males nor females exhibited the be-
havior that experienced mothers most typically direct toward infants
(i.e., initiation of ventral-ventral contact). Females, however, were
more likely to groom the infant and crouch over it and had more
full-body contact with the infant than males. Females also showed
two communicative behaviors toward the infant—*“grin lipsmacking”
and “gurgling”—that were not seen in males.

Females who had been treated prenatally with the androgen
DHT interacted with the infants in much the same manner as un-
treated females, suggesting that the DHT had had no effect. This
contrasts with evidence that other behaviors that show sex differ-
ences (e.g., rough-and-tumble play) are masculinized by prenatal
androgen exposure in this species. Outcomes following neonatal cas-
tration of male animals (as opposed to prenatal treatment of fe-
males) suggested some demasculinization. Neonatally castrated
males differed from intact males, and resembled intact females, on
most of the infant-directed behaviors that showed sex differences.
This suggests that the prenatal hormone environment is less impor-
tant than the neonatal hormone environment for development of
these behaviors, or that other androgens (e.g., testosterone) or
metabolites that cannot be produced from DHT (e.g., estradiol) are
needed for prenatal influences on these behaviors. Regardless, be-
cause none of these inexperienced animals showed the most typical
parenting behavior (initiation of ventral-ventral contact), the impli-
cations of these findings for parenting behavior in experienced par-
ents appear to be limited.

Sex Differences in Parenting in Humans

In humans, sex differences in parental interest vary, depending on
the mode of assessment (e.g., Berman, 1980). Self-report of interest
in infants, however, suggests consistent differences between males
and females, with females showing greater interest. Behavioral obser-
vations of interactions with actual infants suggest that sex differences
are limited to certain situations, particularly situations where the in-
fant is a relative or there has been an instruction to care for the baby.
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In addition, physiological measures provide no consistent evidence
of greater interest in infants on the part of females. Social context
also is important in self-report of attraction to infants. When ratings
are made in public to groups of the same sex, women show increased
interest and men show decreased interest, compared to ratings made
in private or to ratings made in groups of mixed sex (Berman, 1976).
This suggests that men and women tend to give responses that they
think will be approved by the group.

Social and cultural influences on human parenting

Interest in infants also relates to a person’s life stage and current in-
volvement with babies (Feldman and Nash, 1978; 1979; Nash and
Feldman, 1981). Women who are currently mothers of infants re-
spond more to unrelated infants than do pregnant women, single
women, married women without children, or mothers of older chil-
dren. Grandmothers of infants also respond more to babies than do
women whose children are adolescent or older, but who are not yet
grandmothers. These effects of lifestage on actual behavior are less
pronounced in men, and, as a consequence, sex differences in re-
sponses to infants are more apparent during lifestages that involve
active parenting. In addition, at least as assessed by self-report of in-
terest in pictures of infants, men are influenced by their anticipated
or current involvement with children. Expectant fathers and grand-
fathers show increased interest in pictures of babies, compared to
men at other life stages. Grandfathers also are more behaviorally re-
sponsive to infants than are men at any other life stage. These results
have been interpreted to suggest “that sex differences in life situa-
tions engender behavioral sex differences, rather than the reverse”
(Berman, 1980, p. 691).

Interest in infants also varies in different societies (Whiting and
Edwards, 1975). The proportion of social behaviors directed at in-
fants has been found to range from 3%% in the United States,
through 9% in India, to about 25% in some social groups in Kenya,
Mexico, and the Philippines. Berman (1980) notes that these cul-
tural differences are at least as great as the sex differences in infant-
directed behavior. Cultures also vary in the extent to which fathers
are involved in caretaking, and this variability may relate to social
organization. It has been suggested that males play a greater role in
the care of infants in societies characterized by isolated, monoga-
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mous, nuclear families, women who contribute to subsistence by
working, and men who do not need to be warriors (Yogman, 1990).

Hormones and parenting in humans

Of course, these social and cultural influences do not rule out a role
for hormones, and some studies suggest that hormones also con-
tribute to interest in infants or in parenting in humans. One study re-
lated the pattern of changes in the ratio of estrogen to progesterone
from early to late pregnancy to maternal feelings of attachment after
the birth of the baby (Fleming et al., 1997). Women with high feel-
ings of attachment (assessed by questionnaire items inquiring about
nurturing feelings toward the infant) were more likely to have expe-
rienced an increase in the ratio of estrogen to progesterone between
months 5 and 9 of pregnancy, while those with low attachment feel-
ings were more likely to have experienced a decrease. This could sug-
gest that the same hormonal events that trigger responsiveness to in-
fants in other mammals trigger human interest in infant care in the
immediate postpartum period. However, other hormonal measures,
including the actual levels of estrogen and progesterone, or their ra-
tios, at various times during and just after pregnancy, did not predict
attachment. Also, hormonal measures correlated with feelings of
well-being as well as with attachment, and the authors note that any
hormonal effect could act through changes in feelings of well-being,
as well as by affecting nurturance directly.

In addition, even if hormones influence attachment, it is un-
likely that hormonal triggers associated with pregnancy are crucial
for attachment to human infants, If they were, adoptive mothers
would form less secure attachments than biological mothers. Al-
though there can be attachment problems associated with adoption,
these usually occur in children adopted relatively late in life and fol-
lowing unfavorable early circumstances, such as institutionalization.
Adoption per se does not seem to be associated with decrements in
maternal-infant attachment (Juffer and Rosenboom, 1997; Juffer et
al., 1997). In addition, a meta-analytic study comparing 2,317 inter-
nationally adopted adolescents with 14,345 adolescents who had not
been adopted found negligible or no differences between the groups
on several indices of behavioral problems (all d = 0.11; Bimmell et
al., 2003), suggesting that if attachment problems existed, they did
not produce behavioral problems, at least in adolescence.
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Perhaps because of the importance of hormones associated with
pregnancy and childbirth in triggering parental behavior in mam-
mals, or because situational factors have dramatic influences on in-
terest in infants, the role of the early hormone environment in hu-
man parenting has not been studied extensively. As noted in Chapter
6, girls exposed prenatally to high levels of androgens because of
congenital adrenal hyperplasia (CAH) are less interested in toys nor-
mally preferred by girls, including dolls (Berenbaum and Hines,
1992; Ehrhardt and Baker, 1974; Ehrhardt et al., 1968a). In addition,
when interest in infant dolls is examined separately from interest in
other toys typically preferred by girls, girls with CAH have been
found to show less interest than unaffected girls (Pasterski, 2002).
However, no link between interest in childhood doll play and adult
child care has been established.

Girls with CAH and their mothers also report that the girls with
CAH show reduced interest in infants and in having children (Dit-
mann et al., 1990; Ehrhardt and Baker, 1974). However, these assess-
ments typically have been based on a few or even one question from
an interview. More extensive information has come from a study us-
ing a 16-item questionnaire measure of activities, including interest
in infants (11 items) and pets (5 items) (Leveroni and Berenbaum,
1998). Parents completed the questionnaire to describe the interests
of their children (ages 3 to 12 years). Twenty-three girls and 16 boys
with CAH were compared to 12 female and 22 male relatives (unaf-
fected siblings and first cousins) of similar age. Among relative con-
trols, girls scored higher than boys on items assessing interest in in-
fants, but not interest in pets. Female controls also scored higher
than girls with CAH on interest in infants and interest in pets, al-
though the interest in infants was not significant at conventional lev-
els (p > .05, one-tailed) when an item assessing play with dolls was re-
moved. Male controls did not differ from boys with CAH in respect
to either interest in infants or interest in pets. The absence of a sig-
nificant difference between CAH girls and controls when doll play
was excluded from the questionnaire, along with the reduced inter-
est in pets among girls with CAH, despite a lack of a sex difference in
interest in pets, limit the conclusions that can be drawn from these
findings.

Girls with CAH and their mothers are aware of their genital vir-
ilization at birth and of potential limits on their fertility. Hence,
even if there were convincing evidence of a reduced interest in in-



Hormones and Parenting 153

fants in this group, it would be difficult to attribute it with confi-
dence to a hormonal influence on the developing brain. Unlike
CAH females, women exposed prenatally to diethylstilbestrol are
not born with virilized genitalia but, based on research in other
mammals, might be expected to experience neural virilization. In-
deed, as noted in chapter 5, they are more likely to be bisexual or
homosexual than other women including their sisters who were not
exposed to DES prenatally.

Although some reviews of hormonal influences on human be-
havior have reported that DES-exposed women show reduced inter-
est in parenting {(e.g., LeVay, 1993), the data do not support this con-
clusion. Investigation of behaviors related to parenting in women
exposed to DES prenatally have used questionnaires and interviews
to assess a wide range of behaviors, including physical activity and
athleticism, playmate preferences, social relations, childhood fan-
tasy and pretend play, aggression, delinquency, and interest in par-
enting. An initial study compared 30 DES-exposed women with ab-
normal PAP smears to 30 age-matched unexposed women with
abnormal PAP smears who were recruited through the same gyne-
cological practice (Ehrhardt et al., 1989). Of the numerous variables
assessed, only interest in parenting differed for the two groups.
Given the large number of statistical comparisons made, there was a
good chance that this effect was spurious. Indeed, two subsequent
studies by the same researchers, including additional DES-exposed
women and controls, as well as some of the participants in the origi-
nal study, found no significant differences between DES-exposed
and unexposed women in interest in parenting (Lish et al., 1991;
1992).

Summary

One general concern in research on parenting, particularly in hu-
mans, is the use of different measures in different studies and a lack
of predictive validation of the measures in terms of outcomes for off-
spring. There is little, if any, information on how measures of interest
in parenting relate to one another, to actual caretaking behavior, or
to outcomes for children. Although girls generally report themselves
to be more nurturant than boys, they have not been found to show
greater interest in helping or more helping behavior when con-
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fronted with a crying baby (Zahn-Wexler et al., 1983). In addition,
there is no information as to whether responses to questionnaires
prior to any experience with children, or interest in other people’s
infants prior to experience with one’s own, correlate with nurturant
feelings or caretaking behavior toward a person’s own child, much
less with outcomes in terms of the well-being of offspring.

Nevertheless, there is some evidence that the hormones of preg-
nancy may play a role in human parenting or attachment behavior.
In addition, the early hormone environment, particularly levels of
androgens prenatally, may influence interest in infants, at least as re-
ported on paper-and-pencil inventories. However, given the minimal
sex differences in the ability to show parenting behavior in humans
and other mammals, and the dramatic impact of socialization, expe-
rience, and the current environment on parenting behaviors in pri-
mates, it has generally been assumed that the role of hormones, if it
exists at all, is relatively minor. The lack of information linking ques-
tionnaire responses to actual parenting behavior also suggests cau-
tion in concluding that hormones, either prenatally or in adulthood,
constrain any individual’s abilities to care for offspring.
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minants of sex differences in human cognitive function.

Nineteenth-century scientists believed that the smaller fe-
male brain made women less intelligent (see, e.g., Gould, 1981 for a
review). Although this idea has not died out completely (Lynn, 1994;
1999), it lacks a sound empirical basis (see Chapter 10). More re-
cently, the male advantage on spatial abilities has been suggested to
be genetic or hormonal in origin. In the 1970s, an X-linked recessive
gene was thought to influence spatial ability (Maccoby and Jacklin,
1974). At that time, several studies suggested a cross-sex-linked pat-
tern of correlations for spatial abilities between parents and children
(Bock and Kolakowski, 1973; Corah, 1965; Hartlage, 1970; O’Connor,
1943; Stafford, 1961). Boys’ scores appeared to correlate with their
mothers’ scores but not their fathers’ scores, whereas girls’ scores ap-
peared to correlate more highly with their fathers’ scores than with
their mothers’ scores. Specific estimates of the proportion of males
and females endowed with genetic predispositions to high spatial
ability were given as 50% for men and 25% for women (Bock and Ko-
lakowski, 1973). Subsequent research, however, involving larger sam-
ples (Ashton and Borecki, 1987; DeFries et al., 1979; Jardine and
Martin, 1984; Loehlin et al., 1978; Smalley et al., 1989) did not find

A n enormous amount of research has focused on innate deter-

155



156 Brain Gender

the cross—sex-linked pattern of correlations, thus arguing against the
X-linked hypothesis.

Meanwhile, it had become clear that gonadal hormones were
more important determinants of neural and behavioral sex differ-
ences in mammals than were the sex chromosomes. Accordingly, the
research focus switched from genetic explanations of cognitive sex
differences to hormonal explanations. Some scientists have no doubt
that gonadal hormones have powerful influences on human cogni-
tion (e.g., Hampson and Moffat, 2003; Kimura, 1999), and even that
these explain sex segregation in occupations, including the predom-
inance of men in certain scientific fields (Kimura, 1992; 1999). How-
ever, data in this area are surprisingly inconsistent, and hormonal ex-
planations of sex differences in cognitive function or intellectual
attainment may prove to be no more valid than explanations based
on brain size or X-linked genes.

Does Androgen Make You Smarter?

Early reports from research at Johns Hopkins University suggested
that prenatal exposure to high levels of androgen enhanced intelli-
gence (Money, 1971). This conclusion was based on evidence that
patients with congenital adrenal hyperplasia (CAH), as well as indi-
viduals exposed to androgenic progestins prenatally (because these
hormones were prescribed to their pregnant mothers), attained un-
usually high scores on tests of intelligence (Ehrhardt and Money,
1967; Money and Lewis, 1966). Hormone-exposed individuals had
average intelligence quotients (IQs) of 128 (Ehrhardt and Money,
1967; Money and Lewis, 1966) on the Wechsler Intelligence Scales,
a score that is almost two standard deviations above the population
mean of 100. A researcher in England subsequently concluded that
the hormone progesterone also promotes intellectual attainment.
Children whose mothers had taken natural progesterone (as treat-
ment for medical problems during pregnancy) were rated by their
teachers as smarter and were reported to have received more
scholastic honors and progressed farther in school than control
children (children who had been born at approximately the same
time in the same hospital) (Dalton, 1968; 1976). These findings at
first appeared similar to those from the United States; both sug-
gested that prenatal hormone exposure produced intellectual im-
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provement. However, because natural progesterone acts as an anti-
androgen (see, e.g., Collaer and Hines, 1995), the findings actually
contradict one another. One suggests that androgen promotes intel-
ligence, and the other that a hormone that opposes the action of an-
drogen (progesterone) has a similar effect.

Ultimately, both sets of findings proved not to suggest hormonal
influences on general intellectual ability. When individuals with CAH
(or individuals exposed to other hormones prenatally) were com-
pared to their unaffected relatives, there were no differences in I1Q
or other measures of general intellectual ability. Individuals with
CAH were not found to differ from other family members in 1Q);
both groups had elevated IQ) compared to the general population
(Baker and Ehrhardt, 1974). The IQs of individuals with CAH also
were found to resemble predictions based on the 1Qs of their parents
(McGuire and Omenn, 1975). Similar results of no differences in IQ}
or other measures of general intellectual attainment have been re-
ported for individuals with CAH, compared to controls matched for
grade in school, race, and socioeconomic background (Perlman,
1973), for boys and girls exposed to estrogens or progestins prena-
tally compared to sibling controls born of untreated pregnancies
(Reinisch and Karow, 1977), and for women exposed prenatally to
the synthetic estrogen DES, compared to their unexposed sisters
(Hines and Shipley, 1984; Hines and Sandberg, 1996). Finally, when
data from reports suggesting that prenatal progesterone exposure
enhanced academic attainment were reanalyzed using more appro-
priate statistical procedures, no support was found for enhanced in-
telligence in the hormone-exposed offspring (Lynch and Mychalkiw,
1978). A follow-up study, including some of the original participants,
as well as new participants, also found no evidence of a link between
prenatal progesterone and enhanced academic attainment (Lynch,
etal., 1978).

What then could account for the early reports relating the pre-
natal hormone environment to intellectual ability? Selection biases
are the most likely explanation. Individuals who come to physicians
or clinics providing the most current treatment, either for pregnancy
maintenance or endocrine disorders, may have higher 1Qs than the
average person. This may be particularly true for the subgroup who
volunteers for research. Because IQ shows a familial pattern, this
would explain the elevated IQ in both hormone-exposed individuals
and their unexposed relatives. Alternatively, it has been suggested
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that the IQ elevation in CAH patients and their relatives is associated
with the recessive gene responsible for CAH. According to this ex-
planation, relatives who carry the gene for CAH, without having the
two copies needed to produce the disorder, show elevated intelli-
gence because they have one copy of the intelligence-enhancing
gene and, perhaps, somewhat elevated androgen (Nass and Baker,
1991). However, this explanation cannot account for the lack of dif-
ferences in intelligence between individuals with CAH (or exposed to
unusual hormone environments prenatally for other reasons) and
carefully matched controls who are not relatives.

The early studies linking hormones to general intelligence illus-
trated the need for caution in interpreting data from situations that
are not experimental, and where individuals, therefore, have not
been assigned randomly to be treated with hormones or not. In a
true experiment, selection factors would not operate, and differ-
ences between treated and untreated individuals could be ascribed
with confidence to hormones. Because true experiments involving
manipulations of the early hormone environment in humans are
largely impossible for ethical reasons, other methods have been
adopted to reduce biases. One approach has been to enroll same-
sexed relatives of hormone-exposed individuals to serve as controls.
This is helpful because relatives are similar to one another in back-
ground characteristics, including socioeconomic status, parental ed-
ucation and intelligence, and, to some extent, genetic constitution.
A second approach has been to rely on animal models of hormone
effects to make predictions about hormonal influences in humans. A
third approach has been to consider possible biases that could influ-
ence results when interpreting data (Hines, 1982; Reinisch and Gan-
delman, 1978).

With hindsight, the possibility that gonadal hormones would in-
fluence general intelligence seems unlikely. Animal models indicate
that the characteristics susceptible to the influences of gonadal hor-
mones are those that show sex differences. The Wechsler scales and
other measures of general intelligence have never shown apprecia-
ble sex differences and in recent standardizations care has been
taken to ensure that performance is similar for males and females
(Loehlin, 2002). Thus, currently, as well as historically, these tests
and other measures of intelligence have shown only small to negligi-
ble sex differences (Garcia-Lopez, 2002; Kaufman, 1990; Matarazzo,
1972; Sattler, 1992; Thorndike 1986).
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Do Gonadal Hormones Have Any Influences on
Human Cognitive Development?

Although general intelligence does not show an appreciable sex dif-
ference, some specific cognitive abilities do, and these might be hy-
pothesized to relate to the early hormone environment. Information
on these sex differences was summarized in Chapter 1. For the pur-
poses of this chapter, it is important to remember that there are sex
differences in certain very specific abilities, including aspects of spa-
tial, verbal, and mathematical abilities. The largest of these well-stud-
ied cognitive sex differences, that in the ability to mentally rotate
three-dimensional shapes, is approximately 0.92 standard deviations
in size, less than half the size of the sex difference in height. The
sizes of sex differences in this and other specific cognitive abilities
that have been related to hormones are illustrated in Figure 9-1.
According to meta-analytic data, specific cognitive abilities that
show sex differences include mental rotations, spatial perception, and
mathematical problem solving particularly “word problems,” (favoring
males) and speech and verbal production, perceptual speed, and math-
ematical calculations (favoring females), although the sex difference in
mathematical calculations is seen only in children, not in adults. Target-
ing ability, which relates to spatial skills as well as motor performance,
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5 | | |O Spatial perception
7 Spatial visualization
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Figure 9-1. The sizes of sex differences in specific cognitive abilities, compared to
sex differences in height and in childhood play. The largest of the sex differ-
ences in specific cognitive abilities is that in targeting. Other cognitive abilities
show smaller sex differences, and it is not known how much of the sex difference
in targeting is due to the motor (as opposed to cognitive) component of the
task. PSAI: Pre-school Activities Inventory.
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may show a particularly large sex difference. Although no meta-analysis
has been published, individual studies suggests a sex difference between
1.0 and 2.0 standard deviation units in children and adults (Jardine and
Martin, 1983; Hines et al., 2003b; Watson and Kimura, 1991).

Thus, reliable, and in some cases substantial, sex differences are
seen in certain cognitive abilities. At the same time, however, other
abilities, including some that might appear to be similar, do not nec-
essarily show similar sex differences. For example, as noted in Chap-
ter 1, although males excel at solving certain types of math problems,
there is no sex difference among adults in understanding of mathe-
matical concepts or in completing mathematical calculations (Hyde,
Fennema and Lamon, 1990). Similarly, although males excel at
three-dimensional mental rotations tasks, sex differences on many
other spatial tasks, including the ability to imagine what folded
pieces of paper would look like when unfolded and the ability to find
simple shapes or designs in complex patterns, are negligible (Linn
and Petersen, 1985; Voyer et al., 1995). Finally, although females ex-
cel at verbal fluency, there are no sex differences on measures of vo-
cabulary or reading comprehension (Hyde and Linn, 1988).

Are cogpnitive sex differences disappearing over time?

Evidence that some cognitive sex differences are growing smaller
over time has been suggested to refute the existence of hormonal in-
fluences. For instance, a meta-analytic review found that studies pub-
lished in 1973 or before reported larger sex differences in verbal
ability (d =0.23) than those published after 1973 (d = 0.10) (Hyde
and Linn, 1988). Others have reported that sex differences in math-
ematical ability (Chipman et al., 1985) and visuospatial ability (Linn
and Petersen 1985) appear to be shrinking as well. Similarly, the Dif-
ferential Aptitude Tests, the Scholastic Aptitude Test (SAT), and the
Preliminary SAT (PSAT) have been found to produce progressively
smaller sex differences between 1947 and 1983 for several abilities,
including spatial visualization, high school mathematics, perceptual
speed, and mechanical aptitude. This is not thought to result from
deliberate attempts to reduce sex differences in successive standard-
izations of the tests because the decline is linear, rather than stepwise
(Feingold, 1988).

Data suggesting a reduction in sex differences over time could
be interpreted to suggest that social factors that have changed over
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the years caused the sex differences in human cognition. For some
specific tests, however, no decline is apparent. For instance, the size
of the sex difference in three-dimensional mental rotations perfor-
mance remained stable from 1975 to 1992 (Masters and Sanders,
1993). Similarly, a 1995 meta-analysis, which examined findings using
precisely the same measure, found that sex differences on three di-
mensional rotations and some (but not all) other specific measures of
spatial abilities have remained constant over time (Voyer et al., 1995).

Changes over time, where they exist, also could reflect factors
other than changes in the social environment. For instance, it has
been suggested that estrogen levels in the physical environment are
rising and altering processes of sexual differentiation to produce less
sexually differentiated males and females (Colborn and Clement,
1992). Also, the magnitude of cognitive gender differences varies in
different ethnic groups (Schratz, 1978). As a consequence, changes
in the ethnic composition of populations completing measures of
cognitive abilities could alter the magnitude of sex differences. Thus,
changes over time cannot be assumed to result from social changes
producing greater sexual equality. Regardless, even if sex differences
on some cognitive tasks are growing smaller owing to social changes,
this would not preclude a role for hormones. Some of the remaining
sex differences could still relate to hormones.

Are there animal models suggesting hormonal influences on cogpnitive abilities?

Animal models suggest that it is reasonable to hypothesize an early
hormonal influence on spatial abilities that show sex differences.
Under certain conditions, male rats learn complex mazes somewhat
faster and make fewer errors in the learning process than do female
rats (Beatty, 1979; Williams et al., 1990). These sex differences ap-
pear to result from male superiority at using geometrical cues for
spatial tasks, because when landmark cues are provided, there is no
sex difference (Williams and Meck, 1991). The male advantage also
may be specific to certain other testing conditions; when animals are
allowed to acclimate to the nonphysical aspects of the task, females
can perform better than males (Perrot-Sinal, 1996; Tanapat et al.,
2002).

For the types of tasks that show sex differences favoring males,
castrating newborn male rats impairs subsequent performance,
whereas treating newborn females with estradiol improves perfor-
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mance (Williams et al., 1990). Neonatal treatment of males with the
aromatase inhibitor 1,4,6-androstatrience-3, 17-dione (ATD) also
impairs subsequent performance, suggesting that testosterone acts
to masculinize this type of maze performance after conversion to es-
trogen, as is the case for sexual behaviors in the rat (Williams and
Meck, 1991). Unlike sexual behaviors, however, this sex differences
in maze performance does not appear to require hormonal activa-
tion in adulthood, but, instead, is seen regardless of the adult hor-
monal state (Joseph et al., 1978; Stewart et al., 1975; Williams and
Meck, 1991). This does not imply, necessarily, that hormones have
no influences on spatial performance in adulthood. However, the
nature of possible adult, activational influences is poorly understood.
In regard to activational influences of estrogen in the rat, for exam-
ple, some studies report that estrogen improves performance (Sand-
strom and Williams, 2001), others that it impairs it (Galea et al,,
1995; Warren and Juraska, 1997), and still others that it has no effect
(Berry et al., 1997; Stackman et al., 1997). These different outcomes
could relate in part to procedural differences from study to study, al-
though this possibility has not been examined. Regardless, in these
animal models, the influences of the early hormone environment on
spatial performance can be seen without controlling or considering
the hormone environment in adulthood.

No specific animal models are available for other cognitive abil-
ities studied in hormone-exposed humans. Indeed, for some abili-
ties, such as verbal fluency and mathematical problem solving, it is
hard to imagine that specific animal models are possible. However,
research in this area has been guided by the general principle that
characteristics that show sex differences are candidates for hormonal
effects, with high levels of androgens (or their metabolites) during
early life promoting male-typical development (i.e., increases in abil-
ities at which males excel and decreases in abilities at which females
excel).

Are cogpnitive abilities that show sex differences altered in individuals who
developed in atypical hormone environments?

Numerous studies have examined cognitive function in individuals
who developed in atypical hormone environments. These studies
have focused in particular on: () Individuals exposed to higher than
normal levels of androgens, because of CAH; (2) Individuals ex-
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posed to higher than normal levels of estrogens because their moth-
ers took DES during pregnancy; (3) Individuals exposed to lower
than normal levels of androgens and estrogens during early develop-
ment because they have Turner Syndrome; and (4) Individuals ex-
posed to lower levels of androgen prenatally or neonatally because of
androgen receptor deficiency (CAIS) or Idiopathic Hypogonado-
tropic Hypogonadism (IHH).

Most often, studies have investigated individuals with CAH. Be-
cause girls with CAH are exposed to higher than normal levels of
androgens prenatally, they have been predicted to show improved
performance on measures at which males excel and impaired per-
formance on measures at which females excel. Although males with
CAH sometimes also have been studied, predictions regarding their
cognitive profile are more difficult. This is partly because adminis-
tering androgen to developing males in other species produces vari-
able outcomes (Baum and Schretlen, 1975; Diamond et al., 1973),
partly because males with CAH typically do not show alterations in
other sex-typical behaviors (Collaer and Hines, 1995; Hines, 2002),
and partly because differences in the prenatal hormone environ-
ment of CAH males vs. unaffected males are not understood com-
pletely. Males with CAH appear to have elevated androstenedione
prenatally, but their testosterone levels are usually in the normal
male range (Pang et al., 1980; Wudy et al., 1999). This normalization
may occur because feedback mechanisms allow the male fetus to de-
crease testicular androgen production to compensate for the over-
production by the adrenal gland.

Several studies have used subtests from the Wechsler measures
of general intelligence, or subscales based on groupings of subtest
scores, to evaluate hormonal influences on sex differences. There-
fore, even though these subtests and subscales do not show substan-
tial sex differences, it is useful to review them before evaluating find-
ings regarding cognitive functioning in individuals with unusual
hormone histories.

The Wechsler tests

Different Wechsler tests are used for different age groups, with the
Wechsler Adult Intelligence Scales (WAIS), and its subsequent revi-
sions, appropriate for adults (ages 16 years and older), the Wechsler
Intelligence Scale for Children (WISC), and its revisions, appropri-
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Table 9-1.  Effect sizes for sex differences on the Wechsler Intelligence Scales, Subscales,
and individual Subtests.

Scale or Subtest WAIS-R WISC-R
Full Scale I1Q 0.15 0.12
Verbal IQ 0.15 0.16
Performance IQ 0.09 0.04
Information 0.28 0.37
Similarities 0.02 0.07
Arithmetic 0.32 0.06
Vocabulary 0.05 0.14
Comprehension 0.08 0.09
Digit Span 0.00 -0.10
Picture Completion 0.17 0.15
Picture Arrangement 0.14 0.11
Block Design 0.26 0.15
Object Assembly 0.10 0.18
Digit Symbol/Coding —0.32 ~0.53

(From Collaer and Hines, 1995.)

ate for children ages 6-16 years and the Wechsler Preschool and Pri-
mary Scale of Intelligence (WPPSI), and its revisions, appropriate for
children ages 4-6Y, years. Ten to 12 individual subtests make up
each Wechsler measure, with the exact number of subtests depend-
ing on the targeted age range and revision version of the test. The
subtests are grouped into measures of Verbal IQ (VIQ) and Perfor-
mance IQ (PIQ). VIQ subtests assess general knowledge, vocabulary,
arithmetic computations, reasoning, and memory. PIQ) sub-tests as-
sess spatial, sequencing, perceptual speed, and problem-solving
skills. Effect sizes for sex differences on subtests, VIQ, PIQ, and Full-
Scale (FSIQ) are summarized in Table 9-1. The largest sex differ-
ence on any subtest is that on Digit Symbol/Coding, a measure of
perceptual speed. Like other measures of perceptual speed, it shows
a sex difference that is small to moderate in size (d=—0.32 to
—0.53) and favors females.

High VIQ, or higher VIQ than PIQ), has sometimes been viewed
as a feminine profile and high PIQ, or higher PIQ than VIQ, as a
masculine profile (e.g., Baker and Ehrhardt, 1974). However, nei-
ther VIQ nor PIQ shows anything other than a negligible sex differ-
ence, and, for both VIQ and PIQ, the negligible sex difference favors
males. Thus, VIQ and PIQ), like full-scale IQ, provide poor measures
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of sex differences or hormone effects. Similarly, the majority of the
individual subtests that make up the Wechsler scales do not show
substantial sex differences, and some subtests that are typically
viewed as being sex-linked (e.g., Block Design and Object Assembly)
actually show smaller sex differences than some that are not (e.g., In-
formation). These misunderstandings about sex-linkage of the Wechs-
ler subtests probably relates to the overly broad historical conceptu-
alizations of sex differences as occurring in general categories of
abilities (such as mathematics, spatial, and verbal abilities) that were
not discredited until the 1980s, when meta-analyses showed that sex
differences existed only for specific measures or sub-types of these
abilities.

Studies examining performance on the Wechsler subtests, on
VIQ or on PIQ generally have found no differences between individ-
uals with CAH, either male or female, and controls (Baker and
Ehrhardt, 1974; Ehrhardt and Baker, 1977; McGuire et al., 1975; Nass
and Baker, 1991; Perlman, 1973). As noted above, these measures
show small or negligible sex differences. Hence, the results do not
rule out an effect of hormones on other cognitive measures, particu-
larly those showing more substantial sex differences.

Studies of Cogpnitive Abilities that Show Sex Differences

Studies using cognitive measures that show substantial sex differences
also have not produced consistent evidence supporting a role for the
early hormone environment. Given the size of most cognitive sex dif-
ferences, this could relate in part to the difficulty of locating and
studying reasonably large samples of hormone-exposed individuals.
However, some spatial tasks show moderate-to-large sex differences,
and, even in these cases, results generally have been inconsistent.

In an earlier review, I suggested that the lack of consistent ef-
fects in studies of cognitive outcomes in CAH might have resulted
from the use of tests that do not show substantial sex differences or
from the small samples of CAH individuals available for study (e.g.,
Hines, 1990). However, more recent work focusing on spatial abili-
ties suggests that outcomes do not relate to these factors (see Table
9-2). Of seven studies assessing spatial abilities in females with CAH,
only three have found evidence that females with CAH perform bet-
ter than unaffected females. Contrary to the expectation that larger
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Table 9-2.  Results of studies investigating spatial abilities in individuals with CAH

Farticipants .
Age Findings
Source CAH Control in Years  and type of task
Perlman, 1973 11F 11(MT) 3-15 CAH F better

(a)
Baker and Ehrhardt, 13F, 8M 11F, 14M (RL) 4-26 No differences
1974 MorF (a,c)
McGuire et al., 1975 15F, 16M 31 (MT) 5-30 No differences
MorF (a)
Resnick et al., 1986 17F, 8M 13F, 14M (RL) 11-31 CAH F better on
3 (a,c,c), but
no different
on 2 (a,a).
CAH M no
differences
Helleday et al., 1994  22F 22 (MT) 17-34  CAH F worse on
1 (b), but no
different on 3
(a,a,c)!
Hampson etal., 1998 7F, 5M 5F, 4M (RL) 8-12 CAH F better,
CAH M worse
on 1 (a)
Hines et al., 2003b 40F, 29M  29F, 30M (RL) 12-45 CAH F no di-
ferent CAH
M worse on 2
(c,0)

Notes: M = Males. F = Females. (MT) = Matched. (RL) = Relative. (a) Spatial Visualization
Task. (b) Spatial Perception Task. (c) Mental Rotations Task.

'For example, CAH F worse on 1 (b), but no different on 8 (a,a,c) means that females with
CAH performed worse than controls on a spatial perception task (b), but no different
from controls on three other tasks, two of which were spatial visualization tasks (a,a) and
one of which was a mental rotations task {c).

samples would be more likely to detect this effect than smaller sam-
ples, two of these three studies used the first and second smallest
samples of the seven studies, and the two studies using the largest
samples did not find improved spatial performance in females with
CAH. The study with the largest sample found no differences be-
tween CAH females and unaffected female relatives in mental rota-
tions performance; the study with the second largest sample found
that females with CAH performed worse than matched female con-
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trols on a measure of spatial perception, a result that is the opposite
of prediction. Regarding the types of tasks used, the three studies re-
porting enhanced performance in females with CAH found this out-
come on a total of five tasks. Two were mental rotations tasks, but the
other three were spatial visualization tasks, a type of task that does
not typically show a substantial sex difference. Finally, only two of the
seven studies used the measure of three-dimensional mental rota-
tions ability that shows a large and consistent sex difference. One of
these two found that females with CAH performed better than other
females, but the second, which used a sample more than twice as
large, did not.

In the study of spatial abilities in CAH that used the largest sam-
ple to date, 40 adolescent and adult women with CAH did not differ
from 29 unaffected female relatives on either two- or three-dimen-
sional mental rotations tasks, despite the existence of large sex dif-
ferences on the same tasks in controls (d = 0.7 and 0.9, respectively)
(Hines et al., 2003b). In addition, 29 males with CAH performed
worse than 30 unaffected male relatives on the mental rotations
tasks. Although these results do not support an influence of the pre-
natal hormone environment on mental rotations abilities, it is possi-
bie that the outcomes for both males and females could be explained
by hormonal influences during the early postnatal period. This sug-
gestion is based on evidence that girls with CAH experience elevated
androgen prenatally, but not once treatment is initiated shortly after
birth, whereas boys with CAH experience relatively normal levels of
testosterone prenatally, but reduced levels postnatally (Pang et al.,
1979). The possibility that hormonal influences on at least some as-
pects of human cognitive development might be expected to occur
in the early postnatal period, rather than prenatally, will be discussed
further later in this chapter.

The same study of 40 females and 29 males with CAH and 59 un-
affected relatives (Hines et al., 2003b) also examined targeting per-
formance, using both darts and balls thrown overhand. Results for
targeting supported a contribution from androgen prenatally. Unaf-
fected males performed better than unaffected females, females with
CAH performed better than unaffected females, and males with and
without CAH did not differ. Similar findings have been observed in a
sample of 3 to 11-year-old children with CAH (Fane, 2002). The dif-
ference in outcomes for targeting and mental rotations could reflect
different critical periods for the neural or motor systems underlying
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performance (prenatal for targeting and postnatal for mental rota-
tions). In addition, it is possible that the androgen-related enhance-
ment in accurately throwing projectiles at a target some distance
away could relate in part to androgen-induced muscle development.

Studies of other abilities that show sex differences, including
verbal fluency, perceptual speed, and mathematical abilities, also
generally have not produced the results that would be predicted if
androgen promotes male-typical cognitive development. For the
abilities at which females excel—verbal fluency and perceptual
speed—most studies have found no differences between individuals
with and without CAH (Baker and Ehrhardt, 1974; Helleday, et al.,
1994; McGuire et al., 1975; Resnick et al., 1986; Sinforiani et al.,
1994). Although one study reported impaired perceptual speed in
females with CAH (Hampson et al., 1998), it used a particularly small
sample (seven girls with CAH compared with six unaffected sisters),
and other studies using larger samples have not found similar effects
(Helleday et al., 1994; McGuire et al., 1975; Resnick et al., 1986).

In regard to mathematical abilities, there is no evidence of an
androgen-induced enhancement. In fact, several studies have re-
ported impaired arithmetic abilities in both females and males with
CAH (Baker and Ehrhardt, 1974; Perlman, 1973; Sinforiani et al.,
1994). Computational ability shows a small sex difference favoring
females, but only in young children. The studies reporting impair-
ment involved both children and adults, and most often used the
arithmetic subtest of the Wechsler scales, a measure that does not
show a sex difference favoring females. Thus, it seems unlikely that
the impaired arithmetic performance reflects an androgen-induced
reduction in a female-typical characteristic. Performance on mea-
sures of mathematical problem-solving abilities, which favor males,
have not been specifically investigated in individuals with CAH. How-
ever, females with CAH do not perform better than unaffected fe-
male relatives on the SAT-M (Hines et al., submitted). All of these
studies challenge assumptions that the male advantage on mathe-
matics reflects sex differences in prenatal androgen levels (Benbow,
1988; Benbow and Stanley, 1983; Kimura, 1999).

One possible explanation of at least some of the confusing re-
sults reported for cognitive outcomes in individuals with CAH is the
“file drawer problem.” Most individual clinics have only a small
group of patients with CAH available for study. It is widely under-
stood that some cognitive abilities, particularly spatial abilities, show
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sex differences and that these have been suggested to relate to pre-
natal androgen exposure. Many clinics may measure spatial or other
abilities in their CAH patients, but find no evidence of an influence.
This result would be viewed as relatively uninteresting. In addition, it
would be difficult to publish because of concerns that the negative
finding could reflect the small sample size. Thus, in small samples,
only results suggesting differences between CAH individuals and
controls would be likely to be published.

An additional problem is that reports often focus on only one or
two measures, without mentioning which (or sometimes even
whether) other variables were assessed in addition to those found to
be significant. Because it is difficult to locate even small samples of
individuals with rare endocrine disorders, researchers would be
likely to administer several measures once participants were identi-
fied and recruited. Without knowing exactly how many measures
were administered, however, it is not possible to assess the experi-
ment-wide likelihood of type 1 errors (i.e., the observation of signifi-
cant differences due to chance, rather than a genuine difference be-
tween groups). For instance, if a researcher administers measures
that produce 20 dependent variables and finds one to be significant,
it could well be a chance result, given that 1 in 20 variables can be ex-
pected to show a spurious difference when probability levels of .05
are used. The tendency to report only findings that are significant
can prevent evaluating whether the findings could be the result of
chance.

Studies of women exposed to DES prenatally have failed to find
alterations in cognitive performance. These studies have found no
differences between DES-exposed women and their unexposed sis-
ters on measures of three-dimensional or two-dimensional mental ro-
tations abilities, spatial perception or spatial visualization, perceptual
speed, verbal fluency, or measures of general intelligence (Hines and
Sandberg, 1996; Hines and Shipley, 1984). The first of these studies
included 25 pairs of sisters, and the second included 42 DES-exposed
women and 26 unexposed sisters. A third study looked at standard-
ized test performance, in the form of American College Testing
(ACT) scores, in 175 DES-exposed women and 150 placebo-exposed
women, whose mothers had taken part in a clinical trial of the etfi-
cacy of DES in maintaining pregnancy (Wilcox et al., 1992). This
study also included 172 DES-treated and 175 placebo-treated male
offspring. Like the SAT, the ACT is used by colleges to select stu-
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dents. Although four of the ACT subtests showed sex differences,
with performance on English higher in females, and performance
on Mathematics, Natural Science, and Social Science higher in men,
there were no differences between the DES-exposed and placebo-ex-
posed women. Men exposed to DES scored higher than placebo-
treated men on the Social Science subtest, a subtest on which
placebo-treated men outperformed women. This finding could sug-
gest that prenatal estrogen exposure hypermasculinizes this ability in
males. However, the authors attributed the finding to chance, since it
had not been predicted and was the only significant finding in the
study.

Other studies have focused exclusively on males and have specu-
lated that exposing males to high levels of estrogens would feminize
them. (Note that such an effect would be the opposite of the one sig-
nificant finding in the large-scale, placebo-controlled study of cogni-
tive outcomes in DES-exposed men described in the paragraph
above). One study reported impaired performance on a composite
of three Wechsler subtests (Picture Completion, Object Assembly,
and Block Design) in 10 boys exposed to DES compared to their 10
unexposed brothers. No differences were seen on composites of ver-
bal or sequencing tasks. However, the tests used, including the ones
that made up the composite that differed, show small to negligible
sex differences (see Table 9-1). Similarly, a study of twenty 16-year-
old boys exposed to estrogen and progesterone prenatally reported
that they scored worse than matched controls on the Embedded Fig-
ures Test, a result that approached statistical significance (p < .10,
one-tailed) (Yalom et al., 1973). This test also does not show a sub-
stantial sex difference. In addition, over 100 statistical comparisons
were conducted in the study, and this was one of only a handful re-
ported to approach significance. Thus, it could have been a chance
finding. Consistent with this, a third study of 22 men exposed prena-
tally to DES and natural progesterone and 17 men exposed pre-
natally to DES alone did not find any differences from matched
controls in performance on the Embedded Figures Test (Kester et
al., 1980).

The lack of alterations in DES-exposed women in performance
on tasks such as three-dimensional mental rotations that show sub-
stantial sex differences was originally interpreted to suggest that, if
hormones influence human cognitive development, androgen acts
directly, rather than following conversion to estrogen (e.g., Hines
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and Sandberg, 1996). However, subsequent studies, using relatively
large samples of women exposed to androgen prenatally because of
CAH, have produced similar results, leading to an alternative expla-
nation. That is, that performance on three-dimensional mental rota-
tions tasks, and perhaps on other cognitive tasks as well, is not influ-
enced by hormones prenatally, but if influenced by hormones
during development, is instead sensitive to the hormone environ-
ment during early postnatal life (e.g., Hines et al., 2003b). Parietal
regions of the cerebral cortex appear to be important for mental ro-
tations processing (Jordan et al., 2001; Just et al., 2001; Vingerhoets
et al,, 2001), and the cortex continues to develop extensively during
the early postnatal period in humans, with parietal areas among the
last to mature (Spreen et al., 1995). As noted above, findings for
mental rotations abilities in males with CAH also fit better with a
postnatal than a prenatal critical period for hormonal sensitivity (if
the early hormone environment is important at all). In addition, as
will be detailed below, hormonal influences during the early postna-
tal period may play a role in cognitive functioning in other syn-
dromes involving hormonal abnormality during early postnatal life,
particularly Turner Syndrome and IHH.

Girls and women with Turner Syndrome typically experience
ovarian regression prenatally and so are exposed to reduced levels of
ovarian hormones during early life. They show normal performance
on measures of vocabulary and general intelligence (Collaer et al,,
2002; Garron, 1977), and may show enhanced reading skills (Temple
and Carney, 1996). However, they experience impairment in several
specific cognitive areas. The best-known of these is impairment in
spatial abilities (e.g., Money, 1973), but other abilities, including ver-
bal fluency, memory, attention, and numerical ability have also been
found to be reduced (Ross and Zinn, 1999; Temple and Carney,
1996; Waber, 1979). Some of the tests on which performance is re-
duced favor males, whereas others favor females or show no sex dif-
ferences. One study, designed to test the possibility that impairment
is larger on measures that show sex differences than on measures
that do not, found this to be the case (Collaer et al., 2002). In fact,
the greatest impairment among girls with Turner Syndrome was seen
on measures at which females generally excel.

Most girls with Turner Syndrome experience ovarian deficiency
or failure by the time of birth (Saifi and Chandra, 1999; Singh and
Carr, 1966), and normal girls experience a neonatal surge in estro-
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gen (Bidlingmaier et al., 1987). Reduced estrogen during this neo-
natal period could impair both feminization and masculinization of
cognitive development. The late timing of this effect (i.e., postnatal
rather than prenatal) would be consistent with the suggested femi-
nizing effects of estrogen in other species, since these appear to
occur relatively late in development and to involve cortical develop-
ment in particular (Diamond et al., 1981b; Fitch and Denenberg,
1998). Deficiency in ovarian hormones during this neonatal period
might also influence the development of male-typical abilities, mak-
ing them even more female-typical (i.e., reduced), because girls with
Turner Syndrome presumably have even lower levels of both andro-
gen and estrogen than other girls, caused by the reduction in hor-
mones from the ovaries. This type of effect would be consistent with
a gradient model of hormone effects. Both this defeminization and
demasculinization would be superimposed on a less dramatic gen-
eral impairment in abilities, other than those related to verbal intel-
ligence, caused by nonhormonal aspects of Turner Syndrome. Al-
though this formulation has some heuristic appeal, it is largely
speculative. Support in the form of convergent evidence from other
sources is needed, particularly since Turner Syndrome involves a ma-
jor genetic defect (i.e., a missing or imperfect second X chromo-
some) and physical consequences, in addition to ovarian failure.
The reduced androgen production experienced by men with
IHH, particularly during early postnatal development, also has been
linked to deficits in sex-linked cognitive functions. Men with IHH
have been found to show impaired performance on spatial tasks, in-
cluding a measure of two-dimensional mental rotations, a measure of
spatial perception, and measures of spatial visualization (Hier and
Crowley, 1982; Buchsbaum and Henkin, 1980; Cappa et al., 1988),
and, in one study, on a measure of verbal fluency (Cappa et al,,
1988), but not on vocabulary (Cappa et al., 1988; Hier and Crowley,
1982). Treatment with testosterone in adulthood does not improve
spatial performance, and men who become hypogonadal after pu-
berty do not show deficits on spatial tasks (Hier and Crowley, 1982).
This suggests that if reduced levels of testicular hormones are re-
sponsible for the impaired spatial performance, it is the absence of
hormones during early development that is important. It is of inter-
est to note that, like females with Turner Syndrome, men with ITHH
show deficiency in verbal fluency, at which females typically excel.
This also could reflect an estrogenic role in feminization of some
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cognitive abilities, particularly during the early postnatal period,
since men with IHH would be deficient not only in androgen at this
time but also in estrogens that could be produced from them.

Cognitive alterations also have been reported in individuals with
CAIS. Ten XY females with CAIS were found to show reduced per-
formance, compared to both their brothers and sisters without CAIS,
on Block Design and other performance subtests of the Wechsler
Scales (Imperato-McGinley et al., 1991). The authors interpreted
this as demasculinization caused by the complete inability of individ-
uals with CAIS to respond to androgens (i.e., because they experi-
ence even less androgen than normal women, their performance on
spatial tests would be reduced beyond that of other women as well as
men). However, the subtests affected do not show appreciable sex
differences, and XY females with CAIS do not differ from other fe-
males in regard to other behaviors that show sex differences, includ-
ing childhood play, personality measures, sexual orientation, and
gender identity (Hines et al., 2003a; Masica et al., 1971; Wisniewski et
al., 2002). This suggests that the spatial impairment in CAIS may re-
late to other (nonhormonal) aspects of the syndrome.

Normal hormone variability during early development
and cognitive performance

Individuals with abnormal hormone histories are rare, and their syn-
dromes have nonhormonal consequences that could influence their
cognitive development. Therefore, researchers have also attempted
to determine if gonadal hormones influence human cognitive devel-
opment by relating normal variability in the early hormone environ-
ment to cognition. Such studies have measured hormones in amni-
otic fluid or in umbilical cord blood and related these to subsequent
performance on cognitive tests.

One study measured testosterone in amniotic fluid obtained be-
tween weeks 14 and 18 of gestation and assessed cognitive outcomes
in children at the age of 4 years (Finegan et al., 1992). For the 28
girls in the study, testosterone related negatively to counting and
sorting, number questions, and block building, findings which are in
the opposite direction to predictions based on the idea that boys ex-
cel on spatial abilities and number abilities. In addition, there were
inverted u-shaped relationships between testosterone and language
comprehension and conceptual grouping, relationships that also
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had not been predicted. For the 30 boys in the study, testosterone
did not relate to any of the 11 abilities assessed. However, the mea-
sures used in the study were tasks from the McCarthy scales of Chil-
dren’s Abilities, none of which showed a sex difference in this study
(Finegan et al., 1992) or in other research (Tierney et al., 1984),
making them unlikely to detect hormonal influences. At the age of 7
years, testosterone in amniotic fluid related positively to speed of
mental rotations (Grimshaw et al., 1995). However, it did not relate
to accuracy, which is the measure that typically shows a male advan-
tage.

A study relating androgen levels in umbilical cord blood at birth
to subsequent cognitive performance also produced largely negative
findings (Jacklin et al., 1988). In this study, five hormones were mea-
sured (testosterone, androstenedione, estradiol, estrone, and pro-
gesterone) and related to two cognitive components (Spatial and
General Academic) when children were 6Y, years old. The compo-
nents were derived from a principal components analysis of scores
on the reading, listening, and numbers subtests of the Metropolitan
Instructional Tests, and the spatial subtest of the Primary Mental
Abilities Test. In girls, a composite measure of androgen (testos-
terone and androstenedione) related negatively to the Spatial Com-
ponent. There were no other significant relationships between any
of the hormones and either of the cognitive components in girls or
boys. Assuming that the Spatial Component reflects something at
which boys should excel, the one significant finding is in the oppo-
site direction of that predicted. However, the Spatial Component did
not show a sex difference in the study and has not been used in other
studies. In addition, umbilical cord blood is not as good a measure of
the early hormone environment as is amniotic fluid because it con-
tains a larger maternal contribution. Levels of hormones in unbilical
cord blood samples, including levels of androgens, also can be influ-
enced by the stress of labor and childbirth, further reducing their re-
liability as a measure of the fetal hormone environment.

A final approach to examining contributions of the early hor-
mone environment to normal variations in sex-typed cognitive func-
tion has involved comparing same-sex and opposite-sex twin pairs.
This approach is based on the evidence that female rodents who de-
velop in utero in a position where they are likely to be exposed to an-
drogens from male littermates show more male-typical behavior, in-
cluding better spatial performance, than females not so positioned
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(Clemens et al., 1978; Meisel and Ward, 1981; Williams and Meck,
1991). One study has reported that, among dizygotic twins, females
with male co-twins score higher on a three-dimensional mental rota-
tions task than do females with female co-twins (Cole-Harding et al.,
1988). Although this could occur because of differences in androgen
exposure, it is also possible that having a brother promotes male-typ-
ical development. This is clearly the case in regard to sex-typed play
behaviors in children, where girls and boys with older siblings of the
other sex show more crosssex behavior than those with older sib-
lings of the same sex (Rust et al., 2000). This suggests that prenatal
androgen exposure may not be the crucial factor in the alteration in
mental rotations performance in females with male co-twins. Studies
of mental rotations performance in individuals with older brothers
versus older sisters could help resolve this issue.

Activational Influences of Gonadal Hormones on Human Cogpnition

As noted above, activational influences of hormones do not appear
to be needed for sex differences or early hormonal influences on
maze performance to be manifest in rats. Similarly, in humans, sex
differences in many cognitive abilities are present in children prior
to puberty, as well as in adults. Nevertheless, some sex differences ap-
pear to be larger in adults than in children (e.g., the sex difference
in mental rotations and in spatial perception) (Voyer et al., 1995). It
is hard to be certain of this increase with age, because researchers
use different tasks with children vs. adults. However, it is possible that
hormones at or after puberty influence cognitive abilities that show
sex differences in humans.

These possible activational influences of hormones on human
cognition are of interest in their own right. In addition, they could
potentially explain some of the conflicting results seen in studies of
cognition in individuals exposed to unusual hormone environments
prenatally. Most of these studies have not controlled for the hor-
monal state at the time of testing. One exception is the study of
Turner Syndrome (Collaer et al., 2002), in which women were tested
when estrogen levels were low. Such control is more difficult in stud-
ies involving women with CAH since the disorder causes excess an-
drogen production and the treatment to counteract this can pro-
duce reduced androgen in adulthood. Another problem in matching
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the adult hormone environment in those with and without prenatal
hormone abnormality is that early abnormality could itself alter the
adult hormone milieu. In rodents, animals are castrated and hor-
mones replaced in adulthood prior to behavioral tests to equalize ac-
tivational hormone influences. Ethical considerations preclude simi-
lar procedures in humans, and it may not be possible to completely
disentangle organizational and activational influences on human be-
havior. Another approach is to evaluate the existing information on
hormonal activation of human cognitive abilities. This would help
determine if confounding activational hormone influences might be
obscurring relationships between the prenatal hormone environ-
ment and human cognition.

The idea that hormones have activational influences on human
cognitive performance has come to be largely accepted (e.g., Hamp-
son and Moffat, 2003; Kimura, 1999). However, the precise nature of
these effects remains unclear, and, as outlined below, the evidence
that they exist at all is not strong.

Early research on the cognitive consequences of hormonal
changes in adulthood, like research investigating the impact of the
prenatal hormone environment on cognition, focused on changes in
overall ability. The menstrual cycle, in particular, was thought to be
associated with cognitive alterations, with deficits in a wide range of
activities, including academic performance, reported to accompany
the premenstrual phase (e.g., Dalton, 1968), However, subsequent
research provided evidence to the contrary (Asso, 1986; Bernstein et
al., 1974; Black & Koulis-Chitwood, 1990; Sommer, 1972).

Other investigators have examined variation over the menstrual
cycle in specific abilities. Reports initially associated phases of the cy-
cle characterized by high estrogen with enhanced performance on
tasks at which females excel and impaired performance on tasks at
which males excel. The opposite pattern (impaired performance on
female-superior tasks and enhanced performance on male-superior
tasks) was suggested to occur during low estrogen phases of the cycle
(Hampson, 1990a; Hampson, 1990c; Hampson and Kimura, 1988).
Similar results were suggested to occur with use of oral contraceptives
with the cognitive differences again attributed to estrogen (Hamp-
son, 1990b). The details of these studies made it hard to be confident
that the effects of estrogen were as pervasive as they were suggested to
be. Although the reports came from a single research team, the same
measures were not used across the studies, nor were data analyzed in
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a consistent way. Sometimes individual measures were related to hor-
mones, whereas at other times, tests were grouped (e.g., those
thought to show a male advantage vs. those thought to show a female
advantage) for analysis. In addition, the existence of sex differences
on the tests was not verified, and, in some cases, the tests used were
not measures that show large sex differences.

The only consistent relationships that seemed apparent across
all the studies were between high levels of estrogen and articulatory
skill (the ability to produce verbal sounds rapidly) and manual speed
(the ability to tap a key, insert pegs into a board, or perform manual
movements rapidly). These are more motor skills than cognitive
ones. The measure of three-dimensional mental rotations ability that
shows a particularly large and reliable sex difference was not used in
any of the studies. Subsequently, and paradoxically, it has been sug-
gested that performance on the three-dimensional mental rotations
task, but not on two-dimensional tasks, varies with cycle phase and
that failure to use the three-dimensional task could explain failures
to replicate the initial findings of Hampson and Kimura that sug-
gested activational influences of hormones on spatial performance
(Philips and Silverman, 1997).

Some studies supporting activational influences of hormones
on sex-linked aspects of cognition have also suggested that variables
such as college major, practice effects, or hand preferences must be
considered for results to accord with predictions. (e.g., Hampson,
1990; Moffat and Hampson, 1996) . These variables have not been
studied as a priori influences, however, but instead, have been in-
cluded as post hoc explanations, and subsequent studies have not at-
tempted to confirm the post hoc explanations.

An additional limitation of menstrual cycle studies investigating
activational influences of hormones on human cognition is that hor-
mones are not usually measured. Instead, they are assumed to vary
with selfreport of menstrual cycle phase, an assumption that is often
incorrect (Gordon and Lee, 1993). Few studies have followed consis-
tently rigorous procedures, for example, verifying the existence of
sex differences on the tasks used and verifying cycle phase using hor-
mone measures. One study that did follow these procedures found
no evidence of a relationship between menstrual cycle phase and
performance on a three-dimensional mental rotations task or on two
spatial perception tasks or two manual dexterity tasks, despite ob-
serving substantial sex differences on all five tasks (Epting and Over-
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man, 1998). Other studies that have included hormone measures
sometimes have found variation over the menstrual cycle on spatial
or other tasks (Hausmann et al., 2000; McCormick and Tellion,
2001), but sometimes have not (Gordon et al., 1986; Gordon and
Lee, 1993; Mumenthaler et al., 1986; Pomerleau et al., 2001).

Regardless, studies of cognitive changes over the menstrual cy-
cle are probably not the most rigorous approach to identifying possi-
ble activational influences of gonadal hormones on cognition. First,
as mentioned above, women’s estimations of cycle phase are often in-
accurate, limiting the value of such studies when hormones are not
measured. Second, many hormones, or other chemicals, vary with
menstrual phase, making it difficult to attribute any cognitive changes
to a specific hormone, such as estrogen. Third, women have expec-
tations about psychological changes that occur with the menstrual
cycle and these, rather than hormonal changes, could cause per-
formance differences. Finally, menstrual cycle studies, or studies
comparing women who do or do not take contraceptive pills, are par-
ticularly susceptible to the “file drawer” problem. Particularly if hor-
mones are not measured, it is relatively easy to give women cognitive
tests and ask them to report their cycle phase or their use of contra-
ceptives. This could lead to a situation where many studies are done,
but only those reporting the expected results are published.

In addition to the hypothesis that estrogen enhances female-su-
perior tasks and impairs male-superior tasks, the hypothesis that an-
drogen, particularly testosterone, enhances male-superior tasks and
impairs female-superior tasks has been investigated. However, studies
relating individual differences in testosterone to cognitive perfor-
mance have produced extremely variable results. Regarding spatial
ability in men, for instance, some studies have found that testosterone
relates positively to performance (Christiansen and Knussmann, 1987;
Errico et al., 1992; Janowsky et al., 1994), others that it relates nega-
tively (Broverman et al., 1968; Gouchie and Kimura, 1991; Shute et al,,
1983), others that it relates curvilinearly (McGee, 1979; Nyborg 1983),
and others that it does not relate at all (Alexander 1998; Halari et al.,
2003; McKeever et al., 1987; McKeever and Deyo, 1990).

Another approach to identifying activational influences of hor-
mones on cognition in men has been to measure cognitive changes
following hormone administration or withdrawal. Some such studies
have reported positive influences of testosterone on spatial cogni-
tion (Cherrier et al., 2001; Janowsky et al., 1994) and verbal mem-
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ory (Morely et al., 1997) or verbal fluency (Alexander et al., 1998;
O’Connor et al., 2001) in men. Other studies of men have found that
testosterone impairs verbal fluency (Wolf et al., 2000), however, or
that it has no effect on verbal memory, verbal fluency, or spatial abil-
ity (Alexander et al., 1998).

Results from studies of transsexual individuals receiving cross-
sex hormone treatment are also inconsistent. An initial study re-
ported that male-to-female transsexuals (genetic males) receiving es-
trogen treatment showed improved verbal fluency and impaired
spatial performance and that female-to-male transsexuals (genetic
females) receiving androgen treatment showed the opposite pattern
of results (Van Goozen et al., 1995). However, others found that nei-
ther verbal fluency nor spatial abilities, including performance on a
three-dimensional mental rotations task, were altered in males re-
ceiving estrogen treatment (Miles et al., 1998). The authors of the
original report of hormone-related cognitive alterations also could
not replicate their initial results for genetic males in a second study
or reproduce their results suggesting that testosterone impaired ver-
bal fluency in genetic females, although testosterone treatment of
genetic females was again associated with an increase in mental rota-
tions performance. Surprisingly, however, this increase remained
even after the hormone was withdrawn (Slabbekoorn et al., 1999),
and a subsequent study by the same group found no alteration in
spatial abilities following androgen treatment in female to male
transsexuals. A study of male-to-female transsexuals by a separate re-
search group found no cognitive changes, including in performance
on three-dimensional mental rotations, verbal fluency, and verbal
memory, in male to female transsexuals either before and after es-
trogen treatment or when estrogen was withdrawn (Miles, 2003).
Similarly, treating non-transsexual girls with estrogen or boys with
testosterone (for delayed puberty) does not appear to influence
their spatial abilities, even when the expected sex differences are
seen on the tasks (Liben et al., 2002).

Postmenopausal women have also been studied with the hope
of elucidating influences of estrogen on cognition. Although there
are some reports that postmenopausal women on estrogen replace-
ment show better cognitive functioning than those not taking hor-
mones (Carlson and Sherwin, 2000; Sherwin and Tulandi, 1996;
Wolf et al., 1999), this is not always the case (Barrett-Connor and Kritz-
Silverstein, 1993). In addition, when improved function is seen, it is
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not limited to tasks that show sex differences, (see, e.g., Cholerton,
2002; Zec and Trivedi, 2002). Studies of cognitive function in post-
menopausal women, like studies of individuals with endocrine dis-
orders, also could suffer from selection biases (Zic and Trivedi,
2002). Women who are more cognitively capable, more educated or
who have a healthier lifestyle might be more likely to take estrogen,
and this could cause the association between estrogen and en-
hanced cognitive performance. Consistent with the possibility of se-
lection biases, postmenopausal women who have ever taken estrogen,
even if no longer taking it, have been found to show cognitive en-
hancement or reduced cognitive decline, compared to women who
have never taken estrogen (Jacobs et al., 1998; Matthews et al.,
1999). Double blind, placebo controlled studies that avoid selection
biases are just beginning to be published. Results from one such
study suggest that combined estrogen and progestin replacement
does not enhance cognitive performance in postmenopausal women
over the age of 65, and, in fact, appears to increase the risk of de-
mentia (Shumaker et al., 2003). Conclusions as to whether this in-
creased cognitive risk could reflect a deleterious influence of pro-
gestin await results from similar double blind, placebo controlled
studies of estrogen replacement alone.

Taken together, the results of the many investigations of activa-
tional influences of androgen and estrogen on human cognitive per-
formance do not provide convincing evidence that such influences
exist. Although some studies have reported positive results, others
have not, and the likelihood that a study will find an association be-
tween hormones and cognition is not related to its methodological
rigor. Probably the best evaluation of possible activational influences
of hormones comes from studies where hormones have been manip-
ulated. Although such studies have sometimes reported eftfects, this
is not always the case, and even when it is, the direction of the effects
is inconsistent.

Returning to the suggestion that the lack of cognitive differ-
ences between women with and without CAH could relate to activa-
tional influences of hormones, this possibility is hard to test. How-
ever, it seems unlikely. Although women participating in studies are
likely to do so at different phases of their menstrual cycle, cycle phase
could be expected to distribute itself randomly between women with
and without CAH, arguing against it having a selective impact on re-
sults. However, CAH, or its treatment, could cause abnormal cycles
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or other abnormalities of androgens or estrogens in adulthood that
would be specific to this group of participants. Although the lack of
consistent evidence that androgen or estrogen exerts activational in-
fluences on spatial or other cognitive abilities in humans argues
against the idea that adult hormone abnormalities explain the lack
of cognitive differences between women with and without CAH, it is
impossible to completely rule out this possibility. Given that children
also show sex differences in mental rotations and other abilities,
however, an alternative approach would be to assess cognitive pro-
files in children with and without CAH, before the activational influ-
ences of hormones come into play.

Summary and Conclusions

In summary, it is reasonable to hypothesize that gonadal hormones
influence the development or expression of aspects of human cogni-
tive performance that show sex differences. However, such influ-
ences have been assumed to exist despite a lack of consistent sup-
porting data. Several problems have prevented definitive conclusions
in this area. One has been a focus on general categories of abilities
such as spatial or verbal abilities, popularly assumed to be better in
males or females, when sex differences are limited to very specific
abilities within these categories. This is important because hormones
would be expected to influence only those tasks that show substantial
and reliable sex differences. A second problem has been selection bi-
ases. Because true experiments involving hormone manipulations in
humans are largely unethical, researchers have relied on those who
self-select to come to clinics or to receive hormones. Because these
individuals may be more educated or intelligent than the general
population, hormones may appear to enhance cognitive function, ei-
ther prenatally or in adulthood, without actually doing so. A third
problem has been a lack of attention to possible overreporting of
positive results (i.e., the “file drawer” problem).

Another problem, at least in studies of prenatal hormonal influ-
ences on human cognitive development, has been difficulty in locat-
ing sufficiently large samples of patients with rare endocrine disor-
ders to provide confidence that effects of hormones would be
detected if they exist. Additionally, there has been a tendency to re-
port results that fit predictions, even when sample sizes are small or
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only one or two measures from a large battery are significant. This
last problem has been compounded because some reports do not
provide information on exactly how many measures were used, pre-
venting determination of the probability that the findings could have
resulted from chance.

Despite these problems, research to date allows some conclu-
sions and provides some directions for future investigations. For
three-dimensional mental rotations ability, the cognitive ability that
appears to show the largest sex differences in humans, neither pre-
natal levels of androgens or estrogens appear to play a major role,
although influences of the early postnatal hormone environment de-
serve examination. The possibility that estrogen feminizes some as-
pects of cognitive development during the early postnatal period
also has not been ruled out. Large-scale studies relating normal vari-
ability in hormones during the early postnatal period to subsequent
cognitive function could be useful in evaluating these possibilities.
Similarly, studies of prepubescent children with CAH could allow as-
sessment of possible prenatal influences of androgen on cognition,
independent of any possible activating hormonal influences that oc-
cur at puberty.

An underlying problem with research in this area relates to the
size of sex differences in human cognition. Because they are not as
large as sex differences in other areas where influences of the early
hormone environment have been clearly demostrated (for instance,
childhood toy, playmate, and activity preferences), large samples are
needed to be confident that existing hormonal effects can be de-
tected. At the same time, as evidence accumulates that most sex dif-
ferences in human cognition are relatively small, interest in possible
biological explanations might diminish. Studies of a characteristic
related to spatial ability that shows a large sex difference, (i.e., physi-
cal targeting, using balls or darts) suggest a relationship to androgen
levels prenatally (Fane, 2002; Hines et al., 2003b). Additional re-
search is needed, however, to determine how much of this effect has
to do with the motor component of the task, as opposed to the cog-
nitive component.



re the brains of men and women the same or different? The
Aanswer is both. In large part, the brains of men and women

are similar. However, there are some ways in which they dif-
fer. This chapter describes what is known about the nature of these
sex differences, as well as their implications for human behaviors
that show sex differences. Some readers may find it a difficult chap-
ter, because it involves some neuroanatomical terminology. To help
with this problem, in addition to the glossary, two figures are pro-
vided, one illustrating a simple neuron (Fig. 10-1), and the second
illustrating the human brain and its major subregions (Fig. 10-2).

The Sex Differences in Brain Size

Perhaps the most obvious sex difference in the brain is in its overall
size. This difference might be predicted, based on sex differences in
height and weight and in the size of other parts of the body. Consis-
tent with these other sex differences in physical size, the brains of
men are larger and heavier than the brains of women. The origins
and meaning of this sex difference in brain size are not completely
understood. Some argue that it represents nothing more than a
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Figure 10-1. A simplified neuron. The neuron, or nerve cell, is the basic, func-
tional unit of the nervous system. Its major constituents include a cell body,
which is the manufacturing center of the cell and can also receive incoming in-
formation, dendrites, which receive incoming information and carry it to the
cell body, and the axon, which carries outgoing information. Some axons are en-
cased in a fatty sheath, called myelin, which speeds transmission of information.
Communication from one neuron to another typically occurs at a synapse,
where chemical information is released from the axon terminal, into the synap-
tic cleft, and perceived by a receptor on a second cell. (Drawing by Greta Math-
ews, Robin Skinner, and Jackie Shang for the author.)

184



Sex and the Human Brain 185

Frontal lobe
Parietal lobe
Occipital lobe
Temporal lobe
Cerebellum

Brain stem

Cerebrum
Corpus Callosum

Thalamus
(Massa Intermedia)

Hypothalamus
and Preoptic Area .
Splenium

Amygdala

Cerebellum

Figure 10-2. The human brain: A lateral view (top) and a mid-sagittal view (bot-
tom). The lateral view shows the location of the major lobes of the brain, as well
as the cerebellum and the brain stem. The sagittal view illustrates the location of
some regions of the brain that have been examined in the search for neural sex
differences. (Drawing by Robin Skinner for the author.)

larger brain being associated with a larger body, whereas others con-
tend that it has psychological relevance as well. It has even been sug-
gested that men are inherently more intelligent than women, be-
cause of their larger brain (Lynn, 1994; 1999).

Similarly, racial differences in brain size have been suggested to
produce racial differences in intelligence (Ankney, 1992; Rushton,
1992). Such ideas are not new. For instance, in the nineteenth cen-
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tury, Germans claimed they were superior to the French because
they had larger brains, similar to current claims that whites are more
intelligent than blacks and men more intelligent than women be-
cause they have larger brains (see, e.g., Gould, 1981 for a review).

As noted by Gould (1981}, Gustave Le Bon, one of the founders
of social psychology, wrote in 1879:

In the most intelligent races, as among the Parisians, there are a
large number of women whose brains are closer in size to those
of gorillas than to the most developed male brains. This inferi-
ority is so obvious that no one can contest it for a moment; only
its degree is worth discussion All psychologists who have studied
the intelligence of women, as well as pocts and novelists, recog-
nize today that they represent the most inferior forms of hu-
man evolution and that they are closer to children and savages
than to an adult, civilized man. They excel in fickleness, incon-
stancy, absence of thought and logic, and incapacity to reason.
Without doubt there exist some distinguished women, very su-
perior to the average man, but they are as exceptional as the
birth of any monstrosity, as, for example, of a gorilla with two
heads; consequently, we may neglect them entirely. (1879, pp.
60-61, quoted in Gould, 1981)

Similarly, in 1861, Paul Broca, eminent surgeon and founder of the
Anthropological Society of Paris, wrote:

In general, the brain is larger in mature adults than in the el-
derly, in men than in women, in eminent men than in men of
mediocre talent, in superior races than in inferior races. ...
Other things being equal, there is a remarkable relationship
between the development of intelligence and the volume of the
brain. (Broca, 1861, p. 304, then p. 188, quoted in Gould, 1981)

Thus, popular ideas that could explain discrimination against socie-
tal subgroups have looked to science for support for at least a cen-
tury, and individual scientists, including eminent ones, have some-
times substantiated claims that scientific data support unequal
achievement between the races or the sexes. As a consequence, the
historical record provokes suspicion of the idea that a larger male
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brain produces greater intelligence. There also are other reasons to
be skeptical.

First, there is a debate as to whether the sex difference in brain
size remains after sex differences in body size have been accounted
for. This debate is relevant, because a larger body may require a com-
parably larger brain to function. When certain statistical techniques
are used to adjust for sex differences in body size, the sex difference
in brain size remains (e.g., Ankney, 1992). However, when other sta-
tistical techniques are used, it does not (Ho, 1980). Also, the sex dif-
ference in body size is almost twice as large as the sex difference in
brain size (d for sex difference in height = 2.0 (Tanner et al., 1966),
whereas d for sex difference in brain weight = 1.05 (Ho et al., 1980)).
Thus, the sex difference in body size appears to be even larger than
needed to explain the sex difference in brain size.

Second, although the male brain is larger than the female
brain, more subtle aspects of brain architecture could modify the
functional importance of this difference. For instance, in at least
some regions of the human brain, neurons are packed more
densely in females than in males (Witelson et al., 1995). Witelson et
al. (1995), point out that the difference in packing density is simi-
lar in magnitude to the difference in brain size. Thus, although the
male brain may be larger than the female brain, the number of
neurons, the brain’s primary functional units, may be similar in the
two sexes. In addition, as will be discussed in more detail later in
this chapter, compared to the male brain, the female brain has a
higher percentage of gray matter, greater cortical volume, and in-
creased glucose metabolism, thought to reflect increased functional
activity.

Third, despite the sex difference in brain size there appears to
be no sex difference in intelligence. As noted in prior chapters, stan-
dardized intelligence tests do not show appreciable sex differences
(Loehlin, 2002). Small sex differences exist (d <.10), but group dif-
ferences of this size are considered negligible (Cohen, 1988). In ad-
dition, the negligible sex differences favor males on one of the most
popular tests of intelligence (the Wechsler Scales) and females on
the other (the Stanford Binet). It would be possible to create equally
valid measures of intelligence showing no sex differences, larger sex
differences, or sex differences in either direction, by altering test
items or the range of abilities assessed. In fact, on current stan-
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darized intelligence tests, sex biases are avoided by selecting items
that are performed equally well by males and females, or by balanc-
ing items on which males excel with items on which females excel.
This can be accomplished relatively easily without changing the pre-
dictive validity of the tests. In addition, even before this intentional
sex neutrality was introduced, measures of intelligence showed trivial
or no sex differences (Terman, 1916, cited in Loehlin, 2000).

Regional Sex Differences in the Brain and Spinal Cord

Beyond the sex difference in overall size, we would expect other sex
differences in the brain. This follows from the existence of func-
tional sex differences, including sex differences in behavior. Because
human behavior, and other functions, are regulated by the brain,
there must be differences in the brains of men and women.

As noted in Chapter 4, numerous sex differences have been de-
scribed in the brains of other mammals, particularly in areas rich in
receptors for gonadal steroids. In some cases, the sex differences are
dramatic, involving severalfold differences in the volumes of neural
regions. The possibility that the human nervous system exhibits sim-
ilar dramatic structural sex differences has been investigated as well.

The Anterior Hypothalamic/Preoptic Area (AH/POA)

The AH/POA has been a major focus in the search for sex differ-
ences in the human brain for several reasons. First, it is an important
site of action for gonadal steroids (Choate et al., 1998; DonCarlos
and Handa, 1994; Michael et al., 1995; MacLusky, et al., 1979; Stumpf
and Grant 1975; Yokosuka, 1997). Second, in non-human mammals,
it has been shown to be important for sex-related functions, includ-
ing hormone regulation (Gorski, 1968; Pohl and Knobil, 1982), ma-
ternal behavior (Jacobson et al., 1980), and male and female sexual
behavior (Arendash and Gorski, 1983; Gorski, 1974; Hennessey et
al., 1986; Robinson and Mishkin, 1966). Third, a particularly dra-
matic sex difference has been described in the AH/POA of the rat
(Gorski et al., 1980) and other mammals, including guinea pigs, fer-
rets, gerbils, and rhesus monkeys (Byne, 1998; Commins and Yahr,
1985; Hines et al., 1985; Tobet et al., 1986).
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A 1985 paper reported the existence of the “human SDN-POA”
(Swaab and Fliers, 1985). It described a nucleus within the AH/POA
as markedly larger in men than women. Four subsequent studies fo-
cussed on four nuclei within the AH/POA, called the interstitial nu-
clei of the anterior hypothalamus (INAH) numbers 1-4, with the re-
gion that had been called the “human SDN-POA” by Swaab and
Fliers corresponding to INAH-1. These studies did not replicate the
sex difference in INAH-1, but did find a replicable sex difference in
INAH-3 (Allen et al., 1989; Byne et al., 2000; Byne et al., 2001; LeVay,
1991) (see Fig. 10-3). In addition, INAH-1 is unlikely to correspond

Figure 10-3. A sex difference in the human AH/POA. Sections through the brain
of a man (left: A and C) and a woman (right: B and D). INAH-3 (indicated by
the label 3 above left) is larger in the male brain than in the female brain. It
probably is the human equivalent of the SDN-POA of the rat. (Photograph cour-
tesy of Roger Gorski.)
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to the rodent SDN-POA because its shape and location are dissimilar
(Allen et al., 1989). Based on a variety of considerations, including
location, shape, and neuronal characteristics, IHAH-3 appears to be
the most likely human equivalent of the SDN-POA (Allen et al., 1989;
Byne, 1998; Byne et al., 2000; Byne et al., 2001; LeVay, 1991).

Before it became clear that the sex difference reported in INAH-
1 could not be replicated, evidence that it showed no sex difference
in childhood was interpreted to indicate that the human brain was
not sexually differentiated early in life (Swaab and Hofman, 1998).
Obviously, the lack of a reliable sex difference in INAH-1 in adult-
hood as well, calls this interpretation into question. For similar rea-
sons, a report that INAH-1 is similar in size in heterosexual and ho-
mosexual men (Swaab and Hofman 1990) reveals less than it initially
appeared to about the origins of homosexuality.

The bed nucleus of the stria terminalis (BNST)

Like the AH/POA, the bed nucleus of the stria terminalis (BNST) is
dense with receptors for gonadal steroids, and is involved in many
sexually differentiated functions, including aggression, male sexual
behavior, chemo-investigation, and ovulation (see Hines, et al., 1992;
De Vries and Simerly, 2002, for reviews). A subregion of the BNST
that exhibits particularly marked steroid sensitivity also is larger in
male than in female rats and guinea pigs (Hines et al., 1985; 1992),
and this sex difference develops under the control of gonadal
steroids (del Abril et al., 1987). This region has been called the “spe-
cial” nucleus of the stria terminalis (Johnston, 1923) or the “encap-
sulated” region (Young, 1936). A similar sex difference has also been
described in what appears to be comparable to the “encapsulated”
region of the human BNST (Allen and Gorski, 1990), and a separate
region of the BNST that has yet to be studied in other species has
also been reported to be larger in men than in women (Zhou et al.,
1995).

The suprachiasmatic nucleus (SCN)

The human suprachiasmatic nucleus (SCN) has been reported to
show a different type of sex difference. The shape of the SCN ap-
pears to be elongated in females and relatively spherical in males,
while overall volume, cell density, and total cell numbers appear sim-
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ilar in both sexes (Hofman et al., 1988; Swaab et al., 1985). In other
species, the SCN contains relatively few receptors for gonadal
steroids (Pfaff and Keiner, 1973; Stumpf and Grant 1975); and al-
though a small sex difference in SCN volume has been reported oc-
casionally, in rodents, the sex difference has not been seen consis-
tently (Madeira et al., 1995). In fact, the SCN has often been used as
a control region, where sex differences in volume are not predicted
(Gorski et al., 1980; 1978; Hines et al., 1985; 1992). However, sex dif-
ferences in shape that would correspond more directly to reports on
the human SCN have not been examined in other species.

The spinal cord

Groups of motor neurons that control perineal muscles involved in
penile function are larger in male than in female rats, and these neu-
rons have been the focus of basic research on the mechanisms in-
volved in the development of neural sex differences (Breedlove and
Arnold, 1981; Jordan et al., 1982). Similar sex differences have been
reported in a nucleus called Onuf’s nucleus in the spinal cord of the
dog and of the human being (Forger and Breedlove, 1986).

The corpus callosum

The corpus callosum is the main fiber tract connecting the left and
right hemispheres of the cerebral cortex, and the human callosum
contains about two million neuronal fibers (Tomasch, 1954). The
fibers connect comparable regions in the two hemispheres that are
involved in movement and perception, as well as comparable regions
involved in complex cognitive processing, including language and
spatial analysis. Interest in sex differences in the callosum has
stemmed in part from suggestions that some of these cognitive
processes show sex differences.

For instance, the callosum has been hypothesized to provide the
neural basis for sex differences in language lateralization (Iabib et
al., 1991). Although the left cerebral hemisphere is usually dominant
for language in both men and women, the degree of dominance is
somewhat less on average in women than in men (Bryden, 1982;
Hines and Gorski, 1985). In other words, women may use more of
both hemispheres for language. This increased bilateral representa-
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tion could involve greater communication between the hemispheres.
A larger callosum, containing more fibers or larger, and thus faster,
fibers, could provide an anatomical basis for this increased commu-
nication in the female brain.

The corpus callosum is composed of neuronal fibers, rather
than cell bodies, and so it does not contain steroid receptors. How-
ever, some cell bodies in the cortical regions it interconnects contain
estrogen and androgen receptors, as well as the enzyme aromatase,
needed to form estrogen from androgen. In many cases, these corti-
cal receptors are present transiently during early development (e.g,
Clark et al., 1988; MacLusky et al., 1979a; Puy et al., 1995; Shughrue
et al., 1990; Yokosuka et al., 1995), suggesting that they could play a
specific role in neural development at that time. The boundaries of
the corpus callosum are well defined, making it relatively easy to
measure in autopsy material. Technologies for imaging the living
brain, such as magnetic resonance (MR), which uses magnetic fields
to provide pictures similar to x-rays, also can be used to measure the
corpus callosum (Fig. 10-4). This contrasts with subcortical regions
that show sex differences. For instance, INAH-3 and the encapsu-
lated region of the BNST are too small to be visualized, at least at
present, using these technologies and so must be studied in actual
brain tissue, which, for humans, can only be obtained at autopsy.

Like the corpus callosum in rodents, and like the human brain
as a whole, the human corpus callosum is larger in males than in fe-
males. However, a 1982 report suggested a sex difference in the op-
posite direction, in the splenium (or posterior fifth) of the human
callosum (de Lacoste-Utamsing and Holloway, 1982). Viewed in mid-
sagittal section in brains obtained at autopsy, the splenium was “more
bulbous and larger;” maximum splenial width was greater; and sple-
nial area as well as total callosal area, relative to total brain weight,
was greater in females than males. A study of a second sample of
brains reported similar findings (Holloway and de Lacoste, 1986);

Figure 10-4. Measuring sex differences in the human corpus callosum. The cor-
pus callosum (indicated by arrows at top) can be seen clearly using MR imaging,
and different subregions can be demarcated and measured (middle and bot-
tom). In the middle panel, the length of the corpus callosum is measured along
a curved, bisecting line, to accommeodate individual variability in the curvature
of the callosum. Subregions, such as the splenium or posterior fifth, are then
measured with reference to this bisecting line. Maximum splenial width (MSW)
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MSW

is determined as the maximum line within the splenium that can be drawn per-
pendicular to the bisecting line. An alternative methodology is illustrated in the
bottom panel. Here, subregions, such as the splenium, are measured along a
straight line from the most anterior to the most posterior point of the callosum,
and MSW is the longest line possible within the posterior fifth, without reference
to a bisecting line. The two approaches can produce different results for both
splenial area and MSW. In the middle panel, the splenium is the area demar-
cated by lines A and B and the isthmus is the area demarcated by lines B and C.
In the bottom panel, the area marked a is the splenium and that marked b is the
isthmus. In both panels, MSW indicates maximum splenial width.
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maximum splenial width, total callosal area, and splenial area (the
last two considered as a function of brain weight) were significantly
larger in females than males. In a third study, this time using fetal
brains, the same researchers reported a significant difference in
maximum splenial width but not in total callosal area, both adjusted
for brain weight (de Lacoste et al., 1986).

These reports of sex differences in the corpus callosum proved
controversial. One review stated that over 20 subsequent studies
failed to replicate the sex difference in the splenium (Byne and Par-
sons, 1993). Similarly, a meta-analytic review, which included data
from 49 studies, concluded that the splenium does not show a sex
difference (Bishop and Wahlsten, 1997). Because meta-analysis uses
statistics to combine data from numerous studies and to reach over-
all conclusions, the validity of results depends on the characteristics
of the studies included. Many of the studies of the corpus callosum
included in these two reviews used substantially different methodol-
ogy from the original reports of sex differences and so might not
necessarily be viewed as replication attempts. Methodological differ-
ences included: (/) defining the splenium as the posterior fourth of
the callosum rather than the posterior fifth; (2) measuring callosal
subregions and maximum splenial width relative to a straight line be-
tween the genu (anterior callosum) and splenium, rather than along
a curved line bisecting the callosum (Fig. 10—4); (3) adjusting for
overall brain size differences, using total callosal area or hemispheric
area as viewed from MR images rather than using brain weight, or
not adjusting for these differences at all; () using MR images of
poor quality or clinical images that did not provide adequate mid-
sagittal views. (For further discussion of these methodological prob-
lems, see Allen et al., 1991; Elster et al., 1990; Hines and Collaer,
1993; Witelson and Goldsmith, 1991).

Some studies have reported sex differences similar to those re-
ported in 1982. Replication is most consistent in studies using large
samples and methodological procedures similar to those of the orig-
inal work (Allen et al., 1991; Clarke et al., 1989; Elster et al., 1990).
Even in those studies where sex differences have been seen, however,
they are far smaller than they originally appeared to be. In addition,
it is necessary to adust for brain size to see sex differences in the cal-
losum consistently. Although callosal area correlates with brain size,
brain size increases faster than callosal area in both sexes. Thus, ad-
justing for brain size may exaggerate the size of the callosum in
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smaller brains. Since female brains are smaller on average than male
brains, this adjustment may be inappropriate, and may even account
for the apparent sex difference in the splenium (Jancke et al., 1997).

Other subregions of the human corpus callosum, in addition to
the splenium, also have been reported to show sex differences. The
isthmus, lying just anterior to the splenium and defined as the poste-
rior third of the callosum, minus the posterior fifth, has been found
to vary with hand preferences and sex (Witelson, 1985; 1989; Fig.
10-4). It is smaller in consistent right-handers (individuals having a
righthand preference for all of 12 tasks, including writing), than in
those who are not consistent right-handers (individuals having a left-
hand preference for one or more of the tasks). This hand preference
difference interacts with sex. Among consistent right-handers, the
isthmus is larger in females than males, but among those who are not
consistent right-handers, there is no sex difference (Witelson, 1989).
The sex difference in the isthmus, like the sex difference in the sple-
nium, could provide an anatomical basis for greater bilateral repre-
sentation of language in females compared to males.

Like early reports of sex differences in the splenium, the initial
reports of sex differences in the isthmus were based on analyses of
brains obtained at autopsy and used midsagittal sections to measure
its size. Some subsequent reports appeared to be failures to replicate
(e.g., Kertesz et al., 1987; Nasrallah et al., 1986), but methodological
differences may be responsible. In addition to problems similar to
those described for studies of the splenium, studies failing to repli-
cate the differences in the isthmus typically measured handedness
differently. In Witelson’s reports, consistent right-handers were those
who used their right hand exclusively for all tasks, whereas subse-
quent studies often compared rightversus left-handers, defining
each group based only on the hand preferred for writing. A study us-
ing methodology similar to that of the original reports produced sim-
ilar results (Habib et al., 1991). Because the reports of sex differ-
ences in the isthmus did not involve adjustment for overall brain size,
this adjustment could not distort the results.

Some subregions of the callosum also have been reported to be
larger in men than women. Two studies have reported sex differ-
ences in the genu, or anterior portion of the callosum. Both studies
visualized the callosum in midsagittal section. One defined the genu
as the anterior fourth of the callosum (Reinarz et al., 1988), whereas
the other defined it as a smaller anterior region (Witelson, 1989).
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Reports of sex differences in the human corpus callosum moti-
vated similar studies in rats. No sex differences in splenial or isthmus
area have been found, but the numbers of different types of fibres
within the splenium differ for male and female rats, at least under
certain rearing conditions (Juraska, 1991; Juraska and Kopcik,
1988). Among rats reared in a complex environment, females have
more myelinated axons than males in the posterior fifth of the callo-
sum, but no sex difference is seen in animals reared in an isolated
environment. Environmental complexity also increases the size of
the posterior callosum (Juraska and Kopcik, 1988). Similar environ-
mental manipulations influence sex differences in dendritic growth
in the cerebral cortex (Juraska, 1991).

These findings from rats suggest that it may be useful to con-
sider background factors (e.g., the childhood home environment,
past education, or other experiences) when studying sex differences
in the human brain, particularly those in the callosum or the cere-
bral cortex. A second, and more important, implication is that sex
differences in brain structure cannot be assumed to imply innate or
immutable processes. This follows from the evidence that the physi-
cal and social environment, even as late in life as postweaning, can
influence neural structure and its sexual differentiation.

This conclusion may seem surprising. As noted in more detail
in Chapter 4, however, changes in the mammalian brain continue
over the life span, and despite prior assumptions to the contrary,
even include the birth of new neurons in adulthood. At least in
the hippocampus, new neurons appear to be born in the human
brain as well as in those of other mammals (Eriksson et al., 1998).
Hormones can influence the birth and survival of these cells in
adulthood (Tanapat et al., 2002) and can alter dendritic growth,
synapse formation, and other growth processes in the brains of
adult mammals (Woolley and Cohen, 2002). Thus, hormones
could alter the volume of brain regions in adulthood through sev-
eral mechanisms.

There also appear to be sex differences in midline structures
other than the corpus callosum. The massa intermedia, a portion of
the thalamus that crosses the midline of the brain is not always pres-
ent in humans and is more often absent in males than in females
(Morel, 1948; Nopoulos, 2001; Rabl, 1958). The surface area of the
massa intermedia (viewed in midsagittal section) also is larger in
women than in men (Allen and Gorski, 1987). The cross-sectional
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surface area of a third midline structure, the anterior commissure,
also has been reported to be larger in females than in males (Allen
and Gorski, 1992). However, other studies have not replicated this
particular sex difference (Demeter et al., 1988; Highley et al., 1999;
Lasco et al., 2002).

The cerebral cortex

Regions of the cerebral cortex that are involved in language and its
lateralization also have been examined for sex differences. The
planum temporale is important for language function and damage
to it causes language deficits (see, e.g., Penfield & Roberts, 1974).
Consistent with patterns of language lateralization, it is asymmetric
in adults and is typically larger in the left hemisphere than the right.
However, some people have a larger right than left planum tempo-
rale, and these people are more often female than male (Wada et al.,
1975). In human postmortem tissue, primary auditory cortex also
has been found to be more asymmetric favoring the right side (the
atypical pattern) and larger bilaterally (when adjusted for total brain
volume) in women than in men (Rademacher, 2001). Other cortical
sex differences that could relate to sex differences in lateralization
include greater asymmetry in males than females in the amount that
the frontal and occipital poles protrude in one hemisphere com-
pared to the other (Bear et al., 1986). The male brain also shows
greater asymmetry during fetal development, with the right hemi-
sphere developing earlier than the left (de Lacoste et al., 1991).

A 1995 study looked at the microscopic structure of a region of
the posterior temporal cortex within the planum temporale in men
and women who were consistent righthanders (Witelson et al,,
1995). This region, called TAl, is involved in language function, and
is likely to contain neurons that send fibers through posterior re-
gions of the corpus callosum. The depth of the cortex and its indi-
vidual layers within TA1 were found to be similar in males and fe-
males, but there was a sex difference in packing density in some
cortical layers. Layers II and IV (the granular layers: largely an input
system from the thalamus) contained more neurons per unit volume
in women than men. As a consequence, the packing density for total
cortex was greater in TAl in females than males. However, no sex dif-
ference in packing density was seen in layers III, V, or VI (the non-
granular layers: largely an output system).
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Two subsequent reports measured the thickness of the cerebral
cortex and the size and number of neurons and other types of cells
contained in it (Rabinowicz et al., 1999; 2002). There were no sex
differences in cortical thickness, the size of astrocytes, or overall neu-
ronal soma size. However, males had more neurons than females,
whereas females had more neuropil or neuronal processes and
larger neurons than males. Females also had larger soma size within
neurons in the left hemisphere, which the authors suggested could
underlie enhanced right-handedness, language facility, or bilateral
neural activation in females (Rabinowicz et al., 2002).

Imaging and Neural Sex Differences

The advent of imaging techniques such as MR, that can be used to
explore the structure and function of the living human brain has led
to an explosion of research findings on sex differences. Because
these technologies generally do not have the spatial resolution to vi-
sualize small cell groups, such as INAH-3 or other hypothalamic sub-
regions, studies using them have focused largely on the cerebral cor-
tex. Results suggest that, overall, the female brain is more densely
packed than the male brain. For example, the female brain has been
found to have a greater percentage of gray matter, greater cortical
volume, and increased cerebral blood flow and glucose metabolism,
and a smaller percentage of white matter and cerebrospinal fluid,
than the male brain (Esposito, 1996; Passe, 1997; Filipek, 1994; Gold-
stein, 2001; Gur, 1982; Gur, 1999; Van Laere and Dierck, 2001;
Wilkinson, 1997). Like Witelson’s findings of greater packing density
in certain regions of the female cortex, these findings suggest that
understanding sex differences in functional capacity will require
more detailed analysis than comparisons of brain size.

Numerous studies using imaging techniques also have reported
sex differences in subregions of the cerebral cortex, particularly
when adjusted for the sex difference in brain size. These include a
larger superior temporal gyrus and dorsolateral prefrontal cortex,
but smaller frontomedial cortex and inferior parietal lobules, in fe-
males than in males (Frederiske et al., 1999; Goldstein et al., 2001;
Schlaepfer et al., 1995). The amygdala also has been found to be
larger in males than in females (Caviness et al., 1996; Goldstein et al.,
2001), a result that corresponds to findings in other mammals,
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where the amygdala, or its subregions, are larger in males than in fe-
males (Hines et al., 1992; Mizukami et al., 1983). In contrast, the hip-
pocampus appears to be larger in women than in men (Caviness et
al., 1996; Filipek et al., 1994; Goldstein et al., 2001). There are also
reports of sex differences in subcortical regions, particularly the
basal ganglia; the caudate nucleus is larger in females, whereas the
globus pallidus may be larger in males (Filipek et al., 1994; Giedd et
al., 1996; 1997; Goldstein et al., 2001). Many of these sex differences
have yet to be replicated. Often they were noted during research that
was not focused on testing specific hypotheses about sex differences,
making replication particularly important.

The impact of age on neural sex differences also requires addi-
tional study. In some brain regions, more tissue is lost with age in
males than in females (Coffey, 1998; Gur, 2002, Murphy, 1996),
whereas in other regions, the opposite is the case (i.e., there is
greater tissue loss with age in females than in males) (Murphy et al.,
1996). Although these age effects are typically more dramatic than
the effects of sex, only a few studies have investigated the impact of
age on neural sex differences.

Positron Emission Tomography (PET) also has been used to
evaluate functional activity as reflected in patterns of glucose metab-
olism in the resting brain. In one study (Gur et al., 1995) healthy,
young-adult, right-handed men and women lay with their eyes open
and ears unoccluded in a quiet, dimly lit room and were asked to
“stay quiet and relaxed without either exerting mental effort or
falling asleep.” Whole brain metabolism did not differ for males and
females, but 17 of 36 regions showed a sex difference in local metab-
olism relative to metabolism in the whole brain. Men had higher rel-
ative metabolism in lateral and ventromedial aspects of the temporal
lobe and lower relative metabolism in the middle and posterior cin-
gulate gyrus. In general, nonlimbic frontal, parietal, and occipital re-
gions did not show sex differences, whereas temporal-limbic, basal
ganglia, brainstem, and cerebellum did. The authors suggested that
this pattern could relate to sex differences in emotional domains,
such as the tendency of males to be physically aggressive and females
to be adept at identifying emotional states (Natale et al., 1983).

Asymmetries in metabolism were also evaluated. As expected for
right-handed subjects, relative metabolism was higher on the left in
areas that control motor functions on the opposite side of the body
(premotor, motor and sensorimotor cotex, and brainstem), and
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higher on the right in the cerebellum, which influences motor func-
tion on the same side of the body. Left hemisphere activity also was
relatively higher in areas referred to as involved in “verbal-analytic
functions” (medial and inferior frontal, parietal, superior, and infe-
rior temporal cortices, and cingulate gyrus). Sex differences in asym-
metry were few and, in the views of the authors, likely to have re-
sulted from chance.

This report has proved controversial, and subsequent studies us-
ing similar methods have produced somewhat different results. For
instance Kawachi and colleagues (2002) found higher glucose metab-
olism in the right insula, middle temporal gyrus, and medial frontal
lobe in males than in females, but no sex differences in other areas.
In addition, they found that glucose metabolism correlated with age
in some regions and that the regions showing age-related changes dif-
fered for males and females. They also reported that glucose metabo-
lism in the hypothalamus was higher in females than in males.

In addition, even if there are few sex differences in lateralized
activity in the resting brain, there could be more dramatic sex differ-
ences in lateralization during task performance. An early study used
functional MR (fMR) to visualize the human brain while it was con-
ducting several language-related tasks (Shaywitz et al., 1995). One
task required identification of letters (orthographic task), one re-
quired identification of rhyme (phonological task), and one re-
quired identification of meaning (semantic task). Results for right-
handed young adults, suggested greater functional asymmetry in
men than women during the phonological (rhyming) task.

This sex difference was seen most clearly in a region of the infe-
rior frontal gyrus that had previously been found to be activated dur-
ing speech tasks requiring phonetic decisions (roughly Brodmanns
areas 44/45). Activation in a second neural region, extrastriate cor-
tex, was bilateral in both males and females during the phonological
task. Extrastriate activation also was similarly bilateral in men and
women during the orthographic (letter recognition) task. Thus, the
sex difference in asymmetry appeared to be limited to a specific neu-
ral region (a portion of the inferior frontal gyrus) during perform-
ance of a specific type of task (a phonological task). No information
was provided to indicate that men and women performed differently
on the phonological task used in the study, and there is no estab-
lished sex difference on phonological tasks in general. Thus, men
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and women may perform similarly, but rely on somewhat different
neural mechanisms to do so. This is consistent with other evidence
that although men and women achieve similar levels of performance
on phonological tasks, the underlying processes involved may be
more strongly lateralized to the left hemisphere in men than in
women (Coney, 2002).

In another fMR study, sex differences in both performance and
functional lateralization were observed for a lexical task that re-
quired participants to identify the visual field in which a word or a
pseudoword appeared (Rossell et al., 2002). Men performed faster
for stimuli presented to the right visual field, whereas women per-
formed faster for those presented to the left visual field. In addition,
activation during performance of the task was more strongly left-lat-
eralized in men than in women. Similarly, using a lexical-semantic
task, Vikingstad et al. (2000) found that men and women in general
showed left lateralized activation, as indicated by fMR, but that this
was more often the case in individual men than in individual women.

In another study, both men and women showed similar left lat-
eralized activation while conducting a verbal analogies task (Gur et
al., 2002). In addition, sex differences in lateralization have been re-
ported to differ, depending on whether individuals are listening to a
story read aloud forward or in reverse (Kansaku et al., 2000). Males,
but not females, showed left lateralization in the superior and mid-
dle temporal gyri when the story was read in the normal fashion, but
neither sex showed lateralization in these regions when it was read
backwards. Both males and females, however, showed left lateraliza-
tion in the angular and the supramarginal gyri while listening in the
backwards condition.

Taken together, data published to date suggest a very compli-
cated situation where there appear to be sex differences in lateral-
ized activity during some language-related tasks, but these seem to be
specific to certain types of tasks and certain brain regions, with the
precise types of tasks and the specific brain regions incompletely un-
derstood. One suggestion is that sex differences are seen more con-
sistently using stimuli involving sublexical tasks and nonwords than
real words (Kansaku and Kitazawa, 2001), with both men and women
showing lateralized activity when real words are involved. The same
researchers also suggest that the variability may relate to time de-
mands of the tasks, as opposed to the type of processing involved.
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Lateralization of activation during other types of cognitive tasks,
including memory tasks and spatial tasks, has also been studied. One
study, using four different verbal working memory tasks, found that
males showed bilateral or right-dominant activation in the lateral
prefrontal cortex, the parietal cortex, and the caudate, whereas women
showed largely left-dominant activation (Speck et al., 2000). Women
also performed the tasks more accurately, but more slowly. On a spa-
tial perception task that shows a sex difference favoring men (Judg-
ment of Line Orientation), men, but not women, showed activation
in the right inferior parietal and planum temporale regions; in more
distributed areas of the brain, men showed more bilateral activation
than did women (Gur et al., 2002).

Sex differences in neural activation and in lateralization of acti-
vation also have been related to emotional processes. In an fMR
study, males, but not females, showed activation of the amygdala
while feeling sad (Schneider et al., 2000). In a PET study, enhanced
recall of films that provoked negative emotions was associated with
activity in the right, but not the left, amygdala in men, whereas for
women, enhanced recall was associated with activity in the left, but
not the right, amygdala (Cahill et al., 2001). Sex differences in later-
alization of activation have also been reported in response to odors
(Henkin and Levy, 2001). For pleasant odors, both sexes show
greater activation in the left than the right cerebral hemisphere on
fMR scans, but for unpleasant odors, males, but not females, show
greater activation in the right than the left hemisphere.

Studies using fMR and PET represent a recent development. Re-
sults to date illustrate the complexity involved in studying sex differ-
ences in the function of the human brain. It remains to be seen
which effects observed thus far will be replicated or which will prove
meaningful. Although an initial study suggested that sex differences
are apparent in the human brain at rest, subsequent studies pro-
duced somewhat different results. Similarly, a number of studies
have reported sex differences in lateralization of function during the
performance of language and spatial tasks and during emotional
processing, and the male brain usually appears to show more lateral-
ized activation than the female brain.

Results vary with the specific tasks used, however, and the exact
task characteristics that produce sex differences in lateralized func-
tion are not completely clear. In addition, several theoretical and
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technical issues need to be considered in interpreting data from
these types of studies. One is whether increased activity signals better
function, rather than simply a different neural strategy for complet-
ing the task, or even compensation for difficulty completing it. Thus,
greater function can represent an advantage or a disadvantage rela-
tive to the task, or simply a different strategy for similar performance
in males and females. In addition, background factors, including
handedness and age, are likely to require investigation and control
before a complete understanding is attained.

In fact, the results of studies using these technologies can be
misleading if a range of theoretical and technical issues are not given
sufficient consideration. These include differences in the way cogni-
tive constructs are operationalized, as well as methods of data analy-
sis, such as the statistical program used to analyze data. Even a factor
as seemingly minor as the significance level chosen to reflect a dif-
ference in activation can lead to different conclusions. Inconsistent
approaches to these theoretical and technical issues may be one
cause of the inconsistent results that are sometimes seen in studies of
sex differences in human brain function.

Comparisons Across Species

Are neural sex differences in humans more or less dramatic than in
other species? This question is more difficult to answer than it might
appear. First, many neural sex differences have been described in
only one species. Second, even when a sex difference has been de-
scribed in similar regions for humans and other mammals, neuro-
chemical and functional information is inadequate to be certain that
the regions are comparable. Third, different research groups often
use different methodologies, making comparisons across studies dif-
ficult. However, subregions of the AH/POA and the BNST that show
sex differences have been studied in three species (the rat, the
guinea pig, and the human being) using similar methodology, and
factors such as the location of the sex differences and the cell types
within them suggests the regions may well be comparable. The
AH/POA subregion is the SDN-POA in the rat and guinea pig and
INAH-3 in the human brain. The BNST subregion corresponds to
the “special” nucleus or “encapsulated” region (BNSTenc) in the rat
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Table 10-1. Magnitude of neural sex differences in humans compared to rodents

Species
Rat Guinea Pig Human
Neural region
SDN/POA (INAH-3) 8.0 4.2 2.8
2.6 4.2 2.1
3.8
3.5
2.9
2.4
5.2
Mean 4.0 4.2 2.5
BNST enc. 2.0 1.4 2.5

Based on data in Allen and Gorski (1990); Allen et al., (1989); Dohler et al. (1984a);
Gorski et al. (1978); Gorski et al., 1980; Hines et al., (1992); Hines et al., (1985); LeVay,
(1992); Jacobson et al., (1981); Jacobson et al. (1980).

and guinea pig and also has been referred to as the “darkly staining
posteromedial” BNST in the human brain (see Table 10-1).

The data in Table 10-1 suggest two obvious points. First, there is
variability in the magnitude of the sex difference in the SDN-POA of
the rat, even when only studies from a single laboratory are consid-
ered. Second, there appears to be no consistent pattern of larger or
smaller sex differences for humans versus rodents. The sex differ-
ence in the AH/POA seems smaller in humans than in rodents, but
that in the BNST seems larger, if it differs at all. Confidence in con-
clusions is limited by the variability in values within species and by
the small number of brain regions for which there are comparable
data in humans and other species. Nevertheless, sex differences do
not appear to be consistently smaller in the human than in the ro-
dent brain, at least for these two subcortical regions.

Behavioral Correlates of Sex Differences in the Human Brain

The search for relationships between sex differences in human brain
structure and sex differences in human behavior has focussed on sex-
ual orientation, core gender identification, functional asymmetry
(e.g., handedness and language lateralization) and cognitive abilities.
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Sexual orientation

As noted in Chapter 4, the AH/POA, which contains the SDN-POA
in rodents, has been implicated in the control of both masculine and
feminine sexual behavior, as well as of other behaviors that show sex
differences (see, e.g., Allen et al., 1989; Goy and McEwen, 1980). In
addition, it has been suggested that the SDN-POA, in particular,
might regulate certain aspects of masculine sexual behavior, such as
mounting of receptive female animals (e.g., Anderson et al., 1986;
De Jonge et al., 1989). This conclusion is based largely on correla-
tions between SDN-POA volume and behavior. A few studies exam-
ined behavioral consequences of lesions involving the SDN-POA, but
only those lesions that also include surrounding tissue disrupt male
sexual behavior. The one study in which lesions were limited to the
SDN-POA found no impairment of sexual behavior in male rats, al-
though lesions in more posterior regions of the POA were disruptive
(Arendash and Gorski, 1983). Thus, even in rodents, the function of
the SDN-POA is poorly understood.

A 1991 study related the volume of each of the four INAH to hu-
man sexual orientation. INAH-3 was smaller in nonheterosexual (ho-
mosexual and bisexual) men than in presumed heterosexual men
(LeVay, 1991). In addition, the volume of INAH-3 was similar in non-
heterosexual men and presumed heterosexual women. Most of the
nonheterosexual men in the study had died of acquired immune de-
ficiency syndrome (AIDS). Although most of the presumed hetero-
sexual men had died of other causes, a subgroup had died of AIDS.
This subgroup did not differ in INAH-3 volume from the other pre-
sumed heterosexual men. Also, other brain regions, including INAH-
1, INAH-2, and INAH-4, did not differ in heterosexual versus non-
heterosexual men. Thus, the difference between the groups in
INAH-3 volume was unlikely to reflect a nonspecific alteration in the
brain, such as might result from AIDS.

Ten years later, the relationship between the volume of INAH-3
and sexual orientation in males was re-examined by an independent
research group (Byne et al., 2001). However, although INAH-3 was
larger in heterosexual than in nonheterosexual men, neurons were
packed more densely in the nonheterosexual group, and there was
no difference in the numbers of neurons in the nucleus, obscuring
the functional significance of the volumetric difference in INAH-3.
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The research group reporting sex differences in the shape of
the SCN also found it to be larger and to contain more neurons ex-
pressing vasopressin in homosexual men than in presumed hetero-
sexual men (Swaab and Hofman, 1990). They note, however, that
this does not correspond precisely to the sex difference in the SCN,
since that involves shape, not size, or numbers of particular types of
neurons.

The anterior commissure also has been linked to sexual orienta-
tion, with heterosexual men reported to have a smaller anterior
commissure than nonheterosexual men (Allen and Gorski, 1992).
Heterosexual women in the study had larger anterior commissures
than heterosexual men, and, in this respect, resembled nonhetero-
sexual men. Thus, the pattern of results for sexual orientation paral-
leled the pattern of sex differences. However, an opposing sex differ-
ence (i.e., a larger male than female anterior commissure) has been
reported in a different sample of brains (Demeter et al., 1988), and
two other studies have found no sex difference in the anterior com-
missure (Highley et al., 1999; Lasco et al., 2002). One of these also
found no relationship between the size of the anterior commissure
and sexual orientation in men (Lasco et al., 2002). One difficulty in
studying the anterior commissure is its marked variability in size,
even among individuals of the same sex (Demeter et al., 1988).

So, there is some evidence of differences in the brains of men
with homosexual experience compared to their heterosexual coun-
terparts. However, the image produced by these studies is not sharply
focused. The neural differences related to sexual orientation do not
always correspond to differences reported in relation to sex itself.
This is of concern because the hypothesis that neural differences un-
derlie sexual orientation is based on animal models of gonadal hor-
mone influences on sexual differentiation. According to these mod-
els, only neural regions or characteristics that show sex differences
would be hypothesized to relate to sexual orientation. Thus, single
observations of relations between brain structure and sexual orienta-
tion could be chance observations, particularly when they do not
correspond to patterns of sex differences. Those observations of dif-
ferences between heterosexual and homosexual men that corre-
spond to sex differences in the brain also are inconclusive, largely be-
cause they have not been replicated consistently.

Even if there were conclusive evidence of differences in the
brains of homosexual and heterosexual individuals that corresponded



Sex and the Human Brain 207

to patterns of sex differences, however, this would not necessarily
suggest that the neural differences cause the sexual orientation dif-
ferences. First, several brain regions have been related to sexual ori-
entation, making simple causal relationships unlikely. Even for
INAH-3, where animal models provide some basis for predicting ob-
served relationships, the function of the neural region, even in ro-
dents, is unknown. Although the larger AH/POA, of which INAH-3
is a portion, is known to be involved in reproductive behaviors, such
as mounting and ejaculation, these behaviors do not provide ade-
quate models of the complex processes involved in human sexual
orientation. As with all correlational observations, caution is needed
before assuming causality. For instance, the relationships could re-
flect the signature of third factors, such as prenatal hormones or
early life experiences, that could influence both sexual orientation
and brain structure. Alternatively, given the evidence that the brain
can change postnatally, the relationships could reflect the influences
of behavior or other experiences on the brain, as well as the influ-
ences of the brain on behavior. Because of these considerations, sex
differences in the brains of homosexual versus heterosexual individ-
uals do not necessarily imply that sexual orientation is inborn.

Core gender identification

A portion of the bed nucleus of the stria terminalis (BSTcentral or
BSTc) has been reported to differ in men and women, as well as in
men with typical gender identity versus those with strong, longstand-
ing feelings of being psychologically female (i.e., male to female
transsexuals). Zhou et al. (1995) reported that the BSTc was larger in
non-transsexual men than in women or transsexual men. In contrast,
the size of BSTc was similar in nontranssexual (and presumed het-
erosexual) men compared to homosexual men. These findings sug-
gest that the size of BSTc relates to core gender identity (i.e., trans-
sexualism), but not sexual orientation (i.e., homosexuality). A
subsequent report from the same research group found that, in ad-
dition to being larger, the BSTc contained more neurons expressing
the neuro-hormone somatostatin in the non-transsexual males than
in the transsexual males (Kruijver et al., 2000). This difference again
paralleled the sex difference, in that males had more somatostatin-
expressing neurons than females. In addition, this second report in-
cluded one brain from a female-to-male transsexual, and somato-
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statin-expressing neurons in the BSTc for this individual were in the
range seen among non-transsexual males. A third report from the
same group, focusing on development of the BSTc, found that the
sex difference was present only in adults, not in children (Chung et
al., 2002). Since transsexuals typically recall feeling different in
terms of gender identification from early life, this could suggest that
the relationship between transsexualism and the BSTc is coinciden-
tal, that it is a delayed result of earlier influences, such as hormones,
or that the difference in the BSTc in transsexuals result from life ex-
periences associated with transsexualism, rather than causing trans-
sexualism. Other cautions about the reports on the BSTc include
their necessary reliance on small samples, since it is difficult to ob-
tain brains from transsexual individuals, and the lack of animal mod-
els for sex differences in the BSTc, as opposed to other regions of the
BNST. In addition, the findings linking the BSTc to gender identity
have yet to be replicated by other researchers.

Functional asymmetry

Sex differences in the corpus callosum and its subregions, such as
the isthmus and splenium, have also been related to two functional
manifestations of neural asymmetry that show sex differences: hand
preferences and language lateralization. Women are more consis-
tently right-handed than men and show less exclusive reliance on
their left hemisphere for language. Among men, consistent right-
handers have been found to have a smaller callosum and, in particu-
lar, a smaller isthmus than those who are not consistent right-handers
(Witelson, 1989; Habib et al., 1991). In regard to language lateraliza-
tion, the midsagittal surface area of the callosum has been reported
to be larger in individuals with right-hemisphere speech dominance
in one study (O’Kusky et al., 1988), while a second found the mid-
sagittal surface area of posterior callosal regions (primarily the sple-
nium) to be positively related to language 'ateralization in a group of
women (Hines et al., 1992).

Thus, the area of the callosum or its subregions appears to relate
to hand preferences and language lateralization. For both, a larger
callosum or larger posterior subregions, is associated with more bi-
lateral representation (i.e., less exclusive right-handedness and less
left hemisphere language dominance). As with correlations between
brain structure and sexual orientation or core gender identity, these
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relationships cannot be assumed to be causal. They are consistent,
however, with predictions based on theoretical conceptions of later-
alization. Increased callosal area could reflect larger or more numer-
ous callosal fibers, either of which could provide a neural basis for
more effective communication between the hemispheres, and thus
more bilateral representation.

Specific cognitive abilities

The 1992 study associating language lateralization with the area of
the posterior callosum also examined relationships to two categories
of cognitive abilities that show sex differences, verbal fluency, and vi-
suospatial ability. Women excel at verbal fluency, while men excel at
certain aspects of visuospatial ability. Verbal fluency was found to
show a positive relationship to the area of the posterior callosum,
particularly the splenium. This is consistent with patterns of sex dif-
ferences in the sense that women with a more female-typical (i.e.,
larger) posterior callosum, also had more female-typical (i.e., greater)
verbal fluency (Hines et al., 1992). However, no relationship was
seen between callosal subregions and visuospatial ability.

Do Hormones Influence Sex Differences in the Human Brain?

The behavioral outcomes—such as changes in sex-typed play behav-
ior and in sexual behavior—that have been associated with the pre-
natal hormone environment, must have some neural basis. However,
as yet, the neural mechanisms underlying these changes in human
behavior are not known. There is very little information associating
variations in human brain structure with prenatal hormone levels.
One approach to this question would involve measuring brain
regions that show sex differences, such as INAH-3, in people with
unusual hormonal histories. However, this has not been done, per-
haps because INAH-3 can only be measured in autopsy material. An
alternative approach has been to look at the brains of people with
unusual hormone histories, caused, e.g., by CAH or Turner Syn-
drome, without focusing on established sex differences. One such
study reported increased signal intensity in white matter in in-
dividuals with CAH, but this increase did not relate to cognitive or
affective outcomes (Sinforiani et al., 1994). Another study found
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structural abnormalities, as well as a high incidence of learning dis-
abilities, in individuals with CAH as well as in their unaffected rela-
tives (Plante et al., 1996). This last finding is unlikely to relate to pre-
natal androgen, however, since individuals with CAH should differ
from their unaffected relatives in androgen levels. Ventricular en-
largement and various alterations in the cerebral cortex, particularly
in the parietal and occipital lobes, have been reported in females
with Turner Syndrome (reviewed by Collaer et al., 2002). Findings in
Turner Syndrome, however, are hard to attribute to hormones, be-
cause the syndrome has so many other consequences.

A third approach to the question of hormone-induced brain
changes has been to look at manifestations of neural asymmetry
(handedness and language lateralization) in people with various hor-
mone histories. Four studies of hand preferences in individuals with
CAH have produced four somewhat different outcomes. One found
increased left-hand preferences in females with CAH, but not males
(Nass et al., 1987), a second found increased non-right-hand prefer-
ences for writing in males with CAH, but not in females (Mathews et
al., in press), a third found increased left handedness in a combined
group of males and females with CAH (Kelso et al., 2000), and a
fourth found no evidence of altered hand preferences in females
with CAH (Helleday et al., 1994). Three studies of women exposed
prenatally to DES have produced more consistent findings (Schach-
ter, 1994; Scheirs and Vingerhoets, 1995; Smith and Hines, 2000). All
three found increased left handedness in the DES-exposed group,
and one (Smith and Hines, 2000) suggested that women exposed to
DES prior to week 9 of gestation were particularly likely to show this
effect. The studies of women exposed to DES had larger samples
than those of individuals with CAH. Given that the sex difference in
hand preferences is small, these larger samples could explain the
more consistent findings.

Hormonal influences on language lateralization are less clearly
established than those on hand preferences. One study suggested
that women exposed prenatally to DES showed a more male-typical
pattern of language lateralization than their unexposed sisters
(Hines and Shipley, 1984), but a second study by the same research
group did not find a similar effect (Smith and Hines, 2000). Lan-
guage lateralization also seems unaffected in women with CAH
(Helleday et al., 1994; Mathews et al., in press). Turner Syndrome is
associated with reduced left hemisphere language lateralization, per-
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haps suggesting that estrogen deficiency during early life feminizes
language lateralization (Hines and Gorski, 1985). However, the nu-
merous non-hormonal consequences of Turner Syndrome could be
responsible for the altered language lateralization. One obstacle to
studying influences of androgens and estrogens on language lateral-
ization is that the sex difference is negligible (d = 0.1), making it nec-
essary to study hundreds of subjects to be confident of detecting ef-
fects, if they exist. The research interest in hormones and language
lateralization may seem surprising, given the negligible sex differ-
ence. However, this interest probably stemmed from an appealing re-
search hypothesis suggesting that testosterone delayed development
of the left posterior cerebral hemisphere, producing reduced left
hemisphere language dominance and a consequent increase in
learning disability and other cognitive problems (Geschwind and
Galaburda, 1987). This theory inspired a large number of research
studies, before the negligible size of the sex difference in language
lateralization had been determined.

Summary and Conclusions

There are sex differences in the human brain, and more sex differ-
ences are likely to be reported in the future. Relationships between
these sex differences and sex differences in human behavior are of
interest. Recently, it has been suggested that sex differences in over-
all brain size produce sex differences in intelligence, echoing pro-
posals regarding race and sex that have moved in and out of favor for
at least a century. There are several reasons to discount such propos-
als, including the need for a larger brain to control a larger body, the
lack of an appreciable sex difference in intelligence, and the ability
to construct valid measures of intelligence that would favor either
sex. It would be a mistake to discount hypotheses suggesting the ex-
istence of sex differences in subregions of the brain, however, par-
ticularly in those regions that regulate functions that show sex
differences. Nevertheless, few data are available linking structural
sex differences to functional sex differences. In addition, when
brain-behavior relations are seen, they do not necessarily imply that
the behavior in question is inborn. Experience can alter sex differ-
ences in brain structure. Also, several structural sex differences re-
late in predicted ways to the same sexually differentiated behaviors.
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Thus, the structural differences may reflect the broad signature of a
factor or factors (e.g., hormones, early experiences) that affect nu-
merous aspects of sexual differentiation.

Techniques that allow imaging of the living human brain, par-
ticularly as it engages in tasks that show sex differences, offer new
promise of elucidating the neural basis of behavioral sex differences.
These techniques can provide data on healthy individuals and may
prove to be more informative than anatomical information alone,
since they allow visualization of activity in specific brain regions while
individuals perform various tasks. However, the spatial resolution of
techniques for imaging the living brain and its function is currently
not as good as approaches using postmortem tissue. In addition, al-
though there has been an explosion of research in this area, a clear
and consistent picture regarding the nature and location of neural
sex differences has yet to emerge. When it does, it will be of use in
formulating additional hypotheses about where hormones are likely
to act to influence the structure and function of the human brain.



Gender (noun) 1. Sex. 2. A subclass within a grammatical class
of a language that is partly arbitrary but also partly based on dis-
tinguishable characteristics and that determines agreement
with or selection of other words or grammatical forms.

Gender (verb) Engender.
Engender (verb) Beget, procreate. To cause to exist or develop.

It has been suggested that the term gender difference be used to denote
characteristics that differ for males and females, owing to social or
cultural forces, and that the term sex difference be reserved for those
differences that are biologically determined. As noted in Chapter 1,
I find it impossible to make this distinction. First, it assumes that we
know the causes of various behavioral or psychological differences
between males and females. Second, it implies that the causes are ei-
ther biological or social/cultural, when in many cases, they are both.
Third, it assumes that biological and social/cultural processes are
separate or even separable. All of our psychological and behavioral
characteristics, however, have a biological basis within our brain. No
matter whether hormones or other factors, including social factors,
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caused us to develop in a certain way, the hormonal or social influ-
ences have been translated into physical brain characteristics, such as
neurons, synapses, and neurochemicals. Thus, the distinction be-
tween biological and social/cultural causes is false.

The title of this book reflects this perspective. The juxtaposition
of the words #érain and gender makes it clear that no distinction be-
tween sex differences, as biologically or brain-based, and gender dif-
ferences, as socially or culturally based, is made. In addition, gender
is an appropriate word to describe the process by which sex differ-
ences in human behavior develop; its meaning as a verb is to engen-
der, or, according to Webster, to beget, procreate, or cause to exist or
develop. Although the process of sexual differentiation begins with
factors generally viewed as innate, such as the sex chromosomes, it
also involves a sculpting of the brain by environmental factors, in-
cluding the hormone environment prenatally and neonatally, and
social influences and other experiences from birth to death.

The use of hormones, rather than direct genetic effects, in itself
provides a mechanism for flexibility in gender development. As noted
in prior chapters (particularly Chapters 2, 5, and 7), experience can
influence hormone levels. Thus, in theory at least, differences be-
tween males and females, or even among individuals within each sex,
could be modified by reduced or increased hormone production in
response to environmental changes. In contrast, if all the information
determining development in a male or a female direction were deter-
mined by information on the sex chromosomes, there would be little
or no scope for change in response to the environment, and less di-
versity in sex-related behaviors from one individual to the next, or
within each individual from one characteristic to the next.

The complexity of hormonal influences on sexual differentia-
tion is an additional source of diversity from one individual to an-
other within each sex, and, within each individual, from one sex-
related characteristic to the next. To give just some examples,
sex-related characteristics develop in response to different hor-
mones (e.g., Mallerian inhibiting factor, testosterone, DHT, estra-
diol), require different enzymes (e.g., aromatase, 5 o reductase) and
involve different tissues (genital primordia, numerous specific re-
gions of the nervous system), each developing at somewhat different
times and with the potential to be more or less responsive to the hor-
mones involved. Further influencing the potential diversity involved
in any individual’s sexual development, sex differences in brain
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structure are sensitive to the social environment, and the potential
for neural change in the adult organism is more dramatic than has
traditionally been assumed. Dendritic growth, synapse formation,
and even the birth of new neurons occur in adult mammals, proba-
bly including humans, and hormones, as well as other environmental
factors, can influence these processes.

Gonadal Hormone Influences on Human Brain
Development and Human Behavior

In nonhuman mammals, gonadal hormones, particularly testicular
hormones, have profound influences on behaviors that show sex dif-
ferences. The effects of hormones prenatally, or neonatally, are of
particular interest because they are often permanent. High levels of
testicular hormones, present during a brief window of time, cause al-
terations in brain development that underlie permanent influences
on behavior. In rodents, hormones have been found to exert at least
some influence on all neural and behavioral characteristics that show
sex differences.

It cannot be assumed that hormones influence all neural and
behavioral characteristics that show sex differences in humans in the
same way as in other mammals. To begin with, the human brain dif-
fers dramatically from the brains of other mammals, particularly
from the brain of the rat, where these hormonal influences have
been demonstrated most conclusively. These species differences are
most apparent in the cerebral cortex (the basis of higher cognitive
processes). The cerebral cortex is far more extensively developed in
the human than in the rat or, for that matter, any other mammal.
Perhaps as a consequence, humans are thought to be more suscepti-
ble to influences of the social environment and of learning than
other species are. In fact, some specific hormonal influences on the
brain or on behavior that are seen in rodents do not appear to occur
appreciably, if at all, in humans. These include influences of the early
hormone environment on adult hormone cycles (such as the men-
strual cycle) in females, limitation of sexual interest to cycle phases
characterized by certain hormones in females, and demasculinization
of behavior in male offspring by stress during pregnancy.

This does not mean, howevey, that the early hormone environ-
ment has no influence on human development. Hormones clearly



216 Brain Gender

program development of the internal and external genitalia in the
same manner as in other mammals. In addition, hormones con-
tribute to the development of sex differences in childhood play be-
havior. Girls with relatively high levels of testosterone prenatally, for
any one of a number of reasons, including genetic disorders, treat-
ment with hormones during pregnancy, or normal variability in hor-
mone levels, show relatively high levels of male-typical play in child-
hood. The affected behaviors include toy interests (e.g., dolls vs.
vehicles), playmate preferences (girls vs. boys), and activity prefer-
ences (e.g., rough-and-tumble play).

The prenatal hormone environment also influences sexual ori-
entation and core gender identity, although these influences appear
to be less dramatic and are less clearly established than those on
childhood play. Women exposed prenatally to higher than normal
levels of androgen because of congenital adrenal hyperplasia (CAH)
and those exposed to higher than normal levels of estrogen because
their mothers took diethylstilbestrol (DES) during pregnancy show
somewhat higher levels of bisexuality and homosexuality than
women not so exposed. Nevertheless, the majority of women ex-
posed prenatally to high levels of either androgen or estrogen are
heterosexual. Similarly, women exposed to androgen during early
development, because of CAH, are more likely than women in gen-
eral to experience dissatisfaction with their core gender identity or
gender dysphoria. Nevertheless, these outcomes are rare, and most
women with CAH have a female identity.

Although fewer data are available regarding other behavioral
outcomes, there is some evidence that girls exposed to high levels of
androgens prenatally may show increased tendencies to physical ag-
gression and reduced interest in infants compared to girls without
this exposure. For tendencies to aggression, similar effects to those
sometimes seen in females with CAH have been seen in girls exposed
prenatally to androgenic progestins. For interest in infants, the sup-
portive data that exist are available only for girls with CAH. No data
are available on girls exposed to androgenic progestins, whereas fe-
males exposed to DES prenatally do not appear to show reduced in-
terest in infants. Whether this suggests that any effect in girls with
CAH is caused by knowledge that they might experience infertility or
whether this could be an effect of androgen on the brain that is not
seen following exposure to estrogens like DES is unclear. Regardless,
these possible influences of the early hormone environment on ag-
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gression and on interest in infants are not as well established as the
influences of hormones on childhood play behavior, sexual orienta-
tion, and gender identity.

Among the characteristics that do not show the expected, or
even widely assumed, relationships to hormones are those between
the prenatal hormone environment and cognitive abilities that show
sex differences, including visuospatial abilities, mathématical abili-
ties, and verbal fluency. Prenatal exposure to androgen or to other
hormones does not influence overall intelligence. Also, there is no
consistent evidence that prenatal androgen enhances abilities at
which males excel or impairs those at which females excel. Effects of
the early postnatal hormone environment on these cognitive sex dif-
ferences cannot be ruled out, but they have not yet been established.
Cognitive changes with hormone fluctuations in adulthood, such as
occur over the course of the menstrual cycle, also, although widely as-
sumed to exist, do not have clear empirical support. Studies where in-
dividuals have been given androgen or estrogen also do not provide
convincing evidence that gonadal hormones influence human cogni-
tive performance. Similarly, although the idea that testosterone in
adulthood makes men aggressive is generally believed to be valid, the
empirical evidence suggests that this assumption may be incorrect.

So, gonadal hormones do not appear to influence all the behav-
iors that they have been assumed to influence. In addition, even in
those areas where the prenatal hormone environment has been
found to relate to behavior, such as childhood play, sexual orienta-
tion, and core gender identity, it can not be assumed that this rela-
tionship makes a particular pattern of behavior inevitable following
exposure to a particular hormone environment. For example, al-
though girls with CAH and their parents report high levels of interest
in rough-and-tumble play, this increased interest is not manifested in
behavior when girls with CAH are observed in a playroom situation
with an unaffected partner. This is probably because female partners
are not interested in rough-and-tumble play and male partners do
not want to play in a rough-and-tumble manner with a girl. Thus, the
hormone-related interest appears not to be translated into behavior
because of situational constraints.

Another example involves aggression where, in rats and in hu-
mans, levels of androgen prenatally have been related to propensi-
ties to physical aggression. Here, despite these hormonal influences,
the rearing environment, at least in rats, can have powerful influ-
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ences on levels of aggression in adulthood. Thus, it appears that
other influences can counteract innate predispositions produced by
the early hormone environment. Finally, in regard to sexual orienta-
tion and core gender identity, although the prenatal hormone envi-
ronment appears to have some influence, it is clear that other factors
are also involved. This can be concluded because only some people
exposed to atypical hormone environments prenatally show alter-
ations in core gender identity or sexual orientation. In those who do
not, other factors appear to have overridden any hormone-induced
predisposition. It could be argued that greater or longer exposure to
hormones would have a more consistent effect. However, in some
cases, even XY individuals with functioning testes, who are, there-
fore, exposed to male-typical levels of hormones prenatally, do not
show a male-typical sexual orientation or core gender identity if
reared as girls. This suggests that, even when genetic factors and pre-
natal hormones appear identical to those of a normally developing
male, other types of influences can override these factors in deter-
mining fundamental aspects of human sexual identity.

Another clear implication of research on hormones and sexual
differentiation is that there are sex differences in brain structure.
Sex differences have been documented in the rodent brain, as well
as in that of humans. Those originally proposing that hormones ex-
erted permanent, organizing influences on the mammalian brain
speculated that these were more likely to involve function (e.g., re-
ceptor response) than visible structure. Subsequently, however, nu-
merous sex differences have been described in brain structure as
well as function.

These structural sex differences, and their connection to psy-
chological characteristics like sexual orientation, have led to specula-
tions that these characteristics are inborn and unchangeable. How-
ever, neural sex differences have been found, in some cases, to be
surprisingly responsive to environmental factors, even sometimes re-
versing direction, depending on rearing conditions. In general, the
brain, including portions of it that show sex differences, has proved
to be far more malleable than was thought to be the case 50 years
ago. The adult brain undergoes dendritic growth, synapse forma-
tion, and even the birth of new neurons. In addition, many of these
processes have been found to be altered by hormones in adulthood
as well as by social experience. Also, social experience can influence
hormones. These findings suggest that, although the early hormone
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environment sets processes into motion that lead to the develop-
ment of sex differences in behavior, these processes can also be al-
tered by subsequent factors, including life experiences. One implica-
tion is that sex differences in behavior are less inevitable than a focus
solely on organizational influences of hormones might make them
appear. A second implication is that a relationship between a brain
structure and a behavior does not imply, on its own, either a causal
relationship or, even if causal, that the behavior is innately deter-
mined or cannot be changed.

Implications of Hormonal Influences on Brain Gender

These findings from basic research on hormones and sexual differ-
entiation of the human brain have clinical as well as social implica-
tions. Prominent among the clinical implications are those for indi-
viduals born with ambiguous genitalia and for the ongoing debate
regarding their medical treatment, including sex assignment and
genital surgery. In regard to social implications, the findings are rel-
evant to suggestions that males and females differ in occupational or
other behavioral capacities. Implications in these two areas, clinical,
and social, will be discussed in turn.

Clinical implications

As noted in Chapters 2 and 5, individuals born with ambiguous geni-
talia can present a dilemma. Should they be assigned as male or fe-
male? Or should they be allowed to develop as intersex individuals,
without clear assignment in either direction? Medical opinion has
largely suggested that most infants with ambiguous genitalia be as-
signed to the female sex. This opinion has been based in part on the
conviction that it is easier to surgically create functional female geni-
talia than functional male genitalia. For girls with CAH, the female
sex of rearing, regardless of the degree of virilization of the external
genitalia, also has the advantage of preserving fertility, since girls
with CAH have functional ovaries. In other cases, however, particu-
larly when the child has a Y chromosome, or had functioning testes
prenatally, the wisdom of sex assignment as female is less obvious.
As noted in Chapter 5, most individuals born with ambiguous
genitalia are satisfied with their sex of rearing, regardless of whether
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it was male or female. However, some intersex individuals contend
that assignment to the female sex (or less often, the male sex) has se-
riously damaged or ruined their lives. Others have requested assign-
ment to the male sex in adulthood, following female sex assignment
in infancy. Still others believe that surgical attempts at reconstruc-
tion of female or male genitalia have left them scarred, and worse off
than if they had been left with their original ambiguous appearance.
These concerns have prompted reconsideration of medical treat-
ment of individuals with ambiguous genitalia. Some researchers or
clinicians now advocate rearing in accord with genetic sex, regardless
of whether it is possible to create functioning external genitalia, and
others advocate delaying genital surgery, or even sex assignment, un-
til the children with ambiguous genitalia are old enough to decide
for themselves.

Can information about the influences of gonadal hormones on
human brain and behavior inform this debate? I think it can, al-
though I do not believe it can resolve it completely. The various sug-
gestions regarding management of intersex conditions or ambigu-
ous genitalia that have been put forward will be discussed in turn.

Use the sex chromosomes to guide sex assignment. It is clear that
the sex chromosomes play a minimal role, on their own, in sexual
differentiation of brain and behavior. Their direct influences on sex-
related characteristics are few, and, in cases where chromosomal and
hormonal information conflict, development takes the direction dic-
tated by the hormones. Physical development and psychological out-
comes in individuals with complete androgen insensitivity syndrome
provide an example of this. Despite their XY chromosomal comple-
ment, the lack of functioning androgen receptors and unequivocal
rearing as females produce female-typical appearance and behavior,
including core gender identity, sexual orientation, and childhood
toy, playmate, and activity interests in XY individuals with CAIS. This
argues against using chromosomal status (XX versus XY) as a guide
to the better direction of sex assignment.

Delay sex assignment. This suggestion is generally assumed to be un-
workable, at least at present in the United States and Western Eu-
rope. Some other cultures appear able to accommodate a category
of people who are intersex, but the capacity of our culture or society
to do so is essentially untested. Generally, it is feared that a child who
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is assigned as an intersex person, rather than as a girl or a boy, would
face social difficulties. In addition, it is often assumed that this would
be hard for the parents, who are to be the child’s major source of psy-
chological support. Thus, in Western culture, not assigning a child as
either a girl or a boy is generally viewed as experimental and poten-
tially damaging to the child.

Delay surgery. Delaying surgery might seem more realistic than de-
laying sex assignment. However, some psychological theories suggest
that the external genitalia are important to a child’s development of
his or her gender identity (e.g., Bem, 1989; Money and Ehrhardt,
1972). Based on this line of reasoning, the lack of external genitalia
that are clearly male or female could impair development of a firm
gender identity and increase the risk of gender dysphoria. In addi-
tion, parental ability to cope with and provide full psychological sup-
port to a child who does not have a genital appearance that is clearly
male or female is again a concern. Thus, this option also is viewed by
many as experimental and risky to the child.

Despite these concerns, there are people who have grown up
with ambiguous genitalia, without suffering gender dysphoria, and
who, in fact, develop a solid identity as male or female, or even as an
intersex individual (see, e.g., Fausto-Sterling, 2000; Zucker, 1999).
On the other hand, outcomes regarding gender identity for most in-
dividuals with ambiguous genitalia who have been assigned and
reared as either males or females also are generally good. Few suffer
gender dysphoria. It remains important to identify the causes of poor
outcomes where they do occur. One possibility is that additional re-
search on differences in the male and female brain could help to
identify neural characteristics that would predispose a person to
greater success in one sex versus the other. It also is possible that in-
creased psychological support to intersex children and their families
could improve outcomes. In addition, research on quality of life in
areas other than gender identity (e.g., sexual satisfaction, self-es-
teem) in individuals with ambiguous genitalia, both with and without
early surgery, is needed to identify problem areas. A focus on those
individuals who have grown up without sex assignment or surgery
could also provide a basis for evaluating whether or not these options
are viable for additional or even all intersex individuals in Western
cultures. These research questions cannot be answered at the mo-
ment, but remain important for the future.
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Social implications

Questions regarding social implications can be answered with some
degree of confidence based on what is known currently about hor-
mones and human development. These questions include whether
hormonal influences on sex differences in cognitive abilities render
sex segregation in occupations or sex differences in income un-
avoidable, whether men are innately disadvantaged at caring for
children or innately programmed to be promiscuous, and whether
high levels of aggression in men are attributable to their high levels
of androgen.

Do sex differences in cognitive abilities explain the predominance of
men in fields like science and engineering? As noted above, and ex-
plained in detail in Chapter 9, sex differences in cognitive abilities,
including those in visuospatial and mathematical abilities, do not ap-
pear to result from either the hormone environment during prena-
tal development or during adulthood. High levels of androgen pre-
natally are not associated consistently with enhancement in either
visuospatial abilities or math performance. In fact, in regard to math,
there is some evidence that increased androgen prenatally impairs
performance. In addition, although genetic explanations of these
sex differences were once popular, they are no longer viewed as cred-
ible, either. The possibility that androgens promote visuospatial and
math abilities during the early postnatal period (as opposed to pre-
natally) has not been ruled out. However, such influences cannot be
assumed to exist.

Also, sex differences in cognitive abilities are generally small.
Those that are not, like the male advantage on three-dimensional
mental rotations tasks, although large in terms of behavioral science
research, are not large compared to sex differences in other charac-
teristics such as height or childhood play interests. In addition, other
aspects of visuospatial ability show smaller sex differences or none at
all. This makes it less likely that the sex differences in circumscribed
abilities, even if found to be completely determined by hormones,
would seriously limit the ability of women to succeed at occupations
that require a broad range of abilities. For instance, most scientific
fields require numerous skills in addition to (and probably even
more than) the ability to rotate a three-dimensional shape in the
mind.
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The emphasis on sex differences in areas such as visuospatial
and math abilities has distracted attention from larger group differ-
ences in these areas. For instance, math and science achievement in
students in the United States lags far behind that in many other
countries that are generally viewed as less developed, and these dif-
ferences are far larger than sex differences in performance. This de-
ficiency among U.S. students extends even to those considered to be
the best in the country. In regard to these students, the American au-
thor of a recent multinational report notes “our best students in
mathematics and science are simply not ‘world class.” Even the very
small percentage of students taking Advanced Placement courses are
not among the world’s best” (Schmidt, 1998). Unless one assumes
that there are hormonal aberrations throughout the United States,
this suggests that factors other than hormones have even more pro-
found influences on math and science performance.

Living in the United Kingdom has brought to my attention the
different attitudes that can be taken to superior achievement in cer-
tain areas by one sex or the other. Here, girls routinely outperform
boys on the exams taken at the end of secondary school and used for
entry to university, including those assessing math ability and sci-
ence. The reaction to this is not to predict that girls will dominate
professions requiring academic abilities, but rather to ask what can
be done to boost the performance of boys. A similar approach to the
lagging math performance of girls in the United States would lead to
better education or more encouragement for them, rather than to
the conclusion that math and science are inevitably dominated by
men.

Other researchers who have examined the causes of sex segre-
gation in occupations in general, not just math and science, have
concluded that the major determinants of differing sex ratios are
economic and political. In addition, in all societies or cultures that
are characterized by sex segregation in occupations, males dominate
the occupations that have higher prestige, power, and income, al-
though the exact nature of these occupations differs from one soci-
ety or culture to another (Eagly et al., in press). Indeed, it would be
difficult to explain the major shifts in sex ratios in fields such as
teaching and secretarial work, where men once dominated and now
women do, in terms of hormones. The change in male to female
dominance of these professions relates more closely to a lowering in
their status and pay, than to changes in hormones or genes.



224 Brain Gender

Implications for sexual promiscuity and evolutionary psychology.
Information on hormones and sexual differentiation also may be re-
levant to evolutionary psychological approaches to understanding
human behavior. Evolutionary psychologists suggest that sex differ-
ences in behavior have evolved because they confer an advantage in
terms of reproductive success. One hypothesis that has grown out of
this approach suggests that men are innately programmed to be
promiscuous whereas women are not.

Data from studies of sexual differentiation argue against this hy-
pothesis. As noted in several chapters in this volume, a fundamental
finding regarding sexual differentiation of the mammalian brain
and behavior is that the sex chromosomes themselves carry little, if
any, information that would directly determine a behavioral sex dif-
ference. To the extent that the sex chromosomes influence behavior,
they do so indirectly, by causing the gonads to develop either as
testes or ovaries. The hormonal products of the gonads then shape
the brain and behavior in a sexually differentiated manner. There-
fore, if there is an innate, evolved, predisposition for a sex difference
in promiscuity, its proximal cause must be hormones.

Thus, if this evolutionary hypothesis is correct, gonadal hor-
mones would be expected to influence promiscuity. Although pro-
miscuity has not been investigated thoroughly in relationship to hor-
mones, there is no evidence that those who developed in atypical
hormone environments involving high levels of androgens show ei-
ther increased sexual activity or an increased number of sexual part-
ners. In fact, the little information that is available suggests a change
in the opposite direction. As noted in Chapter 5, women exposed to
high levels of androgen prenatally, because of CAH, appear to show
reduced rather than enhanced sexual interest. In regard to influ-
ences of the contemporaneous hormone environment, again as
noted in Chapter 5, among men, androgen increases sexual interest.
However, there is no evidence that it increases promiscuity or the
number of sexual partners. As noted in that chapter, as well, sexual
interest and number of partners are not necessarily correlated, per-
haps because increased sexual interest can be expressed in many
ways, including increased fantasy, increased sexual activity with a cus-
tomary partner, or increased masturbation.

Interestingly, homosexual men show extremely high levels of
promiscuity. They have normal levels of androgens, however, making
increased testicular hormones at the present time an unlikely expla-
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nation of their promiscuity. Hormonal theories of sexual orientation
propose that reduced levels of testicular hormones during early de-
velopment lead to homosexuality in men. This also would be incom-
patible with a prenatal increase in androgen as an explanation for
promiscuous sexual behavior.

Evolutionary explanations of greater sexual promiscuity in men
than in women also ignore alternative explanations. The difference in
attitudes to sexual promiscuity in the sexes (admiration of promiscu-
ous men, condemnation of promiscuous women) could cause differ-
ences in behavior. Similarly, despite increasing numbers of working
women, many women still depend on men for their social status and fi-
nancial situation. This, too, could promote greater sexual fidelity.

Returning to the relevance of information on sexual differentia-
tion to broader theories of human development, it would seem that
information on hormonal mechanisms underlying sexual differenti-
ation could be particularly relevant to explanations of human behav-
ior that arise from an evolutionary perspective. One challenge for
these explanations has been the difficulty in establishing clear em-
pirical links between evolutionary events that happened long ago
and current behavior. As a consequence, it has been difficult to test
some evolutionary hypotheses rigorously. Because the sex chromo-
somes have very few, if any, direct effects on psychological character-
istics that show sex differences, acting instead through the proximal
mechanism of gonadal hormones, evolutionary hypotheses regarding
sex differences could be tested, in part, by evaluating whether the be-
havioral endpoint in question is influenced by gonadal hormones.

Does testosterone make men aggressive or limit their ability to nur-
ture? What of other suppositions, such as the idea that testosterone
makes men aggressive? As noted in Chapter 7, the link between adult
levels of testosterone and aggression in humans is small. In addition,
it is more likely that aggression, or factors associated with it, influ-
ence levels of testosterone than that testosterone influences aggres-
sion in adulthood. The early hormone environment, particularly an-
drogen levels during prenatal development, has been linked to
propensities to aggression as reflected in responses on question-
naires. Research results in this are not completely consistent, how-
ever, and whether any relationship between androgen and question-
naire responses translates into an increase in actual aggressive
behavior is not known.
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Regardless, even in rodents, testosterone-related increases in ag-
gression are small compared to influences of the social environment.
In addition, even if the prenatal hormone environment were found
to have a substantial influence on human aggression, this informa-
tion would not be useful unless the mechanisms leading from hor-
mones to aggression could be identified, since alteration in the pre-
natal hormone environment as an approach to reducing aggression
or violence would be unethical. Chapter 7 outlined some possible
links that could be explored, including the hypotheses that prenatal
androgen increases propensities to perceiving hostility in others, that
it increases arousal or arousability, or that it increases interest in ac-
tivities such as watching violent films that might promote aggressive
behavior. These explanations for any androgen-related increases in
aggression have yet to be explored.

Regardless, for aggression, as well as for child-care capabilities
or other characteristics, it is doubtful that the organizational influ-
ences of hormones limit psychological potentials in such a way as to
render either sex incapable of taking any particular social role in so-
ciety. First of all, the known influences of androgen or other gonadal
hormones on human behavior are never completely deterministic.
Although the hormone alters the behavior of groups of individuals,
some individuals within these groups appear to be unaffected. Sec-
ond, hormones are never the only important influence on the be-
havior. As noted in prior chapters, other influences are also impor-
tant. For cognitive abilities that show sex differences, motivation,
expectations of success, and education are all important. Similarly,
for child care or nurturing interests, the individual’s experience as a
child, his or her prior experience with children, and life stage are in-
fluential, and for aggressive behavior, myriad factors are influential,
including the situation, arousal levels, past experiences with aggres-
sion, and personality characteristics such as hostility and narcissism,
or unstable self-esteem.

Implications and Conclusions

Understanding the range of factors that influence behaviors, includ-
ing, but not limited to, hormones, can permit the choice of levels at
which to intervene, should intervention seem desirable. Thus, even
though a psychological characteristic may be found to involve innate
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predispositions, either genetic or hormonal, it might be preferable
to change it through other mechanisms. The treatment of individu-
als suffering from psychological depression provides an example of
this approach. Although depression has been found to have a strong
genetic component, it can be treated effectively with talking thera-
pies, particularly cognitive-behavioral therapy.

One unfortunate consequence of individual scientists viewing
psychological characteristics, such as occupational possibilities, ag-
gression, or child-care abilities, through the lens of a single research
perspective has been a tendency to see individual human potential as
more limited than it, in fact, is. Because those exploring hormonal
explanations have been relatively unaware of social influences, for in-
stance, they tend to see limitation, such as sex segregation in occupa-
tions, unavoidable aggression, or limitation on abilities to nurture. A
broader perspective leads to the conclusion that even if hormones
contribute to a behavior, it is still possible to influence it by other
means.

Expectations and beliefs, as well as hormones, can engender the
brain. One of the fundamental contributions of psychology as a field
has been to document empirically that expectations can cause dra-
matic behavioral changes. Placebo effects are one example. People
led to believe that they are being given a treatment (e.g., a pill) that
will cause certain effects will often show those effects, even though
the pill contains only an inert substance. This explains the efficacy of
sugar pills in treating a variety of ailments, and, as pointed out in
Chapter 7, may be part of the explanation for the belief that taking
androgen makes men aggressive. Within the academic setting,
Rosenthal and Jacobson (1968) demonstrated similar effects in stud-
ies where teachers were told that certain students would show im-
proved academic performance. Although the students had been ran-
domly selected to be labelled as about to improve, the belief of the
teachers in their potential led them to perform better than other
students.

More specifically relevant to the research summarized in this
volume, press repbrts of female disadvantages at mathematics have
been found to lead to reduced expectations of good mathematics
performance by parents of girls (Jacobs and Eccles, 1985). Parental
expectations could affect performance directly, as did teachers’ ex-
pectations in Rosenthal’s studies. In addition, parental expectations
influence the expectations of their children (Tiedemann, 2000), and
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individual expectations or apprehensions have been linked to math-
ematics performance (Frome and Eccles, 1998; Spencer et al., 1999).
Similar links between beliefs about women’s poor performance have
been linked to a reduced interest among women in math, engineer-
ing, and science (Correll, 2001). Thus, reports that hormones cause
girls or boys to perform more poorly in certain areas or limit their
occupational prospects, even when erroneous, are not benign.

The observation that some sex differences in human behavior
relate to sex hormones has led some to conclude that all sex differ-
ences in behavior, social roles, and occupational status are based on
innate factors. This has resulted, for instance, in suggestions that the
abilities of males to care for children are limited or that men and
women will never be equally distributed in certain professions. The
empirical data on hormonal influences on the brain and behavior
suggest flexibility and variability in outcomes that argue against these
conclusions. The generalization of conclusions from one specific
finding to a more global explanation may relate to gender schemas.
As noted in Chapter 7, these schemas can lead to overgeneralization
from one piece of evidence supporting a stereotype to the conclu-
sion that all facets of the stereotype are accurate.

The history of basic research on hormonal control of sexual dif-
ferentiation has led to many surprising conclusions: that hormones
can override information from the sex chromosomes in determining
sex-related characteristics; that androgen is converted to estrogen
within the brain before exerting some of its influences; and that the
ovaries are not needed for most aspects of female-typical develop-
ment. Our gender schemas, or stereotypes about sex differences and
their causes, have sometimes led us to believe that hormones have
behavioral influences where none exist, or, that where they do exist,
they are more immutable or limiting than is the case. Empirical re-
search on hormones and aggression and cognitive function in hu-
mans has produced some results that challenge widely held stereo-
types about sex differences. Similarly, human gender identity has
proven to be surprisingly flexible. In addition, recent research sug-
gests that the adult brain is remarkably responsive, even in terms of
its structure, to experience, as well as to hormones. If we can treat
sex more like other areas of inquiry, trying to put gender schemas
aside, or at least be aware of them, I suspect that there will be more
surprises in store.
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17 B~-HYDROXYSTEROID DEHYDROGENASE DEFICIENCY (17 B HSD) A
genetic disorder of steroid formation. The cause is deficiency of the
testicular enzyme 17 B-dehydrogenase that produces testosterone
from androstenedione. In XY individuals, it is characterized by am-
biguous or feminine-appearing external genitalia at birth, with mas-
culinization at puberty. Plasma testosterone and DHT are is de-
creased, and androstenedione is increased.

5-REDUCTASE DEFICIENCY A genetic disorder of steroid formation.
The cause is deficiency of the testicular enzyme 5a-Reductase that
produces dihydrotestosterone from testosterone. It is characterized
by ambiguous or feminine-appearing external genitalia at birth with
masculinization at puberty. Plasma DHT is decreased, and testos-
terone is increased.

A posTERIORI Of, relating to, or denoting propositions, arguments,
or concepts that proceed from observation or experience rather
than from theoretical deduction; proceeding from observation
rather than inference. See also Post hoc.

A POSTERIORI TEST A statistical test that was not planned before the
data were collected. A multiple comparison arising when tests are
made of differences that emerge from inspecting data.

A prior! Of, relating to, or denoting propositions, arguments, or
concepts that proceed from theoretical deduction rather than from
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observation or experience, hence being based on inference rather
than observation. Existing or present at the beginning. Evidence
supporting a priori hypotheses or explanations is more convincing
than a posteriori or post hoc explanations.

AcTIVE FEMINIZATION The model of sexual differentiation suggest-
ing that ovarian hormones promote the development of some fe-
male-typical characteristics during early life.

ADENOHYPOPHYSIS The anterior lobe of the hypophysis (pituitary
gland). It secretes growth hormone, fibroblast growth hormone,
adrenocorticotropic hormone, b-endorphin, thyrotropin, follicle-
stimulating hormone, luteinizing hormone, and prolactin.

ADRENAL GLAND One of two glands located just above the kidneys.
In humans, it consists of two components of different embryologic
origin, the cortex and medulla. The adrenal cortex, under the con-
trol of the pituitary hormone corticotropin, produces steroid hor-
mones, including cortisol (hydrocortisone) and androgens. The ad-
renal medulla produces the catecholamines epinephrine and
norepinehrine.

ALLELE Short for allelomorph, one of two or more alternative ver-
sions of a gene that can occupy a particular locus on a chromosome,
each responsible for a different characteristic or phenotype, such as
different eye color. A pair of alleles is often represented by upper-
case and lower-case forms of the same Roman letter such as A and a.

ALPHA-FETOPROTEIN (aFP) A plasma protein produced by the fetal
liver, yolk sac, and gastrointestinal tract. In humans, serum levels nor-
mally decline markedly by the age of one year. The same hormone is
found in rodents, where it appears to bind estrogen and render it in-
active. This is thought to protect developing fetuses from masculin-
ization by maternal estrogens. In humans, aFp does not bind estro-
gen, and the placenta is thought to protect developing fetuses from
maternal estradiol by metabolizing it to less active compounds.

AMYGDALA (AMYGDALOID NUCLEUS) Almond-shaped structures on
either side of the brain located within the temporal lobes. The amyg-
dala is part of the limbic system and is involved in emotion and emo-
tional memories, as well as in aggression.

ANABOLIC STEROID Any of several synthetic steroid hormones,
specifically androgens, used in the treatment of injuries and by some
athletes for body building.
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ANDROGEN Any substance that promotes masculinization. Andro-
gens are produced by the testes, the adrenal gland, and the ovary.
They include the potent steroids testosterone and dihydrotestos-
terone, as well as weak steroids or steroid precursors, including dehy-
droepiandrosterone, dehydroepiandrosterone sulfate, and andro-
stenedione.

ANDROGEN INSENSITIVITY SYNDROME (AIS) An X-linked, genetic dis-
order that results in the inability of receptors in cells to respond to
androgen. The receptor deficiency can be partial (PAIS) or com-
plete (CAIS). In CAIS, the external genitalia appear feminine at
birth, and at the time of normal puberty, the breasts develop in re-
sponse to estrogen produced from androgen. However, female inter-
nal genitalia are absent, and menstruation does not occur. XY indi-
viduals with CAIS typically are reared as females and the disorder is
usually diagnosed after menstruation fails to occur. XY individuals
with PAIS can be born with ambiguous genitalia.

ANDROSTENEDIONE An androgenic steroid produced by the testis,
adrenal cortex, and ovary. Androstenedione can be converted meta-
bolically to testosterone and other androgens.

AnomaLy Marked deviation from the normal standard, especially as
aresult of congenital defects.

ANTERIOR (1) Situated in front of or in the forward part of an or-
gan. (2) in humans and other bipeds, toward the belly surface of the
body; called also ventral.

ANTERIOR COMMISSURE A bundle of myelinated nerve fibers pass-
ing transversely through the lamina terminalis. It connects symmet-
rical parts of anterior regions of the two hemispheres of the cere-
bral cortex.

ApoPTOSIS A morphologic pattern of cell death affecting single
cells. Apoptosis is marked by shrinkage of the cell, condensation of
chromatin, formation of cytoplasmic blobs, and fragmentation of
the cell into membrane-bound apoptotic bodies that are eliminated
by phagocytosis. It is a mechanism for cell deletion in the regulation
of cell populations. Often used synonymously with programmed cell
death. Apoptotic, adjective.

ARCHICORTEX That portion of the cerebral cortex that, with the pa-
leocortex, develops in association with the olfactory system. The
archicortex is phylogenetically older than the neocortex and lacks its
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layered structure. The embryonic archicortex corresponds to the
cortex of the dentate gyrus and hippocampus in mature mammals.

AROMATASE An enzyme occurring in the endoplasmic reticulum.
Aromatase catalyses the conversion of testosterone to estradiol. The
conversion involves three successive hydroxylations, loss of a carbon
atom, and rearrangement.

ASSOCGIATION FIBER Any of the nerve fibers that pass from one gyrus
to another within or between lobes of the same cerebral hemisphere.

ASTROCYTE A non-neuronal, neurological cell of ectodermal origin,
characterized by fibrous, protoplasmic, or plasmatofibrous pro-
cesses. Collectively, such cells are called astroglia.

AUTOSOME Any ordinary paired chromosome that is alike in males
and females, distinguished from sex chromosomes.

AUTOSOMAL (RECESSIVE) DISORDER A disorder that is genetic, but
not X-linked, the relevant gene being carried on an autosome.

AxoN The process of a neuron via which impulses travel away from
the cell body.

Bapy ‘X’ sTubpIiEs Studies in which an infant (“Baby X”) is dressed in
neutral clothes and some research participants are told that the child is
a girl, while others are told that the child is a boy. Typically, the label
(girl vs. boy) leads participants to treat or perceive the child differently.

BAsSAL GANGLIA Structures located in and around the thalamus near
the base of the brain. The basal ganglia contain clusters of neuronal cell
bodies and are involved in the control of voluntary movement. They in-
clude the caudate nucleus, lenticular nucleus (including the putamen
and globus pallidus), subthalamic nucleus, and substantia nigra.

Boso poLL A toy punching doll that is about 3' tall and bounces
back when hit. The number of times that a child hits a Bobo doll in a
playroom setting has been used as a measure of playful aggression or
rough-and-tumble play.

Broca’s APHASIA Impaired ability to speak, with intact ability to
comprehend speech. It is associated with damage to Broca's area of
the brain.

BrocaA’s AREA A region of the cerebral cortex toward the back of the
inferior (lowest) gyrus of the frontal lobe that lies immediately ante-
rior to the tip of the temporal lobe and usually is located in the left
cerebral hemisphere. It is involved in the production of spoken and
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written language. Lesions in this area are associated with Broca’s
aphasia.

BRODMANN’S AREAS Areas of the cerebral cortex distinguished by hy-
pothesized differences in the arrangement of their six cellular layers
and identified by numbers. Although the histologic basis is in dis-
pute, the topographic numbering is widely used as a descriptor for
mapping cortical locations that control various functions of the ner-
vous system and the body.

CAH See Congenital Adrenal Hyperplasia.

CaTALYSE To cause or produce catalysis, which is an increase in the
velocity of a chemical reaction or process. Catalysis is produced by
the presence of a substance that is not consumed in the net chemical
reaction or process.

CENTRAL NERVOUS SYSTEM (CNS) The part of the nervous system
that in humans and other vertebrates includes the brain and spinal
cord.

CENTRAL suLcUs The deep cleft in each of the two cerebral hemi-
spheres separating the frontal lobe from the parietal lobe.

CEREBELLAR Pertaining to the cerebellum.

CerReBELLUM The part of the metencephalon that occupies the pos-
terior cranial fossa behind the brain stem. It is involved in the coor-
dination of movements.

CEREBRAL CORTEX The thin layer or mantle of gray substance cover-
ing the surface of each cerebral hemisphere. It is folded into gyri (el-
evated convolutions) that are separated by sulci (furrows between
the gyri). The cerebral cortex is responsible for the higher mental
functions, for general movement, for visceral functions, perception,
and behavioral reactions, and for the association and integration of
these functions.

CEREBRAL HEMISPHERE Either of the pair of structures lying on ei-
ther side of the midline of the brain. They are partly separated by the
longitudinal cerebral fissure, and each contains a central cavity, the
lateral ventricle, and is covered by a layer of gray substance, the cere-
bral cortex. (Together the two cerebral hemispheres constitute the
largest part of the brain in humans.)

Cervix Cervix uteri. The lower and narrow end of the uterus, con-
taining the opening to the vagina.
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CHrROMATIN The more readily stainable portion of the cell nucleus.
It is a deoxyribonucleic acid (DNA) attached to a protein (primarily
histone) structure base and is the carrier of the genes in inheritance.
During cell division, it coils and folds to form the metaphase chro-
mosomes.

CHROMOSOME In animal cells, a structure in the nucleus containing
a linear thread of DNA, which transmits genetic information and is
associated with RNA. and histones. During cell division, the material
(chromatin) composing the chromosome is compactly coiled. This
permits its movement in the cell with minimal entanglement and
makes it visible with appropriate straining.

CINGULATE GYRUS An arch-shaped convolution, within the longitudi-
nal fissure above and almost surrounding the corpus callosum. It is
part of the limbic system and is involved in pain sensations, visceral re-
sponses associated with emotions, and the planning of motor activity.

CingurLuMm The bundle of association fibers within the cingulate
gyrus. Its fibers interrelate the cingulate and hippocampal gyri.

CLITORIS A small, elongated, erectile body in the female external
genitalia. It is situated at the anterior angle of the rima pudenda and
is homologous with the penis in the male.

CLoaca In mammalian embryology, the terminal end of the hind-
gut before division into rectum, bladder, and genital primordia.

CLOACAL EXSTROPHY A developmental anomaly in which two seg-
ments of bladder (hemibladders) are separated by an area of intes-
tine with a mucosal surface, which appears at birth as a large red tu-
mor in the midline of the lower abdomen. Cloacal exstrophy is more
common in XY than XX individuals and XY infants with the disorder
are typically born with a small or absent penis, which, like the blad-
der, can be bifid. As a consequence, they often are assigned and
reared as girls.

COGNITIVE SCHEMA A mental representation of some aspect of ex-
perience based on prior experience and memory. Cognitive schemas
are structured in such a way as to facilitate (and sometimes distort)
perception, cognition, the drawing of inferences, or the interpreta-
tion of new information, based on existing knowledge.

COLLATERAL SULCUS A Jongitudinal sulcus on the inferior surface of

the cerebral hemisphere between the fusiform gyrus and the hip-
pocampal gyrus.
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ComPLETE AIS (CAIS) See Androgen Insensitivity Syndrome.

ConNcGeNITAL Existing at, and usually before, birth. Congenital refers
to conditions that are present at birth, regardless of causation.

CONGENITAL ADRENAL HYPERPLASIA (CAH) A group of inherited
disorders involving deficiencies of enzymes that catalyze the biosyn-
thesis of cortisol. CAH results in hypersecretion of adrenocorti-
cotropic hormone, as well as excessive androgen production.

CONGENITAL ANORCHIA Congenital absence of the testis in a male; it
can be either bilateral (involving both testes) or unilateral (involving
one testis).

CORE GENDER IDENTITY An individual’s fundamental sense of self as
male or female. Called also sexual identity. See gender identity.

CORONAL PLANE A vertical plane dividing the brain or any other or-
gan or organism into front and back parts. A coronal section is a cut-
ting through a coronal plane.

CorPUS cALLOSUM An arched mass of white matter, found in the
depths of the longitudinal fissure. The corpus callosum is composed
of fibres connecting the cerebral hemispheres. Its subsections, from
anterior to posterior, are called the rostrum, genu, trunk (including
the isthmus), and splenium.

Corprus LUTEUM A yellow glandular mass in the ovary formed by an
ovarian follicle that has matured and discharged its ovum. The cor-
pus luteum secretes progesterone. If the ovum has been impreg-
nated, the corpus luteum increases in size and persists for several
months. Otherwise, it degenerates and shrinks.

CriTicaL PERIOD A biologically determined stage of development at
which an influence is most likely (or only likely) to occur. For exam-
ple, gonadal hormones can exert permanent influences on the
mammalian brain and behavior during circumscribed critical peri-
ods of early development.

CytopLasM The protoplasm of a cell outside that of the nucleus. It
is the site of most of the chemical activities of the cell, and consists of
a continuous aqueous solution and the organelles suspended in it.

D A measure of effect size. It provides the magnitude of the difference
between groups in standard deviation units. d =Mean (groupl)—
Mean (group2)/pooled or mean standard deviation. In the behavioral
sciences, a group difference where d is>0.8 is considered large,
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d = 0.5 is considered moderate, d = 0.2 is considered small, and d < 0.2
is considered negligible.

DAP (See Draw-a-person test)

DENDRITE One of the threadlike extensions of the cytoplasm of a
neuron that receive incoming information and conduct it to the cell
body. Dendrites typically branch into tree-like structures. In unipolar
and bipolar neurons, there is a single dendrite, which resembles an
axon near the cell body, but branches farther away. In multipolar
neurons there are many short, branching dendrites. Dendrites make
up most of the receptive surface of a neuron.

DiENCEPHALON The caudal or bottom part of the prosencephalon
or forebrain and the posterior of the two brain vesicles formed by
specialization of the prosencephalon in the developing embryo. It
largely bounds the third ventricle and connects the mesencephalon
(midbrain) to the cerebral hemispheres. Each lateral half of the di-
encephalon is divided by the hypothalamic sulcus into a dorsal part,
including epithalamus, dorsal thalamus, and metathalamus, and a
ventral part, including ventral thalamus and hypothalamus.

DiETHYLSTILBESTROL (DES) A synthetic nonsteroidal estrogen hav-
ing activity similar to, but greater than, estradiol or estrone.

DiHYDROTESTOSTERONE (DHT) A powerful androgenic hormone,
formed in peripheral tissue by the action of the enzyme 5o-reductase
on testosterone.

Di1zyGoTIC Pertaining to or derived from two separate zygotes, as in
dizygotic (fraternal) twins. Dizygotic twins arise from the fertilization of
two separate ova or eggs by two separate spermatozoa at about the same
time. This leads to the development of individuals, usually (if they have
the same father) sharing about half their genes. Dizygotic twins resemble
other pairs of siblings in the amount of genetic information they share.

DOUBLE-BLIND STUDY A research design planned in such a way that
neither the experimenter nor the research participants knows, until
after the data have been collected, which experimental treatment
has been applied at which time or to which individuals. This type of
design is used to control for experimenter effects and the influence
of demand characteristics. For example, a double-blind procedure is
typically used in drug trials, often with the use of a placebo, to avoid
contamination of the results from biases and preconceptions on the
part of the experimenter or the subjects.
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Draw-A-PERSON TEST (DAP) A projective test that asks the respon-
dent to draw a person, and then, on a separate sheet, to draw a per-
son of the opposite sex to the first. The sex of the person drawn first,
and in some cases, the relative heights of the two figures or the
amount of detail included, are interpreted to reflect the respon-
dent’s gender identity.

EcropeErMm The outermost layer of cells of the three primary germ
layers of the embryo. The following tissues develop from the ecto-
derm: the epidermis and the epidermal tissues, such as the nails,
hair, enamel of teeth, and glands of the skin; the nervous system; the
external sense organs such as the ear and eye; and the mucous mem-
brane of the mouth and the anus.

ErrecT sizE A measure of the size of differences between groups or
of other statistical relationships. A common measure of the effect
size for group differrences (d) expresses these differences in stan-
dard deviation units.

ENnpoGENOUS Developing or originating within the organism.

ENDOPLASMIC RETICULUM An ultramicroscopic convoluted mem-
brane in nearly all cells of higher plants and animals. It consists of a
more or less continuous system of membrane-bound cavities that ex-
tend throughout the cytoplasm of a cell, and it synthesizes, trans-
ports and secretes proteins.

ENzyME A protein molecule that catalyses chemical reactions of
other substances without itself being destroyed or altered upon com-
pletion of the reactions.

EpripipyMis The elongated cordlike structure along the posterior
border of the testis. It consists of a head, body, and tail, and provides
for storage, movement, and maturation of spermatozoa and is con-
tinuous with the ductus deferens.

EsTrADIOL The most potent naturally occurring ovarian and pla-
cental estrogen in mammals.

ESTROGEN A general term for any steroid that produces estrus. In
humans, estrogens are formed in the ovary, as well as the testis, the
fetoplacental unit, the brain, and perhaps the adrenal gland. Estro-
gens have numerous functions in both sexes including the promo-
tion of breast development, and during the menstrual cycle, cre-
ation of a favorable environment for implantation and development
of the embryo.



238 Glossary

ESTROGEN HYPOTHESIS The hypothesis that, during early develop-
ment, testosterone is converted to estrogen within the brain before it
masculinizes and defeminizes. The estrogen hypothesis has been
supported for most aspects of neural and behavioral sexual differen-
tiation in rodents, particularly the rat. It also appears to hold true for
some aspects of behavioral sexual differentiation in primates.

EsTrUS The cyclically recurrent, restricted period of sexual receptiv-
ity in female mammals other than humans.

ExocGeENous Developing or originating outside the organism.

EXTRASTRIATE CORTEX Areas of the cerebral cortex near and func-
tionally related to the primary visual cortex.

FEmMiNizATION The development of characteristics that are more typ-
ical of females than of males.

FILE-DRAWER PROBLEM A reference to the tendency for studies find-
ing significant differences between groups (e.g., males vs. females;
hormone-exposed vs. not exposed individuals) to be published,
whereas those that do not find significant differences are not.

FrONTAL LOBE The anterior portion of the cerebral hemisphere, ex-
tending from the frontal pole to the central sulcus.

GAMETE Haploid reproductive cell (oocyte or spermatozoon), whose
union is necessary in sexual reproduction to initiate the develop-
ment of a new individual.

GANGLION A general term for a group of nerve cell bodies located
outside the central nervous system; occasionally applied to certain
groups of cells within the brain or spinal cord.

GENDER IDENTITY A person’s concept of himself or herself as being
male or female. Sometimes the term gender identity is used to in-
clude sexual orientation and gender role behaviors. See Core gender
identity.

GENDER IDENTITY DISORDER (GID) A mental disorder characterized
by a strong and persistent identification with the opposite sex, cou-
pled with persistent discomfort with one’s own sex or gender role,
causing significant distress or impairment in social, occupational, or
other important areas of functioning.

GENDER CONSTANCY Understanding that a person’s gender is un-
changing and stable over time and situations.

GENDER DIFFERENCE An average difference between males and fe-
males.
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GENDER DYSPHORIA Unhappiness with one’s biological sex or its
usual gender role, with the desire for the body and role of the other
sex.

GENE The unit of hereditary transmission encoded in DNA, occupy-
ing a fixed locus on a chromosome and transmitted from a parent to
its offspring. DNA consists of a sequence of base pairs corresponding
to a specific sequence of amino acids making up a protein. It can
function to build body cells or to regulate the expression of other
genes.

GeNETIC EFFECTS Influences of genes on characteristics.

GeNOTYPE (1) The entire genetic constitution of an individual; (2)
the alleles present at one or more type of loci.

GENU (oF THE COrpPUS CALLOSUM) The sharp ventral curve at the
anterior (front) end of the corpus callosum.

GLAND An aggregation of cells, specialized to secrete or excrete ma-
terials not related to their ordinary metabolic needs.

GoNAD A gamete-producing gland; an ovary, testis, or ovotestis
(combined ovary and testis).

GoNADAL HORMONES Hormones produced by the gonads (testes in
the male, ovaries in the female), particularly androgens, estrogens,
and progesterone.

GONADECTOMIZE To surgically remove one or both gonads (castra-
tion).

GonNADOGENESIS The development of the gonads in the embryo, es-
pecially the development of either ovaries or testes.

GONADOTROPINS Hormones that stimulate the gonads, especially
follicle-stimulating hormone and luteinizing hormone.

GRADIENT (MODEL) A model of hormonal influences on sexual dif-
ferentiation, suggesting that movements along continua of mascu-
line and feminine characteristics occur incrementally. The amount
of movement relates linearly to the amount of hormone present at
the appropriate critical period.

Gray MATTER The grayish nerve tissue of the brain and spinal cord,
containing neuronal cell bodies, unmyelinated axons, and dendrites.

GYNECOMASTIA Excessive growth of the male mammary glands, in
some cases including development to the stage at which milk is pro-
duced. Gynecomastia is usually associated with metabolic distur-
bances that lead to estrogen accumulation, testosterone deficiency,
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and hyperprolactinemia. A mild form may develop transiently dur-
ing normal puberty.

Gyrus One of the convolutions of the surface of the cerebral hemi-
spheres caused by infolding of the cortex. Plural: Gyri.

HERMAPHRODITE An individual with both ovarian and testicular tissue.

HippocaMpPus A curved elevation of gray matter located between
the thalamus and the main portion of each cerebral hemisphere and
extending the length of the floor of the temporal horn of the lateral
ventricle. The hippocampus is a part of the limbic system and is in-
volved in emotion, motivation, cognitive maps, learning, and the
consolidation of long-term memory.

Homorocous Having a related, similar, or corresponding position,
structure, or origin.

HyroGcoNnaDISM A condition resulting from abnormally decreased
gonadal function, with retardation of growth, sexual development,
and secondary sex characterisitics.

Hyrospapias A developmental anomaly in the male in which the
urethra opens on the underside of the penis or on the perineum, in-
stead of at the tip of the penis.

HyroTHALAMUS The ventral part of the diencephalon, forming the
floor and part of the lateral wall of the third ventricle. Anatomically,
it includes the preoptic area, optic tract, optic chiasm, mammillary
bodies, tuber cinereum, infundibulum, and neurohypophysis.

IDIOPATHIC HYPOGONADAL HYPOGONADISM (IHH) A disorder in-
volving reduced testicular production of androgens and other hor-
mones caused by low levels of pituitary hormones and, consequently,
reduced stimulation of the testes.

InrunDIBULUM The funnelshaped stalk connecting the pituitary
gland to the hypothalamus at the base of the brain.

INNERVATE To supply an organ, structure, or body part with nerves
or with nerve impulses.

INTERSEX CONDITION A condition in which a person displays a mix-
ture of both male and female physical forms or reproductive organs.

INTERSTITIAL NUCLEUS OF THE ANTERIOR HYPOTHALAMUS (INAH)
(1—4) Subregions of the anterior hypothalamic/preoptic area in the
human brain. INAH-3 is larger on average in males than in females
and probably is the human equivalent of the SDN-POA in the rodent.
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Istamus (Corrus caLLosUM) The most posterior region of the trunk
of the corpus callosum located immediately anterior to the splenium.

LABIA A term used in anatomical nomenclature for a liplike struc-
ture. In the plural, often used to designate the labia majora and mi-
nora pudenda of the female external genitalia.

Laria majora The two out folds surrounding the vaginal orifice of
the female.

LAMINA TERMINALIS (HYPOTHALAMUS) Terminal lamina of the hy-
pothalamus. A thin plate derived from the telencephalon extending
upward from the optic chiasm and preoptic recess and forming the
anterior wall of the third ventricle. Called also ferminal plate.

LaTERAL VENTRICLE The cavity in each cerebral hemisphere, de-
rived (developed) from the cavity of the embryonic neural tube; it
consists of a pars centralis and three horns-frontal (anterior), tempo-
ral (inferior), and occipital in the frontal, temporal, and occipital
lobes, respectively.

Lex1caL Task A language task related to words or vocabulary, rather
than, for example, grammar. In one lexical decision task, for exam-
ple, a participant is required to decide as quickly as possible whether
strings of letters are or are not words.

LiBipo Sexual desire, drive, or interest.

LiMBIC SYSTEM A term loosely applied to a group of brain structures
common to all mammals (including the hippocampus and dentate
gyrus with their archicortex, the cingulate gyrus and septal areas,
and the amygdala), associated with olfaction but of greater impor-
tance in other activities, such as autonomic functions and certain as-
pects of emotion and behavior.

Locus A specific place or region, particularly the position occupied
by a particular gene or allele on a chromosome. Plural: loci.

LorDOSIS POSTURE A receptive sexual posture in a female rodent
that facilitates copulation. Lordosis involves arching the back and de-
flecting the tail.

LUTEINIZING HORMONE A gonadotrophic hormone secreted by the
anterior pituitary gland. In females, it stimulates ovulation and the
formation of the corpus luteum. In males it stimulates androgen se-
cretion. Also called interstitial-cell-stimulating hormone, especially in
males.
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MammaL A class of warm-blooded vertebrate animals, including all
that possess hair and suckle their young.

MASSA INTERMEDIA A structure, not present in all human brains, ly-
ing between the thalamus in one cerebral hemisphere and its coun-
terpart in the other.

MEDIAN PLANE Midsagittal plane or midsagittal section: A sagittal plane
passing through the middle of an organ or organism, dividing it into
equal right and left halves, as when a walnut is divided in half. In the
case of the brain, it exposes the medial surfaces of the cerebral hemi-
spheres.

MENTAL ROTATION The imagined turning of a form or shape from
one orientation in space to another, believed to involve the mental
passing of the form through all intermediate positions.

META-ANALYSIS A set of techniques for combining the results of a
number of research studies and analysing them statistically as if they
formed a single data set.

MIGROPENIS Abnormal smallness of the penis. Also called micro-
phallus.

MIDSAGITAL PLANE A sagital plane passing through the middle of an
organ or organism, dividing it into equal right and left halves. A mid-
sagital section divides an organ or organism down the middle into
left and right halves. In the case of the brain it exposes the medial
surfaces of the cerebral hemispheres.

MoDELING The learning of behavior by imitating another person
seen live or on video.

MonNozyGoTIC Pertaining to or derived from one zygote, as in
monozygotic (identical) twins. Monozygotic twins arise from a zy-
gote, formed from the fertilization of a single ovum or egg by a single
spermatozoa, that then splits. This leads to the development of two
individuals with the same genetic makeup.

MORPHOLOGICAL Pertaining to morphology.

MorprHOLOGY The science of the forms and structure of organisms.
The form and structure of a particular organism.

MoOUNTING A reproductive behavior typically seen in males, involv-
ing grabbing the flanks of the female.

MPA (MEDROXYPROGESTERONE ACETATE) A synthetic progestin with
antiandrogenic properties.
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MULLERIAN DUCTS Paired embryonic ducts adjoining the urogenital
sinus that develop into the fallopian tubes and the uterus in the fe-
male and regress into a vestigial structure in the male.

MYyELIN A fatty substance that is the substance of the cell membrane
of glial cells. Myelin coils to form the myelin sheath surrounding ax-
ons. It has a high proportion of lipid to protein and serves as an elec-
trical insulator.

MyYELINATED Having a myelin sheath,

NATURALISTIC OBSERVATION A research method involving the obser-
vation of behavior in naturally occurring situations, without any in-
tervention from the researcher, such as occurs in an experiment.

NeurocLia CELLS The web of nonneural cells forming the connect-
ing tissue that surrounds and supports neurons in the nervous sys-
tem. Neuroglial cells outnumber neurons by about 10 to 1.

NeuronypoprHysis The posterior lobe of the hypophysis (pituitary
gland), usually called the posterior pituitary.

NEuroLOGY The study of the nervous system. The branch of medi-
cine concerned with disorders of the nervous system. Neurological
(adj.).

NEURON Any of the conducting cells of the nervous system. A typical
neuron consists of a cell body, containing the nucleus and the sur-
rounding cytoplasm (perikaryon); several short radiating processes
(dendrites); and one long process (the axon), which terminates in
twiglike branches (telodendrons) and may have branches (collater-
als) projecting along its course. The axon together with its covering
or sheath forms the nerve fiber. Called also nerve cell.

NEUROPIL A dense feltwork of interwoven cytoplasmic processes of
nerve cells (dendrites and axons) and of neuroglial cells in the gray
matter of the central nervous system.

NEUROSCIENCE An interdisciplinary field of study focusing on the
nervous system and its function, including behavioral function.

OccrpITAL LOBE The most posterior lobe of the brain.

OvrracTiON (1) The sense of smell; the ability to perceive and distin-
guish odors; (2) the act of perceiving and distinguishing odors.

Ortic cHIASM The part of the hypothalamus where the fibers of
the optic nerve from the medial half of each retina cross the mid-
line.
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OptIc TRACT The nerve tract arising from the optic chiasma, pro-
ceeding backward, around the cerebral peduncle, and dividing into
a lateral and a mesial root.

ORTHOGRAPHIC TASK A language task involving written words or letters.

Ovary The female gonad; the sexual gland in which the ova are
formed. It is a flat oval body along the lateral wall of the pelvic cavity,
attached to the posterior surface of the broad ligament. It consists of
stroma and ovarian follicles in various stages of maturation, and is
covered by a modified peritoneum. Typically there are two, one on
each side of the body.

Ovum The female reproductive cell, which, after fertilization, be-
comes a zygote that develops into a new member of the same species.
Called also egg.

PARIETAL LOBE The upper lobe on the side of each cerebral hemi-
sphere. It is separated on its lateral or outer surface from the frontal
lobe by the central sulcus, from the temporal lobe by the lateral sul-
cus and an imaginary line extending it horizontally towards the oc-
cipital lobe, and from the occipital lobe by an imaginary line from
the top of the parietooccipital sulcus to the pre-occipital notch.

PARIETOOCCIPITAL SULCUS A sulcus on the medial surface of each
cerebral hemisphere, running upward from the calcarine sulcus and
marking the boundary between the cuneus and precuneus, and also
between the parietal and occipital lobes. Called also parietooccipital
fissure.

PArTIAL AIS (PAIS) An X-linked, genetic disorder, resulting in a par-
tial impairment in the ability of cells to respond to androgen. (See

AIS.)

Passive FEMINIZATION The hypothesis that, during early develop-
ment, sexual differentiation as a female occurs in the absence of tes-
ticular hormonal stimulation and does not require ovarian hor-
mones.

PEDIGREE (ANALYSIS) A table, chart, diagram, or list of an individ-
ual’s ancestors, used in human genetics for the analysis of inheri-
tance.

PEN1s The external male organ of copulation and of urinary excretion.

PErRCEPTUAL SPEED A skill involving the rapid identification of match-
ing items. It is included in many I() tests.
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PERINATAL The period shortly before and shortly after birth.

PERINEAL HYPOSPADIAS Hypospadias with anomalous development
of the genitalia, in which the rudimentary penis may be engulfed by
an overlying bifid scrotum. It is seen in 5a-reductase deficiency and
in some other disorders involving androgen deficiency in XY individ-
uals.

PERINEUM The pelvic floor and the associated structures occupying
the pelvic outlet. Also the region between the thighs, bounded in the
male by the scrotum and anus and in the female by the vulva and
anus.

PerrroNEUM The membrane lining the abdominopelvic walls and
investing the viscera. A colorless membrane with a smooth surface, it
forms a double-layered sac that is closed in the male and is continu-
ous with the mucous membrane of the uterine tubes in the female.

PET Positron emission tomography. It uses radioactively tagged sub-
stances to visualize activity in the living brain.

PHAGOCYTE Any cell such as a macrophage, astrocyte, granulocyte,
monocyte, or microglial cell that is specialized to absorb solid parti-
cles, such as invading microorganisms or debris from dead cells.

PaAcocyTosis The process whereby a phagocyte engulfs particles.

PHENOTYPE The entire physical, biochemical, and physiological
makeup of an individual as determined both genetically and envi-
ronmentally, as opposed to genotype.

PHONETIC TASK A language task involving speech sounds, poten-
tially including their production, their use in language, their percep-
tion by listeners, and their transcription.

PLACEBO A dummy medical treatment. A medicinal preparation hav-
ing no specific pharmacological activity against the patient’s illness or
complaint, given solely for its psychophysiological effects. Placebos
are administered to the control group in an experiment so that the
specific and nonspecific effects of the experimental treatment can be
distinguished. To be considered effective, the experimental treat-
ment must produce better results than the placebo treatment.

PLACENTA A fetomaternal organ characteristic of true mammals
during pregnancy. It joins mother and offspring, and provides en-
docrine secretion and selective exchange of soluble, bloodborne
substances.
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PLaNuM TEMPORALE Temporal plane. The flat upper surface at the
back of the temporal operculum. It is in the region of Wernicke’s
area and is involved in language comprehension.

Post HOG After the fact. Post hoc refers to explanations or tests that
arise from scientific observations that were not hypothesized or an-
ticipated at the beginning of a study. See also A posteriori.

PREOPTIC AREA A region in the front of the hypothalamus, some-
times regarded as being apart from the hypothalamus proper. It is
implicated in sexual behavior, aggression, maternal behavior, and
thirst.

PriMorDIUM The earliest discernible indication during embry-
onic development of an organ or a part; also called anlage or rudi-
ment.

PROCEPTIVE BEHAVIOR Behavior of a female that facilitates or elicits
male sexual behavior.

PROGESTERONE The principal progestational hormone of the body,
produced by the corpus luteum, placenta, and, in minute amounts,
by the adrenal cortex.

PROGESTIN Progestational agent.

PSEUDOHERMAPHRODITISM A condition involving inconsistencies
between genetic, gonadal, or genital sex, and typically involving am-
biguous external genitalia.

ReEcCEPTORS A molecular structure in or on a cell that responds to
stimuli. This enables the cell to use the information carried by the
stimuli.

REINFORCEMENT In operant conditioning, any stimulus that, if pre-
sented soon after a response, increases the relative frequency with
which that response is emitted in the future. Also, the process
whereby a response is strengthened in this way.

RETROSPECTIVE STUDY A type of research investigation in which par-
ticipants with a particular disorder or characteristic are recruited
and their past histories are examined in an effort to discover the rel-
evant causal factor(s).

RuESUS MACAQUE (RHESUS MONKEY) A member of the genus
Macaca, short-tailed monkeys. Most are native to southern Asia, with
one species found in Northwestern Africa and another in South
America. (Macaca mulat’ta- Rhesus monkey)
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RoID-RAGE A term describing aggressive behavior or feelings in-
duced by steroid hormones, particularly androgens.

ROUGH-AND-TUMBLE PLAY A juvenile behavior characterized by
overall body contact or playful aggression.

ScroTuM The pouch that contains the testes and their necessary or-
gans in the male. It arises from the same primordium as the labia in
the female.

SDN-POA Sexually dimorphic nucleus of the preoptic area. A cell-
dense region of the preoptic area of the brain that is larger in males
than in females.

SEMANTIC TASK A language task involving the meaning of words.

SEMINAL VESICLE Either of the paired pouches attached to the pos-
terior part of the urinary bladder in males; the duct of each joins the
ductus deferens on the same side to form the ejaculatory duct.

SEPTAL AREA The area in either cerebral hemisphere extending
from the lower edge of the corpus callosum to the fornix. The area
has olfactory, hypothalamic, and hippocampal connections and
forms part of the limbic system.

SEx cHROMOSOME Chromosomes that are associated with the deter-
mination of sex. In mammals, XX is female and XY is male.

SEX DIFFERENCE Any psychological or behavioral characteristic that
differs on the average for males and females of a particular species.

SEXUAL DIFFERENTIATION The process by which male or female
characteristics develop.

SEXUAL DIMORPHISM Differences between males and females in
shape, size, morphology, or other characteristics. Although techni-
cally meaning “two forms,” it is sometimes used interchangeably with
the terms “sex difference” and “gender difference”.

SocIAL LEARNING The processes by which social influences alter
people’s thoughts, feelings, and behavior. Social learning can result
from reinforcement by others of particular behaviors or through ob-
servational learning.

Soma Cell body.

SpatiaL ABILITY The capacity to perform tasks requiring the mental
manipulation of spatial relationships, such as mental rotation, mir-
ror drawing, map reading, or finding one’s way around an unfamiliar
environment.
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SPATIAL PERCEPTION A spatial skill that requires determining the an-
gles and orientations of lines.

SPATIAL VIZUALIZATION A spatial skill involving complicated manip-
ulations of spatial information, usually amenable to more than one
strategy for solution.

SpERM The semen or testicular secretion. Spermatozoon.

SpLENTUM (Corpus CaLLosuM) The posterior rounded end of the
corpus callosum; it conveys visual information and other information
from posterior cortical regions between the two cerebral hemispheres.

STANDARD DEVIATION In descriptive statistics, a measure of the de-
gree of dispersion, variability, or scatter in a set of scores. The stan-
dard deviation is expressed in the same units as the scores them-
selves, and is defined as the square root of the variance.

STEROIDOGENESIS The biosynthesis of steroids, as by the adrenal
glands and gonads.

SuLcus A general term for the furrows or grooves on the surface of
the brain, that separate the gyri. Plural: Sulci.

Synapsis The pairing off, in pointfor-point association, of homogu-
lous chromosomes from the male and female pronuclei during the
prophase of meiosis.

TEMPORAL LOBE The lower lateral lobe on the side of each cerebral
hemisphere. The temporal lobes are involved in hearing, speech per-
ception, sexual behavior, visual perception, memory, and social be-
havior.

TesTis (TESTICLE) the male gonad. Either of the paired egg-shaped
glands normally situated in the scrotum. The testes contain the sem-
iniferous tubules in which the spermatozoa are produced, as well as
specialized interstitial cells (Leydig’s cells) that secrete testosterone.
Plural: Testes.

TESTOSTERONE The major androgenic hormone produced by the in-
terstitial cells of the testes in response to stimulation by the luteiniz-
ing hormone of the adenohypophysis; it regulates gonadotropic
secretion and Wolffian duct differentiation (formation of the epi-
didymis, vas deferens, and seminal vesicle) and stimulates skeletal
muscle. It is also responsible for other male characteristics and sper-
matogenesis after its conversion to dihydrotestosterone by 5a-reduc-
tase in peripheral tissue. In the brain, it can be converted into estra-
diol by aromatase prior to acting.
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THALAMUS A large ovoid mass in the posterior part of the dien-
cephalon, forming most of each lateral wall of the third ventricle. It
is composed chiefly of gray substance and associated thin layers of
white substance. It is divided into anterior, medial, and lateral parts.
Each part contains groups of nuclei that function as relay centers for
sensory impulses and cerebellar and basal ganglia projections to the
cerebral cortex.

ToMmsoy A girl who likes toys, clothes, and activities associated with
or usually preferred by boys, and who likes to play with boys.

TranssexuaLIsM The most severe manifestation of gender identity
disorder in adults. Transsexualism is characterized by a prolonged,
persistent desire to relinquish one’s primary and secondary sex char-
acteristics and acquire those of the other sex. It particularly describes
those persons who go so far as to live as members of the other sex,
and undergo hormonal treatment and surgical reassignment.

TRANSVESTITISM (TRANSVESTISM) Cross-dressing in males usually ac-
companied by sexual arousal and not typically associated with a wish
for treatment with sex hormones or sex reassignment surgery.

TURNER SYNDROME A congenital chromosomal aberration in which
only one intact X chromosome is present. It leads to short stature,
and in most cases, loss of ovarian function.

TwiIN sTUDIES In behavior genetics, an examination of the correla-
tion between monozygotic twins, and comparison with the correla-
tion between dizygotic twins, on a measurable trait to estimate the
heritability of that trait. The assumption is that the higher the herita-
blility of the trait, the greater will be the correlation between
monozygotic twins and the more it will differ from the correlation
between dizygotic twins.

TYPE 1 ERROR In statistics, the error of rejecting the null hypothesis
(e.g., that there is no difference between groups) when it is true.

TYPE 2 ERROR In statistics, the error of failing to reject the null hy-
pothesis (e.g., that there is no difference between groups) when it is
false.

ULTRASTRUCTURE The arrangement of the smallest elements mak-
ing up the body or brain. The structure beyond the resolution power
of the light microscope.

UReTHRA The membrane canal conveying urine from the bladder
to the exterior of the body.
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UROGENITAL SINUS An elongated sac formed by the division of the
cloaca in the early embryo. It forms the vestibule, urethra, and
vagina in the female and some of the urethra in the male.

UTerUs The hollow muscular organ in female mammals in which
the fertilized ovum normally becomes embedded and in which the
developing embryo and fetus is nourished.

VANISHING TESTES SYNDROME A disorder in males characterized by
the absence of testes and gonadal tissue (usually unilateral but some-
times bilateral) at birth. When it is bilateral, the individual will not
undergo puberty or adolescent masculinization without testosterone
supplements. The testes are thought to have been present in the em-
bryo, but to have “vanished” before completion of male sexual dif-
ferentiation. Called also embryonic testicular regression syndrome.

Vas DEFERENS The excretory duct of the testis, which unites with the
excretory duct of the seminal vesicle to form the ejaculatory duct.

VENTRAL Denoting a position more toward the belly surface than
some other object of reference. A synonym for anterior in human
anatomy.

VERBAL FLUENCY The ability to generate words meeting certain con-
straints (e.g., beginning with a specified letter).

VEsTIGIAL Of the nature of a vestige, trace, or relic; rudimentary.
VIRILIZATION Masculinization.

VISCERAL Pertaining to a viscus.

Viscus Any large interior organ in any one of the three great cavities
of the body, especially in the abdomen.

VISUOSPATIAL ARILITY The ability to understand visual representa-
tions and their spatial relationships.

WoLrriaN pucTs Either of the pair of ducts that are present in a hu-
man embryo (alongside the pair of Millerian ducts). They develop
into the male internal reproductive tract if embryonic testes are pres-
ent and secrete testosterone.

ZycoTE The fertilized ovum. The cell resulting from the union of a
male and a female gamete (sperm and ovum). More precisely, the
cell after synapsis at the completion of fertilization until first cleav-
age. Also, used loosely to refer to the fertilized ovum and early deriv-
atives for an indefinite period.
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prenatal treatment with hormones and,
40-41
role of gonadal hormones in, 22-23, 23f,
24, 25/, 26f, 27-28, 35, 36-37, 37,
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therapeutic considerations for, 219-221
Intersex Society of North America, 87
Interstitial nuclei of the anterior hypothal-
amus (INAH), 189, 189 190, 192,
198, 203-204, 204¢, 205, 207, 209
Intromission, 46

Judgment of Line Orientation task, 13, 13/,
202

Juvenile play behavior in animals, 52, 63,
101. See aiso Play

“Kwalu-aatmol,” 90

Language, and language lateralization,
17-18, 197, 200, 201, 208-209, 210

Learning, influences of hormones, 52

Libido, 83-84

sex differences in and hormone influ-

ences on, 106-107, 108

Littermate position, effects of, 56-57, 57f,
58

Lordosis, 46, 471, 52, 59, 62

Machihembra, 38, 90
Magnetic resonance (MR}, 193, 198-199,
200, 201, 202-203
Males/men. See also specific diagnosis or
condition
academic positions held by, 1, 2
earning power of, 1, 2
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ratio of criminals and murderers of, 1
ratio of political positions of, 1-2
Masculinization in animals
gradations of hormone levels and,
56-57, 57/, 58-59
models of hormonal influences on de-
velopment of, 59-60, 60f, 61-64
Massa intermedia, in the human brain,
185/, 196
Maternal behavior. See Parenting
Mathematical ability, sex differences in, 8,
11f, 14, 16, 223, 227-228
prenatal hormones and, 168, 170, 222
Maze performance, 58, 162
McCarthy scales of Children’s Abilities,
174
Medroxyprogesterone acetate (MPA), 41,
118-119
Mental rotations tasks, sex differences in
and relationship to hormones, 8,
11£ 12, 12 159£, 177, 179, 181, 222
hormones and, 166, 166¢, 167, 169,
170-175,177,179
Metropolitan Instructional Tests, 174
Mice
social factors and aggressive behavior in,
140
Micropenis, 86
Modal female pattern, 18
Modal male pattern, 18
Mounting, 47, 47f, 52, 62
Miillerian ducts, 24, 25, 27, 29, 30, 32, 64,
65
Millerian Inhibiting Factor, 27, 30, 32, 36,
64, 214
Multi-Dimensional Anger Inventory, 136
Multidimensional model of hormonal in-
fluences, 62-64
Multidimensional Personality Question-
naire (MPQ)), 138-139
Murderers, male to female ratio of, 1

Narcissism, 141

Odor preferences in animals, 52
Onuf’s nucleus, 191
Organizational effects of hormones
on adult animal hormone secretion,
48-50
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Organizational effects of hormones (cont.)
on animal behavior, 45, 47f, 48-60, 60f
61-64
on brains of animals, 65-69, 71f, 72-73,
74f, 75-78
on core gender identity in humans,
84-91
on human aggression, 137-139
on human cognition, 156-166, 1664,
167175
on human libido, 107-108
on human parenting interest, 152-154
on play behavior in children, 101,
109-111, 111£ 112, 115, 117-121
on sexual orientation in humans,
91-102
Ovaries
differentiation of, 22—23
role in sexual development, 36

Papua New Guinea, studies of 5 o reduc-.
tase deficiency, 90
Parenting
effects of hormones on human parent-
ing, 151-153, 154
hormone influences on, 145-154
infanticide among mice, 147
prior experience and, 148-149
sex differences in human parenting,
149-150
social and cultural influences in human
parenting, 150~151
Partial androgen insensitivity syndrome
(PAIS)

as clinical intersex syndrome, 32, 33f 36,

37t, 37-38
core gender identity and, 86, 87, 88
sexual orientation and, 91
“Passive feminization,” 61
Paw preferences, 52, 63
Penile agenesis, 41-42
Personality traits, sex differences in, 8
Physical aggression, 11, 138-139, See also
Aggression
Planum temporale, in the human brain,
197
Play
behavioral sex differences in, 8, 11f 17,
109, 120-121, 159f

cultural influences on, 125, 126f 126-128
feminine play in boys, 122-123
gender labels and, 114-115
imitation of same-sex models, 114-115
masculine play in girls, 123-124
“masculine toys” and “feminine toys,”
109, 110, 113
prenatal androgen and, 109-119, 110,
125-129
prenatal estrogen and, 119-120
rough-and-tumble play in humans,
120-121
sex-typed toy preferences and, 11f, 109,
110, 112-114, 117, 125-126, 1267,
127,127/ 128, 128f, 129, 216
sex-typed toy preferences in nonhuman
primates, 127, 128, 128, 129
sexual orientation and, 121-124
siblings and sex-typed play, 119
social and cognitive influences on,
112-117
Playful aggression, sex differences in, 17
Play partner preferences, sex differences
in, 17
prenatal androgen and, 110, 111f
Positron emission tomography (PET), 199,
202-203
Postmenopausal women, effects of estro-
gen on coguitive function, 179-180
Postpartum aggression, 133
Prader scales, 30f
Pregnancy. See Prenatal period
Preliminary SAT (PSAT), 160
Prenatal period. See also specific exposure or
condition
influences of hormone exposure during
critical periods in animals, 47-55,
56-59, 65-66, 112, 120, 121
influences of hormone exposures dur-
ing critical periods in humans,
23-39, 40-41, 85-102, 108,
109-111, 1114, 112, 117-119,
119-121, 125, 184, 137-139,
152-154, 156-158, 162-175,
181-182, 209-212, 215-218
Preoptic area (POA), 66-67, 67f, 68, 69,
714,72, 73, 189, 189f, 190, 207
Pre-School Activities Inventory (PSAI),
101, 1111
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Primary Mental Abilities Test, 174
Progesterone (P). See also Progestins
cognition and prenatal exposure to,
156-158
fetal production of, 23-24
human exposure to prenatally, 37¢ 41
sexual orientation and prenatal expo-
sure to, 98
Progestins. See also progesterone
prenatal exposure to, 37¢, 41, 98, 157
progestational (anti-androgenic vs. an-
drogenic), 374 41
play and prenatal exposure to, 118-119
Prolactin, 147
Psychological sex differences, 9-11, 11f See
also Gender differences; Sex differ-
ences; and specific behaviors

Rats
hormone influences on caretaking and
parenting in, 146-147
prenatal exposure to androgen and play
behaviors, 112
sex differences of brains in, 69, 71f,
72-75, 76-79, 79/, 80-81, 196
Reinisch Aggression Inventory (RAI),
138-139
Rhesus macaques (rhesus monkeys)
androgen and dominance in, 137
critical periods for hormonal influences,
50-51, 55
parenting and caretaking behaviors in,
145, 148-149
prenatal exposures to hormones and be-
havior in, 51, 55-56, 66, 112, 120,
148-149
rough-and-tumble play in, 55-56, 112,
120
volumetric sex differences of brains in, 69
Rod and Frame Test, 12-14
Rokitansky Syndrome, 93
Rough-and-tumble play. See also Play
illness and, in boys, 118
prenatal hormonal exposure and, in ani-
mals, 50-51, 55, 112, 120, 121
prenatal hormone exposure and, in hu-
mans, 109-110, 117-118, 120-121
prenatal stress and, in animals, 58-59
sex differences in humans, 11£ 17, 109
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Scent marking, 52, 72
Scholastic Aptitude Test (SAT), 14, 160, 168
Sex assignment/reassignment, 37, 38,
41-42, 86-90, 219-221
Sex chromosomes, 22
Sex differences. See also Gender differ-
ences; Psychological sex differences;
and specific behaviors
defined, 5-5
measuring and reporting of, 5-8
psychological and behavioral, 9-19
reporting of observed differences, 6-7
Sexual behavior in animals
activational effects of hormones on,
45-46, 47f
estrogen and sexual differentiation of,
52-54, 54f, 55-56
gonadal hormones and, 45-64
hormones in prenatal and neonatal peri-
ods and, 47f, 4748, 50-59
hormone manipulation and sex reversal
of, 48
intrauterine position of littermates and,
56-57, 57f, 58
models of perinatal hormone influences
on, 59-60, 60f, 61-64
multidimensional model of hormonal
influences, 62—64
organizational effects of hormones on,
45, 47-48, 50-64
prenatal exposure to drugs and other
chemicals and, 59
prenatal stress and, 58
volumetric sex differences in brains and,
72
Sexual differentiation (neural and behav-
ioral)
models of hormonal influences on,
59-60, 60f, 61-64
Sexual differentiation (physical). See also
External genitalia; Feminization;
Masculinization; Gonadal hormones
mechanisms of, 22-23, 23f, 24, 25, 26
27-28
Sexual dimorphism, 4. See also Sex differ-
ences
Sexual identity in humans, 83-91, 108
Sexual interest, gender differences in, See
also libido, 107, 108
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Sexually dimorphic nucleus of the preop-
tic area (SDN-POA) in rats and
other animals, 69, 71f, 73, 80,
188-190, 203-204, 204¢, 205
Sexual orientation
correlates in the human brain and,
205-207
genetic predisposition and, 102-106
gonadal hormones and, 8, 83, 91-102,
106-107, 108
sex differences in, 8, 9-11, 83
Sexual promiscuity, 224-225
Situational specificity, 7
Songbirds, see birds.
Spatial ability/visuospatial ability and, sex
differences in, 8, 11f, 12, 12£, 13,
13f, 14, 15, 154, 155, 159f, 165-166,
1661, 167-182, 202, 209, 222
Spatial perception, and sex differences in,
12-13, 13f, 14, 1594, 177, 202, 209
Spatial Relations Subtest of the Differen-
tial Aptitude Tests, 14
Spatial visualization, sex differences in, 14,
154 159f
Spinal cord
sex differences in spinal cord, 188, 191
State Trait Anger Expression Inventory,
136
Statistical decision rule, 6
Stereotypes, 5, 6-7, 228
Stress (prenatal) and sexual differentiation
of brain and behavior in animals, 58,
99
of sexual orientation and childhood play
behavior in humans, 99-102
Suprachiasmatic nucleus (SCN)
in brains of animals, 191
in the human brain, 190-191
and sexual orientation, 206
Surface Development Test, 14, 15f

TAl region, 197
Taste aversions, 58, 63
Testes, differentiation of, 22-23, 23f, 251
Testosterone. See also androgen
aggression and, 134-139
behavior and in animals, 45-47, 47f,
48-b4, 54f, 55-57, 57f, 58-60, 60f,
61-64

Index

brain structure and in animals, 65-67,
67/, 68-69, 71f, 72-73, 80-82
cognition and, 3, 155-182
control of sexual development and,
22-23, 23f, 24, 25, 26f, 27-28
core gender identity and, 83-91,
106-108
fetal production of, 23, 23f
libido and, 106-108
metabolites of, 53-54, 54f, 55
neonate production of, 23, 23f
parenting and 145-149, 152-154
play and, 109-111, 111/, 112, 125-129
puberty changes in, 27
sexual orientation and, 91-97, 106-108
Thematic Apperception Test (TAT), 7
“Tomboys,” 109-111, 111f 112, 123-124
Toy preferences, sex differences in, 11f
17, 109-129, 216
Transsexuals/ transsexualism
components of sexual identity, 84-86
studies of hormones influencing cogni-
tive abilities of, 179
Turner Syndrome
brain structure and, 209, 210
clinical syndrome of, 37¢, $9-40
cognitive abilities and, 163, 171-172, 175
Turnim Man, 38, 90
Twins
behavioral genetic studies in, 102-106
siblings and sex-typed play of, 119
studies investigating sex difference in
cognitive abilities of, 174-175
Two-dimensional model of animal sexual
differentiation, 59-60, 60f

Vanishing testes syndrome, 39

Verbal ability, sex differences in, 8, 11f, 16,
159, 159f, 162, 165, 172, 209

Vervet monkeys, 127f, 128f, 128-129

Visuospatial ability, see spatial ability

Vocabulary, sex differences in, 159/, 164,
172

Voles, caretaking and parenting behaviors
of, 147

Water Level Test, 13, 13f
Wechsler Scales, 11, 156-158, 163-164,
1641, 165, 170, 173, 187
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sex differences in intelligence, 163-164, ~ Wollfian ducts, 24, 25f, 27-28, 32, 64

164¢, 165, 187-188 Women. See also specific diagnosis or condition
Wechsler Adult Intelligence Scales academic positions held by, 1, 2
(WAIS), 163-164, 164¢ earning power of, 1, 2
Wechsler Intelligence Scale for Children occupations and cognitive abilities of,
(WISC), 163-164, 1641 222-223

Wechsler Preschool and Primary Scale ratio of criminals and murders of, 1

of Intelligence (WPPSI), 164 ratio of political positions held by, 1-2
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