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PREFACE

Today is the most exciting time to be working in nanotechnology, and bio-
nanotechnology in particular. Chemistry, biology, and physics have re-
vealed an immense amount of information on molecular structure and
function, and now we are poised to make use of it for atomic-level engineer-
ing. New discoveries are being made every day, and clever people are
pressing these discoveries into service in every imaginable (and unimagin-
able) way.

In this book, I present many of the lessons that may be learned from bi-
ology and how they are being applied to nanotechnology. The book is di-
vided into three basic parts. In the first part, I explore the properties of the
nanomachines that are available in cells. In Chapter 2, I present the unfamil-
iar world of bionanomachines and go on a short tour of the natural nanoma-
chinery that is available for our use. Chapter 3 provides an overview of the
techniques that are available in biotechnology for harnessing and modify-
ing these nanomachines.

In the second part, I look to these natural nanomachines for guidance in
the building of our own nanomachinery. By surveying what is known about
biological molecules, we can isolate the general principles of structure and
function that are used to construct functional nanomachines. These include
general structural principles, presented in Chapter 4, and functional princi-
ples, described in Chapter 5.

The book finishes with two chapters on applications. Chapter 6 surveys
some of the exciting applications of bionanotechnology that are currently
under study. The final chapter looks to the future, speculating about what
we might expect.

Bionanotechnology is a rapidly evolving field, which encompasses a di-
verse collection of disciplines. This book necessarily omits entire sectors of
research and interest and is unavoidably biased by my own interests and

Xi
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my own background as a structural biologist. Biomolecular science still
holds many deep mysteries and exciting avenues for study, which should
provide even more source material for bionanotechnology in the coming
decades. I invite you to explore the growing literature in this field, using
this book as an invitation for further reading.

I thank Arthur J. Olson for many useful discussions during the writing
of this book.

DaviD S. GOODSELL



THE QUEST FOR
NANOTECHNOLOGY

The principles of physics, as far as I can see, do not speak
against the possibility of maneuvering things atom by
atom. It is not an attempt to violate any laws; it is
something, in principle, that can be done; but in practice, it
has not been done because we are too big.

—Richard Feynman*

Nanotechnology is available, today, to anyone with a laboratory and imagi-
nation. You can create custom nanomachines with commercially available
kits and reagents. You can design and build nanoscale assemblers that syn-
thesize interesting molecules. You can construct tiny machines that seek out
cancer cells and kill them. You can build molecule-size sensors for detecting
light, acidity, or trace amounts of poisonous metals. Nanotechnology is a re-
ality today, and nanotechnology is accessible with remarkably modest re-
sources.

What is nanotechnology? Nanotechnology is the ability to build and
shape matter one atom at a time. The idea of nanotechnology was first pre-
sented by physicist Richard Feynman. In a lecture entitled “Room at the
Bottom,” he unveiled the possibilities available in the molecular world. Be-
cause ordinary matter is built of so many atoms, he showed that there is a

*All opening quotes are taken from Richard P. Feynman'’s 1959 talk at the California Institute of
Technology, as published in the February 1960 issue of CalTech’s Engineering and Science.
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The Quest for Nanotechnology

remarkable amount of space within which to build. Feynman’s vision
spawned the discipline of nanotechnology, and we are now amassing the
tools to make his dream a reality.

But atoms are almost unbelievably small; a million times smaller than
objects in our familiar world. Their properties are utterly foreign, so our
natural intuition and knowledge of the meter-scale world is useless at best
and misleading at worst. How can we approach the problem of engineering
at the atomic scale?

When men and women first restructured matter to fit their needs, an
approach opposite from nanotechnology was taken. Instead of building an
object from the bottom up, atom-by-atom, early craftsmen invented a top-
down approach. They used tools to shape and transform existing matter.
Clay, plant fibers, and metals were shaped, pounded, and carved into ves-
sels, clothing, and weapons. With some added sophistication, this approach
still accounts for the bulk of all products created by mankind. We still take
raw materials from the earth and physically shape them into functional
products.

Mankind did not make any concerted effort to shape the atoms in man-
ufactured products until medieval times, when alchemists sowed the seeds
of the modern science of chemistry. During their search for the secrets of
immortality and the transmutation of lead to gold, they developed methods
for the willful combination of atoms. Chemical reaction, purification, and
characterization are all tools of the alchemists. Today, chemists build mole-
cules of defined shape and specified properties. Chemical reactions are un-
derstood, and tailored, at the atomic level. Most of chemistry, however, is
performed at a bulk level. Large quantities of pure materials are mixed and
reacted, and the desired product is purified from the mixture of molecules
that are formed. Nonetheless, chemistry is nanotechnology—the willful
combination of atoms to form a desired molecule. But it is nanotechnology
on a bulk scale, controlled by statistical mechanics rather than controlled
atom-by-atom at the nanometer scale.

We are now in the midst of the second major revolution of nanotechnol-
ogy. Now, scientists are attempting modify matter one atom at a time.

Some envision a nanotechnology closely modeled after our own macro-
scopic technology. This new field has been dubbed molecular nanotechnology



Biotechnology and the Two-Week Revolution

for its focus on creating molecules individually atom-by-atom. K. Eric
Drexler has proposed methods of constructing molecules by forcibly press-
ing atoms together into the desired molecular shapes, in a process dubbed
“mechanosynthesis” for its parallels with macroscopic machinery and engi-
neering. With simple raw materials, he envisions building objects in an as-
sembly-line manner by directly bonding individual atoms. The idea is com-
pelling. The engineer retains direct control over the synthesis, through a
physical connection between the atomic realm and our macroscopic world.
Central to the idea of mechanosynthesis is the construction of an assem-
bler. This is a nanometer-scale machine that assembles objects atom-by-atom
according to defined instructions. Nanotechnology aficionados have specu-
lated that the creation of just a single working assembler would lead imme-
diately to the “Two-Week Revolution.” They tell us that as soon as a single
assembler is built, all of the dreams of nanotechnology would be realized
within days. Researchers could immediately direct this first assembler to
build additional new assemblers. These assemblers would immediately al-
low construction of large-scale factories, filled with level upon level of as-
semblers for building macroscale objects. Nanotechnology would explode
to fill every need and utterly change our way of life. Unfortunately, assem-
blers based on mechanosynthesis currently remain only an evocative idea.
The subject of this book is another approach to nanotechnology, which
is available today to anyone with a moderately equipped laboratory. This is
bionanotechnology, nanotechnology that looks to nature for its start. Modern
cells build thousands of working nanomachines, which may be harnessed
and modified to perform our own custom nanotechnological tasks. Modern
cells provide us with an elaborate, efficient set of molecular machines that
restructure matter atom-by-atom, exactly to our specifications. And with
the well-tested techniques of biotechnology, we can extend the function of
these machines for our own goals, modifying existing biomolecular

nanomachines or designing entirely new ones.

BIOTECHNOLOGY AND THE TWO-WEEK REVOLUTION

The Two-Week Revolution has already occurred, although it has lasted for

decades instead of weeks. Biotechnology uses the ready-made assemblers
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available in living cells to build thousands of custom-designed molecules to
atomic specifications, including the construction of new assemblers. This
has lead to myriad applications, including commercial production of hor-
mones and drugs, elegant methods for diagnosing and curing infectious
and genetic diseases, and engineering of organisms for specialized tasks
such as bioremediation and disease resistance.

Biotechnology took several decades to gather momentum. The primary
impediment has been the lack of basic knowledge of biomolecular processes
and mechanisms. We have been given an incredible toolbox of molecular
machinery, and we are only now beginning to learn how to use it. The key
enabling technology, recombinant DNA, made the natural protein assem-
bler of the cell available for use. The subsequent years have yielded numer-
ous refinements on the technology, and numerous ideas on how it might be
exploited.

Biotechnology has grown, and is still growing, with each new discovery
in molecular biology. Further research into viral biology has led to im-
proved vectors for delivering new genetic material. An explosion of en-
zymes for clipping, editing, ligating, and copying DNA, as well as efficient
techniques for the chemical synthesis of DNA, has allowed the creation of
complicated new genetic constructs. Engineered bacteria now create large
quantities of natural proteins for medicinal use, mutated proteins for re-
search, hybrid chimeric proteins for specialized applications, and entirely
new proteins, if a researcher is bold enough to design a protein from
scratch.

FROM BIOTECHNOLOGY TO BIONANOTECHNOLOGY

We are now poised to extend biotechnology into bionanotechnology. What
is bionanotechnology, and how is it different from biotechnology? The two
terms currently share an overlapped field of topics. I will define bionan-
otechnology here as applications that require human design and construc-
tion at the nanoscale level and will label projects as biotechnology when
nanoscale understanding and design are not necessary. Biotechnology grew
from the use of natural enzymes to manipulate the genetic code, which was
then used to modify entire organisms. The atomic details were not really
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important—existing functionalities were combined to achieve the end goal.
Today, we have the ability to work at a much finer level with a more de-
tailed level of understanding and control. We have the tools to create bio-
logical machines atom-by-atom according to our own plans. Now, we must
flex our imagination and venture into the unknown.

Bionanotechnology has many different faces, but all share a central con-
cept: the ability to design molecular machinery to atomic specifications. To-
day, individual bionanomachines are being designed and created to per-
form specific nanoscale tasks, such as the targeting of a cancer cell or the
solution of a simple computational task. Many are toy problems, designed
to test our understanding and control of these tiny machines. As bionan-
otechnology matures, we will redesign the biomolecular machinery of the
cell to perform large-scale tasks for human health and technology. Macro-
scopic structures will be built to atomic precision with existing biomolecu-
lar assemblers or by using biological models for assembly. Looking to cells,
we can find atomically precise molecule-sized motors, girders, random-ac-
cess memory, sensors, and a host of other useful mechanisms, all ready to
be harnessed by bionanotechnology. And the technology for designing and
constructing these machines in bulk scale is well worked out and ready for
application today.

Nanomedicine will be the biggest winner. Bionanomachines work best
in the environment of a living cell and so are tailored for medical applica-
tions. Complex molecules that seek out diseased or cancerous cells are al-
ready a reality. Sensors for diagnosing diseased states are under develop-
ment. Replacement therapy, with custom-constructed molecules, is used
today to treat diabetes and growth hormone deficiencies, with many other
applications on the horizon.

Biomaterials are another major application of bionanotechnology. We
already use biomaterials extensively. Look around the room and notice how
much wood is used to build your shelter and furnishing and how much cot-
ton, wool, and other natural fibers are used in your clothing and books. Bio-
materials address our growing ecological sensitivity—biomaterials are
strong but biodegradable. Biomaterials also integrate perfectly with living
tissue, so they are ideal for medical applications.

The production of hybrid machines, part biological and part inorganic,
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is another active area of research in bionanotechnology that promises to
yield great fruits. Bionanomachines, such as light sensors or antibodies, are
readily combined with silicon devices created by microlithography. These
hybrids provide a link between the nanoscale world of bionanomachines
and the macroscale world of computers, allowing direct sensing and control
of nanoscale events.

Finally, Drexler and others have seen biological molecules as an avenue
to reach their own goal of mechanosynthesis using nanorobots. Certainly,
biology provides the tools for building objects one atom at a time. Perhaps
as our understanding grows, bionanomachines will be coaxed into building
objects that are completely foreign to the biological blueprint.

This book explores these bionanomachines: their properties, their de-
sign principles, and the way they have been harnessed for our own applica-
tions. An exponentially growing body of information is being amassed, re-
vealing the structure and function of individual biomolecules and their
interactions within living cells. This information is a key resource for under-
standing the basic principles of nanomachinery: its structure, its function,
and its integration into any larger application of nanotechnology. These ex-
isting, working nanomachines provide important lessons for the construc-
tion of our own nanotechnology, whether based directly on biology or con-
structed completely from our own imagination.

WHAT IS BIONANOTECHNOLOGY?

Nanotechnology and bionanotechnology are entirely new concepts, invent-
ed late in the twentieth century, and biotechnology has only been around
for a few decades, so the scope of these fields is still being defined. With so
many clever researchers working on all aspects of nanoscale structure, con-
struction, and function, new examples that cross existing conceptual bound-
aries are appearing daily. Before getting started, it is worth spending a mo-
ment to compare the many technologies working at small scales and try to
define the current scope of bionanotechnology.

Chemistry was the first science to manipulate molecules, starting when
the first human beings cooked their food. Today, chemists design molecules
and perform extensive, controlled syntheses to create them. Chemistry dif-
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Figure 1-1 How big is bionanotechnology? Since the Industrial Revolution, scientists and engineers have
constructed machines at an ever-smaller scale. Machines in our familiar world have moving parts in the
range of millimeters to meters. As machining capabilities improved, tiny machines, such as the movement of
a fine watch, extended the precision of machining to a fraction of a millimeter. Computer technology, with its
ever-present pressure to miniaturize in order to improve performance, has driven the construction of tiny
structures to even smaller ranges, with micrometer-scale construction of electronic components and tiny ma-
chines, like these tiny gears, created at the Sandia National Laboratories. Bionanotechnology operates at the
smallest level, with machines in the range of 10 nm in dimension. The bacterium shown builds thousands of
different bionanomachines, including a working nanoscale assembler, the ribosome, shown at lower right.
Because these bionanomachines are composed of a finite, defined number of atoms, they represent a limit to
the possible miniaturization of machinery. [MEMS gear photomicrograph from http://mems.sandia.
gov/scripts/images.asp].
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fers from bionanotechnology because it does not work at the level of indi-
vidual molecules. There is no localization at the atomic level and no ability
to address individual molecules. As a consequence of the bulk nature of
chemistry, the molecules produced are generally limited to under a hun-
dred atoms or so—syntheses of larger molecules are plagued by too many
side reactions that form competing impurities.

Photolithography is widely used for the creation of computer hardware,
and the growing field of MEMS is applying these technologies to the cre-
ation of microscale machines. Our entire information and communication
technology relies on these methods. It relies on photographic techniques for
reduction of scale and random deposition of atoms within the mask. Thus it
is a macroscale technique scaled down to its finest limits.

Biotechnology harnesses biological processes and uses them for our own
applications. In this book, I will limit the scope of biotechnology to applica-
tions that do not require atomic specification of biomolecules. For instance,
researchers routinely use purified enzymes to cut and paste genetic instruc-
tions and add these back into cells. Knowledge of the atomic details are
unimportant, just as knowledge of the type of ink used to print this page is
not important for understanding of the words printed here.

Nanotechnology has been defined as engineering and manufacturing at
nanometer scales, with atomic precision. The theoretical constructions pop-
ularized by K. Eric Drexler and the Foresight Institute are perhaps the most
visible examples, and these are often further classified as “molecular nan-
otechnology.” The positioning of individual argon atoms on a crystal sur-
face by researchers at IBM is a successful example of nanotechnology.

Bionanotechnology is a subset of nanotechnology: atom-level engineering
and manufacturing using biological precedents for guidance. It is also close-
ly married to biotechnology but adds the ability to design and modify the
atomic-level details of the objects created. Bionanomachines are designed to
atomic specifications, they perform a well-defined three-dimensional mole-
cular task, and, in the best applications, they contain mechanisms for indi-
vidual control embedded in their structure.



BIONANOMACHINES
IN ACTION

I am inspired by the biological phenomena in which

chemical forces are used in repetitious fashion to produce

all kinds of weird effects (one of which is the author).
—Richard Feynman

As you read these words, 10,000 different nanomachines are at work inside
your body. These are true nanomachines. Each one is a machine built to
nanoscale specifications, with each atom precisely placed and connected to
its neighbors. Your body is arguably the most complex mechanism in the
known universe, and most of the action occurs at the nanoscale level. These
nanomachines work in concert to orchestrate the many processes of life—
eating and breathing, growing and repairing, sensing danger and respond-
ing to it, and reproducing.

Remarkably, many of these nanomachines will still perform their atom-
sized functions after they are isolated and purified, provided that the envi-
ronment is not too harsh. They do not have to be sequestered safely inside
cells. Each one is a self-sufficient molecular machine. Already, these nano-
machines have been pressed into service. Natural digestive enzymes like
pepsin and lysozyme are so tough that they can be added to laundry deter-
gent to help digest away stains. Amylases are used on an industrial scale to
convert powdery starch into sweet corn syrup. The entire field of genetic
engineering and biotechnology is made possible by a collection of DNA-

Bionanotechnology: Lessons from Nature. David S. Goodsell
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Bionanomachines in Action

manipulating nanomachines, now available commercially. In general, nat-
ural bionanomachines are remarkably robust.

This chapter explores the bionanomachines made by living cells. They
are different from the machines in our familiar world in many ways. They
have been developed by the process of evolution (instead of intelligent de-
sign), which places unfamiliar restrictions on the process of design and the
form of the final machine. Bionanomachines are also selected to perform
their tasks in a very specific environment and are subject to the unfamiliar
forces imposed by this environment. We must keep these differences in
mind when trying to understand natural biomolecules, and we must keep
these differences in mind when we use these natural bionanomachines as
the starting point for our own bionanotechnology.

THE UNFAMILIAR WORLD OF BIONANOMACHINES

Biological machinery is different from anything we build with our familiar,
human-sized technology. Natural biomolecules have organic, visceral, and
often unbelievable shapes, unlike the tidy designs of toasters and tractors.
They perform their jobs in a foreign environment, where jittery thermal mo-
tion is constantly pushing and pulling on their component parts. They are
held together by a complex collection of bonding and nonbonding forces.
At their small scale, bionanomachines are almost immune to the laws of
gravity and inertia that dominate our machines. The world of bionanotech-
nology is an unfamiliar, shifting world that plays by different rules.

Gravity and Inertia are Negligible at the Nanoscale

Macroscopic objects, like bicycles and bridges, are dominated by the prop-
erties of mass. For centimeter-sized and meter-sized objects, physical prop-
erties such as friction, tensile strength, adhesion, and shear strength are
comparable in magnitude to the forces imposed by inertia and gravity. So
we can design picture hooks that are strong enough to hold up pictures and
tires that will not fly apart when rotated at rapid speed. This balance
changes, however, when we move to larger or smaller objects. As we move

to larger objects, scaling laws shift the balance. Mass increases with the cube
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of the size of an object, and properties such as strength and friction increase
linearly or with the square of size. The increase in inertia or weight can
quickly overcome the increase in strength in a large structure such as a
building. These scaling laws are quite familiar, and it is common sense to
add extra support as we build larger and larger structures. We do not ex-
pect to be able to build a skyscraper a mile tall.

These scaling laws also apply in the opposite direction, with the oppo-
site effect as we go to smaller and smaller machines. Micrometer-sized ob-
jects, like individual grains of sand or individual cells, already interact dif-
ferently from macroscopic objects. Inertia is no longer a relevant property,
so our intuition may lead to inappropriate conclusions. For example, E. M.
Purcell described the surprising properties of bacterial cells swimming in
water. These cells use a long corkscrew-shaped flagellum to propel them-
selves through the water. When the cell stops turning the flagellum, we
might expect that the cell would slowly coast to a stop, like a submarine
does in the ocean. However, because of the inertia scales differently relative
to the viscous forces within the surrounding water, the cell actually stops in
less than the diameter of an atom.

Gravity is also a negligible force when dealing with small objects. The
actions of small objects are dominated by their interaction with neighboring
objects. The molecules in water and air are in constant motion, continually
battering small objects from all sides. So, fine dust stays suspended in the
air instead of dropping quickly to the floor, and objects in water, if you look
at them with a microscope, undergo random Brownian motion. The attrac-
tive forces between small objects are also stronger than the force of gravity.
Flies take advantage of these attractive forces and can crawl up walls. Simi-
larly, water droplets can hang from the ceiling because of these attractive
forces.

Nanomachines Show Atomic Granularity

Nanoscale objects are built of discrete combinations of atoms that interact
through specific atom-atom interactions. We cannot design nanomachines
in a smoothly graded range of sizes. They must be composed of an integral

number of atoms. For instance, we cannot design a nanoscale rotary motor
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like a macroscale motor, with a smooth ring surrounding an axle undergo-
ing a smooth rotary motion. Instead, existing nanoscale rotary motors, such
as ATP synthase or the bacterial flagellar motor, adopt several discrete ro-
tary states that cycle one after the other (described in Chapter 5). There is
not a smooth transition from one state to the next. Instead, the motor jumps
from state to state when the appropriate chemical energy is applied. (Note
that although smooth atom-scale motion is not observed in natural systems,
theoretical nanoscale versions of axles and bearings have been proposed in
molecular nanotechnology that take advantage of a mismatch in the num-
ber of atoms to smooth out atomic granularity.)

Because of atomic granularity, the typical continuous representations
used in engineering are not appropriate. Bulk properties such as viscosity
and friction are not defined for discrete atomic ensembles. Instead, individ-
ual atomic properties must be used. Quantum mechanics provides a deep
understanding of the properties of atoms within biomolecules, but, fortu-
nately, most of the basic properties may be understood qualitatively,
through the use of a set of simplified rules. The central concept is the exis-
tence of covalent bonds, which connect atoms into stable molecules of de-
fined geometry. Addition of a few rules to describe the interaction of atoms
that are not bonded together—steric repulsion of nonbonded atoms, elec-
trostatic interactions, and hydrogen bonds—allows understanding of most
aspects of biomolecular structure and interaction. In general, biomolecules
may be thought of as articulated chains of atoms that interact in a few well-
defined ways. These qualitative rules are described in more detail in Chap-
ter 4.

Thermal Motion is a Significant Force at the Nanoscale

Molecular nanotechnology seeks to create a “machine-phase” environment,
with individual nanomachines organized like clockwork to form microscale
and macroscale objects. Natural bionanomachinery takes a different ap-
proach, creating atomically precise nanomachinery but then enclosing them
in a cellular space. The individual parts then interact through random mo-
tion and diffusion. In specialized applications machine-phase bionanostruc-

tures are used (two examples are presented in Chapter 5), but the bulk of
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the work done in cells is performed in the context of random, diffusive mo-
tion.

Bionanomachines operate in a chaotic environment. They are bombard-
ed continually by water molecules. They will scatter randomly if not firmly
held in place. Bionanomachines operate by forming interactions with other
bionanomachines, fitting together and breaking apart in the course of ac-
tion. If two molecules fit closely together and have the appropriate match-
ing of chemical groups, they will interact over long periods of time. If the
interactions are weaker, they will form only a temporary interaction before
moving on to the next. By careful design of the strength of these interac-
tions, bionanomachines can form stable molecular girders that last for years
or delicate biosensors that fleetingly sense trace amounts of a molecule.

Cells are complex, with millions of individual proteins, and you might
wonder whether diffusive motion is sufficient to allow interaction between
the proper partners amidst all the competition. At the scale of the cell, diffu-
sive motion is remarkably fast, so once again our intuition may play us
false. If you release a typical protein inside a bacterial cell, within one-hun-
dredth of a second, it is equally likely to be found anywhere in the cell.
Place two molecules on opposite sides of the cell, and they are likely to in-
teract within one second. As articulated by Hess and Mikhailov: “This re-
sult is remarkable: It tells us that any two molecules within a micrometer-
size cell meet each other every second.”

Bionanomachines Require a Water Environment

The form and function of biomolecules is dominated by two things: the
chemistry of their component atoms and the unusual properties of the wa-
ter surrounding them. The energetics of this interaction are quite different
from anything we experience in our macroscopic world.

Water is an unusual substance, with specific preferences. Water mole-
cules interact strongly with one another through hydrogen bonds. They do
not lightly separate and interact with other molecules, unless these other
molecules have something to offer. In biomolecules, regions that carry elec-
tronic charges and regions that are rich in nitrogen and oxygen atoms inter-

act favorably with water. These regions easily dissolve into water solution.
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Regions that are rich in carbon, however, cannot form the requisite hydro-
gen bonds and tend to be forced together in oily drops, minimizing contact
with the surrounding water. This process has been termed the “hydropho-
bic effect,” with the term hydrophobic referring to the “water-fearing” car-
bon atoms that avoid contact with water. Perhaps a better image is to think
of water as an exclusive social clique that has no interest in carbon-rich con-
versation. The hydrophobic effect is described in more detail in Chapter 4.

The hydrophobic effect strongly shapes the form and function of a bio-
logical molecule. The geometry of the molecular chain alone allows a large
range of conformations to be formed. If this were the whole story, life
would not be possible—chains would only rarely form a single, defined
structure. But when placed in water, biomolecules respond to the environ-
ment by folding into a conformation with the hydrophobic regions tucked
away inside and the surface decorated with more water-loving groups. For
proteins, the chain is most often forced into a compact globule. For DNA,
the base pairs are sequestered safely inside, leaving the strongly charged
phosphates on the surface. For lipids, many individual molecules are forced
together to form membranes, with their hydrophobic atoms sandwiched be-
tween sheets of water-loving charged atoms. If designed carefully (as are all
natural biological molecules), only a single structure is formed, creating a
nanoscale machine with exactly the proper conformation to perform its
duty (Figure 2-1).

MODERN BIOMATERIALS

Four basic molecular plans were developed through evolution over 3 bil-
lion years ago and are still used by all living things today. Modern cells
use proteins, nucleic acids (such as DNA), polysaccharides, and lipids for
nearly all tasks. A handful of other small molecules are specially synthe-
sized for particular needs, but the everyday work of the cell is performed
by these four basic plans. Of course, in bionanotechnology we are not
forced to stay within these existing plans, but there are many advantages
to exploring them first. Most notably, we can use the thousands of work-
ing natural bionanomachines as a starting point to build our own practical

nanotechnology.
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Oxygen

Figure 2-1 Oxygen is stored differently at the meter scale and at the nanoscale. At
the meter scale, we store oxygen in high-pressure tanks. The oxygen is delivered
into and out of these tanks in a continuous stream through tubes. The flow is con-
trolled by smoothly machined valves. In contrast, at the nanoscale we transport oxy-
gen molecule by molecule instead of in bulk. In red blood cells, the protein hemoglo-
bin stores large amounts of oxygen at body temperature and without the need for
high pressure. Individual oxygen molecules encounter hemoglobin by random dif-
fusion, binding tightly when they meet. A complex shift in the orientation of the
four subunits, mediated by the precise mating of atoms along the interface between
subunits, allows hemoglobin to increase the gain on the interaction. This allows he-
moglobin to gather oxygen efficiently when levels rise and to discharge all of the
oxygen when levels drop.

Most Natural Bionanomachines Are Composed of Protein

Protein is the most versatile of the natural biomolecular plans. Protein is
used to build nanomachines, nanostructures, and nanosensors with diverse
properties. Proteins are modular, constructed of a linear chain of amino
acids that folds into a defined structure, as shown in Figure 2-2. The longest
protein chain (thus far) is titin with over 26,000 amino acids, and peptides

with less than a dozen amino acids are used as hormones for cell signaling.
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Figure 2-2 Proteins are constructed as chains of amino acids, which then fold into
compact globular structures.

Typical soluble proteins have chains in the range of about 200 to 500 amino
acids.

Amino acids are composed of a central a-carbon atom with three at-
tachments: an amino group, a carboxylic acid group, and a side chain. Each
successive amino acid is connected through an amide linkage between the
amine of one amino acid and the carboxyl of the next amino acid in the
chain. The amide linkage is rigid, strongly preferring a planar conformation
of the four amide atoms and the flanking carbon atoms. The rigidity of the
amide group is essential for the construction of nanomachinery with de-
fined conformations. The rigid amide limits the number of conformations
available to the chain. A more flexible chain, like the strings of aliphatic car-
bon atoms used in many plastics, is able to adopt many compact conforma-
tions of similar stability instead of forming a single folded structure with
the desired conformation.

The combination of the rigid planar group and the exposed hydrogen
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and oxygen atoms gives rise to a limited range of stable conformations of
the chain. Two conformations, shown in Figure 2-3, are particularly stable.
They combine minimal strain and overlap in the molecular structure with a
maximal number of hydrogen bonds between the exposed amide atoms.
The first is the a-helix. The chain winds like a spring so that each amide
oxygen interacts with the hydrogen atom three linkages down the chain.
The second is the B-sheet, composed of several adjacent strands. Each
strand is fully extended, and several strands bind side by side, forming a
ladder of hydrogen bonds in between.

The chemical diversity of the different side chains provides the real ad-

Peptide linkage

B- sheet
a- helix

Figure 2-3 The peptide linkage connecting amino acids contains a hydrogen bond
donor, the H-N group, and a hydrogen bond acceptor, the O=C group. The remain-
ing carbon in the protein chain carries a hydrogen and one of 20 different side
chains, shown with an R here. Two conformations of protein chains, the a-helix and
the B-sheet, are particularly stable, because the chain is in a relatively unstrained po-
sition and all of the possible hydrogen bonds between the amide groups are formed.
This B-sheet, taken from the bacterial protein porin, has alternate strands running in
opposite directions.
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vantage of proteins as a structural material, allowing them to be used for
many different functions. The 20 side chains (shown in Figure 2-4) used in
natural proteins are chemically and structurally diverse. By arranging them
in the proper order, the structure of the protein may be shaped and stabi-
lized. Then particularly reactive side chains may be placed at key locations
to perform the desired function.

A variety of modified amino acids are also used for specialized tasks.
Some, like selenocysteine, are added directly to protein chains as they are
synthesized, using alternate translations of the normal genetic code. Most,
however, are created by modifying the natural 20 amino acids after they are
incorporated into proteins. For instance, a hydroxyl group may be added to
proline, which allows additional levels of hydrogen bonding that are im-
portant in the structure of collagen. In blood clotting proteins, an additional
carboxylic acid group is added to glutamate amino acids, allowing them to
bind more tightly to calcium ions.

The error rate of biological protein synthesis limits the size of individ-
ual chains that may be constructed consistently and accurately. In bacterial

Gchine\

Proline

Figure 2-4A  Glycine and proline play special structural roles. Glycine is the small-
est amino acid, with no side chain. Because it lacks a side chain, the backbone is not
as constrained, making the protein chain more flexible at sites that incorporate
glycine. It is used in regions that require tight conformational turns that are not pos-
sible for other amino acids and in crowded regions with strong steric blocking con-
straints, such as in the tight collagen triple helix shown here. Proline is the only
cyclic amino acid, with two covalent bonds to the protein backbone. It forms a rigid
kink in the protein chain. In collagen, this kink allows the chain to adopt a tight
triple helix.
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Isoleucine

Leucine

Alanine

Valine

Figure 2-4B Alanine, valine, leucine, and isoleucine are carbon-rich amino acids
with a range of sizes and shapes. They are relatively inflexible and strongly favor
environments sheltered from water. Often, these hydrophobic residues drive fold-
ing of protein chains. The collection shown here are on the inside of insulin, forming
a closely packed cluster inside the protein. Note that a variety of other short-chain
carbon-rich chains are possible in this size range, such as a two-carbon chain and
straight chains of three or four amino acids. However, only the four variations in-
cluded here are genetically encoded in natural organisms.

cells, the genetic sequence is misread in about 1 in 2000 amino acids, substi-
tuting an improper amino acid at that location in the chain. However, these
occasional errors are often tolerated and the misplaced amino acid has little
effect on the function of the protein. However, processivity errors, in which
synthesis of the protein terminates early and produces a truncated chain,
are more serious. The frequency of processivity errors has been estimated at
about 1 in 3000 amino acids. In response to these intrinsic limits, average
protein chains fall in the range of 200-500 amino acids, although spectacular
exceptions, such as the muscle protein titin, are synthesized for specialized
tasks.

We can find examples of proteins everywhere we look. Most proteins
are soluble structures, performing their jobs in solution. Egg white exempli-
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Tryptophan

[\

Phenylalanine Tyrosine

Figure 2-4C Phenylalanine, tyrosine, and tryptophan have large aromatic side
chains. They favor environments sheltered from water, and, along with the carbon-
rich amino acids shown in Figure 2-4B, they drive the folding of protein chains.
These rings often stack on top of one another or on top of DNA bases and are used to
provide specificity for aromatic rings binding in active sites. Tyrosine is a special
case, with an aromatic phenyl ring and a hydroxyl group at the end. This provides a
perfect mix of properties for interacting with small organic molecules, so tyrosine is
often used in protein binding sites both to stabilize the carbon-rich portions of a lig-
and and to hydrogen bond with the ligand. Porin, a bacterial protein that spans a
lipid membrane, is shown here. The membrane is shown schematically as the dark
stripe. Note how these aromatic amino acids are arranged around the perimeter of
the molecule, forming a belt that interacts with the carbon-rich membrane.

fies the macroscopic properties of a concentrated solution of soluble pro-
teins: a viscous solution that denatures, turning opaque, when heated.
Freeze-drying yields a deliquescent powder, which for many proteins may
be dissolved in water to yield an active protein. Large protein biomaterials
are also built. The rubbery material in tendons is largely composed of the
protein collagen, and the tough but flexible material of hair and fingernails
is largely composed of the protein keratin. These proteins are extensively
cross-linked for additional strength.

Bionanotechnology is exploiting the potential of proteins in every way
imaginable. Powerful methods for creating custom proteins are available, as
described in Chapter 3. The major current limitation is basic knowledge. We
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Histidine Serine

T Asparagine

_————Threonine

Glutamine

Figure 2-4D Serine, threonine, histidine, asparagine, and glutamine are amino
acids with diverse hydrogen-bonding groups. They are very common on protein
surfaces, where they interact favorably with the surrounding water. They are often
used to glue protein structures together and to form specific interactions with other
molecules. Histidine is a special case. It contains an imidazole group, which may
adopt neutral and charged forms under slightly different conditions. In the neutral
form, it combines a protonated secondary amine, which is electrophilic and may do-
nate a hydrogen bond, with a tertiary amine, which is strongly nucleophilic and can
accept a hydrogen bond. Histidine is used infrequently in proteins, being incorpo-
rated mainly for specialized catalytic tasks. For instance, it is being used here in the
protein-cutting enzyme trypsin to activate a serine amino acid. Normally the hy-
droxyl group on serine is unreactive, but when activated in the proper environment
it is an effective catalysts for reactions that require addition or abstraction of hydro-
gen atoms. Histidine also coordinates strongly with metal ions and is used to con-
struct specific metal-binding sites.

need to understand and be able to predict the processes by which proteins

fold into their stable, globular structure.

Nucleic Acids Carry Information

Nucleic acids are modular, linear chains of nucleotides, ranging up to hun-

dreds of millions of nucleotides in length. Two forms are commonly used:
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Aspartate
Glutamate

Figure 2-4E  Aspartate and glutamate contain a carboxylic acid group. Under bio-
logical conditions of neutral pH, these residues are ionized with a negative charge.
They are common on protein surfaces, are widely used in chemical catalysis, and
bind tightly to metal ions. Calmodulin uses three acidic amino acids to hold a calci-
um ion, and many others are scattered on the surface where they interact with the
surrounding water.

ribonucleic acid (RNA) and deoxyribonucleic acid (DNA). DNA differs by
the absence of a single hydroxyl group in each nucleotide, making it slight-
ly more stable under biological conditions. Nucleic acid chains are far more
flexible than protein chains, so nucleic acids adopt a wide range of confor-
mations. The structure is largely determined by the interactions of the bases
in each nucleotide. Because they are aromatic, they stack strongly on top of
one another in water solutions. Also, the bases have been chosen for their
ability to interact specifically with one another through a coded set of hy-
drogen bonds. The combination of strong stacking interaction and specific
lateral hydrogen bonding leads to the familiar double helix structure for
DNA and RNA (Figure 2-5).

Four bases are commonly used to construct DNA: adenine, guanine, cy-
tosine, and thymine. In RNA, the similar uracil base replaces thymine. The
four bases have very similar chemical properties and differ primarily in the
arrangement of hydrogen-bonding acceptors and donors around their
edges. Two canonical pairings—adenine with thymine and guanine with
cytosine—are strongly favored in typical double helices. Many other pair-
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Lysine

Arginine =

Figure 2-4F Lysine and arginine contain basic groups at the end of long, carbon-
rich chains. The amine at the end of lysine and the guanidinium group of arginine
are both ionized under biological conditions and carry a net positive charge. They
are found primarily on the surface of proteins and are widely used for recognition of
negatively charged molecules. In particular, arginine is important in the binding of
proteins to nucleic acids, as seen in this repressor protein bound to a DNA double
helix. The long, flexible carbon-rich portions of these side chains also play a role in
interaction with other carbon-rich molecules.

ings are also possible, and in special cases modified bases are used to ex-
pand the repertoire of base pairing interactions.

The uniform chemical properties of the nucleotides limit the functions
of nucleic acids. They are specialized for applications in nanoscale informa-
tion storage and retrieval. Each nucleotide encodes two bits of information.
Information is duplicated and read through specific interactions of each nu-
cleotide with a specific mate. Despite these limitations, the ribosome, which
is perhaps the most important molecule in the cell, is composed predomi-
nantly of RNA.

We rarely encounter pure nucleic acids in daily life. When isolated from
cells and dried, nucleic acids are fibrous, appearing much like cotton fibers.
But bionanotechnology is extending the utility of nucleic acids far past stor-
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Disulfide

Cysteine
Methionine

Figure 2-4G Cysteine and methionine contain sulfur atoms. Cysteine is the most
reactive of the amino acids, with a thiol group. Cysteine is important in its ability to
form covalent disulfide cross-links, linking two cysteine residues in different por-
tions of the protein chain. Cysteine is also used much like serine in chemical cataly-
sis. Cysteine coordinates strongly with metal ions and is used to form specific metal-
binding sites. Methionine has a hydrophobic sulfur atom. It is often used like the
carbon-rich amino acids, to promote the folding of proteins. The sulfur atom is also
nucleophilic and coordinates with several types of metal ions. The small electron-
carrying protein ferredoxin shows many of these uses of cysteine and methionine. A
disulfide linkage is seen at upper right, and four cysteines hold a cluster of iron and
sulfur (shown in gray) at the center. Two methionines embrace the cluster, further
stabilizing it inside the protein.

age of genetic information, as described in Chapter 6. Because of the strong,
predictable pairing of bases, large structures may be created by designing
the appropriate sequence of bases and then allowing double helices to form.
Nucleic acids, despite their limited chemical diversity, are also starting to be
harnessed for jobs normally performed by proteins, such as chemical cataly-
sis and biosensing.

Lipids Are Used For Infrastructure

Surprisingly, some of the largest structures built by cells are composed not
of large macromolecules like proteins or nucleic acids but instead by a fluid
aggregate of small lipid molecules. The lipids used by living cells have been
designed to aggregate into a defined set of useful infrastructures. They are
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Adenine Thymine

Cytosine Guanine

Figure 2-5 A DNA double helix is shown on the left. Each strand is composed of a
backbone composed of sugars and phosphates and bases that are stacked inside. Ge-
netic information is stored and transmitted through a coded set of hydrogen bonds
between bases, as shown on the right. Adenine pairs with thymine, forming two hy-
drogen bonds, and guanine pairs with cytosine, forming three hydrogen bonds. The
result is a four-letter code capable of storing two bits of information per nucleotide.

small molecules that combine two different chemical characteristics into a
single molecule. They are composed of a polar or charged group, which in-
teracts favorably with water, attached to one or more carbon-rich chains,
which strongly resist dissolving in water. This dual character causes them
to act much like protein chains when placed in water. As described more
fully in Chapter 4, lipids self-organize into globules or membranes, with all
of the charged/polar groups facing water and all of the carbon-rich tails
packed inside (Figure 2-6).

A few natural lipids are used for different applications in cells. Of
course, these are just the starting points for bionanotechnology: Many varia-
tions are possible on the theme. The most common natural lipids are phos-
pholipids and glycolipids. These are constructed around a central glycerol
molecule, which has three hydroxyl groups allowing attachment of three
separate groups. Two are typically attached to fatty acids: A carboxylic acid
attaches to the glycerol, and the long carbon chain, typically between 16 and
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Phospholipid
Cholesterol

Figure 2-6 Lipids are used to build membranes that resist the passage of large mol-
ecules and ions. Here, a bilayer is seen in cross section and is composed of phospho-
lipids and cholesterol, enlarged at the top. Note the dual chemical nature of the
lipids, with carbon-rich portions shown in white and charged/polar portions in red.

24 carbon atoms long, extends away. Several unsaturated bonds may be in-
corporated into the fatty acid to form rigid kinks that are used to modify the
character of the aggregates formed. The remaining position of the glycerol
is taken by the water-soluble group, which may be a phosphate group or
other charged/polar group.

Cholesterol and other sterols are built with a different plan. They use a
rigid, bulky lipid molecule, composed of many fused hydrocarbon rings,
that is about as long as the carbon chains attached to phospholipids and
glycolipids. A hydroxyl at one end is hydrophilic, aligning cholesterol in
the membrane. Cholesterol is added to membranes in varying amounts to
modify their characteristics. Because cholesterol is rigid, it tends to inhibit
the motion of neighboring lipids, reducing the fluidity of the membrane
and also making it less permeable to small molecules.

Lipids are widely used for cellular infrastructure, forming the mem-
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branes that surround cells and the organelle compartments inside. They
are impermeable to ions and to larger polar molecules, from sugars to pro-
teins. Carbon-rich molecules, however, pass freely through these mem-
branes. This is why alcohol disperses rapidly through the body, crossing
all barriers.

Polysaccharides Are Used in Specialized Structural Roles

Polysaccharides are the most heterogeneous of the four molecular plans.
Sugars, the building blocks of polysaccharides, are covered with hydroxyl
groups. The polymers are created by connecting the hydroxyl groups to-
gether, offering many possible geometries for polymerization. In nature,
many different linear and branched polymers are constructed for different
needs (Figure 2-7). For instance, the simple sugar glucose is found in sever-
al forms. When attached with a (B1—4) linkage, glucose forms a long,
straight chain that is used for structural fibers in cellulose, such as in the
tough fibers of cotton. However, if a slightly different (a«1—4) linkage is
used, the chains form tight coils, forming powdery starch granules.
Branched chains are also commonly used for specific functions, attaching
new chains at multiple points on a single sugar branch point. Glycogen is an
example: It is a dendrimer composed of increasingly branched glucose
chains. It is used for storage of glucose, so the tight dendrimeric form is
compact and presents many free ends for removal of individual sugars
when needed.

The many hydroxyl groups in polysaccharides form hydrogen bonds
with other hydrogen bond donors and acceptors, offering two modes of in-
teraction. In some cases, individual polysaccharide chains associate with a
large volume of water, forming thick solutions or a gluey gel. In this form,
carbohydrates coat most of our cells, forming a gluey, protective coat. The
glycoproteins in mucus will give you an idea of their properties. In other
cases, carbohydrate chains associate tightly side by side, aligning hydroxyl
groups and forming strong fibers with little water trapped inside. In this
form, polysaccharides are used for large-scale infrastructure and energy
storage. Some of the most impressive biological creations, including sturdy
tree trunks and tough, waterproof carapaces in arthropods, owe their
strength to polysaccharides.
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Figure 2-7 Polysaccharide chains often have a branched structure and are covered
with water-soluble hydroxyl groups. Because of their strong interaction with water,
they tend to form extended, disordered structures.

THE LEGACY OF EVOLUTION

If we were given the task of designing a living cell, we probably would not
take the parsimonious approach seen in nature. Think, for a minute, about
the machines that we design in our everyday world. A computer contains
microscopically patterned silicon chips, an injection-molded plastic body,
metal wires that carry electric current, and phosphorous compounds coated
onto glass that are bombarded with electrons to produce light. Each of these
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components is constructed with a different process, according to a different
set of plans, often in a different part of the world. Cells are more uniform—
they use only a handful of synthetic techniques and rely on a few simple
molecular plans to build their many different bionanomachines. This can be
both an asset and a liability. Biological molecules have their limitations—
they require water environments with the proper temperature, pH, and
salinity. So why has nature limited biomolecules to these particular plans?

The process of evolution by natural selection is the root cause. Evolu-
tion places strong constraints on the form that biological molecules adopt,
strongly favoring modification over innovation. Evolution proceeds through
the passing of genetic information from generation to generation. At each
step, small changes may be introduced, so that children are different in
some small way from their parents. But it is essential to make small changes.
If a change compromises a single one of the multifold processes of life, the
children will die. Cells and organisms must maintain a living line all the
way back to the earliest primordial cells. If a single generation fails to create
a living descendent, all of its biological discoveries will be lost.

Evolution is far more limiting than the technology of our familiar
world. If we create a computer that doesn’t function, perhaps while testing
a new type of computer chip or keyboard button, we can scrap it and go
back to the drawing board. We have lost some time and money, nothing
more. But if a critical molecular component is changed in a cell, it must be
right every time, or the cell pays the price of extinction.

Of course, evolution proceeds despite these dire consequences, as evi-
denced in the diversity of modern life forms. Cells have several levels of
redundancy within which to experiment with new molecular machines.
First, the blueprints for a given protein may be duplicated within the
genome. Then the duplicate may be modified without regard to its origi-
nal function, as long as the original is still there. Gene duplication is very
common in the evolution of life—our own DNA is filled with examples.
For instance, about 200 million years ago, the gene encoding hemoglobin,
the protein that carries oxygen in the blood, was duplicated. This allowed
a second form of hemoglobin to be optimized for a different function,
while the original continued with its job in the blood. The new hemoglo-
bin gradually acquired a stronger affinity for oxygen, binding it more
tightly than the normal blood hemoglobin. Today, this specialized hemo-
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globin is used in the blood of a fetus, so that it can capture oxygen from
the mother’s blood.

Sheer numbers also aid evolution. Cells rarely live all alone. Typically, a
colony of bacteria or a herd of cattle is the biologically relevant entity. With-
in this population, there is ample room for experimentation. Occasional
lethal mutations may be tolerated, as long as the rest of the population sur-
vives. Individuals with rare improvements may then dominate in later gen-
erations. Slowly, these differences cause the populations to diverge, form-
ing new varieties of organisms and ultimately creating entirely new species.

Human immunodeficiency virus (HIV) demonstrates the power of pop-
ulations and the progress possible through evolutionary optimization.
When HIV reproduces, it uses an enzyme to make copies of its small
genome. This enzyme is error-prone, making far more mistakes than the
similar enzymes that copy our own DNA. This may seem like a problem,
but it actually gives HIV a great advantage. In an infected individual, 10 bil-
lion viruses are made every day. Many of these will have mutations some-
where in their genome, many of which are ultimately lethal. But the popula-
tion is so large that there are always a few normal viruses to carry on, and
occasionally one of the mutants is better than the original virus. For in-
stance, when a person is treated with anti-HIV drugs, the normal virus is
killed but some of the mutants are able to survive. Within weeks, powerful
drug-resistant strains dominate the population. This is evolution in action,
but accelerated to rates far greater than the slow pace normally seen in na-
ture. Natural populations of higher organisms take hundreds or thousands
of years to make evolutionary changes, because of the high accuracy of their
DNA-copying mechanisms and long lifetimes. HIV, on the other hand, may
shift in a matter of days, by using its sloppy copying enzyme and its large
population of individuals.

The hallmark of biological evolution is the plasticity provided by muta-
tion and gene duplication. A great number of variants are tested within a
population, slowly improving and optimizing every component. The many
amazing machines described in this book are testament to this plasticity.
Evolutionary optimization allows the design of subtle mechanisms that are
difficult with our familiar “rational design” approach to engineering. For
instance, proteins often incorporate a complex range of flexibility into their
function, using small shifts in local structure to grip targets and complex
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motions to modify and control activity. Furthermore, these motions are not
transitions between a few rigid states, like the on and off states of a switch.
Instead, these motions are optimized in the context of the constant, random
thermal motion induced by the watery environment, so that these motions
must be thought of as structural ensembles of many functional conforma-
tions. This is a great challenge for rational nanoscale design, requiring full
knowledge and description of the entire conformational range accessible to
each state. For evolutionary design, however, this is an easy task. Evolution
makes lots of changes and keeps whatever works. Evolution does not de-
sign anything before starting construction—instead, it builds many, many
prototypes.

Evolution, however, carries with it an important constraint: the prob-
lem of legacy. Once a key piece of machinery is perfected and placed in
use, it is difficult to replace it or make major modifications without killing
the cell. This is particularly true of central molecular processes like the
reading and use of genetic information, the production of energy, and re-
production, all of which require the concerted effort of dozens of complex
molecular machines. This leads to a remarkable uniformity in all earthly
living things when observed at the molecular level. All are built of the
same basic components, discovered once by evolution and used in all sub-
sequent organisms.

Of course, in our own bionanotechnology, we are not restricted by evo-
lution. We are free to create and test any nanomachine that we can imagine.
We are not constrained by the mechanism of evolution. However, we are cur-
rently limited to the materials of biomolecular evolution. To use the princi-
ples of structure and function perfected by biological evolution, we must
start with biomolecules and change them carefully into our own bio-
nanomachinery. And, as described in Chapter 6, evolution itself, after being
suitably accelerated in the laboratory, is now being harnessed to design bio-

nanomachinery.

Evolution Has Placed Significant Limitations on the
Properties of Natural Biomolecules

Biomolecules have evolved to act ideally under biological conditions, which
are relatively mild compared with the conditions often endured by our
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macroscale machinery. This imposes significant limitations on the range of
possible functions and environments for bionanomachinery. Nearly all bio-
molecules are designed for function in water solution. Most are designed
for function at 37°C, neutral pH, and weak but significant salinity. In special
cases modifications may be incorporated to extend the range of stability,
but the basic limitations of covalent, organic molecules and self-assembly,
described in Chapter 4, place hard limits on the range of conditions tolerat-
ed.

One last caveat has been noted by Eric Drexler. For the most part, bio-
logical evolution has produced nanomachines with relatively short life
spans. Most proteins last only days. This is a different approach than that
typically taken (as most consumers would hope) in macroengineering. We
typically build things to last, whereas bionanomachinery is typically built to
perform a single task. Even structures that one might feel are permanent,
such as bones, are continually disassembled, repaired, and rebuilt. This is a
different paradigm than that used in macroengineering. It is wasteful of en-
ergy, requiring constant regeneration of resources, but is perfectly tailored
for the constant sensing and response to environmental conditions that are
a hallmark of life. Perhaps this paradigm of planned obsolescence, in the
context of complete recycling, will provide a useful model for creation of
human artifacts in an environmentally responsible manner.

GUIDED TOUR OF NATURAL BIONANOMACHINERY

Nature has already realized many of the dreams of nanotechnology. Thou-
sands of bionanomachines have been selected and perfected by evolution-
ary optimization to perform nanoscale tasks accurately, consistently, and
under specific control. These bionanomachines use all of the engineering
tricks used in our familiar macroscale machines: construction from many
tight-fitting parts, hinges for bending, rotating axles and bearings, digital
information storage, chemical adhesion and chemical power. The examples
on the next few pages (Figures 2-8 through 2-16) will give you an idea of the
diversity of these amazing, molecule-sized machines.
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Figure 2-8 Thymidylate synthase performs carbon mechanosynthesis. Carbon-carbon bonds may be forged
with special molecular tools. It is not sufficient merely to press the carbon atom against its target. To perform
carbon mechanosynthesis efficiently under mild conditions, the carbon atom must be activated and the target
site must be prepared for acceptance. The enzyme thymidylate synthase performs a specific carbon
mechanosynthesis reaction, placing a new methyl group on a nucleotide base. The methyl group, shown here
in red, is activated by bonding it to a cofactor molecule, shown in pink. The cofactor is carefully designed to
carry carbon but to be more stable without it. When carbon is transferred, the carrier pops into a more stable
form, preventing the carbon atom from being transferred back. Thymidylate synthase precisely aligns the tar-
get molecule and the activated carbon atom, as shown in the illustration, and forcibly performs the transfer.
Proximity is not sufficient; instead, the enzyme must tailor the perfect environment for transfer. The target
molecule is surrounded by chemical groups that shift its electronic structure to favor the transition.
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Figure 2-9 DNA carries a library of information. Biological information is stored at remarkable density. A
single bacterial cell, barely a micrometer in largest dimension, stores 70 Kbyte of information in its genome.
A typical compact disk uses a similar space to store a single bit of information. Biological information is
stored in a form that is chemically stable and redundant for ease in repair. This medium is used in one mode
to store blueprints for construction and in a second mode to control synthesis. Every aspect of the structure of
DNA is used to carry information. Inside the double helix, the genetic information is stored by using a specif-
ic set of hydrogen bonds. In this illustration, RNA polymerase (shown in gray) is copying the information
from the DNA strand (shown in red) into a temporary messenger RNA strand (shown in pink). As described
in Chapter 4, the surface of the DNA helix is also used to carry information on the regulation and storage of
DNA. This “extragenetic” information is read by proteins that wrap around the helix. Even the stiffness of
the DNA helix is used to control the location of molecules that interact with the DNA.
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Figure 2-10 Ribosomes are complete factories for information-driven nanoassembly of proteins. The factory
performs a modular assembly, reading information in a linear storage medium and arranging 20 different
modules into a linear chain. Any length and any sequence of modules may be created at will, simply by cre-
ating the appropriate set of instructions. Ribosomes are fully general: Any protein may be created using a
standard set of starting and stopping instructions and a standard coding scheme for the blueprint of the de-
sired product. The ribosome, shown here in gray, is composed of two parts that trap the RNA message strand
that is read, which is shown in red. The small subunit on the bottom positions the RNA message, and the
large subunit on the top performs the synthesis reaction, expelling the new protein through a hole.
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Figure 2-11 ATP synthase is a rotary motor and generator. ATP synthase performs an energy transforma-
tion, converting electrochemical energy into chemical energy and vice versa. At the bottom is a motor driven
by electrochemical gradients, which is bound inside a lipid membrane (the membrane is shown schematical-
ly as a gray stripe). This motor is composed of a rotor composed of a cyclic ring of proteins (shown in gray)
and a stator (shown in pink). The stator guides the flow of hydrogen ions across the membrane and trans-
forms it into motion of the rotor. At the top is a chemically powered motor, driven by the breakage of the un-
stable molecule ATP. This motor is composed of a ring of six proteins (in pink) with an eccentric axle through
the center (in gray). Cleavage of ATP forces a change in the shape of the surrounding proteins, driving rota-
tion of the axle. The whole complex may be used in either direction. The electrochemical motor can drive the
chemical motor, creating ATP in the process, or the chemical motor can be powered by breakage of ATP,
turning the electrochemical motor and creating a gradient.
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Figure 2-12 Actin and myosin form an engine of contraction. Muscle cells are filled with a huge array of in-
terdigitated myosin filaments and actin filaments. A small section is shown here, with myosin filaments in
pink and actin filaments in gray. Chemical energy is converted into mechanical work by myosin. The many
myosin heads climb along the neighboring actin filaments, powered by ATP. In a contracting muscle, each
myosin head may perform a power stroke five times a second, moving along the actin filament about 10 nm
with each motion. About 2 trillion myosin power strokes are needed to generate the force to hold a baseball
in your hand, but your biceps have a million times this many, so only a fraction of the myosin in a muscle is
exerting force at any given time.
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Figure 2-13 Opsin is a light sensor. Because biomolecules interact by intimate association of their surfaces,
they easily sense subtle changes in surface conformation. Therefore, most biosensors transduce a signal, such
as light or chemical conditions, into a shift of surface shape. Opsin contains the light-sensitive molecule
retinol (shown here in red) buried inside the protein chain. As described in more detail in Chapter 5, retinol
absorbs a photon of light, flipping one kinked cis bond into a straighter trans conformation. This change in
shape is amplified by the surrounding protein. The resultant shift in protein shape is easily sensed by pro-
teins inside the cell, which begin a cascade of responses, ultimately resulting in a nerve signal to the brain.
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Figure 2-14 As discovered by Buckminster Fuller, triangular modules may be used to construct large, stur-
dy structures. Perfectly symmetrical triangles form only icosahedra, but larger structures may be built by al-
lowing a small amount of flexibility at each point of attachment. Clathrin uses this principle at the nanoscale
level to create a reversible packaging and delivery system. Three-armed triskelion molecules (one shown in
red) form a transient cage on membrane surfaces (shown in pink), pulling out a vesicle filled with molecular
cargo. Note that the triskelions have formed hexagonal and pentagonal arrangements in the geodesic net-
work. The flexibility of the triskelions allows formation of a variety of spherical and ovoid shapes.



40 Bionanomachines in Action

Figure 2-15 Nanomedicine was discovered a billion years ago and continues to protect our bodies from dis-
ease and infection today. The immune system contains hundreds of biomolecules that selectively seek out in-
vaders and destroy them. In this figure, many Y-shaped antibodies (shown in pink) are attacking an HIV par-
ticle. Note that the surrounding blood serum includes hundreds of other antibodies, each designed to bind to
a different foreign molecule.
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Figure 2-16 Sturdy, resilient natural biomaterials are built by all higher organisms. This molecule is colla-
gen, the most plentiful protein in your body, which forms long cables that strengthen tendons. The individ-
ual molecules are long, thin rods composed of three tightly wound protein strands. The neighboring strands
then pack side by side, forming a strong fiber. Many hydrogen bonds and cross-linking bonds between
strands add to this strength. By incorporating small crystals of apatite between fibers, the material can be
made even tougher, forming bones that may outlast the life of the organism by many years.



BIOMOLECULAR DESIGN
AND BIOTECHNOLOGY

The problems of chemistry and biology can be greatly
helped if our ability to see what we are doing, and to do
things on an atomic level, is ultimately developed—a
development which I think cannot be avoided.
—Richard Feynman

Today, we have an abundant variety of methods for doing things on an
atomic level. Chemists were already constructing molecules atom-by-atom
at the time that Richard Feynman gave his visionary talk, and today, chem-
istry is a powerful method for constructing molecules with several dozen
atoms. In the time since Feynman'’s talk, the fields of physics and biology
have yielded additional methods for working at the atomic scale. Physicists
are pushing atoms around with atomic force microscopes and trapping
them with optical tweezers, and biologists have harnessed the rich collec-
tion of natural bionanomachinery to perform our own custom molecular
tasks.

Bionanotechnology is widely accessible, more so than any other cut-
ting-edge application of nanotechnology. Silicon-based fabrication tech-
niques, to reach the nanometer scale, must push the resolution of fabrica-
tion machinery to their limits, making the process expensive and available
only to large corporations and laboratories with extensive resources. The di-
amondoid models of molecular nanotechnology are purely theoretical. But
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powerful tools for designing bionanomachines are available to anyone with
a computer and imagination, and effective tools for producing these custom
bionanomachines are accessible to any moderately-sized biotech start-up
company.

Current methods of biotechnology excel at modification. This is a pow-
erful capability that leverages the extensive body of working nanomachin-
ery that is available from natural sources. We can introduce specific changes
into the plans for a given protein, or we can splice together the plans for
several different proteins, creating a hybrid molecule with combined func-
tion. Using these modified plans, we can then engineer bacteria to produce
large quantities of the mutant or chimeric protein. Thousands of academic
and industrial laboratories are using these methods for medicine, bioreme-
diation, and countless other applications. And several exciting new tech-
niques based on biological evolution, described in Chapter 6, allow thou-
sands of modifications to be tested simultaneously, greatly speeding the
discovery of biomolecules with new functions.

Design of entirely new bionanomachines, on the other hand, is current-
ly more difficult than modification of natural bionanomachines. Evolution
has designed complex machines with subtle mechanisms, incorporating
flexibility and self-assembly in ways that are difficult to predict and design.
Designing bionanomachines from scratch is currently a great challenge that
is under intensive study in many laboratories. Ideally, we want total con-
trol. For instance, we might want to build a “nanotube synthase” that con-
structs carbon nanotubes of defined size and geometry. We would like to be
able to go to our computer and design a protein that would fold into a sta-
ble structure, creating an active site that performs this chemical reaction.
Unfortunately, there are gaps in our knowledge that must be filled before
this capability is possible. Today, we cannot reliably predict the folded
structure of a protein from its chemical sequence, and, given a folded struc-
ture, we cannot consistently predict its chemical activity. But these two
steps are currently under scrutiny by scientists, with the firm expectation
that they will be solved in the foreseeable future. Then, true biomolecular
design will be a reality.

This chapter presents an overview of the many techniques that are

available for the design, synthesis, and analysis of biomolecules. This infor-
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mation is by no means comprehensive and provides only an introduction to
these powerful methods. Many excellent workbooks and recipes are avail-
able for each of these methods.

RECOMBINANT DNA TECHNOLOGY

Recombinant DNA technology is the core capability of bionanotechnology.
This technology allows us to construct any protein that we wish, simply by
changing the genetic plans that are used to build it. Two natural enzymes—
restriction enzymes and DNA ligase—are the keys to recombinant DNA
technology, allowing us to edit the information in a DNA strand (Figure
3-1). Before the discovery of these enzymes, researchers modified the genet-
ic code of living organisms by using biology’s own tools of mating and

Figure 3-1 Recombinant DNA technology relies on two key enzymes. Restriction enzymes, such as EcoRI
shown on the left, cut DNA at specific sequences. Often, these enzymes make a staggered cut, producing
“sticky ends,” as shown in the center. DNA ligase, shown on the right, connects two strands back together.
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crossing or by random mutagenesis with chemicals or ionizing radiation.
Today, researchers modify the genetic code rationally at the atomic level.

Restriction enzymes are unbelievably useful enzymes (I am reminded
of the babble fish in Douglas Adams’s The Hitchhiker’s Guide to the Universe).
They are built by bacteria to protect themselves from viral infection. The
bacterium builds a restriction enzyme that cleaves DNA at one specific se-
quence. At the same time, it protects its own DNA by modifying the bases
at this same sequence, so the restriction enzyme does not cleave its own
genome. Invading viral DNA, however, is instantly chopped up by the re-
striction enzyme, because it is not similarly protected. Serendipitously,
many restriction enzymes make staggered cuts in the two DNA strands, in-
stead of cutting both strands straight across the DNA helix. Here is where
biotechnology steps in with a new use for these enzymes. These ends are
“sticky” and readily associate with other sticky ends of similar sequence. So
restriction enzymes may be used to cut DNA, producing sticky ends that
may be pasted back together in custom orientations. Thus restriction en-
zymes, originally evolved merely for their destructive capacity, are now
tools for atomic-precision editing of large pieces of DNA.

Today, recombinant DNA technology has flowered. Clever researchers
are continually discovering new methods for harnessing the protein pro-
duction machinery of the cell in new ways. Consistent methods, often in the
form of commercial kits, are available for every possible process. We can
find and extract specific genes from organisms. We can duplicate and deter-
mine the sequence of large quantities of these genes. We can mutate, recom-
bine, and splice these genes or create entirely new genes nucleotide by nu-
cleotide. Finally, we can replace these genes into cells, modifying their

genetic information.

DNA May Be Engineered with Commercially
Available Enzymes

Customized DNA is routinely created in thousands of laboratories world-
wide. Together, biological and synthetic techniques allow the construction
of large DNA strands composed of natural DNA sequences or entirely

new DNA sequences. A successful service industry has arisen that pro-
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vides basic expertise for DNA manipulation. You can readily purchase
stretches of DNA of any given sequence and all the enzymes needed to
handle them.

Researchers use a wide variety of natural biomolecules for handling
DNA. Well-characterized protocols and commercial sources for these en-
zymes are available, so these processes are available to any modest labora-
tory. A few of the most important are:

(1) Restriction enzymes are isolated from bacteria. Over 100 types are
available commercially. Each one cuts DNA at a specific sequence of
bases. Typically, restriction enzymes are composed of two identical
subunits, so they attack DNA symmetrically and cut at specific palin-
dromic sequences.

(2) DNA ligase reconnects broken DNA strands. When two sticky ends
anneal, DNA ligase is used to reconnect the breaks.

(3) DNA polymerase creates a new DNA strand by using another strand
as a template, creating a double helix from a single strand. It is used
to fill single-stranded gaps and to copy entire pieces of DNA.

Chemical synthesis of DNA perfectly complements these natural bio-
molecular tools for manipulating DNA. Current methods allow the auto-
mated synthesis of DNA strands about 100 nucleotides in length. Two com-
plementary strands are easily constructed and annealed in solution to form
a double helix. Short oligonucleotides are routinely synthesized and are
available commercially.

Once a new DNA is constructed, large quantities are produced by two
major methods: DNA cloning and the polymerase chain reaction. The term
“cloning” refers to the creation of identical copies without the normal
processes of sexual reproduction: copies of mice or sheep, identical cul-
tures of cells, or, in this case, many identical copies of a particular frag-
ment of DNA. In DNA cloning, a bacterial cell is used to create many iden-
tical copies of a DNA sequence. One method is to insert the DNA
sequence of interest into a virus, which then infects bacterial cells and
forces them to make many copies. Alternatively, a bacterial plasmid may

be used. Bacteria naturally contain small circles of DNA—plasmids—in
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addition to their main genome. To clone a DNA sequence, we add it to a
bacterial plasmid and then insert it into bacteria. The plasmid is then
copied each time the bacterium divides, forming large quantities of the
DNA as the culture grows (Figure 3-2).

The polymerase chain reaction (PCR) is a method for copying a small sam-
ple of DNA. It takes advantage of an efficient, heat-stable DNA polymerase
isolated from bacteria that live in hot springs. As shown in Figure 3-3, PCR
proceeds in cycles, doubling the number of DNA strands at each step. PCR
is so powerful you can start with a single strand of DNA and get as much as
needed out.

Once engineered DNA strands are built, we need methods to use them
to create custom proteins. Proteins are conveniently made in engineered
cells using expression vectors, plasmids that contain the gene specifying the
protein along with a highly active promoter sequence. The promoter, which
is often taken from a virus, directs the engineered cell to create large quanti-
ties of messenger RNA based on the plasmid DNA in the vector. The cell
then synthesizes the protein based on this messenger RNA. Bacteria are the
most widely utilized host cells that are engineered for protein production.
Engineered bacteria create large amounts of protein, often comprising
1-10% of the total cellular protein. Also, bacteria are easy to grow, and inex-
pensive fermentation methods allow growth of high densities of bacterial
cells with modest resources.

However, bacteria present several significant limitations. Animal and
plant cells often modify their proteins after they are synthesized, and bacte-
ria do not perform these modifications. In particular, many animal and
plant proteins have carbohydrate groups attached to their surfaces, and
bacteria do not add these groups to engineered proteins. This can be a fatal
problem in the production of proteins for use in medical treatment. Many of
these proteins must have the appropriate carbohydrate groups to be active,
and the immune system can react dangerously to improper carbohydrate
groups (for instance, the need to be careful of blood types during transfu-
sions is due to differences in the carbohydrates attached to cellular pro-
teins). Engineered yeast cells, insect cells, or cultured mammalian cells may
be used in cases where the proteins must be modified for proper action.

Another problem with engineered bacteria, which is occasionally an
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Figure 3-2 The plasmid pBR322 is one of the most common vectors used to engineer the bacterium Es-
cherichia coli. A map of the plasmid, which contains 4361 base pairs of DNA, is shown here. The plasmid con-
tains a region that directs the replication of the plasmid (ori) and two genes that encode proteins for antibiot-
ic resistance, one for ampicillin (amp®) and one for tetracycline (fef®). The sites that are cleaved by different
restriction enzymes are shown surrounding the circle. By choosing the appropriate enzyme, the plasmid can
be cut at specific locations. Researchers add new genes to the plasmid by cutting at one of the restriction sites
and splicing in the new DNA. The drug-resistance genes provide a clever method of determining whether or
not any bacteria have taken up the plasmid. For instance, if the new DNA is added at the PstI site at position
3607, the inserted DNA will disrupt the ampicillin-resistance gene. Thus bacteria that contain this new plas-
mid are easily identified and separated from bacteria that do not contain the plasmid: They will be resistant
to tetracycline but sensitive to ampicillin.
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Heat to separate strands

) then add primers
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DNA polymerase builds
a double helix

Figure 3-3 Through repeated rounds of DNA synthesis and separation of the two strands, the polymerase
chain reaction amplifies the amount of DNA in a sample. (1) The process begins with a single strand of DNA.
(2) It is separated by heating, and short primer strands are added to the ends. (3) DNA polymerase builds a
new strand using the separated strands as a template. (4) At the end of the cycle, there are two identical DNA
double helices. This cycle is repeated, doubling the DNA at each step. The use of a heat-stable polymerase is
the trick to making this an automated process, because it can survive the heating step of each cycle.
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asset, is that the proteins tend to aggregate when they reach high concen-
trations, forming inclusion bodies. Inclusion bodies are dense aggregates
of proteins that are easily visible in the microscope, often extending en-
tirely across the bacterial cell. They are formed when new proteins associ-
ate randomly before they can undergo the proper folding process.
Inclusion bodies are extremely tough, and harsh conditions must be used
to solubilize the individual protein chains. In many cases, the purified pro-
teins may then be folded under conditions that lead to the proper struc-
ture. If it is possible to renature the functional protein from inclusion bod-
ies, they can be a substantial aid to purification. Because inclusion bodies
are denser than most of the other structures in the cell, they are easily sep-
arated from the other cellular components simply by centrifuging the cell
extract.

Proteins may also be created without the help of living cells, by isolat-
ing the protein production machinery and performing the reactions in the
test tube. The first step of protein production, the transcription of DNA into
a messenger RNA, is now routine with purified RNA polymerase. Howev-
er, the second step, the synthesis of proteins based on purified messenger
RNA in cell-free systems, is still a technical challenge. In some cases, ex-
tracts of the cell cytoplasm, containing the protein synthesis machinery
along with everything else, are effective. Extracts can, however, encounter
problems with limited energy supply and the presence of protease and nu-
clease enzymes that cleave the products and RNA message. Specialized
continuous-flow cell-free systems have been developed to overcome this
problem.

Attempts to recreate protein synthesis with purified preparations of the
components have also been successful. But because of the complexity of the
system, requiring over 100 separate components, they are still limited to rel-
atively modest yields. These methods are primarily used in research rather
than industrial production of proteins. The advantages, however, of cell-
free protein production make it an attractive goal. It provides a controlled
method for synthesizing proteins that are difficult in engineered bacteria,
such as membrane-binding proteins, proteins that are toxic to bacteria, and
proteins that include unusual amino acids. Development of efficient cell-
free translation mechanisms is an area of active research.
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Site-Directed Mutagenesis Makes Specific Changes
in the Genome

In many cases, we might want to make a few small changes to an existing
natural protein, to tailor its function for a given application. Site-directed
mutagenesis is used in these cases to modify the amino acid sequence of a
protein by making specific changes in the existing gene encoding it. In this
way, we can make atomically precise changes in the structure of a protein,
altering structure and function. A wide variety of methods are available for
modifying existing genes. Some of these methods are so reliable that
prepackaged kits are available from commercial sources.

Site-specific mutations are conveniently introduced into existing genes
with specially designed oligonucleotides, as shown in Figure 3-4. These
short strands match the normal sequence of the DNA except at the point
where the change is desired. The change may be a single amino acid change
or a short insertion or deletion. Once the change is made, cloning and ex-
pression is used to construct the modified protein.

Site-directed mutagenesis has revolutionized molecular biology. It is
extremely powerful for determining the function of specific amino acids or
regions within a protein. For instance, individual amino acids may be mu-
tated one at a time, looking for those that compromise the function. In this
way, the active site of an enzyme or the binding site of a hormone may be
localized. Site-directed mutagenesis is also widely used in attempts to im-
prove the stability of proteins, by engineering in cross-linking residues or
improving the fitting of residues within the protein interior (Figure 3-5).
These methods are humbling, however. All too often, we discover how dif-
ficult it is to predict modifications that do not disrupt the stable structure
and function of natural proteins.

Fusion Proteins Combine Two Functions

Recombinant DNA techniques are also used to combine entire genes, form-
ing a larger fusion protein that combines the functionality of all of the
pieces. Special care must be taken when designing the linkage site, so that
the fused proteins will not block one another when folding into their active
structures. Fortunately, many natural proteins are very robust and perform

their functions even when fused to another large structure.
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Figure 3-4 In site-directed mutagenesis, specific changes are incorporated into
genes by using specially designed small oligonucleotides. The oligonucleotide
matches the gene, except for the place where the change is desired. To make the
change, the short oligonucleotide is annealed to the strand under conditions that al-
low pairing despite the mismatch at the desired site. DNA polymerase is then used
to fill in the rest of the DNA sequence, using the short oligonucleotide as the primer.
This engineered strand is then separated, and the original DNA strand is discarded.
The result is a strand complementary to the original DNA, but with changes in the
region where the oligonucleotide was bound.

Fusion proteins can harness the natural delivery mechanisms in cells. In
our cells, proteins are targeted to different compartments (such as the mito-
chondria and endoplasmic reticulum) through the use of a short signal pep-
tide the end of the protein chain. These peptides are used as handles to rec-
ognize the proper location for the protein and are later clipped off after the
protein is delivered. Recombinant DNA techniques can be used to attach
signal peptides to any given protein, specifying its location. For instance,
the signal peptide for secretion may be attached to a protein of interest. This
modified protein will then be released into the surrounding medium, ready

for harvesting and purification.
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Figure 3-5 The enzyme lysozyme has been extensively engineered in search of
ways to improve its function and stability. The native enzyme is shown here on the
left, with two amino acids at opposite ends of the protein chain shown in pink.
When the protein folds, these two amino acids end up close to one another in the
structure. In one engineered version of lysozyme, shown on the right, these two
amino acids have been changed to cysteine. When the engineered protein folds, the
two cysteines form a disulfide bond, shown in red, that stabilizes the folded struc-
ture.

Chimeric proteins have also shown great utility. Two proteins with dif-
ferent functions are combined, creating a hybrid protein with both func-
tions. For instance, anticancer immunotoxins have been created by combin-
ing an antibody that binds to cancer cells with a toxin that kills the cell
(Figure 3-6). The immunotoxins seek out cancer cells and kill them, reduc-
ing side effects of normal cancer chemotherapy. For research applications,
the green fluorescent protein from jellyfish has been attached to many pro-
teins to study the location of these proteins within living organisms. Por-
tions of the organism that are making the protein will glow green.

MONOCLONAL ANTIBODIES

Many applications in bionanotechnology, such as biosensing and recogni-
tion of disease in nanomedicine, require an effective method for recogniz-
ing individual molecules. Fortunately, the immune system of animals is de-
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Figure 3-6 Immunotoxins are created by fusing a toxic protein, shown here in
pink, to an antibody, shown in gray. They are being tested for use in cancer therapy.

signed to perform exactly this function, so we can look to the immune sys-
tem for methods. The central tools of the immune system are antibodies
(Figure 3-7). Antibodies are proteins that specifically bind to molecules that
are foreign to the organism, such as infecting pathogens. Our immune sys-
tem is capable of creating 10'° different types of antibodies, each with a dif-
ferent binding specificity. By combining this natural library of molecules
with modern methods of antibody production, it is now routinely possible
to obtain antibodies capable of high-affinity recognition of virtually any
molecule.

Antibodjies are built by B-cells (a type of white blood cell) and comprise
about 20% of the protein in human blood serum. Each B-cell builds only a
single type of antibody. On their surfaces, B-cells display a tethered version
of their particular antibody. These tethered antibodies link the specificity of
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Binding site — —— Binding site

™ Flexible linker

Figure 3-7 Typical antibodies, as shown at the top, have two arms with specific binding sites for their tar-
gets connected by a flexible linker to the central domain. The shape of antibody binding site is designed to
match the target molecule. Two examples are shown at the bottom. The antibody on the right has a large, flat
surface that binds to the protein lysozyme (shown in pink), and the antibody on the left has a deep pocket
that binds to buckminsterfullerenes.
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the antibody to the genetic instructions needed to build it. When the anti-
bodies on the surface of a given B-cell bind to a target, the B-cell proliferates
and creates large quantities of the soluble antibody with the same specifici-
ty. As the cell proliferates, it can also modify the antibodies made by daugh-
ter cells. Daughter cells with improved binding characteristics will then be
selected for further growth, and those with reduced binding ability will be
removed.

Because of their strong binding to specific molecules of interest, puri-
fied antibodies are used in many applications. They provide a ready handle
for recognizing a given target. For instance, specific antibodies are used to
recognize HIV in blood, providing the means for testing for HIV infection,
and hormones in urine, providing the means for pregnancy tests. Antibod-
ies can be used to localize specific proteins within organisms, with applica-
tions in research and medicine. A few of these applications, including im-
munotoxins and catalytic antibodies, are discussed in more detail in
Chapter 6.

If animals are immunized with a given molecule (termed an antigen),
they will produce a variety of antibodies that bind at different locations on
the target. In most cases, this heterogeneous mixture of antibodies is not
useful, and we desire a single, uniform antibody with the desired character-
istics. We need to isolate the single B-cell that produces the desired anti-
body and then to propagate it in culture. Unfortunately, B-cells have limited
life spans when grown in culture, so that the desired quantities of antibody
cannot be consistently produced. The solution to this problem was devel-
oped in the late 1970s. The antibody-producing cells are fused with an im-
mortal cell line—a line of cells taken from a tumor that will grow continu-
ously in culture. The fused cell will grow in culture and will produce the
antibody. This is termed a “monoclonal” antibody, because it is produced
by a clone of identical fused cells. In practice, monoclonal antibodies may be
raised against nearly any target with current techniques.

BIOMOLECULAR STRUCTURE DETERMINATION

As noted by Richard Feynman, the key to understanding in biology is the
ability to see what cells are doing. Our understanding of the mechanics of
biomolecular function, and our ability to engineer them for new functions,
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entered a new era when the first atomic structures of proteins were deter-
mined. In the late 1950s, John Kendrew and colleagues solved the structure
of myoglobin, revealing in breathtaking atomic detail how protein chains
can be used to store oxygen. Since then, experimental techniques have been
perfected and thousands of protein, nucleic acid, lipid, and polysaccharide
structures are available. This priceless resource is available to the public at
the Protein Data Bank (http:/ /www.pdb.org).

Biomolecular structure determination, although significantly stream-
lined since its beginning, is still an expensive endeavor in terms of resources
and expertise. In the sections below, I give a short overview of the major
methods used for determination of biomolecular structures. I focus on dis-
cussion of the utility and limitations of the final structures obtained by these
methods, instead of the methods themselves. When using these structures
as a starting point for bionanotechnology, it is essential to understand how
accurately these structures represent the actual structure of the molecule.

X-Ray Crystallography Provides Atomic Structures

X-ray crystallography currently provides the most detailed information on
atomic structure (Figure 3-8). The equipment and expertise needed to ob-
tain crystals, collect X-ray data, and solve the structure is substantial and
typically requires a dedicated laboratory with considerable resources. Many
excellent references are available describing the theory and methods of this
fascinating discipline.

The experimental information obtained from a crystallographic analysis
is a three-dimensional map of electron densities. This map shows the ob-
served density of electrons at each point in the crystal lattice. The resolution
of this map—the spacing of points at which the electron density is re-
solved—is dependent on the quality of the crystals. The best crystals of bio-
molecules provide very high-resolution data, and features separated by less
than an angstrom (0.1 nm) will be easily resolved in the electron density
maps. Typical crystallographic studies of proteins are poorer, in the range
of 1.5- to 3.0-A resolution. At 1.5-A resolution, individual atoms are easily
distinguished, but at 3.0-A resolution, knowledge of the covalent structure
is needed to interpret the less well-resolved contours.

The researcher then interprets the electron density in terms of an atomic
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Figure 3-8 X-ray crystallography begins by growing a crystal of a pure molecule, as shown at upper left.
Then the crystal, which may only be a fraction of a millimeter in size, is placed in an intense beam of X rays.
The crystal diffracts the X rays into a characteristic pattern of spots, at upper right. This pattern is then ana-
lyzed in the computer to yield an electron density map, shown at the bottom, that reveals location of all of the
electrons in the crystal. The map shown here is part of a DNA crystal. Regions inside the contours are dense
with electrons. You can see a cytosine-guanine base pair near the top and below it a calcium ion surrounded
by water molecules. This map of electrons is then interpreted to determine the location of each atom in the
structure.
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model. For data of high resolution, this yields a high-quality atomic struc-
ture. Atomic positions may be determined to within a fraction of an
angstrom, and users may be confident when using the structures. When
moving to lower-resolution structures, at 3.0 A or worse, the structure is not
as well defined and care must be taken when interpreting the electron den-
sity and when using the final coordinates. Mobile areas of the structure and
regions on the surface may not be well resolved in the electron density, so
the resultant structure may represent only a single interpretation of the ob-
served data. The temperature factors (B-values) of the atomic positions
within the model are often a good indication of the level at which the posi-
tions should be trusted. Temperature factors are a way of modeling the dis-
order of each atomic position. Model atoms are often treated as a Gaussian
distribution around an atomic center, with the B-value controlling the
width of the bell-shaped curve. B-values of about 10 represent atoms with
sharply defined positions, whereas values of 30 or higher represent highly
disordered atoms that must be treated with caution.

The need for crystals is a major limitation of X-ray crystallography. Be-
cause the biomolecule is bound within a perfectly ordered lattice, the struc-
ture represents only a snapshot of the conformations that may be relevant

Loop motion
~ \ Side chain motion
N
~

Figure 3-9 Structures of a given protein may show differences when analyzed in
different crystals. Two different structures of the protein lysozyme are superim-
posed here, one shown with red bonds and one with black bonds. Note the differ-
ences in the exterior loops of the chain and the locations of the side chains.
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when the biomolecule is free in its natural environment. In many soluble
proteins, this limitation is not prohibitive. Several proteins have been stud-
ied in several different crystal lattices, revealing very similar overall struc-
tures. Functional aspects of biomolecular flexibility, however, must be stud-

ied with multiple crystals obtained under varied conditions (Figure 3-9).

NMR Spectroscopy May Be Used to Derive Atomic Structures

Nuclear magnetic resonance (NMR) spectroscopy is the workhorse for de-
termining molecular structure in chemistry. Data from NMR spectroscopy
characterizes the local environment of atomic nuclei inside molecules. Cer-
tain atomic nuclei have an intrinsic magnetic moment that aligns in a strong
magnetic field. This alignment may be perturbed by a radio frequency pulse
of appropriate wavelength, and when the nuclei relax to their aligned state,
they emit characteristic radio frequency radiation that reflects the local en-
vironment of the atom. The characteristic NMR spectra have been used ex-

Backbone —

Side chain —

Figure 3-10 The data from NMR spectroscopy are often interpreted to yield an en-
semble of possible structures. This picture shows an ensemble of 10 different
lysozyme structures that are all derived from a single data set. Note how the main
protein chain is very similar in each structure, because of the large amount of data
that specifies its structure. The side chains are less well defined and adopt a range of
conformations. Compare this ensemble with the changes observed in the two crys-
tallographic structures of lysozyme in Figure 3-9.
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tensively in chemistry to define the covalent and conformational structure
of small organic molecules. They are now being used to study larger mole-
cules, such as small proteins and nucleic acids.

For biomolecules, the spectra get very complex, so more elaborate NMR
techniques are needed to allow study of the many similar atoms in the mol-
ecule. Two-dimensional NMR techniques currently allow determination of
structures of small proteins. In this technique, multiple radio frequency
pulses are used to perturb multiple nuclei. If one nucleus is excited, it will
modify the absorption and emission of nuclei in the immediate vicinity. Ul-
timately, these small shifts are used to develop a list of nuclei that are in
close proximity in the molecule. Refinements in these methods have extend-
ed the range of NMR to small and medium-sized proteins, with 100-250
amino acids.

NMR experiments identify the distances between nuclei that are spa-
tially close to one another and the local conformation of atoms bonded to-
gether. To determine the structure of the entire biomolecule, these local
pieces of information must be combined into an atomic model. Most often,
the data provide a list of constraints, tabulating pairs of atoms that are close
to one another and conformations of given bonds in the structure. The re-
searcher then develops an atomic model that is consistent with the list of
constraints. Often, the results of an NMR analysis are presented as an en-
semble of structures, such as that in Figure 3-10, each of which fit the con-
straints. This ensemble may be interpreted in two ways. It might represent
the range of conformations that the molecule might adopt when free in so-
lution, or it might represent a range of structures, one of which is the actual
structure. A mixture of these two interpretations is probably closest to the
reality.

Electron Microscopy Reveals Molecular Morphology

Electron microscopy has a long and venerable history in all aspects of
nanoscale science. It is perhaps the most intuitive approach to imaging
macromolecular objects, because it is so similar to light microscopy. Theo-
retically, electron microscopes should be able to see subatomic structure,

but practical limitations—imperfections in the magnetic optics and prob-



Biomolecular Structure Determination

63

Figure 3-11  Electron microscopy can reveal the overall morphology of a biomole-
cule. A complex of actin with the motor domain of myosin, studied by Ron Milligan
at the Scripps Research Institute, is shown here on the left. Note the low contrast be-
tween the two strands and the surrounding ice—try squinting to see the overall
shape better. A computer-generated reconstruction based on the frozen image is
shown on the right. By combining many portions of the electron micrograph, the re-
construction creates an averaged three-dimensional model of the molecule.

lems with specimen preparation, contrast, and radiation damage—limit the
resolution to about 2 nm for biomolecules. This provides enough detail to
determine the overall morphology of biomolecules and biomolecular com-
plexes, but not to see individual atoms.

Electron microscopy provides information that is not available from
any other experimental sources and is often used to study assemblies that
are too large for other methods or molecules that undergo structural
changes under different conditions (Figure 3-11). When information from

electron microscopy is combined with atomic information from X-ray crys-
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tallography, NMR spectroscopy, and molecular modeling, the atomic struc-
ture of large assemblies may be constructed. Our understanding of the ribo-
some, many large viruses, and the interaction of actin and myosin in muscle
cells has greatly benefited from this combined approach.

Both transmission electron microscopy and scanning electron mi-
croscopy are used to determine the structure of bionanomachinery. Trans-
mission electron microscopes are similar to light microscopes: The electron
beam illuminates a thin sample, and the microscope determines the relative
transparency of different regions. The contrast of biological specimens is of-
ten very low, so they are often stained with salts of heavy metals, such as
uranium or osmium. Unfortunately, this staining procedure can introduce
artifacts during treatment and drying. Cryoelectron microscopy reduces
these artifacts but introduces problems with contrast. The sample is frozen
in ice, so the contrast between the biomolecule and the surrounding ice is
low. Often, structures are determined by analysis and averaging of many
individual particles to build up an averaged image of the molecule that re-
duces the noise introduced by the low contrast. In the best cases, electron to-
mography can provide a three-dimensional image of the molecule. Images
are collected from the sample tilted at a range of angles, and differences be-
tween the tilted samples are used to construct the three-dimensional model.

Scanning electron microscopy provides a three-dimensional image by
looking at electrons that are scattered or emitted from the surface of the
specimen. The sample is prepared by fixing and drying and then is coated
with a thin layer of metal. The specimen is then scanned with a narrow
beam of electrons to image the surface. The resultant images are very intu-
itive, giving a good feeling for the three-dimensional contours of the speci-
men. But, because of the need for a metal coat, the resolution is often much
lower than in transmission microscopy, at about 10 nm. This is sufficient for
images of large assemblies, such as the arrangement of actin and myosin in

entire muscle sarcomeres.

Atomic Force Microscopy Probes the Surface of Biomolecules

Atomic force microscopy, developed in the early 1980s, is a newcomer rela-
tive to the other techniques described here. The approach is more akin to
touch than to vision. A sharp probe is scanned over the surface of the sample,
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recording the height at each point and yielding a topographic map of the sur-
face. Of all of the methods for determining molecular structure, this provides
the most direct connection between our world and the atomic world.

To scan the surface, the sample is moved in a rasterlike pattern under
the tip and the sample is raised and lowered to apply a constant force on the
tip. Both motions—the lateral scanning and the changes in sample height—
are controlled by piezoscanners, and forces on the cantilever are detected by
shining a laser beam on the back of the cantilever and watching for motions
in the reflected beam. The sample may be scanned in a constant contact
mode, in which the tip is always in contact with the sample. This allows
very accurate measurements of height, but the high shear forces as the tip is
forcibly scanned across the sample can be problematic for soft biological
samples, which are often attached only weakly to the sample surface. The
tapping mode of scanning solves these problems. The tip is oscillated such
that the tip just touches the surface during the scan. Because the contact is
very short, shear forces are reduced. The resolution of the image is depen-
dent on the sharpness of the tip and is typically in the range of 5-10 nm.

Atomic force microscopy became a powerful tool for study of biological
molecules when methods were developed to analyze samples in water in-
stead of using dried samples. Dried biological samples retain a thin layer of
water on their surface. When the probe is scanned over the surface, capil-
lary forces can dominate the interactions between the tip and the sample,
masking the dispersion/repulsion forces that define the shape. The tapping
mode improves this somewhat but must be operated at an amplitude that is
sufficient to break the capillary interaction with each oscillation. Today,
however, these problems are solved by simply immersing the entire sample
and tip in solvent. Capillary forces are removed, and the tip-sample interac-
tion reflects only the shape of the molecule.

Atomic force microscopy has shown great success in imaging bio-
nanomachinery. Numerous systems, from individual DNA strands to entire
chromosomes, have been imaged at near-atomic level. The advantage of the
technique is the use of conditions similar to those encountered in cells, so
that the molecules are in conformations that are appropriate to their natural
function. The technique has also shown great success in nonimaging appli-
cations, in which the microscope is used to measure forces between mole-
cules or forces as biomolecules are stretched and unfolded. The microscope
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Figure 3-12 At IBM, atomic force microscopy has been used to arrange individual
iron atoms into a circular “corral,” allowing study of the unusual quantum mechan-
ical properties of the arrangement. (Figure from http://www.almaden.ibm.com/
vis/stm/corral.html)

provides a sensitive method for measuring forces along the trajectory of
stretching or separation and has yielded insights into protein folding, DNA
conformation dynamics, and enzyme specificity.

Scanning force microscopy has been used, in a number of spectacular
demonstrations, to make specific atomic level changes in molecules, such as
the arrangement of argon atoms to create quantum corrals with peculiar
quantum mechanical characteristics (Figure 3-12). Similar applications with
biomolecules have been scarce. Fred Brooks and coworkers have attempted
to push viruses into position on surfaces. Perhaps the most powerful ap-
proach for the future will be the attachment of specific functionalities to
atomic force microscopy tips.

MOLECULAR MODELING

In designing new bionanomachines, computation works hand in hand with

experimentation, often in an iterative manner. Molecules are designed in the
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computer, and the best ideas are synthesized and tested. The lessons learned
are then applied in the next round of computational design, and so on. This
approach has been highly successful in rational drug design, most notably
leading to many of the powerful drugs used to treat AIDS. Computation also
often allows exploration of systems that are experimentally inaccessible, pro-
viding predictions and directing further research and development.

Bionanomachines Are Visualized with Computer Graphics

Computer graphics revolutionized the study of biomolecules and now is an
indispensable tool for all of the molecular sciences. Computer graphics al-
lows us to visualize the unfamiliar shapes, properties, and interactions of
molecules in a manner that is familiar and intuitive. Molecular graphics
provides the first window onto a new project, allowing the researcher to ex-
plore and understand the molecules that will be built or modified.

Because molecules are orders of magnitude smaller than the wave-
length of visible light, direct imaging of individual molecules is not possi-
ble. Therefore, various representations have been developed, as shown in
Figure 3-13. The best representations capture the key properties of the mol-
ecule in a visual form, presenting us with a three-dimensional model that
we can comprehend, but in such a way that the properties of the visual
model relate directly to the nanoscale properties of molecule.

Today, computer graphics hardware and software are sufficiently fast
to allow interactive representation of even the largest biomolecules. Excel-
lent commercial and free software is available for visualizing molecular

structures. Some of the most popular packages include:

(1) RasMol. A compact, self-contained program for the display of mole-
cular structures. A flexible scripting language allows choice of rep-
resentation styles and coloration and selective display of portions of
a molecule.

(2) Protein Explorer. Another compact molecular display program.

(3) Chime. A Java plug-in for display of molecular structure within
HTML pages.

Links to many of these programs are available on-line at the Protein Data
Bank (http://www.rcsb.org/pdb/software-list.html).
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Figure 3-13 Lysozyme is shown in three common representations, as drawn in the popular viewing pro-
gram RasMol. On the left is a bond diagram, showing every covalent bond linking atoms in the structure. In
the center is a spacefilling diagram, representing each atom as a sphere. On the right is a ribbon diagram, a
schematic representation of the topology of the protein chain. Note the advantages and disadvantages of
each representation. Bond diagrams allow exploration of the detailed geometry of the molecule but are often
too complicated for easy comprehension. Spacefilling diagrams give a good feeling for the shape and size of
the protein. Ribbon diagrams are excellent for understanding biomolecular folding and topology.

Computer Modeling Is Used to Predict Biomolecular
Structure and Function

Molecular modeling techniques allow the researcher to build any desired
molecule based on the known molecular geometry of the component atoms.
Molecular mechanics then applies a mathematical force field to this three-
dimensional structure to define the interactions between each atom. The
system may be used in several ways:

(1) Optimization. A crude molecular structure may be optimized, look-
ing for a structure that best corresponds to the force field con-
straints.

(2) Normal mode analysis. The collection of forces and positions may be
analyzed for specific harmonic modes, representing the major bend-
ing and twisting modes of the entire molecule.
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(3) Molecular dynamics. A simulation of the molecule at a given temper-
ature may be performed, following the molecule through time as
thermal fluctuations are applied.

(4) Free energy perturbation. A transition is modeled by shifting the sys-
tem smoothly from a given starting state to a different final state,
following the process in detail. Often, a nonphysical path is used
that is thermodynamically identical with the real transition but is
more amenable to computational modeling.

Typical methods allow modeling of biomolecules of several thousand
atoms, and typical molecular dynamics simulations may be run for
nanoseconds. This is sufficient to look at events such as catalysis and local
structural changes, but it is not sufficient for longer time scale processes
such as protein folding and molecular docking, for which other methods are
currently used (see below).

Many commercial and academic software packages are available for
molecular modeling and molecular mechanics. Popular software includes:

(1) Insight (BioSym). Commercial package with excellent molecular
modeling tools and diverse molecular mechanics methods.

(2) Sybyl (Tripos). Another commercial package with excellent molecu-
lar modeling tools and molecular mechanics methods.

(3) Amber (UCSF). Academic package with the full range of minimiza-
tion, normal mode and dynamics simulations.

The Protein Folding Problem

A major hurdle must be crossed before bionanotechnology will have gener-
al applicability: We must be able to predict the folded structure of a protein
starting only with its chemical sequence. Without this ability, we will mere-
ly shadow evolution, poking and prodding existing proteins until they are
changed into something that we want.

The protein folding problem poses grave difficulties for two reasons.
The first is the sheer magnitude of the problem. Typical proteins have sev-
eral hundred amino acids. Each is connected to its neighbors through two
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flexible linkages that may adopt a range of stable conformations. In addi-
tion, each amino acid has a flexible side chain that can adopt a number of
stable local conformations. Together, these many levels of torsional freedom
define a staggeringly large conformational space that is beyond all current
computational prediction methods.

The second problem lies in the method used to estimate the stability of
each trial conformation during a prediction experiment. Folded proteins
have thousands of internal contacts, each of which adds a tiny increment of
stabilization to the entire structure. Many water molecules are freed as pro-
teins fold, as the protein chains shelter their carbon-rich portions inside.
This freeing of water is a strong force pushing proteins toward a folded
structure. Entropy, on the other hand, works against the favorable energies
of internal contacts and water release. Because of a decrease in entropy, a
tightly organized protein globule is far less likely than a floppy, extended
chain. The energy gains from contacts and released water are spent in forc-
ing the chain into its compact form. Looking at the whole system, these two
opposing forces just about cancel out, with a small excess on the favorable
side. It is this favorable surplus of stabilizing energy that we must predict
when trying to solve the protein folding problem, choosing the one folded
structure with the most stable total energy. However, the value of this ener-
gy is calculated as the difference between two large sums, each of which
may have significant errors.

Together, the large search space and the cumulative errors in scoring
functions have thwarted many protein folding predictions. The most suc-
cessful approaches have used simplified models, often approximating the
protein chain on a lattice to reduce the space of conformations to search.
These simulations, however, are still some distance from predicting accu-
rate three-dimensional structures for use in functional design and predic-
tion.

Currently, the best predictions of protein structure are obtained by ho-
mology modeling. For this, proteins are modeled based on the known
structure of a similar protein. In an analysis of protein structures in the
Protein Data Bank, proteins that are identical in about 30% of their amino
acids (evaluated by aligning the sequences of the two proteins) were

shown to have homologous structures. In these structures, the folding and
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topology of the protein chain are similar, but the local details in loop re-
gions may differ. Homology modeling takes advantage of this observation.
The structure of a new protein may be modeled based on the structure of
a known protein with similar sequence (if one is available). Computer
modeling is used to build structures for loops and to create coordinates for
specific amino acids that are changed. For proteins with sequence homol-
ogy of 60% and higher these models can be very accurate, and in the range
of 30% to 60% the models can be useful for predicting the overall proper-
ties of the protein structure, such as identifying surface residues or looking
for a global shape.

Algorithms for predicting the local structure of protein chains based
on the sequence are also currently quite robust. These methods are cali-
brated by using the known structures of many proteins. They then they
scan along a new protein sequence, classifying each region as a-helical,
B-sheet, or other (for more on protein secondary structure, see Chapter 4)
or classifying the regions as surface exposed or buried within the protein.
These techniques make correct predictions for approximately 70% of the
amino acids, enough to identify the basic folding pattern of the protein. A
similar technique for identifying segments of protein chains that cross
through membranes is particularly successful. The unusual chemical prop-
erties of these regions, because they interact with membranes instead of
water, make them easily identifiable, so prediction algorithms are about
95% accurate.

Note, however, that both homology modeling and secondary structure
prediction may have limited applicability in bionanotechnology. Both
methods rely on the fact that the protein sequences under study are de-
rived from evolutionarily optimized proteins. The researcher begins with
the knowledge that the sequence adopts a stable, functional, folded struc-
ture. Many examples of single amino acid changes that entirely disrupt a
structure are known, and these prediction methods typically would not be
able to identify that type of localized problem. However, the success of ho-
mology modeling is an excellent place to begin for bionanotechnology. It
provides a technique for the design of modified proteins, starting from ex-
isting stable protein folds and modifying step by step to add new func-

tionality.
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Docking Simulations Predict the Modes of
Biomolecular Interaction

Specific interactions between molecules are the basis of most biomolecular
processes. Enzymes recognize the shape of the molecules they modify and
create an environment that promotes a chemical reaction. Antibodies have a
binding site that perfectly matches its target. Proteins interact and commu-
nicate through specific binding sites. Methods for predicting these interac-
tions are necessary for analysis and design in bionanotechnology.

Accurate, consistent methods are available for the prediction of the
binding of a small molecule—a ligand or inhibitor—to a biomolecular target
(Figure 3-14). The most successful methods combine two capabilities. First,
they use a fast algorithm to search the many ways that the molecules can fit
together. Second, they use an energetic model that accurately predicts the
energy of interaction. The algorithm searches many possible binding

Figure 3-14 Drugs may be designed and tested in the computer. Automated dock-
ing techniques are used to find the best site for a drug to bind to the target bio-
nanomachine. If the predicted binding is strong enough, the molecule may then be
synthesized and tested for activity. The drug saquinivir is shown here binding to the
HIV protease. Many conformations, shown in pink, are tested in the computer, and
eventually the best conformation, shown in red, is found bound deep within the ac-
tive site. Computer-aided drug design has been instrumental in the discovery of
drugs to fight AIDS and drugs to fight many other diseases.
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modes, using the energetic model to determine which one is the best. Cur-
rent methods use simplifications to make this process feasible with avail-
able computer hardware. Most often, the protein target is treated as wholly
or partially rigid, reducing the number of conformations that must be
searched. In some cases, this can cause significant problems, for instance,
when a protein closes around a small molecule when it binds. Current tech-
niques are successful in about half of the cases using off-the-shelf tech-
niques. The remaining systems require special attention to deal with any
protein motion that may affect the results.

Popular methods include:

(1) AutoDock (Scripps Research Institute). A genetic algorithm is used to
search conformations and an empirical free energy force field is used
to evaluate energies.

(2) Dock (UCSF). A geometric matching algorithm is used to match lig-
and structures to a simplified representation of the binding site, and
then more sophisticated energetic models are used on the best solu-
tions. This method is very fast, allowing large databases of small mol-
ecules to be docked and evaluated.

Predicting the interactions between large biomolecules, especially be-
tween two proteins, is still a considerable challenge. No turnkey methods
are currently available, but many laboratories are testing new methods.
The problem is considerably more difficult than predicting the interaction
of proteins with small molecules because of the large size of both of the
molecules. Two general approaches are under study. In the first, the bio-
molecules are simplified by using a smoothed representation of the surface
and chemical properties. Candidate complexes are then obtained by using
fast methods to dock these simple representations and then evaluating the
best candidates in greater detail. The second approach is a brute-force
atomic simulation, made possible by the advances in search technologies
such as genetic algorithms. These are just now being reported and are re-
markably successful, showing great promise for future prediction of
bound conformations as well as predicting the binding energy of the com-

plex.
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New Functionalities Are Developed with Computer-Assisted
Molecular Design

Many of the recent successes in bionanotechnology involve the design of
new functionality into natural biomolecules. The closer we stay to known
structures, of course, the greater our confidence that the prediction will be
realized in the biomolecule. The workhorse for design in many laboratories
is simple molecular modeling, designing changes by hand on the computer
graphics screen. These techniques are available off the shelf, and they allow
researchers to build in new structure and then minimize the structure, look-
ing at how well the modifications fit into the overall structure.

This approach, combined with molecular dynamics, has fueled much of
the excitement in the molecular nanotechnology popularized by Drexler. A
variety of nanoscale models have been built with a diamondoid lattice of
atoms, using the appropriate bonding geometries. In a practical application,
molecular modeling is used extensively for design of site-directed muta-
tions for increasing stability and shifting functionality in proteins. This type
of modeling requires creativity and experience on the part of the researcher,
because, quite literally, any structure imaginable can be modeled and opti-
mized.

Many laboratories have developed specialized methods to aid in molec-
ular design. For instance, many methods have been developed to remove
the manual effort from the design approach. These automated methods al-
low comprehensive searches instead of the intuitive hit-or-miss approach of
modeling by hand, and tighter restraints on the energetics.

Many of these techniques are being developed in the field of computer-
aided drug design. The goal is to design a drug molecule that perfectly fits
into the active site of a target bionanomachine, blocking normal function.
Some approaches begin by docking thousands of small fragments, each
composed of 5 or 10 atoms. The best fragments are then linked to fragments
that bind in neighboring portions of the active site, to form larger drug mol-
ecules. Another approach starts with a “seed” molecule that binds in the
middle of the active site. The drug is then grown into a larger molecule by
adding atoms one at a time until the active site is totally filled. These meth-
ods can design excellent candidates for new drugs but may occasionally run
into problems with overeager researchers who design exotic molecules that
are impossible for any chemist to build.



STRUCTURAL PRINCIPLES
OF BIONANOTECHNOLOGY

At the atomic level, we have new kinds of forces and new
kinds of possibilities, new kinds of effects.
—Richard Feynman

Our first goal in nanotechnology is to build a stable nanostructure. Only
then, after we can arrange atoms the way we want, can we can start think-
ing about what jobs these structures might do. To achieve this basic goal,
we must understand the forces that link atoms together inside a nanos-
tructure. These forces are different than anything in our familiar world.
First of all, we can’t shape atoms into any arbitrary form. When building
macroscale machines, we mold plastic, glass, or metal into any desired
shape. But at the nanoscale, our building material places more strict limits
on the possible shapes. Atoms bond to one another through a defined set
of chemical rules, and the shape of our nanomachinery will be restricted
by these rules. We also must be careful of the stability of our nanoscale ob-
jects: We must engineer them to be stable enough to withstand the partic-
ular environmental conditions under which they will be operating. The
stability is also limited by the small set of ways that atoms may be con-
nected.

Fortunately, scientists have been laying the groundwork for this goal
for centuries. Chemists have discovered a wealth of information on the
structure and stability of molecules and have perfected methods for con-
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structing them from their component atoms. Biologists, on the other hand,
have studied the atomic details of thousands of working nanomachines,
each constructed by using only the basic principles discovered by chem-
istry. In this chapter, we will look at the different ways that bionanoma-
chines are built. This is priceless information. We can analyze the ways that
existing bionanomachines achieve stability and function and then use this
information to develop a basic nanoscale toolkit for designing and con-
structing our own nanomachinery.

NATURAL BIONANOMACHINERY IS DESIGNED FOR A
SPECIFIC ENVIRONMENT

When using biology as a guide for nanotechnology, we must keep an im-
portant limitation in mind. Natural bionanomachines are made to function
inside cells. They have been optimized for this environment and may not
function optimally, or even at all, when placed in different environments.

The most important limitation is the need for water. Bionanomachines
are designed to be stable when surrounded by water. The unusual proper-
ties of water, described below, are harnessed to stabilize biomolecular struc-
tures. Except in rare cases, bionanomachines cannot be designed or ana-
lyzed in other solvents or in vacuum, because they only show their true
structure and function when placed in water.

The biological environment is also limited to a narrow range of temper-
atures. Typical bionanomachines perform best at temperatures of about
37°C, although in special cases biomolecules may be designed to perform at
temperatures up to 90°C (see below). Bionanomachines are designed to be
stable at this temperature, but not too stable. At typical body temperature,
thermal energy is manifested as a constant motion of molecules and the wa-
ter surrounding them. The forces holding bionanomachines together are
strong enough to build a stable structure despite the constant jostling of
thermal motion and battering by water molecules. However, the forces are
weak enough to allow the construction and demolition of bionanomachines
with modest energy resources. Cells do not use arc welders and blast fur-
naces to forge new structures, instead, they perform all their synthetic and

housekeeping tasks with the minimum expenditure of energy.
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Natural bionanomachines are also constructed to be stable over a typi-
cal biological time scale. Most bionanomachines are expected to be func-
tional for mere seconds, and bionanomachines are only rarely built to last
more than a year. These machines are built quickly, used for a specific task,
and then demolished, providing raw materials for building the next ma-
chine. Planned obsolescence is the rule.

Organic molecules based on carbon are ideal for building machines
with these properties. Organic molecules provide a rich palette of interac-
tions within the watery environment. They are stable at biological tempera-
tures, but not too stable, allowing rapid synthesis or breakdown in a matter
of seconds. By combining carbon with a few other types of atoms—oxygen,
hydrogen, nitrogen, sulfur, phosphorus—a boundless variety of molecules,
with diverse chemical properties, may be designed.

A HIERARCHICAL STRATEGY ALLOWS CONSTRUCTION
OF NANOMACHINES

The dream of molecular nanotechnology is to build a nanostructure one
atom at a time, starting from one corner and continuing atom by atom until
the structure is finished. However, the approach taken by both chemists
and nature is different. It is hierarchical, building large structures in several
steps. George Whitesides has broken this hierarchy into four strategies for
the construction of nanostructures, which build from the lowest level of
atoms to the highest level of complex assemblies (Figure 4-1).

The first strategy is sequential covalent synthesis. Atoms are directly
bonded into covalent molecules of the desired shape. Of the four hierar-
chical strategies, this one is the most similar to manufacturing techniques
in our macroscale world. The product is designed, and then the compo-
nents (atoms) are placed together piece by piece to build up the structure.
This is exactly what synthetic chemists do. Synthesis of molecules such as
vitamin B, and taxol, with up to several hundred atoms, shows the upper
limits of molecules that are currently feasible by synthetic chemistry. The
advantages of covalent synthesis lie in the diversity that is achievable.
Atoms may be combined in nearly any combination, including highly

strained shapes and unlikely combinations of atoms, given, of course, that
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Figure 4-1 Several hierarchical strategies for construction may be used for bionan-
otechnology. A. Covalent synthesis has been used to create many small organic mol-
ecules that mimic biological function. The molecule shown here is a mimic of the
heme group in hemoglobin and shows similar binding properties for oxygen. B. Co-
valent polymerization has been used to create novel structural materials, ranging
from tough plastics to elastic rubbers. A nylon chain, composed of small repeating
units, is shown here. C. Self-organizing synthesis has been used to create liposomes
for delivery of drugs. The lipids associate randomly to form a dynamic aggregate. D.
Self-assembly is used to build the most complex biological machinery. The viral cap-
sid shown here is comprised of 60 identical subunits arranged in perfect icosahedral
symmetry.

the methods for proper positioning and bonding of the atoms are avail-
able.

The second strategy is covalent polymerization. Structures are built of
modular units, which are linked into linear or branched chains. The synthe-
sis may be performed in bulk, to form a mixture of chains. Plastics such as
polyethylene are an example. Or polymerization may be controlled one step
at a time, creating identical chains each time. The chemical synthesis of
DNA by solid-phase techniques and the synthesis of DNA in cells are exam-
ples—in both cases, exactly the same chain, identical at the atomic level, is
produced each time. Extremely large covalent molecules may be construct-
ed by covalent polymerization, but it has inherent limitations. First, once
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the chemical schemes for attaching individual monomers is chosen, the
chains are limited to that type of linkage. For instance, proteins will always
be composed of a chain of linked peptide groups, not anhydrides or esters.
Second, synthesis is limited to monomers that are stable under the reaction
conditions, so some useful chemical groups may be too labile for use. Elabo-
rate chemical schemes for protecting sensitive groups during synthesis
have been developed to help solve this problem. In biological systems, en-
zymes allow much milder conditions to be used for polymerization, allow-
ing use of monomers with a wider range of chemical properties.

The third strategy is self-organizing synthesis. Modular units are again
applied, but the nanostructures are formed by noncovalent association of
units. Familiar examples include molecular crystals, such as sugar crystals
or protein crystals, and liquid crystals used in computer displays. In cells,
examples include the micelles and bilayers formed by lipids. Many current
applications termed “nanotechnology” fall under this category, such as
nanospheres and nanocomposites. Note the difference between self-organi-
zation and the previous two levels of the hierarchy. In covalent synthesis
and polymerization, the engineer links atoms together in any desired con-
formation, which doesn’t necessarily have to be the energetically most fa-
vored position. Self-organizing molecules, on the other hand, adopt a struc-
ture at a thermodynamic minimum, finding the best combination of
interactions between subunits but not forming covalent bonds between
them. In self-organized structures, the engineer must predict this minimum,
not merely place the atoms in the location desired.

The fourth strategy is self-assembly. Whitesides defines self-assembly as
“the spontaneous assembly of molecules into structured, stable, noncova-
lently joined aggregates.” I will include two processes in self-assembly. The
first (which strains Whitesides’s definition) is protein folding: the sponta-
neous folding of a protein chain into a stable, globular structure. The second
is the classic conception of self-assembly: the assembly of globular subunits
into defined multichain complexes. Both processes involve searching of
many possible conformations until the thermodynamic minimum is found,
powered by random thermal fluctuations. Highly specific interactions de-
fine the geometry of the final structure. Of all the lessons that may be

learned from nature, the use of spontaneous self-assembly to construct
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nanomachines is arguably the most important. This mode of construction is
utterly foreign to our macroscale technologies. Familiar manufacturing is
dominated by willful, directed construction of objects based on specific
blueprints that specify the three-dimensional form of the product. Cells, on
the other hand, bring all of the necessary components together and let them
self-assemble into the product.

THE RAW MATERIALS: BIOMOLECULAR STRUCTURE
AND STABILITY

Carbon is the key to bionanotechnology. Organic molecules, built around
carbon, are an ideal raw material, providing a wide range of design options
for the construction of bionanomachinery. The diverse, stable bonding
modes of carbon allow the construction of nearly any geometry that one
might imagine. Upon this carbon scaffolding, atoms like oxygen and nitro-
gen may be added to incorporate additional molecular properties and func-
tionalities.

The structure and properties of organic molecules may be understood
by using a simple empirical description, tried and tested over the years by
chemists and biologists. This is not a full description, such as that provided
by quantum mechanics, but it is sufficient for understanding the primary
forces that shape and stabilize bionanomachines. This simple description
includes three basic concepts. First, covalent bonding connects atoms to one
another in stable, defined geometry. Second, several types of nonbonded
forces control the interactions within molecules and between molecules. Fi-
nally, the emergent properties of water strongly modify the form and stabil-
ity of molecules (Figure 4-2; Table 4-1).

Molecules are Composed of Atoms Linked by
Covalent Bonds

The strongest interactions within biological molecules are covalent bonds
formed directly between two atoms because of the quantum mechanical
sharing of electrons. Covalent bonds are quite stable at biological tempera-
tures, and a significant amount of energy must be spent to create and break
them. The strength of most organic materials is a consequence of covalent
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Covalent bonds

Carbon-rich
amino acids

AN

Hydrogen bonds

Charged
amino acids

Figure 4-2 Insulin is a small protein stabilized by a collection of different forces.
Covalent bonds, shown here as cylinders, connect the atoms of the structure. When
placed in water, these chains fold to shield carbon-rich portions of the chain inside
and to display the charged amino acids on the surface, where they can interact with
water molecules. Hydrogen bonds connect different regions of the chain, strength-
ening the structure. The red dotted lines show hydrogen bonds formed in an a-helix.

bonding. For instance, silk is formed of many long strands of covalently
bonded atoms, arranged side by side. Silk is quite resistant to stretching be-
cause of the strength of these bonds. It is flexible, however, because the
strands slide next to one another freely, because neighboring strands are not
connected by covalent bonds. If covalent bonds are created in all three di-
mensions, such as in the lattice of carbon atoms in diamond, the hardest
known solids are formed, which are resistant to forces in all directions.
Covalent bonds are stiff and highly directional. The preferred geometry
of covalent interactions may be understood through study of the preferred
quantum mechanical states of the electrons. A full description of quantum
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Table 4-1 Strength of Forces Stabilizing Proteins

Strength (kcal/mol)
Covalent bonds >50
Dispersion forces <1
Hydrogen bond 1-7
Electrostatic interaction (low dielectric) 1-6
Hydrophobic interaction (two phenylalanine side chains) 2-3
Average thermal energy (37°C) 0.6

Source: Adapted from Devlin, T.M. (1992). Textbook of Biochemistry with Clinical Correlations. Wi-
ley-Liss, New York.

mechanics is beyond the scope of this book, but, fortunately, a simple set of
empirical rules is enough to understand most of the organic molecules that
will be encountered in bionanotechnology. It is almost as simple as building
with atomic Tinkertoys, using a standard set of atomic parts. However, for a
deeper understanding, and for incorporation of more exotic atom types, a
more detailed study of quantum mechanics and chemistry is necessary.

To a first approximation, organic molecules may be designed by snap-
ping together atoms using the appropriate number and geometry of bonds,
as shown in Figure 4.3. Using these simple rules, a diverse set of molecules
may be designed. The rules are so general that plastic models are available
for studying and designing organic molecules. However, when creating a
new molecule, a little chemical intuition is necessary. Careful examination
of the molecules that are actually built by cells and chemists will provide an
idea of which molecules will be stable when actually constructed. In gener-
al, these molecules will have carbon skeletons, with oxygen and nitrogen
atoms separated and not directly bonded to one another. Also, molecules
that distort the normal geometry of the atom, such as a tight triangular ring
of three carbon atoms, will probably be less stable and thus more difficult to
construct.

The geometry of interaction through covalent bonds is well defined and
relatively rigid. The lengths of bonds vary by only a fraction of an
angstrom, and flexing of the angles formed between two bonds rarely ex-
ceeds a few degrees. Rotation around bonds, however, is common for many
bond types. In general, single bonds are surprisingly flexible and have been
proposed for use as rotatable axles in molecular nanotechnology. However,
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Figure 4-3  Organic molecules may be constructed with a few simple geometric re-
lationships between atoms. Carbon atoms (C) make four bonds with surrounding
atoms, in tetrahedral arrangement. In some compounds, two (or even three) of these
bonds may form with a single atom, forming a double bond. Oxygen (O) forms two
bonds in a bent geometry or a double bond to one neighboring atom. Nitrogen (N)
forms three bonds, and sulfur (S) forms two. Phosphorus (P) is encountered as the
phosphate group in bionanomachinery, with the phosphorus atom surrounded by
four oxygen atoms.

double and triple bonds, where additional electrons are shared through
bonding, are rigid.

As with most things in life, the story is not quite this simple. These sim-
ple rules must be amended with the concept of resonance to account for
some unusual anomalies. Benzene is the classic example. Our rules would
have us draw a structure with three single carbon-carbon bonds alternating
around the hexagonal ring with three double carbon-carbon bonds. As you
can see, there are two possible ways to create this structure. But when the
molecule is actually studied, it is found that all the bonds are exactly equal.
In reality, the structure is intermediate between these two extremes.

Resonance has a profound effect on the flexibility of the molecular
structure. The peptide bond used extensively in bionanomachinery is an ex-
ample of this. One would predict that the central single bond would be flex-
ible, allowing rotation around the middle. In fact, this is not observed—the
whole peptide group acts as a single rigid unit. This may be understood by
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looking at an extreme form of the peptide unit, with an electron transferred
from the nitrogen atom to the oxygen (as shown in Figure 4.4). It has a dou-
ble bond across the middle, holding the structure rigid. In reality, the elec-
tronic structure is again intermediate, but enough like the double bond to
hold the entire group rigid.

Dispersion and Repulsion Forces Act at Close Range

The overall shape and form of molecules is a consequence of two opposing
forces, which define the inviolable space of each atom. As atoms approach
one another, these two opposing forces define the interaction (Figure 4-5).

Figure 4-4 Resonance rigidifies parts of bionanomachinery. The peptide bond
used to construct proteins is rigid because of resonance. In the upper structure, the
peptide bond shows the typical bonded structure, which would be flexible around
the C-N single bond, and the lower structure shows an alternate form, which would
rigid around the C=N double bond. In reality, the bond is intermediate and the actu-
al structure is rigid, resisting rotation around the C-N bond. Some rings of atoms
also show resonance, which leads to a rigid, flat structure. The ring of six carbon
atoms shown here can be thought of as a mixture of two structures, with different
placement of C—C single and double bonds. This type of resonance also stabilizes the
flat rings of DNA bases.
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Figure 4-5 Dispersion-repulsion forces act at close range. Here, two large amino
acids are touching, held loosely together by dispersion forces but kept from overlap-
ping by strong repulsion forces. These forces are conveniently visualized by using
“spacefilling” models, like those used for nearly every illustration in this book.
These models show each atom as a sphere appropriately sized to represent the posi-
tion of the most favorable balance of dispersion and repulsion interactions.

When atoms are close, dispersion forces provide a weakly favorable interac-
tion, drawing the atoms together. But if the electron clouds begin to over-
lap, strong repulsion forces dominate, keeping the atoms from interpenetrat-
ing. Together, dispersion and repulsion forces form a highly unfavorable
wall preventing overlap of atoms and a weakly favorable well coaxing
atoms to remain in contact, just touching one another. Dispersion-repulsion
interactions add significantly to the stability of bionanomachines. Each in-
teraction is energetically small, but these forces quickly add up for the
many atoms in bionanomachines.

Repulsion forces are a consequence of the Pauli exclusion principle,
which states that two electrons cannot occupy the same quantum mechani-
cal state. As neighboring atoms approach one another, this force rises rapid-
ly to very unfavorable energies as the electron clouds overlap. Repulsion
forces are highly unfavorable at short distances, but once the atoms are no
longer in contact they fall to negligible values. These forces dominate when
two objects collide, so that billiard balls ricochet instead of passing through
one another. Repulsion forces also play an indispensable role at the molecu-
lar level, by limiting the conformational freedom of bionanomachinery, as
described below in the section on flexibility.

Dispersion forces counter these repulsion forces when atoms are just
touching. Dispersion forces are caused by induced charge interactions.
When the negatively charged cloud of electrons is close to a neighboring
atom, the nearby electrons in the neighbor induce a small dipole in the
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atom, by shifting some of its electron cloud slightly away from the neighbor
and slightly exposing the positively charged nucleus. This transient dipole
interacts favorably with the neighboring electron cloud, forming a weakly
attractive force. Dispersion effects are felt when two surfaces come into inti-
mate contact, contributing to the macroscopic properties of adhesion and
friction. For instance, flies and geckos use dispersion forces between their
feet and a surface to climb vertical walls. The surfaces are pressed tightly to-
gether, so dispersion forces are strong enough to adhere them to the sur-
face.

Hydrogen Bonds Provide Stability and Specificity

Hydrogen bonds play a central role in the stability of bionanomachines, and
in their interactions with one another. Hydrogen bonds are like Velcro; they
are reusable fasteners that may be connected and broken according to need.
Hydrogen bonds are weaker and less directional than covalent bonds, but
they are slightly stronger than the typical thermal energy, so they are stable
in biological contexts. Because they are not as stable as covalent bonds, they
are not as difficult to break. The surface tension of water, causing water to
bead into tight drops, is a physical manifestation of the strong hydrogen-
bonding force between water molecules, but the liquidity of water is a man-
ifestation of the ease of making and breaking hydrogen bonds at room tem-
perature.

Hydrogen bonds are thought to be mainly electrostatic in nature. They
are formed between (1) a hydrogen atom that is bonded to oxygen, nitro-
gen, or sulfur and (2) another oxygen, nitrogen, or sulfur atom. The interac-
tion is somewhat directional, forming the strongest interaction when the
hydrogen atom is aligned directly at the accepting atom (Figure 4-6).
Nonoptimal hydrogen-bonding geometries, however, are very common in
natural bionanomachines.

The abundance of oxygen and nitrogen atoms in biological molecules
makes hydrogen bonding a significant source of structural stability. Hydro-
gen bonds are widely used within bionanomachines to stabilize internal
structure. They also play an essential role in molecular recognition, as de-

scribed in Chapter 5. In addition, the water environment of bionanoma-
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Figure 4-6 Hydrogen bonds are directional. They are strongest when the hydro-
gen atom on the donating group, shown here on the left, points directly at the ac-
cepting group, shown here on the right.

chines gives hydrogen bonding additional importance. Each water mole-
cule displays two sites for accepting hydrogen bonds and two hydrogen
atoms to participate in a bond. The surfaces of bionanomachines are contin-
ually exposed to water, so the ability to form hydrogen bonds with water is
essential for biomolecular stability. This important topic is described in
more detail below.

Electrostatic Interactions Are Formed Between
Charged Atoms

Classic electrostatic interactions between atoms with electronic charges also
play an important role in the function and stability of bionanomachinery.
Electrostatic forces are long-range forces, extending over many times the di-
ameter of a single atom (Figure 4-7). Electrostatic forces are used both at
short distances, to form a strong linkage between groups, and at longer
range, to attract or repel other molecules that may be encountered. Electro-
static forces act between charges on atoms—opposite charges attract, and
like charges repel one another. These forces are nondirectional, acting sym-
metrically in all directions from each charge center.

Several types of electrostatic interaction are common in bionanoma-
chines. The first is a salt bridge formed between two organic groups that car-
ry a formal charge (the name indicates the similarity between these charge-
charge interactions and the interactions between ions in inorganic salt
crystals). These are common on the surface of natural biomolecules, where
they serve to stabilize the structure. When extra strength is needed, biomol-

ecules will incorporate charged sulfate and phosphate groups.
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Figure 4-7 Electrostatic interactions act over long ranges. Groups with opposite
charges, like the lysine and glutamate amino acids at the top, attract one another.
This forms a strong salt bridge that is often used to glue different parts of bio-
nanomachines together. Similar charges, like the positive charges on lysine and argi-
nine shown at the bottom, repel one another. This can be used to inhibit interaction
of two molecules.

Second, bionanomachines often incorporate charged metal ions to stabi-
lize a structure or for use in specific chemical functions (Figure 4-8). These
ions range in size from light magnesium ions to heavy atoms of iron and
cobalt. Often, the ions must be trapped within special chemical containers
that coordinate the ion in the proper orientation and maintain it in the ap-
propriate electronic state.

Electrostatic interactions are reduced by the dielectric effect, which is de-
pendent on the atoms between and around the charged atoms. Water acts
as a strong dielectric, strongly reducing interaction of ions, whereas protein
is a weak dielectric. Water molecules are dipoles: The oxygen atom is some-
what negative, and the two hydrogen atoms are somewhat positive. When
charged ions are placed in water solution, the surrounding water molecules
tend to align their dipole moments to interact with the ion. This reduces the
force on other ions, dampening electrostatic interactions by 80-fold. The
atoms in proteins, on the other hand, are more fixed and cannot undergo

this dynamic reorganization.
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Figure 4-8 Ions are widely used in proteins to perform specific chemical tasks. The
protein superoxide dismutase, which detoxifies reactive forms of oxygen, is shown
here. The active site uses a copper ion and a zinc ion, shown in red, to bind and
chemically modify superoxide. The metal ions are held within the protein by a col-
lection of histidine amino acids, shown in pink.

The Hydrophobic Effect Stabilizes Biomolecules in Water

Water is a unique medium, creating a complex environment for the func-
tion of bionanomachines. The forces described above are easily understood
by looking at molecules atom by atom: You can simply sum up the contri-
butions of covalent bonds, hydrogen bonds, dispersion/repulsion forces,
and electrostatics to predict how a bionanomachine might behave. When
placed in water, however, the picture is far more complex. A surprising
emergent property of water, termed the hydrophobic effect, dominates the
properties and interactions of bionanomachines.

Water interacts strongly with itself, through its abundant hydrogen
bonds. Liquid water is composed of shifting water molecules, continually
forming and reforming hydrogen bonds with their neighbors. The stability
of a water solution is a combination of enthalpic energies, such as these dis-
persion/repulsion and hydrogen bonds between the molecules, and en-
tropic energies, which tend to favor states of the solution in which the indi-
vidual molecules are in more random orientations. The hydrogen bonds
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between water molecules are enthalpically very favorable, because they
form many stabilizing interactions. They are also entropically very favor-
able, because each water molecule has countless options for interacting with
neighbors, all of essentially equal energy. Anything that interrupts this
process must provide an equally favorable interaction with as many entrop-
ic options or it will be energetically disfavored.

However, bionanomachines are built predominantly of carbon, which
interacts only weakly with the surrounding water. When a hydrocarbon
molecule is suspended in water, the water molecules surrounding the hy-
drocarbon lose their ability to form hydrogen bonds freely with neighbor-
ing water molecules. On one side, they merely contact the hydrocarbon,
forming a favorable dispersion interaction but losing the ability to form a
stronger hydrogen bond. On the other side, they attempt to maximize the
remaining interaction with the water solution, limiting their possibilities
relative to a water molecule free in solution. Thus these water molecules
that are pressed close to the hydrocarbon are unfavorable both in enthalpy
and entropy.

Now, if we take a number of these hydrocarbon molecules and group

Lessons from Nature

® Organic molecules are excellent building materials for bionanoma-
chines, providing:

(1) defined structure and geometry through covalent bonding, and
(2) multiple modes of nonbonded interaction with a wide range of en-
ergetic strengths.

® Dispersion/repulsion forces define the space-occupying properties of
molecules.

® Hydrogen bonds and electrostatic interactions provide specificity and
stability.

® The hydrophobic effect, an emergent property of water, stabilizes com-
pact, aggregated forms of carbon-rich molecules in water solutions.
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them together in one place, the situation improves. The total hydrocarbon
surface that is exposed to water is reduced when they all associate together.
Many water molecules are freed to return to the random, shifting solution.
The hydrocarbons are energetically happy as well, as they interact with
neighboring hydrocarbons inside the aggregate through their dispersion
forces. This is the hydrophobic effect in action. Hydrocarbons aggregate to-
gether in water solutions, finding the arrangement that frees the most wa-
ter. The hydrophobic effect is visible at our macroscopic scale in salad
dressing: Oil and water do not mix. At the molecular scale, a similar separa-
tion of phases drives much of the process of self-assembly of bionanoma-
chinery.

It is often convenient to think of this in terms of a “hydrophobic bond”
stabilizing the association of carbon-rich molecules. One must remember,
however, that this stabilizing interaction is a consequence of the freeing of
water molecules and is not due to any intrinsic interaction between the car-
bon-rich molecules.

Far from being a detriment, the hydrophobic effect is exploited by bio-
nanomachinery. Hydrophobic components play a role in nearly every type
of bionanomachine. They drive protein folding and self-assembly (Figure
4-9). Proteins are constructed with carbon-rich amino acids that are se-
questered inside when the protein chain folds into its stable structure. DNA
and RNA strands associate into compact double helices to hide the flat, hy-
drophobic faces of their bases. Lipids associate into large double-sided
membranes that hide their carbon-rich tails. Hydrophobicity drives the as-
sembly of these machines and stabilizes the final structure.

PROTEIN FOLDING

Nature uses an information-efficient method for construction of proteins.
Natural proteins are designed to form stable globular structures. The amino
acid sequence of each protein is tailored to provide a collection of carbon-
rich amino acids to form a stable core, taking advantage of the hydrophobic
effect. They also include many charged and hydrogen-bonding amino
acids, which tie the chain together into a stable bundle. Everything is in pre-
cisely the right place. But perhaps more remarkably, proteins are designed
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Figure 4-9 The hydrophobic effect drives the folding of proteins. The unfolded
chain, shown at the top, has many regions that are rich in carbon, shown in white
here. Water molecules, shown schematically as gray circles, form an unfavorable in-
teraction with these regions. When the protein folds, as shown at the bottom, these
water molecules are released to form more favorable interactions with the surround-
ing water. Note that the folded protein, lysozyme, is covered with nitrogen and oxy-
gen atoms that carry electrical charges, shown in bright red, which form strong in-
teractions with the surrounding water.

to fold spontaneously from a random conformation into this perfectly de-
signed globular structure. The specifications for both the stable structure
and the process of assembly are encoded in the sequence of amino acids.
This is an amazing feat of design. A remarkably small amount of informa-
tion can be used to construct highly complex machinery.

The ability to predict the folded structure of a protein, given only its se-
quence of amino acids, is a major hurdle currently facing bionanotechnolo-
gy. Once this problem is solved, it will immeasurably aid progress in bio-
nanotechnology. Then we will be able to design new proteins with custom
conformations and functions. The mechanism of protein folding is an area

of active research, and many exciting questions have been answered.
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Not All Protein Sequences Adopt Stable Structures

By current estimates, only a small fraction of the total number of possible
amino acid sequences will fold to form stable structures. Researchers esti-
mate that there are about 1000 ways to fold a protein chain to form a stable
structure. However, this does not mean that there are only 1000 protein se-
quences that fold into stable structures. A wide range of similar, homolo-
gous sequences fold into similar structures, differing only in local details.

The variability of protein sequences was vividly demonstrated in a dis-
cussion by Max Perutz (Novartis Foundation Symposium 213, 1998). He
noted that the sequence of hemoglobin is highly variable when comparing
the forms made by different animals. Of the 140-150 amino acids in the he-
moglobin chain, only two are conserved across the entire set of species: a
histidine that directly coordinates with the essential iron and a phenylala-
nine that is essential for proper placement of the heme cofactor. All other
amino acids may change to modify function in different ways (affinities for
oxygen may differ by 100,000 times between different species) or simply
through genetic drift. Despite this large range of sequence variability, all
adopt a nearly superimposable folding pattern.

Structure prediction is quite robust for homologous sequences. For
sequences with about 30-40% identical amino acids, there is a high proba-
bility that the folded structure will be similar enough to allow accurate
modeling with current methods (see Chapter 3). This is a boon for bionan-
otechnology, allowing prediction of many new protein structures. The pro-
tein engineer, however, is quickly faced with a significant problem. These
statistics apply for natural biomolecules, which have been selected by evo-
lution for proper folding. A single change in the wrong place may be fatal
but will still show essentially the same high homology to a protein that
folds successfully. Thus, when modifying an existing protein for a new
function, the modifications must be taken in small steps, ensuring that each

retains the ability to fold into the desired structure.

Globular Proteins Have a Hierarchical Structure

Natural proteins have several levels of structure that appear to be important
both in proper folding and in proper final structure and stability (Figure
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4-10). Local regions of the chain adopt a few particularly stable structures,
such as a-helices, B-sheets, and a variety of stable loops and turns. These
structures maximize the number of hydrogen bonds between the peptide
groups in the protein chain, forming stable interactions and also ensuring
that these peptides will not be buried inside the protein without having the
proper hydrogen-bonding partners.

These stable local structures then fold into a stable globular structure.
a-Helices and B-strands are typically arranged into groups, which then as-
sociate into larger structural domains. Individual a-helices rarely interact
directly with individual B-strands, because of a mismatch in the arrange-
ment of hydrogen bonds. B-Strands associate side by side to align hydrogen

___o-helix

B-strand
/

Figure 4-10 Most proteins are built with a hierarchical structure. A. The protein
chain adopts several particularly stable local structures, such as the a-helix and the
B-strand. B. These then fold to form a compact globule. C. Several globular proteins
may then combine into an oligomeric assembly, such as the virus structure shown
here, which has 60 identical subunits assembled into a hollow capsid.
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bonds between strands, forming two-stranded ribbons, multistranded
sheets, or cylindrical barrels. The specific geometry of the protein backbone
favors a twisted conformation for these structures that is observed in nearly
every natural protein. a-Helices satisfy all of their hydrogen bonds internal-
ly, leaving all of the side chains facing outward from the cylindrical core.
The helical arrangement of side chains forms grooves and ridges along the
cylinder. a-Helices tend to pack side by side to align their ridges into the
grooves. a-Helices also commonly pack against the flat faces of B-sheets.

As a result of these favored interactions between a-helices and B-sheets,
and the need to fold spontaneously from an extended chain to a compact
globule, many proteins fall into a few similar folding patterns. A few of the
most common are shown in Figure 4.11. Note that most are folded into sim-
ple topologies. Some are obtained by folding the chain in half and then in
half again one or more times. Others are arranged like helical springs.
Knots, with the chain threading through a looped portion, and other com-
plex topologies are very rare. Jane Richardson systematized these folding
patterns, noting their similarities, and highlighted their relationship to the
process of protein folding. As more structures have been solved, new fold-
ing patterns are occasionally discovered, some surprisingly beautiful. How-
ever, most proteins fall neatly into existing stable folding patterns.

Finally, many globular structures may associate into a larger complex.
In some cases, several different protein chains combine to form the com-
plex. In other cases, as described below, symmetry is used to combine many
identical subunits into a larger assembly.

Stable Globular Structure Requires a Combination of
Design Strategies

The first requirement for protein folding may be thought of as positive de-
sign. A protein must designed to be energetically stable. Protein chains are
designed to fold in water. The driving force for folding is the incorpora-
tion of carbon-rich hydrophobic amino acids that favor conformations that
are shielded from water. Most stable protein structures have a hydrophobic
core, a closely packed collection of carbon-rich side chains at the center of

the protein. The side chains in this core, interacting through dispersion/re-
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Figure 4-11  The combination of a-helices, B-sheets, and connecting loops allow the construction of many
protein topologies. Some of the more common are shown here. A ribbon is drawn that follows the protein
chain, with a-helices in pink and B-strands in flat white arrows.

pulsion interactions, often fit together like pieces in a puzzle, completely
filling the available space and leaving no pockets large enough to enclose
a water molecule. These interactions provide most of the energetic stabi-
lization for folded globular protein structure. For instance, each leucine or
phenylalanine amino acid will provide a favorable stabilization of about
2-5 kcal/mol, relative to an alanine. But these interactions are not suffi-
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ciently directional to specify a unique folded conformation of the protein
chain.

Unfolded protein chains are highly flexible, so as the chain folds into a
compact structure, the entropy is reduced. This is energetically unfavorable
in an amount of about 1-2 kcal/mol per amino acid in the chain. To form a
stable globular structure, this unfavorable reduction of entropy must be
compensated by favorable interactions in the folded structure. When these
hundreds of favorable interactions are added to the unfavorable entropy of
folding of hundreds of amino acids, typical proteins are stabilized by a mar-
gin of about 4-10 kcal/mol. This energy of stabilization, although not over-
whelming, is sufficient to favor the folded state by thousands to millions of
times over the unfolded states.

A second essential requirement for protein folding is often termed nega-
tive design. The goal of negative design is to ensure that a single folded con-
formation is created. The protein chain is designed so that all unwanted
conformations are energetically unfavorable, so that only the desired con-
formation is formed. As articulated by DeGrado and co-authors, “negative
design is a critical process, which requires one to anticipate and destabilize
as many possible alternative low-energy structures as possible.”

Many negative design approaches are used in natural proteins. Polar
and charged amino acids, in particular, are essential for negative design.
They are placed on loops and other segments, forcing them to remain on the
protein surface when the protein folds. Hydrogen bonds and salt bridges
that are inside proteins are also used for negative design. In properly folded
proteins the partners form stabilizing pairs, but when improperly folded
the partners would be unpaired in the carbon-rich environment inside the
protein. Pairs of charges are placed on the surface of the protein, which
form stabilizing interactions in the proper fold but which would form
strong repulsions in inappropriate folds. These uses of polar atoms are com-
bined with shape-based approaches. Glycine and proline are widely used to
interrupt the formation of a-helices, so they are common in regions that
form loops in the proper structure. Finally, the different carbon-rich amino
acids are used to build individual elements that fit together like a jigsaw
puzzle in the proper structure but which would bump and clash in improp-
er folds.
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Chaperones Provide the Optimal Environment for Folding

Many biomolecules require some assistance when folding and maturing.
Cells contain a collection of biomolecules, collectively known as chaperones,
that assist in folding, as well as a wide variety of biomolecules that process
the proteins into mature forms (Figure 4-12). This is important to keep in
mind when engineering an organism to create a protein. Different organ-
isms have different systems for assisting in folding and maturation, so the
end product may be different.

Stretches of hydrophobic amino acids are essential for protein folding,
but they also present a potential danger. Protein folding is driven by the
need to shelter these carbon-rich stretches from water. This may be accom-
plished, however, in the same way that lipids hide their hydrophobic re-
gions—by aggregation into large membranes or amorphous clumps. To
solve this potential problem, chaperonins separate the individual chains
and provide an environment in which they can fold without interference.
Chaperonins are canisters with a hydrophobic interior. New protein chains
enter the interior, and the top is closed. This induces a large change in the
chaperonin that rotates the walls, hiding much of the hydrophobic charac-
ter and creating a larger space. The protein, losing the stabilization of the
walls, is then forced to fold on its own.

Other proteins are built as large precursors, which undergo modifica-
tion after proper folding. Insulin is a common example. It is a very small
protein composed of two separate chains. Its stability relies in large part on
several internal disulfide linkages. It would be difficult to design an insulin-
sized protein that would fold spontaneously into a stable form. Instead, it is
created as a much longer precursor and then the large extraneous loop is re-
moved by cleavage to yield the mature protein.

Two processes greatly limit the speed by which proteins adopt their
native structure. Naturally, cells have two chaperones that assist these
processes. The first is the formation of disulfide bonds that cross-link cys-
teine amino acids at distant parts of the polypeptide chain. Improper for-
mation of these linkages can lock the protein into an improper conforma-
tion. The enzyme protein disulfide isomerase assists with this process by
breaking inappropriate linkages. The second problem is encountered with

proline amino acids, which may adopt two different molecular conforma-
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Figure 4-12  Chaperones assist the folding of proteins. Prefoldin, shown at the top, is shaped like a hand. It
grabs new protein chains and keeps them from aggregating with other new chains. The bacterial GroEL
chaperonin, shown at the bottom, guides protein folding. It is cylindrical, with two large spaces inside. The
side facing upward is open in this picture. Protein chains enter this cavity and interact with hydrophobic
amino acids on the walls. Then, when capped by GroES, shown in gray on the lower half, the cylinder ex-
pands and the hydrophobic amino acids are shielded, forcing the protein inside to fold on its own.
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tions. Typically only one will have the appropriate structure for fitting into
the tight spots often occupied by proline. The enzyme prolyl peptide iso-
merase assists in the interchange of these two conformations in folding pro-
teins.

Note that chaperones are not specific templates or blueprints for assem-
bly. Instead, they provide the proper environment for folding or they assist
proteins over common protein folding hurdles. As such, they do not require
information about the particular protein and they do not provide informa-

tion used in the folding of the protein.

Rigidity Can Make Proteins More Stable at
High Temperatures

Once proteins fold into globular structures, they are prone to unfolding. Ex-
tremes of temperature, salinity, pH, and other environmental factors pro-
mote unfolding and loss of activity in proteins. One of the earliest industrial
applications of protein engineering was to stabilize enzymes for use in non-
biological environments. One goal of this work is to create enzymes that are
stable at extreme temperatures. Fortunately, we can look to nature for clues
as to how to proceed. Thermophilic bacteria, which live at temperatures
from about 60°C to 80°C, and hyperthermophilic bacteria, which live at
temperatures of 110°C and above, have developed proteins that are stable
and highly active at these elevated temperatures. Their proteins are attrac-
tive for industrial applications because they are typically more stable to sol-
vents and they allow reactions to be performed at high temperatures, allow-
ing the use of higher concentrations of starting materials and often showing
faster reaction rates. Their stability at high temperature also allows for easy
purification: You can simply heat up an impure mixture and all of the cont-
aminating proteins will be destroyed.

Surprisingly, the structures of these heat-stable proteins show only sub-
tle differences from the heat-labile counterparts made by other organisms.
The amino acid sequences of heat-stable proteins are typically 40-85% simi-
lar to their counterparts in other organisms and their three-dimensional
structures, compared to those of other organisms, are nearly identical. They

also typically use identical catalytic mechanisms. They are highly similar in
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structure and function but have somehow layered heat stability on top of
the typical properties.

The major difference appears to be an increase in rigidity. The stabiliza-
tion is not afforded by improvements in the packing of the hydrophobic
core. The core residues are already packed with maximal efficiently in typi-
cal proteins, so there is little room for improvement in heat-stable proteins.
Instead, heat stability appears to be afforded by small changes at the surface
of the protein, adding small measures of stability and rigidity that resist the
initial unfolding events that serve to inactivate the protein. These include
new ion pair interactions between charged amino acids, new disulfide link-
ages or metal ions, incorporation of rigid proline amino acids, or replace-
ment of flexible glycine amino acids. Often, these new interactions tie down
a loop that is normally flexible or immobilize one of the ends of the protein
that is usually free and flexible. Also important are changes that replace or
protect amino acids that are destroyed by heat, such as glutamine and as-
paragine, which have sensitive amide groups.

Enzymes from thermophilic and hyperthermophilic organisms are opti-
mized for function at high temperatures, from 70°C to 125°C. We would ex-
pect that the rates of the enzyme reactions would be much faster than rates
in typical organisms, given that many chemical reactions double in speed if
the temperature is raised by 10°C. Natural thermophilic enzymes, however,
have reaction rates that are comparable to the rates of typical enzymes.
There is a trade-off during the evolution of these enzymes: Catalytic effi-
ciency is lost as heat stability is gained. Because there is no selection pres-
sure to improve catalytic function above the levels found in typical organ-
isms, thermophiles have not developed superenzymes that take full
advantage of the high temperature. This goal is left to the protein engineers
with industrial applications that can benefit from ever-faster reaction rates.

Many Proteins Make Use of Disorder

In most cases, we think of proteins as having a defined, stable structure.
They may have a few moving parts connected by hinges or loops, but the
overall structure is well-defined. However, it is becoming increasingly ap-
parent, with the analysis of sequences of entire genomes, that a significant
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number of proteins do not adopt a single defined structure but instead uti-
lize specialized transitions between disorder and order in their function.
For instance, the hormone glucagon, a small peptide of 29 amino acids,
is unstructured in solution. But when it binds to its receptor, it adopts a spe-
cific conformation for recognition. Many signaling proteins become ordered
only on binding to their proper partner. Order-disorder transitions are par-
ticularly attractive in signaling proteins. Disordered proteins are rapidly di-
gested inside cells, so they will have a short functional life, allowing quick
responses and tight control of signals. Also, disorder allows the same pro-
tein to be used in many capacities, allowing a single protein sequence to be
recognized in several ways. Signaling pathways in cells are very complex,
and some signaling proteins have many varied effects on different systems.
Other examples include molecules that bind to very large targets. DNA-
binding proteins often employ long disordered linkers. For instance, p53
protein, which acts as a watchdog for cancer, is composed of four arms that
bind to four neighboring sites on the DNA (Figure 4-13). The four chains are
held together at the center by a packsaddle linkage, and the DNA-binding

DNA-binding domain
[¢] ~

Flexible chain ~_

Figure 4-13 The p53 protein uses disorder to allow binding to four separate sites
on a DNA strand. The protein contains four DNA-binding domains, tethered togeth-
er by flexible protein chains.
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Lessons from Nature

® Design of spontaneously folding globular proteins includes positive de-
sign, engineering a stable conformation of the chain, and negative de-
sign, engineering a chain that disfavors folding into improper confor-
mations.

® Only a small fraction of the possible amino acid sequences sponta-
neously fold into stable structures, but many similar amino acid se-
quences fold into the same conformation.

® Proteins have a hierarchical structure, with local structure such as a-he-
lices and B-sheets associating to form stable globular proteins, which
are then assembled to form larger structures.

® Chaperones are often needed to inhibit aggregation of new protein
chains and to assist the process of protein folding through structural
bottlenecks.

® Selective rigidity of surface features can slow the unfolding of proteins,
making them more stable at high temperatures.

® Selective disorder may be incorporated for specific functions by prop-
er choice of amino acid sequence.

domains are tethered on the four arms. Antibodies are another example,
with a flexible linker allowing free motion of the antigen-binding arms, al-
lowing them to fit onto differently shaped targets.

Disordered proteins must be specially designed to discourage the for-
mation of stable folded structures. This can be accomplished by including
soluble amino acids and avoiding carbon-rich amino acids. The use of
glycine and proline also favors disorder: Glycine is very flexible, and pro-

line forms a kink.

SELF-ASSEMBLY

Imagine throwing a collection of fenders, engine parts, nuts and bolts,
wheels, and axles into a swimming pool and expecting a functional car to
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drive out. As remarkable as it might seem, this is how most natural bio-
nanomachines are built. All of the components are built as flexible chains,
which spontaneously fold into compact structures and finally assemble
spontaneously into functional complexes. This process has been termed self-
assembly.

Self-assembly is used throughout biology. It is made necessary by the
bottom-up assembly technique used in living cells. They specify the build-
ing of three-dimensional bionanomachines with only the one-dimensional
information held in DNA. Protein chains are built with the information in
DNA, and then they have to adopt their final structure without further in-
put of information.

This is quite different from the directed assembly techniques used in
macroscopic engineering. We are continually adding information during
the entire assembly process. Each piece is carefully fabricated with a desired
shape, and then each piece is individually guided into place. The specula-
tive assembler-based approach of molecular nanotechnology is similar,
specifically placing each atom in its proper place. Bionanomachines, on the
other hand, show that this level of control is not always necessary to create
a functional nanostructure.

Self-assembly is a revolutionary concept. Researchers in diverse disci-
plines, working at all scales, have embraced the concept and are applying it
to different tasks. A few examples of the applications that they are pursuing
are given in Chapter 6.

The design of self-assembled structures is far more restrictive than di-
rected construction, where intelligence and external control may be added
at each stage of assembly. Each part must be designed to form a stable com-
plex, but each part must also encode the entire mechanism for assembling
spontaneously into this complex and evading improper complexes. A few
general design principles used in natural bionanomachines promote self-as-
sembly.

Self-assembly is modular. Modularity provides several advantages.
First, large assemblies may be created with many identical modules, like
bricks in a wall. This allows a large assembled structure to be specified with
a modest amount of information. In biological systems, identical subunits

are often assembled by using symmetry to control the size of the final com-
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plex. Modularity also provides for error control. Individual modules that
are constructed incorrectly may be excluded during the assembly.

Self-assembly requires specific geometry of interaction between subunits.
Modules assemble in defined orientations, forming assemblies with defined
geometry instead of random aggregates. This is accomplished through sur-
faces that match in shape and that associate with many weak, reversible in-
teractions, as described more fully in the section on molecular recognition.

Self-assembly requires unique interaction between subunits. Within a
given system, each interaction used to construct the assemblies must be
unique and different enough from the other assemblies to exclude any cross
talk. In a cell, this requires thousands of structurally unique interfaces. This
can be a severe problem with small molecules, where the interaction surface
is small. For instance, this problem plagues the design of therapeutic drugs.
A small organic molecule designed for use as a drug will ideally target only
a single protein, but often it also binds to other proteins with similar active
sites, causing unwanted side-effects. This does not appear to be a significant
problem with protein interactions, however, because interacting surfaces of
proteins are typically much larger than the limited surfaces of interaction
between proteins and small organic molecules.

Self-assembly is spontaneous, requiring no input of information to guide
assembly. Self-assembly relies on thermodynamics to determine the final
structure of the assembly. This involves a careful trade-off of enthalpy and
entropy. The enthalpy of the many new dispersion and hydrogen-bonding
interactions is generally favorable, whereas the entropy of locking many
subunits into a single complex is unfavorable. Cooperativity, where binding
of one subunit to another increases the affinity for additional subunits, often
modifies the kinetics of this spontaneous association. This often leads to
“all-or-nothing” construction, so that once started the entire complex quick-
ly assembles.

Symmetry Allows Self-Assembly of Stable Complexes with
Defined Size

Symmetry provides many advantages for the self-assembly of large com-

plexes from modular subunits (Figure 4-14). The most obvious advantage is
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Cyclic Dihedral Cubic

Pepsin
Phosphofructokinase

Max protein

Protocatechuate 3,4-dioxygenase
Porin
Asparate carbamoyltransferase
Ferritin
Potassium .
channel Glycolate oxidase
Complement C1 Glutamine synthetase Satellite tobacco necrosis virus

Figure 4-14 Symmetry is used for many functions in natural biomolecules. Examples of proteins with the
most common point group symmetries are shown here. The first column shows examples with cyclic symme-
try, in which subunits are arranged around a single axis of rotation. The simplest is a simple monomer with
no symmetry. This is commonly found in simple enzymes like pepsin. Twofold symmetry is used by Max
protein to create calipers that grip DNA. Two channels take different approaches to forming pores through
membranes: Porin, with threefold symmetry, creates three separate pores, and the potassium channel creates
a single pore straight down the axis of fourfold symmetry. The complement C1 molecule at the bottom uses
sixfold symmetry to link six identical binding arms, so that it can form a tight multihanded grip on its targets.
The four enzymes in the center column show dihedral symmetry, linking 4, 6, 8, and 12 subunits together. In
each, the subunits communicate with one another to regulate the action of the protein. In the right column,
three examples of cubic symmetry are shown. Tetrahedral symmetry is rare and is used here to link 12 en-
zyme subunits together. Octahedral symmetry, as in ferritin, and icosahedral symmetry, as in virus capsids,
are commonly used to create hollow containers.
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economy. To construct a symmetrical complex, molecular assemblers only
require enough information to construct one subunit, instead of instructions
for the entire assembly. Symmetrical complexes are also economical in
terms of error correction. Faulty subunits may be discarded, so that a single
error does not ruin an entire assembly, just one of the parts. This is impor-
tant in natural systems because the error rate of protein synthesis (described
in Chapter 2) limits the size of most protein chains to several hundred
amino acids. To make larger structures, multiple chains must be combined.

Apart from these synthetic advantages, symmetrical assemblies also
have many functional advantages. Assemblies with several subunits can
take advantage of cooperativity, where the function of one subunit is modi-
fied by the state of neighboring subunits. As described in Chapter 5, inter-
subunit communication is widely used in natural proteins. Symmetry is
also used to create a molecule with several identical binding sites, enhanc-
ing the strength of binding to its target. The two binding sites in Y-shaped
antibodies are a familiar example of this. Finally, symmetry provides a rich
palette for creating bionanomachines with useful morphologies, such as
calipers, rings, and cups, and molecular infrastructure, such as filaments,
membranes, and bulk biomaterials.

In symmetrical complexes, each subunit is identical with its neighbors
in structure and environment. Each subunit interacts with its neighbors in
an identical way. As described in the section below, biomolecules interact
through large complementary patches on their surfaces, which exactly ori-
ent one molecule relative to its neighbor. Symmetrical complexes are creat-
ed by designing a molecule with two or more interacting surfaces that are
complementary to one another and designing an appropriate relative orien-
tation of these interfaces (Figures 4-15 and 4-16). With proper design, closed
structures with two or more subunits may be created. With a slight modifi-
cation in the design, unbounded polymeric structures in one, two, or three
dimensions are formed.

To create an assembly of defined size and composition, point group
symmetries are often used. In point group symmetries, one or more rota-
tional axes pass through a single point, forming a closed, finite assembly.
Point group symmetry falls into three general classes of increasing com-
plexity—cyclic, dihedral, and cubic—and is used in the construction of
most soluble biomolecules.
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Figure 4-15 By placing the interacting surfaces at different locations, assemblies
with different symmetries may be created. On the left, the two interacting surfaces
have been placed 90° apart. This subunit associates with three others to form a
closed tetramer. On the right, the two interacting surfaces have been placed on op-
posite sides. This molecule will assemble into a filament.

&

Cyclic groups contain a single axis of rotational symmetry, forming a
ring of symmetrically arranged subunits. Two-fold symmetry is common
in natural biomolecules, forming a variety of molecular calipers, scissors,
and other functional shapes. The higher cyclic groups are less common.
Trimers are created from subunits that have interfaces oriented by 120° rel-
ative to one another, tetramers are formed by interfaces related by 90°, and
so on with appropriate integral fractions of 360° to form higher-order
rings. Bionanomachines with the higher cyclic groups are used in special-
ized functions where directionality or sidedness is needed, such as inter-
action with membranes or rotational motion. Assemblies with cyclic sym-
metry are also useful for functions that require formation of a hollow tube
or chamber.

Dihedral groups are characterized by a central axis of twofold or higher
rotational symmetry perpendicular to another axis of twofold symmetry.
Dihedral complexes have multiple surfaces of interaction, each different.

The simplest is D2 symmetry, with four subunits related by twofold axes.
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Figure 4-16 Identical symmetry may be used for different functions by placing the interfaces in different
locations. These two enzymes are both tetramers with dihedral D2 symmetry. B-Tryptase, at the top, has two
small interfaces. When these subunits associate, the tetramer forms a ring designed to protect the active sites,
which face inward. On the other hand, the four subunits of phosphofructokinase, shown at the bottom, inti-
mately interlock. As substrates (shown here in bright red) bind, the subunits of phosphofructokinase com-
municate with one another through these extensive surfaces of interaction, together shifting shape to regulate
the activity of the entire complex.
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Three separate interfaces must be designed in these complexes, although in
many observed cases one of the three possible interfaces actually does not
make any contact, forming a ring structure instead of a tight tetrahedron.
Higher dihedral symmetries are conveniently thought of as two rings of
subunits stacked back-to-back together. Dihedral symmetries, and tetramers
with D2 symmetry in particular, are common in natural biomolecules. The
different types of interface between subunits on dihedral complexes pro-
vide a rich infrastructure from which to build structure and achieve control
and communication between subunits. Dihedral symmetries are used wide-
ly to construct enzymes that modify their action through communication
between subunits.

Cubic groups contain an axis of rotational symmetry with a nonperpen-
dicular threefold axis. Three arrangements are possible: tetrahedral, with
two- and threefold axes; octahedral, with four- and threefold axes; and
icosahedral, with five- and threefold axes. Cubic groups, because they are
composed of so many subunits, often form hollow shells. The design of in-
terfaces for cubic symmetry is exacting, and subunits may be thought of as
specially shaped tiles on a spherical surface. In some cases, the subunits are
perfectly geometric in shape, with remarkably sharp angles. Cubic groups,
with their precise arrangement of symmetry axes, are used in specialized
roles to create containers for storage and transport. Icosahedral symmetries
are uniquely suited for creating large, hollow shells, such as those used by
simple spherical viruses to carry their genetic material.

Translational symmetries in one, two, or three dimensions are used to
form extended structures. Most often, translational symmetries are com-
bined with rotational symmetries in biomolecules. Translational symme-
tries are unbounded, unlike point group symmetries, and may form struc-
tures of indefinite size. In biological systems, the growth of these structures
is carefully controlled, typically through a set of regulatory biomolecules
that cap growing ends or severing proteins that break structures that are too
large or have become obsolete.

Line symmetries include a translation in one dimension. Adding a rota-
tional symmetry around the translation axis yields a helix (Figure 4-17). Per-
pendicular twofold axes may also be incorporated, forming a double helix

or higher-order intertwined helices. Before any structures of proteins were
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Figure 4-17 Helices are the most common bionanostructures incorporating trans-
lational symmetries. A variety of different structural forms may be created by plac-
ing the interfaces in different relative orientations. For instance, the subunits of
actin, on the left, stack on top of one another, forming a long, thin filament. Tubulin,
however, has interfaces that interact around the entire perimeter of the subunit.
They stack like bricks in a circular chimney to form hollow microtubules, as shown
on the right.

known, Linus Pauling proposed that protein subunits with two comple-
mentary surfaces of interaction would assemble into a hollow helical fibril.
Since then, many of these structures have been found, including micro-
tubules used for cellular infrastructure, flagella used for bacterial propul-
sion, and the tubular coat of tobacco mosaic virus. Helical symmetries are
also used to build narrower structures, with no central hollow, by orienting
binding surfaces such that a small number of subunits form each helical re-
peat. The actin filaments bracing cells are examples of this.
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Plane symmetries are formed when translational symmetries are applied
in two dimensions, perhaps with the addition of rotational symmetries. The
arrangement of bricks within a brick wall is an example of a plane symme-
try. Plane symmetries are relatively rare in biomolecules but may be in-
creasingly important as bionanotechnology strives to create large struc-
tures. Natural examples include the plane arrays of S-layer proteins found
on the surfaces of some bacteria.

Space group symmetries, with translational symmetries in three dimen-
sions, are rare in natural biomolecular systems. Examples include three-di-
mensional lattices of collagen in connective tissues and crystalline fibers of
sickle cell hemoglobin. Small crystalline arrays are also used to store hor-
mones before release and to store enzymes such as catalase in compact form
inside specialized cellular compartments.

Translational symmetries pose a special challenge. Helical assemblies
and two-dimensional and three-dimensional lattices have no intrinsic limits
on size, and thus can grow without bound. In biological systems, and in ap-
plications of bionanotechnology, this can spell disaster. A variety of ap-
proaches may be used to specify the size of unbounded polymers. The most
obvious approach is to use a scaffolding or ruler molecule of defined size to
measure out the proper length (and breadth or width) of the polymer. This
approach is used in the construction of muscle sarcomeres: Nebulin mea-
sures the actin filaments, and titin measures the myosin filaments. These
large protein chains adopt an extended conformation that extends the
length of the polymer. Similarly, a three-dimensional scaffolding is used in
bacteriophage capsids to specify an elongated shape instead of perfect
icosahedral symmetry.

A time-limited approach may also be taken. You can incorporate a
time-activated switch that controls whether the assembly is being made or
destroyed at any given time. For instance, microtubules assemble and dis-
assemble dynamically, timed by a chemical clock based on the cleavage of
a bound nucleotide molecule. Microtubules assemble slowly and then
rapidly disassemble when the amount of cleaved nucleotide reaches a crit-
ical level. This ensures that a relatively consistent range of lengths is found
at any given time. Alternatively, you can simply create the proper number

of subunits by timing the duration of synthesis or delivery. Assembly is
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stopped when the subunits are all used. This approach is useful when a
single large structure is being constructed. For example, this method has
been proposed as the mechanism for controlling the length of bacterial fla-
gella.

Quasisymmetry Is Used to Build Assemblies Too Large for
Perfect Symmetry

Point group symmetries allow the construction of complexes about 10 times
larger than an average-sized protein. Of course, much larger assemblies
may be constructed if several different protein subunits are combined, but
at the cost of specifying the construction of all these different pieces. Viruses
are caught between these two extremes: Some viruses need to build very
large capsids, but they do not carry enough genetic information to specify
many different types of subunits. Instead, they employ quasisymmetry to
built capsids that are larger than possible with perfect symmetry (Figure
4-18). The basic concept is simple, but the details of design remain a chal-
lenge.

Quasisymmetrical complexes are built by placing two or more identical
molecules at each symmetrical position. For instance, perfect icosahedral
viruses are built with 60 identical subunits but quasisymmetrical viruses
are built of 120, 240, and larger multiples of subunits. Quasisymmetry re-
quires that subunits adopt slightly different conformations in the different
nonsymmetrical positions. In the original conception of quasisymmetry, it
was thought that smooth deformations of subunits would be sufficient to fit
subunits into the different nonsymmetrical neighborhoods, much like the
slight differences in lengths of struts used by Buckminster Fuller to build
large geodesic domes. But the atomic structures of viruses reveal that struc-
tural switches are far more common, with subunits adopting two or more
stable structures with different orientations of interacting surfaces. One can
imagine a hierarchical assembly process whereby several subunits assem-
ble, each with different conformations, to form a protomeric complex,
which then assembles with perfect symmetry. Although this model may be
more simplistic than what is observed in real assembly processes, it pro-

vides a ready model for design.
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Figure 4-18 Quasisymmetry is used to build structures larger than possible with perfect symmetry. The
virus on the top is built with perfect symmetry using 60 subunits. Note how the three subunits in red com-
prise one of the triangular faces of the icosahedron. The larger virus on the bottom is built with 120 subunits.
The subunits are all chemically identical, but the details of how they interact with their neighbors are slightly
different. Note that in this virus, nine subunits form each triangular face, and there are three slightly different
conformations, in different shades of red and pink.
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Crowded Conditions Promote Self-Assembly

Natural bionanomachines are designed for optimal function under crowd-
ed conditions. Bionanomachines occupy 20-30% of the volume inside cells.
Crowding has profound effects on the assembly and function of bio-
nanomachines. In crowded environments, each molecule is packed next to
many others, so the space around the molecule is continually blocked by the
presence of neighboring molecules. As you might expect, physical blockage
inhibits diffusion, slowing it to a tenth or a hundredth of the normal rate.
And, as expected, the diffusion of larger molecules is slowed even more
than the diffusion of smaller molecules.

Perhaps not as obvious, crowding also increases the association of mol-
ecules into larger complexes. Experimental and theoretical studies have
shown that crowded conditions favor compact forms of molecules. Take,
for instance, a dimeric protein held together by a weak interaction. In dilute
solution, the two molecules spend most of the time apart, associating only
transiently. However, if a high concentration of some background molecule
is added, the dimeric form will be preferred, even though the background
molecule does not interact directly with the dimeric species. The equilibri-
um is tipped toward the dimeric species by a change in the entropy. Vol-
ume-occupied conditions inhibit the diffusion of molecules. So, once the
two monomers find one another, they will be shepherded toward one an-
other again and again, strengthening the dimeric form. Thus weak interac-
tions, which may be impossible to observe in dilute conditions, may become
important in crowded, cellular contexts. This increase in association is pri-
marily restricted to large molecules.

This association effect can have interesting consequences. For instance,
it can change the products formed by DNA ligase, the enzyme that connects
the ends of free DNA strands. If DNA ligase is added to a dilute solution of
DNA fragments, it will connect them end to end, forming a long DNA helix.
If, however, a high concentration of background molecules is added to the
mixture, cyclic forms are made instead of end-to-end forms. Under crowd-
ed conditions, the DNA fragments have trouble finding other fragments, so
DNA ligase tends to connect the two ends of each fragment.

Notice that these two effects—slowing diffusion and increasing associa-

tion—act in opposite ways when we are looking at the rate of enzymatic re-
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Lessons from Nature

® Self-assembled structures are modular, require specific geometry of in-
teraction between modules, and, in complex environments, require a
unique interaction of subunits.

® Symmetrical modules are often used to reduce the information need-
ed for construction, to provide error control, and to create assemblies
with symmetrical functional shapes.

® Point group symmetry may be used to design assemblies of defined
size.

® Quasisymmetry may be used to create assemblies that are larger than
those possible with exact symmetries.

® Crowded environments slow diffusion but enhance assembly of large
molecules.

actions. Crowding will slow down the diffusion of substrates to enzymes,
but once they are there crowding will tend to favor binding of the substrate
to the enzyme and thus will favor reaction. Thus the actual rate of a reaction
may be affected in complex ways by the presence of a high concentration of
background molecules. For bionanotechnology, it may become necessary to
add a background molecule to reproduce the proper environment for a bio-
molecule-inspired process. Many enzymes are found to perform better
when a crowding molecule, such as polyethylene glycol or a neutral protein
like serum albumin, is added to the reaction mixture. This ensures that the
enzyme adopts the proper state and improves its interactions with any part-
ners present in the solution.

SELF-ORGANIZATION

Self-assembly is perfect for building nanomachinery of precise size and
shape. In some applications, however, a less concrete building material is
needed. Self-organization is a perfect method for creating structures that are
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flexible, resilient, and self-repairing. Self-organized systems lack the control
that is available with self-assembly, but that very lack of defined structure is
what is needed in some applications. In natural systems, self-organization is
used primarily to create lipid membranes. In current bionanotechnology, a
number of self-organized forms of lipids and lipidlike molecules are being
explored to create novel infrastructures and to create delivery vehicles for
nanomedicine.

Like self-assembled systems, self-organized systems are modular. They
differ, however, in the lack of specific surfaces of interaction. The modules
in self-assembled complexes interact with defined geometry, so the final
structure is composed of a specific number of modules precisely arranged
into a defined assembly. Self-organized systems, on the other hand, have
large nonspecific surfaces of interaction, allowing a wide range of similar
interactions between neighboring modules. Self-organized assemblies of a
given module may adopt a variety of different flexible shapes.

Lipids Self-Organize into Bilayers

Lipids are small molecules composed of a water-soluble chemical group
connected to one or more carbon-rich tails. A few variations on this com-
mon design, described in Chapter 2, are used in cells, but many other varia-
tions on this basic chemical architecture are possible for use when designing
a new application. Because of their long hydrocarbon tails, lipids are highly
insoluble in water. Self-organization is driven, as in protein folding, by the
need to shelter these carbon-rich tails from water (Figure 4-19). Each lipid
has a distinctive critical concentration. When placed in water at concentra-
tions greater than the critical concentration, lipids associate to shield the hy-
drophobic segments from water. The critical concentration is very low and
is lower for lipids with longer carbon chains. For instance, a typical lipid
with 16 carbon atoms in each chain will have a critical concentration in the
picomolar range.

The shapes of the individual lipid molecules determine the form of the
self-organized aggregate. Wedge-shaped lipids tend to favor the formation
of spherical micelles, filling out the sphere like slices of a pie. Cylindrical

molecules, such as the abundant phospholipids used in cells, form extended
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Figure 4-19 Lipids, such as the phospholipid shown at upper left, spontaneously self-organize into mi-
celles, shown at upper right, and bilayers, shown in cross section at bottom. The self-organization is driven
by the need to shelter their carbon-rich tails, shown in white, from water.

lipid bilayers. The bilayer is composed of two sheets of lipids, oriented such
that the hydrophilic head groups are exposed on the two surfaces of the
sheets and the carbon-rich tails extend inward toward the center.

Lipid Bilayers are Fluid

Because lipid bilayers are composed of many nonbonded molecules, they
are dynamic structures. Although lipids adopt a variety of crystalline phas-

es under different conditions, under typical biological conditions, the bilay-
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er is fluid and the component lipids are constantly flowing relative to one
another. Lateral motion is fast, but flipping of lipids from one face of the
membrane to the other occurs only infrequently. The fluidity of lipid bilay-
ers is useful because it allows spontaneous healing of damage. Fluidity also
allows rapid communication between molecules within the membrane, as
they diffuse and interact with neighboring molecules.

The fluidity of lipid bilayers is dependent on the structure of the com-
ponent lipids and on the temperature. Bilayers composed of a single type of
lipid, and in particular, lipids built with straight saturated chains, tend to
crystallize into a frozen state. Lipid chains with double bonds (unsaturated
bonds) and mixtures of different lipids both inhibit crystallization and favor
fluidity. Cholesterol, used widely in higher cells, is a special case. Choles-
terol, when added at significant (5-20%) concentrations, interacts with por-
tions of the hydrocarbon chain closest to the head group, reducing their mo-
bility. This stiffens phospholipid membranes and also decreases their
permeability. But, at the same time, it helps prevent the crystallization of
the phospholipids.

Biological membranes are highly flexible, allowing complex shape
transformations. The remarkable flexibility of red blood cells is an excellent
example: They are normally disk-shaped, but they fold to flow through cap-
illaries that are half the diameter of the disk. The act of budding, where
small vesicles pinch off from a larger vesicle, and fusion, where several vesi-
cles combine to form one seamless vesicle, are processes that also require
significant flexibility and fluidity of the membrane. On the other hand,
membranes are resistant to forces in the plane of the membrane. A change
in surface area of roughly 1 percent will cause rupture of the membrane,
which is strongly resisted by the hydrophobic forces holding the membrane
together.

Proteins May Be Designed to Self-Organize with
Lipid Bilayers

Of course, a perfectly sealed membrane is useful for only the most limited
applications. Methods are needed to communicate and transport materials

across the membrane. In natural systems, these functions are performed
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largely by specialized proteins that interact with the membrane. Membrane
proteins associate with lipid bilayers in a variety of useful manners (Figure
4-20). In the simplest case, a lipidlike group may be attached to a protein
surface. This lipid will insert into the bilayer, tethering the protein to the
surface of the bilayer. Many other proteins are designed with hydrophobic
segments that span the membrane or insert on one side of the membrane.
Some contain a single stretch of approximately 20 amino acids of predomi-
nately hydrophobic character. These form an a-helix, shielding the hy-
drophilic peptide groups inside and displaying the hydrophobic sidechains
outside. This structure will pass through the membrane perpendicular to
the plane, exposing the two ends of the protein on opposite sides of the
membrane. Many other proteins are built with a hydrophobic girdle that
orients the protein within the membrane, like a bather surrounded by an in-
ner tube.

Figure 4-20 Proteins interact with membranes in different ways. On the left, the ras protein has a short hy-
drocarbon chain attached to the protein chain. This tail inserts into the membrane and tethers the protein to
the surface. Cytochrome oxidase, shown on the right, is a large globular complex of proteins that spans a
lipid membrane, shown schematically as a gray stripe. The protein is designed with a ring of carbon-rich
amino acids that surrounds the protein, orienting it in the membrane. Note that the portions that extend into
the water above and below the membrane are studded with charged atoms, shown in bright red here.
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Lessons from Nature

® Self-organizing systems are composed of modules that interact
through nonspecific patches on their surfaces.

® Lipids self-organize into a variety of aggregates based on their struc-
ture, including micelles and bilayers.

® Lipid bilayers are fluid, flexible, and self-repairing.

® Proteins may be designed to self-organize with lipid bilayers, either by
addition of a lipid or by tailoring a lipidlike surface on the protein.

Because the membrane is fluid, these proteins rapidly diffuse in two di-
mensions along the membrane. Many biological processes, described in

Chapter 5, rely on diffusion and interaction of proteins within membranes.

MOLECULAR RECOGNITION

Most macroscale machinery is composed of a number of interacting parts.
An automobile includes many separate parts rigidly fixed together with
screws, rivets, welds, adhesive, snap fittings, and other fasteners. Articulat-
ed parts move by way of precisely machined axles, pistons, and joints. The
freedom of motion between these articulated parts is modified according to
function, to reduce friction in wheel axles or to increase friction in brake
pads.

Most nanomachines will also include a number of interacting parts, so
methods of molecular recognition are needed to control the interaction be-
tween parts. Unfortunately, the many principles used in macroscale engi-
neering are not readily applicable at the nanoscale. In particular, the atomic-
ity of nanoscale objects poses a major challenge. Nanoscale objects typically
interact through direct contact of only a few dozen atoms. At the nanoscale,
we do not have the range of material types and the ability to shape compo-
nents to arbitrarily high tolerances that we enjoy with macroscale machin-
ery. We are limited to a few atom types and their interactions through dis-
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persion, hydrogen bonds, and electrostatic forces. We are further limited by
the geometry of the bonds linking the atoms in each molecule. We cannot
design a nanoscale component of any arbitrary shape. Each must be made
of an integral number of atoms, connected according to the simple rules of

covalent bonding.

Crane Principles for Molecular Recognition

Before the first atomic structures of biological molecules were determined,
the physicist H. R. Crane postulated that two design concepts would be re-
quired for macromolecular recognition in self-assembling systems (Figure
4-21). First, “for a high degree of specificity the contact or combining spots
on the two particles must be multiple and weak.” This may not seem obvi-
ous: We might think that it is better to use one very strong interaction to
hold two parts together. Using one or a few strong interactions will provide
stability. However, it will not provide specificity. The same arrangement of
a few strong combining sites might be found on many other molecules, in-
creasing the risk of improper pairings. Instead, an array of many weak in-
teractions is better. Then, all of the interactions are necessary to add up to
the proper binding strength.

Second, “one particle must have a geometrical arrangement which is
complementary to the arrangement on the other.” The shape of the interact-
ing surface must form a tight fit, bringing the “multiple, weak interactions”
into the proper alignment. In biological molecules, this complementarity in-
cludes matching shapes, with knobs on one molecule fitting into holes on
the other, and matching chemical groups forming the proper hydrogen-
bonding pairs and pairs of charges across the interface between molecules.
This close complementarity is essential for the specificity of interactions. A
stable interface could be created with many gaps, but this interface could
form stable interactions with other generic interfaces. Thus knobs are im-
portant for fitting into the proper holes, but also for bumping into improper
surfaces and disallowing binding to them. Overlap of a single methyl group
can provide enough unfavorable energy to disallow binding of an entire
protein-protein interface, whereas a single missing hydrogen bond will not
destabilize the interaction enough to preclude binding. A proper design
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Figure 4-21 The Crane principles are shown in this structure of enolase, at the top.
The active enzyme is composed of two identical subunits that associate into a tight
dimer. On the bottom, the dimer is separated and cylinders are drawn to show all of
the hydrogen bonds that are formed between the subunits. Note the complementar-
ity of the hydrogen bonds and the matching of the overall shape of the interface.

will have a unique arrangement of these many weakly interacting atoms for
each pair of interacting proteins, ensuring that each is different enough to
exclude binding to competing molecules.

These two design principles have been observed in hundreds of exam-
ples of natural bionanomachines. Biomolecules interact through extended

surfaces, with many weak sites of interaction arranged in a perfectly com-
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plementary shape. Nearly all of the interactions involved in molecular
recognition are noncovalent. Direct covalent bonds connecting two subunits
are rare. Covalent bonds are far too restrictive in the biological environment
and are only used when extremely sturdy structures are needed. Instead, a
combination of hydrogen bonds, electrostatic charge interactions, and bur-
ial of hydrophobic regions is used.

The interfaces in natural protein assemblies show a wide range of solu-
tions to this problem. Roughly one-third of protein-protein interfaces show
a classic form, stabilized by forces similar to those that stabilize protein
folding. At the center of the interface is a carbon-rich patch, often with a
convoluted shape. When two subunits associate into the dimer, this patch
provides hydrophobic stabilization and energetic impetus for dimerization.
The shape is designed to fit only with the proper partner. Around this cen-
tral hydrophobic patch, there is a ring of hydrogen-bonding and electrostat-
ic interactions from protein to protein, stitching up the perimeter of the in-
terface surface. Often, individual water molecules also bridge hydrogen
bonding groups between the two proteins.

The remaining proteins show a more free-form interface, with a patch-
work of carbon-rich hydrophobic regions, hydrogen bonds, and bridging
water molecules. These are distributed like a crazy quilt across the entire in-
terface, coming into perfect register when the two proteins associate in the
proper conformation.

Similar principles are used in the recognition of small molecules by pro-
teins. The small size of these molecules, however, provides fewer atoms for
interaction but allows a more intimate interaction. Typically, ligand-bind-
ing sites are formed in a deep pocket or even buried completely, accessible
only through a large opening-and-closing motion of the protein. These
pockets are designed to recognize a given molecule, using a array of hydro-
gen-bonding groups and carbon-rich hydrophobic pockets that exactly
complement the chemical character and shape of the ligand.

Adenine recognition provides an example (Figure 4-22). Bionanoma-
chines that use adenine nucleotides must recognize the adenine ring but at
the same time exclude guanine nucleotides, which are similar in chemical
characteristics and also common in the cellular environment. This is done
by a combination of perfectly placed hydrogen bonds and strategic physical
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ATP

Adenine

Figure 4-22  Adenine is recognized with a form-fitting active site and a special contact that excludes the
binding of guanine. The signaling protein cAMP-dependent protein kinase is shown here. Looking at the
amino acids that interact with the adenine ring, several methods are used to recognize the ring. As shown on
the right, several carbon-rich amino acids pack on the top and the bottom of the ring, forming a slot that is
perfectly shaped for the flat adenine ring. As shown on the right, several amino acids form hydrogen bonds
with atoms in the ring, between hydrogen and oxygen, nitrogen, and even sulfur. Note how this protein also
packs a tyrosine amino acid tightly against the hydrogen atom marked with a star. Guanine has a bulky
amino group attached at this position, which would be blocked by the tyrosine if it tried to bind in this active
site.
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blocking. Adenine-binding sites are typically deep, slot-shaped pockets, tai-
lored to fit the disk-shaped molecule. Complementary hydrogen bonding
groups are arrayed around the edges of this groove, serving to register the
base within the slot. Hydrogen bonding, however, does not provide a way
to exclude guanine from the site. A different approach is taken. Guanine has
a large amino group in a place that is empty in adenine. Within the binding
site, one or more atoms are placed in tight contact with this site, so that the
larger amino of guanine cannot fit. So, even if the hydrogen bonding sites
that are common to both adenine and guanine are used, the specific block-
ing group will provide specificity for adenine.

Specific blocking may be used to disallow binding of competing mole-
cules that are larger than the target molecule, but how can nanomachinery
reduce binding of smaller competing molecules? Or molecules with slightly

Editing site

\ Charging site

Figure 4-23  Proofreading is used to improve the accuracy of leucyl-tRNA synthetase, the enzyme that con-
nects leucine to its proper tRNA during protein synthesis. The enzyme, shown in gray, contains two active
sites. The charging site adds leucine to the tip of the tRNA, shown in pink. However, it also occasionally adds
valine instead of leucine. The second active site is an editing site that only fits valine, clipping it off when it is
improperly added.
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mispaired hydrogen bonds? The energy of interaction will be smaller, given
that the number of contacts is reduced, but this may not be enough to en-
sure exclusive binding of the desired molecule. This is a significant problem
in bionanomachinery, which is solved in some cases by a separate proof-
reading step that is performed after two molecules interact.

The enzymes that connect amino acids to transfer RNA are faced with
this problem. The enzyme leucyl-tRNA synthetase has the job of attaching a
leucine amino acid to the proper tRNA (Figure 4-23). The active site has a
small pocket that fits the 4-carbon leucine side chain perfectly, positioning it
properly for attachment. However, the 3-carbon side chain in valine also fits
fairly well in this site and is attached about 1 time in 200 instead of the prop-
er leucine amino acid. This problem is solved by incorporating a second ac-
tive site that cleaves the amino acid from the tRNA. It is built with a smaller
pocket, which fits the valine but strongly excludes the proper leucine. Thus,
through this “double-sieve” mechanism, improper connections are de-
stroyed, increasing fidelity by 10 times.

Proofreading is also used in other places to improve the accuracy of nat-
ural protein synthesis. DNA polymerase is one example. It copies the genet-
ic information in DNA, separating the strands and creating a new copy to
pair with each. As each new base is added to the growing strand, it must be
chosen correctly to complement the template strand, always pairing ade-
nine with thymine and always pairing cytosine with guanine. This job must
be performed with high precision, despite the fact that the proper pairings
of bases are only slightly more favorable than some of the improper pair-
ings. DNA polymerase adds a separate proofreading step to the normal
synthetic reaction to improve its accuracy. DNA polymerase contains two
active sites. One site matches each new base with its partner on the template
strand and connects it to the growing strand. The other site then pulls on
this new base, and, if the interaction is weak, it cleaves the base off. This ex-
tra step removes bases that are improperly paired and ultimately increases

the accuracy a thousandfold.

Atomicity Limits the Tolerance of Combining Sites

Macroscopic machinery may be constructed with high precision. Compo-
nent parts may be fashioned to fit together perfectly, often with tolerances
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Figure 4-24 The precision of bionanomachines is limited by the atomicity of mole-
cules. As an example, look at a simple binding site composed of a square lattice of
atoms, which is designed to recognize a smaller atom. A hole cut into a square lattice
has a precision of about an atomic radius, forming a poor recognition site for the
small atom. Bionanomachines, however, use the approach shown in the bottom
structure. They achieve higher tolerances in specific locations by using a large over-
head of surrounding infrastructure to position a few key sites.

of micrometers, or one part in a million. This allows immense flexibility in
the design of macroscopic machines. Construction may be performed with
screws, dovetails, and a variety of other fasteners. Moving parts include
axles, hinges, gears, etc. Information is stored by changing the color or mag-
netic properties of small patches of material or physically with small dents
or bumps.

The molecular level does not allow nearly this precision. Nanomachin-
ery must be composed of individual atoms, each roughly spherical and lim-
ited by the geometry of covalent and nonbonded interactions (Figure 4-24).
Surfaces of interaction are rough; molecules cannot be designed to make a
seamless fit between surfaces. For instance, consider the construction of an
arbitrary shape with carbon atoms on a diamondoid lattice. The atomicity
of the lattice would limit the precision to about an angstrom, but no better.
This lack of precision in the fitting of molecular parts limits the precision of
any recognition or sensing event.

Natural bionanomachines, however, achieve much higher precision in
key portions of a structure. The folding of protein chains can place a dozen
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Lessons from Nature

® Recognition surfaces are complementary in shape and chemical prop-
erties and contain many weak, specific interactions.

® Physical blocking may be used to exclude binding of larger competing
molecules, and proofreading may be used to improve recognition
when faced with smaller competing molecules.

® Atomicity limits the range of properties and tolerance of interacting
molecules.

® Natural bionanomachines combine a stable, global structure of arbi-
trary precision and a few local regions specified to high precision.

atoms in precise positions. Hemoglobin provides an example (see Figure
5-15). Oxygen binding induces a 0.5-A motion of an iron atom out of the
plane of a heme group. A histidine residue senses this small motion of the
iron atom and transmits it to the rest of the protein complex, magnifying the
motion, through use of a structure switch, into a large conformation change.

Proteins optimized by evolution do not demand precision in every in-
teraction. Instead, they are optimized such that a few critical contacts are
placed in a precise location. The bulk of the protein is used as an infrastruc-
ture that creates a precise interaction site. This is one of the great challenges
in protein design: predicting the proper balance of the many forces that sta-
bilize protein structure in order to create this local precision. The selection
method of evolution is a perfect method for discovering bionanomachines
with this combination of properties: a stable, global structure of arbitrary

precision and a few local regions specified to high precision.

FLEXIBILITY

Much of our macroscopic technology is based on rigid components ma-
chined from metal, plastic, or other materials that resist deformation. When
flexible motion is needed, an articulated joint, a spring, or another locally
flexible component is designed and used to connect the rigid components.
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Much of molecular nanotechnology, because it is based so closely on macro-
scopic engineering, is taking this same approach, designing rigid compo-
nents that interact through a few mobile bonds or joints. The natural bio-
nanomachines selected by evolution, on the other hand, are intrinsically
flexible. Evolution starts at the opposite extreme, building structures that
are highly flexible and then selecting molecules with the necessary level of
rigidity needed for function.

Flexibility is a key design feature of biomolecules. Many of the
processes performed by biomolecules, and enzymatic catalysis in particu-
lar, occur in conformations that are significantly distorted from the equi-
librium structure of lowest energy. Bionanomachines might be likened to
rubber tires or plastic pop beads as opposed to precision-machined axles
or machined gears. Flexibility is a great asset in biomolecules, allowing
subtlety in action and the resilience that is a hallmark of life. It poses great
challenges, however, as we attempt to design new bionanomachines that
harness this flexibility.

Biomolecules Show Flexibility at All Levels

Biomolecules show flexibility across the entire range of scale, from the
atomic level all the way to the level of assemblies. At the smallest scale,
small vibrations along bond lengths and bond angles occur continually un-
der the force of thermal energy. These fluctuations can be critical in the
chemical reactions catalyzed by enzymes. A temporarily stretched bond
may be weakened, speeding a chemical transition, or the angle between two
bonds may be strained to promote transition to a different geometry.

The motion of side chains, loops, or entire domains at the surface of bio-
molecules is used extensively in molecular recognition. This has been
dubbed induced fit because the surface of one molecule conforms to the
topology of its interacting partner. Induced fit allows binding sites to sur-
round a binding partner (Figure 4-25). Local changes in side chains can im-
prove the binding of a ligand, and motion of entire domains can enfold a
ligand, shielding it from water and burying it in an entirely hydrophobic
environment.

Stable folded proteins undergo breathing motions, where whole o-he-
lices or B-sheets shift, breaking and forming hydrogen bonds and other in-
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Figure 4-25 Enzymes often use induced fit to improve the interaction with their ligands. In thermolysin,
shown at the top, tyrosine amino acids create flexible doors that open and close as substrates bind. Adenylate
kinase, shown at the bottom, closes around its substrates, shielding them from water. The reaction involves
the transfer of phosphate from ATP to AMP. If water were present in the active site, the phosphate could eas-
ily be transferred to a water molecule, essentially cleaving ATP. The active site machinery of adenylate kinase
only becomes active when the different domains of the protein are brought together in the closed form, when
water is not present.
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teractions transiently. These motions are essential, for example, for the dif-
fusion of substrates into buried active sites. Looking at the crystallographic
structure of hemoglobin, for example, there appears to be no path for oxy-
gen to reach the binding site near the iron. Oxygen reaches the binding site
by pushing through the small transient channels that open through breath-
ing motions.

Many proteins are composed of several relatively rigid domains con-
nected by flexible linkers. These proteins bend and flex, opening and clos-
ing like clams. Flexible linkers play important roles in multidomain pro-
teins, particularly those involved with large-scale regulation and binding to
large targets (Figure 4-26). Numerous examples may be found in the im-
mune system, where the target is a foreign cell surface, and in DNA infor-
mation control, where linkers are used to connect specific binding elements
to signaling elements that interact with adjacent molecules. These linkers

C1

Antibody

CD4 CD8

Figure 4-26  Flexibility is essential for biomachines that interact with large targets.
Many molecules from the immune system show a characteristic structure composed
of several binding domains, shown here with red stars, connected by flexible tethers.
The two CD molecules extend from the surface of immune system cells and must be
flexible to seek out their targets on invading cells. Antibodies and the C1 protein
have several binding sites tethered together, allowing them to bind to several adja-
cent sites on their target.
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have special amino acid sequences, often rich in glycine and proline, to re-
duce the amount of folded, stable structure that they can adopt.

Finally, multichain assemblies may shift between several specific con-
formations, each with different functional properties. In enzymes, this is
termed “allosteric” motion and is used extensively for regulation. Allostery
is described in more detail in Chapter 5. Large protein switches are also
used in viruses to transition between tight, stable structures that are used
outside the cell during infection and more open structures once the virus
has entered the cell. These motions often involve structural switches be-
tween domains connected by flexible linkers, similar to the switches used in
quasisymmetrical associations.

Biomolecules may incorporate specific levels of rigidity to improve the
entropy of self-assembly or function. As described above, heat-stable pro-
teins are created by increasing the rigidity of surface loops, inhibiting the
unfolding of the protein structure. An essential example of rigidity is the
planar peptide linkage connecting amino acids in proteins. This rigidity,
combined with a few key contacts between neighboring amino acids, lim-
its the flexibility of protein chains and favors a few secondary structures,
such as a-helices and B-strands. This is essential for proper folding and as-
sembly of proteins, limiting the range of possible conformations of these
complex molecules. Nucleic acid chains are far more flexible, but they are
ruled by a different constraint: the flat planar bases. The combination of
stacking of the bases and the specific pairing of bases limits the range of
structures.

Lessons from Nature

® Flexibility at all levels is used to enhance the function of bionanoma-
chines. This includes harnessing of thermal motion for chemical cataly-
sis, use of induced fit for recognition, design of different conformation-
al states for use in regulation, and incorporation of selective flexibility
to link several separate functionalities.
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Flexibility Poses Great Challenges for the Design of
Bionanomachines

These many-layered motions add levels of complexity, providing many op-
tions for the optimization of function. However, this flexibility adds an ex-
tra level of difficulty when designing bionanomachines. We need to be able
to predict the breathing and flexing motions of the molecule as well as the
stable equilibrium structure. Evolutionary design, on the other hand, is per-
fectly suited to design and optimization of this type of action. Small modifi-
cations are made step-by-step, arriving at the optimal structure rather than
predesigning it. Biomolecular flexibility will provide one of the greatest
challenges, and potential benefits, of bionanotechnology.



FUNCTIONAL PRINCIPLES OF
BIONANOTECHNOLOGY

Atoms at a small scale behave like nothing on a large
scale.
—Richard Feynman

The natural tools available in living cells—ribosomes, enzymes, DNA—give
us the ability, today, to build working nanomachines. Now we can start to
think about what we can do. But, as many visionaries of nanotechnology
are finding, design of function at the nanoscale is a formidable challenge.
Fortunately, we have abundant examples to explore as we begin to design
our own nanomachinery.

Nanoscale function is where biology excels. We can find natural bio-
nanomachines performing nearly every imaginable function. Looking in
cells, we can find working assemblers, sensors, motors, factories, rigid and
elastic materials, adhesives, and the list goes on. And quite remarkably, all
this is created with a remarkably limited set of building blocks.

It is easy to be daunted by the complexity of natural bionanomachines.
Because they were developed through evolution, they have an unfamiliar
organic architecture, not the parsimonious lines of our familiar machinery.
But many of the basic functions of bionanomachines reduce to the proper
positioning of a few key atoms. Whether these are arranged on a protein ar-

chitecture or a diamondoid lattice, the function will remain the same.

Bionanotechnology: Lessons from Nature. David S. Goodsell
Copyright O 2004 by Wiley-Liss, Inc.
ISBN: 0-471-41719-X
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INFORMATION-DRIVEN NANOASSEMBLY

Information-driven synthesis is essential for any practical technology. To
make a technology successful, we must be able to assemble our available
raw materials into many final products, based on instructions held in a
blueprint. Otherwise, we must create a new assembler for each new prod-
uct, which would pose too great an investment of resources to allow practi-
cal development of new machines and new methods. Once the investment
is made in producing an information-driven assembler, anything may be
constructed simply by giving it the appropriate instructions.

This principle is used throughout macroscopic engineering. With the
guidance of a blueprint, thousands of different buildings are constructed
from a standard set of bricks and boards. Computers and radios are con-
structed from standard electrical components based on a schematic. Molec-
ular nanotechnology hopes to build an assembler that directly presses to-
gether the smallest components, individual atoms, based on a plan. Life on
Earth, and much of bionanotechnology, relies on an assembler that builds
proteins based on information stored in DNA.

This assembler, the ribosome, produces proteins of any length and
composition based on a set of instructions. Information-driven protein
synthesis is a complex process requiring the concerted action of hundreds
of nanomachines. Cells contain molecular tools for storage, editing, dupli-
cation, and repair of the molecular blueprints and molecular tools for us-
ing this information to build proteins. The system is robust and may be
isolated from cells to perform this custom assembly under our control.
Alternatively, cells may be engineered to use their existing synthetic ma-
chinery to construct proteins for our specific needs. Either way, this as-
sembly mechanism gives us the ability to construct large quantities of cus-
tom-designed nanomachinery.

Nucleic Acids Carry Genetic Information

In the natural process of protein synthesis, the blueprint for building pro-
teins is held in DNA strands (Figure 5-1). The information is encoded in the
sequence of the four bases in DNA. The code is very simple (now that we
can look in retrospect) and universal on Earth. Information is transferred
from one nucleic acid strand to another through the specific interaction of
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Figure 5-1 The segment of the human genome with the gene for insulin is shown at the top. The region cod-
ing for the insulin protein is shown in red and is coded in two parts separated by a noncoding segment. The
protein is constructed in a longer form, encoded by the DNA sequences shown in capital letters, and then cut
to size after synthesis. The first segment, in black capital letters, is a temporary targeting signal that directs in-
sulin to be excreted from cells. The two red segments are the code for the mature protein. The central segment
in black is necessary for the proper self-assembly of the protein and is discarded after the protein matures.
The final “TAG” is the stop signal at the end of the coding region. The mature protein, with two chains, is
shown at the bottom. The chain corresponding to the first segment in the DNA sequence is shown in pink,
and the second chain is gray. The bright red atoms are sulfur atoms that form a bridge linking the two chains.
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the bases: adenine with thymine or uracil and guanine with cytosine. This
transfer of information is direct: As described in Chapter 2, nucleic acids are
replicated by aligning nucleotides directly along a single strand and then
connecting them together. In natural systems, transfer of information from
one nucleic acid into a new strand is performed by polymerase enzymes.
These enzymes move step-wise along a strand of nucleic acid and pair nu-
cleotides to each base in turn, creating a complementary strand. RNA poly-
merases, like the one shown in Figure 2-9, create a strand of RNA with DNA
as the template, and DNA polymerases create a strand of DNA with DNA as
the template. Viruses contain other enzymes that transfer information in
nonstandard ways: RNA-dependent RNA polymerases create RNA based on
an RNA template and reverse transcriptases create DNA based on an RNA
template.

Several properties are needed to create an effective polymerase. The
first is accuracy. Many polymerases are extremely accurate in copying. For
instance, the DNA polymerase in bacterial cells makes only about one mis-
take in a trillion nucleotides added, while building new strands at rates of
up to 1000 nucleotides per second. In a bacterial cell, this is about one error
in a thousand generations. The specificity of the chemical interactions be-
tween bases, however, is only sufficient to provide an error rate of one mis-
take in 10,000 to 100,000 bases copied. As described in Chapter 4, the addi-
tional accuracy is provided by proofreading schemes.

Polymerase action is also vastly improved if the enzyme is processive.
When a polymerase binds to a template strand, it should copy large stretch-
es before the strand is released. In many natural polymerases, processivity
is increased by incorporation of a “clamp” that surrounds the DNA, allow-
ing a sliding motion along its length but not release. In the DNA poly-
merase used for bacterial replication, this increases the processivity by
500,000 times over polymerases that do not have clamps. Note that the ribo-
some is also a clamp that closes around the RNA message, allowing it to
read the entire length of an RNA strand before releasing it.

A full toolbox of natural enzymes has been characterized that modify
and interact with the information held in nucleic acids. Most are available
commercially and are routinely used to perform these functions in the labo-
ratory. These include:
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(1) Polymerases, as described above, create new nucleic acid strands
based on the information in other strands.

(2) Nucleases cut nucleic acid strands. These include nonspecific nucleas-
es that cut in many places and specific nucleases such as restriction
enzymes that cut only at specific base sequences.

(3) Ligases connect nucleic acid strands.

(4) Repressors, transcription factors, enhancer proteins, and other regulatory
proteins bind to nucleic acids and regulate the use of the information.
They may act by physically blocking use of the strand, by providing
an entry point for binding of polymerases, or by modifying the phys-
ical structure of the DNA.

(5) Base-excision nucleases remove bases from nucleic acid strands. These
are often specific for modified bases or mismatched bases and are
used to correct errors.

(6) Topoisomerases solve the topological problems encountered by long
strands of DNA. This includes relaxing overwound DNA, forcibly
overwinding DNA, and allowing one portion of the strand to pass
through other portions to untangle DNA.

(7) Recombinases extract a portion from one strand of DNA and swap it
with a similar portion in a different strand.

(8) Spliceosomes edit a piece of RNA, removing a portion in the center
and reconnecting the two flanking segments.

(9) Nucleosomes and other proteins package nucleic acids for storage.

As described in Chapter 3, the availability of these molecular tools has
spawned an entire discipline of recombinant DNA technology that allows
researchers to modify DNA and use it to create custom proteins and engi-
neered organisms.

Of course, when looking at natural systems, everything is not quite as
simple as we might expect. The information stored in DNA is not used di-
rectly by ribosomes to build proteins. Instead, an intermediary molecule is
used. For use, the information is copied, or transcribed, into a strand of RNA.
This RNA strand is then used directly by the ribosome to direct the con-
struction of proteins. From a design standpoint, the need for the intermedi-
ary RNA step is not obvious, but all living cells go through this step (how-
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ever, some viruses skip DNA entirely, carrying their genetic information in
RNA and simply reproducing it). Perhaps this is another example of an evo-
lutionary legacy. Many researchers believe that life was developed with
RNA and the more stable DNA molecule was added only later, when the
genetic information was refined enough for archiving. However, the extra
step does provide abundant opportunity for regulation, an opportunity
used in many ways in cells and available for use in various aspects of bio-

nanotechnology.

Ribosomes Construct Proteins

Ribosomes are nanoassemblers that construct proteins according to the in-
formation in RNA (Figure 5-2). The process is complex, because the genetic

code is an informational code and not a chemical code. The transcription of

Figure 5-2 The ribosome is an information-driven molecular assembler. It is com-
posed of two subunits, each constructed both of RNA, shown in pink, and of pro-
teins, shown in gray. Together, they close around the messenger RNA that carries
the instructions for building a protein.
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DNA to RNA uses a chemical code: Each DNA base chemically matches an
RNA base. All that RNA polymerase needs to do is display the DNA strand
and connect the RNA bases when they bind properly to the strand. The
translation of RNA to protein, on the other hand, is not based on chemical
interaction between the RNA and the protein amino acids. Instead, it is a
translation of one chemical language into another. And, as with all transla-
tions, a dictionary is needed for matching words in one language with their
proper counterparts in another. In all cells, the dictionary is composed of
transfer RNA, a collection of translator molecules made of RNA. These
L-shaped adapters have a segment at one end that recognizes the informa-
tion in RNA and a segment at the other end that is chemically connected to
the proper amino acid.

In natural systems, the genetic code is a sequential, contiguous triplet
code. A codon of 3 nucleotides is used to specify 1 of the 20 amino acids,
with a few codes reserved for “Start” and “Stop” directions. Codons are
aligned sequentially along the RNA strand with no intervening bases. The
code is degenerate, as there are more codon combinations than amino acids.
As described in Chapter 6, some researchers are modifying this code for
specific nanotechnology applications.

The ribosome is a complex machine with many moving parts. It wraps
around a strand of messenger RNA and steps one codon (three bases) at a
time down its length (Figure 5-3). At each codon, it aligns the proper trans-
fer RNA to the codon. Then, at the other end of the transfer RN A, it attaches
the amino acid to a growing protein chain. The process is assisted by dozens
of initiation proteins to get it started, elongation proteins that add the neces-
sary chemical energy and push the ribosome forward at each step, and ter-
mination proteins that specify when to stop.

The atomic structures of the ribosome provide a detailed look at a
working molecular assembler, designed to create custom, atomically pre-
cise molecules according to defined instructions (Figure 5-4). It is a daunt-
ing structure, all the more unfamiliar because it is composed primarily of
RNA instead of protein. However, it appears to have all of the functions one
might expect. The small subunit has a clamping mechanism that entraps
and positions the RNA strand. The RNA threads through a hole between

the two subunits in the complex, promoting a processive synthesis from be-
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Figure 5-3 The ribosome steps down the RNA strand one codon at a time. The addition of one amino acid to
a growing protein strand is shown schematically here. The process begins when a new transfer RNA enters
the ribosome and binds to the next codon in line. Then the growing protein chain is transferred to the amino
acid held by this transfer RNA. Finally, the transfer RNA is pushed one step forward, ejecting the previous,
now-empty transfer RNA.

ginning to end. The synthetic step is performed by a typical active site, al-
though surprisingly using chemical groups from RNA for the catalysis. Ad-
dition of each new amino acid is performed by forcible displacement of
spent transfer RNA by elongation factor proteins, using ATP cleavage for
power.

Ribosomes are accurate in their synthesis, but not as accurate as infor-
mation transfer between nucleic acids. In bacteria, improper amino acids are
added with a frequency of about 1 in 2000 amino acids. About one in four
typical proteins (of about 500 amino acids) will have an error. However, most
missense errors are fairly harmless, as most single-site mutations in a protein
will only slightly compromise its function. However, processivity errors,
where protein synthesis is terminated prematurely, are more significant. In
bacteria, the frequency of premature termination is about once in 3000
codons, so about one in seven typical proteins is released before it is fully
synthesized. Larger proteins are even more difficult to construct in full.

Information Is Stored in Very Compact Form

The flow of information from DNA to RNA to protein demonstrates that in-
formation may be densely stored at the nanoscale. The direct transfer of in-
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New protein
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Ribosome large subunit

Elongation factor Tu

Transfer RNA

Ribosome
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Messenger RNA

Aminoacyl-tRNA synthetases

Figure 5-4 Structures involved in protein synthesis. The ribosome is shown at the top. The small subunit
positions the strand, and the large subunit pairs transfer RNA molecules along the message strand and per-
form the synthesis reaction. Elongation factor Tu delivers new transfer RNA molecules to the ribosome, and
elongation factor G performs the job of the lever shown in Figure 5-3: It forcibly moves transfer RNA mole-
cules one step forward after the synthesis reaction is performed. The enzymes shown at the bottom connect
the proper amino acids to each transfer RNA—only 3 of the full set of 20 are shown here.
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Lessons from Nature

® |nformation-driven synthesis allows construction of a diverse collection
of products with a single construction mechanism.

® The ribosome is a working molecular assembler that constructs a linear
polymer by using a linear information-storage medium. It provides an
existence proof for information-driven atomic nanoassembly.

® Processivity of synthesis can be improved by use of clamps that sur-
round information-carrying strands.

® |nformation may be densely encoded in specific arrangements of
atoms. A working two-bit code is used in DNA, requiring an overhead
of about 15 atoms per bit.

formation by chemical interaction allows very compact storage and read-
out. Each position in a DNA strand carries two bits of information, because
each nucleotide can adopt one of four states, corresponding to the four
bases. An overhead of about 30 atoms is needed to position each base in
such a way that the information may be stored, copied, and read. This is a
remarkable information density: 15 atoms per bit.

Jonathan Cox has discussed the challenges of using DNA as a long-term
archival storage medium. When suitably protected, DNA may be stable for
millions of years. For instance, DNA held in bacterial spores can be revived
after long periods of time. However, retrieval of information held in DNA is
cumbersome and a million times slower than modern computer informa-
tion storage. But it has a great advantage over very long time spans. Current
information technology becomes obsolete in a manner of decades, replaced
by faster, denser technologies. DNA, however, will probably retain its value
as an information storage medium for millions of years. Because it is tied so
closely to living systems and because evolutionary legacy will most likely
ensure that DNA will be the storage material used in living systems, the
processes of DNA information storage and retrieval will be available in
nearly identical form for millennia.
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ENERGETICS

Many desirable nanoscale processes do not occur spontaneously. In these
cases, we must add energy to force the process to occur in the way that we
want. Fortunately, there are many other highly energetic processes, such as
the breakage of chemical bonds, the capture of light, or the reuniting of sep-
arated charges, that we can harness for powering processes that are more
sluggish. Looking at natural bionanomachinery, we can find examples that
use all three of these sources of energy—chemical energy, light energy, and
electrical energy. These sources of energy are used in two main ways: to
drive difficult chemical reactions and to power directed motion.

Living cells, however, do not harness energy like we do in the macro-
scopic world. We typically create a large quantity of heat and then use this
to power motion. For example, think of an automobile engine. The explo-
sive burning of gasoline, a favorable chemical process, powers the moving
of the engine. Cells, on the other hand, do not use reactions that release a
great deal of heat to perform their mechanical or chemical work, because
thermal energy is rapidly dissipated throughout nanoscale systems before it
can be captured for use. (However, heat may be produced in the body on
demand, either physically through friction in the rapid motion of muscles
or chemically by increased rate of heat-producing reactions such as the
breakdown of fat molecules.) Instead, energy is metered out in small steps,
so that it can be controlled and efficiently captured.

Natural bionanomachines transfer energy by linking two processes to-
gether. For instance, two chemical reactions may be linked together, using a
very favorable reaction to boost a less favorable one. Take, for example, the
reaction performed by the enzyme pyruvate kinase. It performs two sepa-
rate reactions: It removes a phosphate from phosphoenolpyruvate and adds
a phosphate to ADP. When performed separately, the first reaction is highly
favorable. The phosphoenolpyruvate molecule is unstable, but the two
pieces that form when it is broken—pyruvate and free phosphate—are each
highly stable. The second reaction, on the other hand, is very difficult. It is
difficult to connect another phosphate to the end of ADP because of the
strong charges on the phosphates that are brought into close contact. When
linked together, however, the combined reactions are slightly favorable,

and the entire process will occur spontaneously. Similarly, chemical reac-
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tions may be linked to electrical processes, or the capture of light can be
used to power chemical reactions, or other combinations may be employed.
The key is to transfer the energy in nanoscale pieces.

Chemical Energy Is Transferred by Carrier Molecules

One of the most common approaches for powering chemical reactions in
natural systems is to link an unfavorable reaction to a second, highly favor-
able reaction. You might imagine that this linkage could be approached in
two different ways. We could approach each new task as a new challenge,
trying to discover a new combination of complementary reactions each
time. Or we could develop a common fuel molecule that we could link to
any unfavorable reaction that we choose. In cells, the latter approach is by
far the most common approach. Of course, this simply adds an intermedi-
ary to the process—we must create a mechanism for creating these fuel mol-
ecules and then develop methods to link them to our ultimate reactions. The
modularity of the system, however, is a significant advantage.

Looking at the fuel molecules used in cells, we find that they are all
built with a similar design. They are composed of an energy-transferring
group attached to a convenient nanoscale handle. The energy-transferring
group relies on chemical instability. Many familiar molecules are unstable
and are useful for capturing energy. Acetylene has an unstable carbon-car-
bon triple bond at its center, which breaks when it combines with oxygen to
produce a very hot flame. TNT and nitroglycerin have nitrogen and oxygen
atoms poised next to carbon and hydrogen atoms—one wrong move and
the molecules rearrange, exploding into a more stable cloud of nitrogen gas,
carbon dioxide, and water. These compounds are difficult to construct but
easy to destroy. The molecules used in cells, however, are not this extreme.
They are unstable because of charges that are brought into unfavorable con-
tact, or they might contain atoms that are frozen into unfavorable bonding
states. It is difficult to build these unfavorable linkages, and when they are
allowed to break they can be used to drive other processes.

The handles attached to these unstable reservoirs of energy are de-
signed to be recognized by the nanomachines that use the fuel molecule.
Molecules like acetylene and TNT do not have handles, so they are only
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useful for creation of energy in bulk. Biomolecular fuel molecules contain
handles built of moderately sized organic compounds, allowing the fuel to
be manipulated one molecule at a time. These handles typically have a large
number of oxygen and nitrogen atoms, allowing nanomachines to use spe-
cific hydrogen bonds to recognize them.

ATP (adenosine triphosphate) is the most common biological fuel mole-
cule. Several methods are used to construct ATP with energy from the
breakdown of food or the capture of light. Cleavage of ATP is then used to
power most unfavorable biomolecular processes. ATP is an unstable mole-
cule with a close connection between phosphate groups. Each phosphate
carries a strong negative charge, so it is difficult to bring them together and
very favorable to let them separate. The chemical energy trapped in the un-
stable ATP bond is spent in many ways. It is used to ensure that key chemi-
cal reactions are performed when needed, even if they are not normally fa-
vorable. ATP is used for a variety of mechanical processes as well, where
the shape or location of a molecule must be forcibly changed.

The adenine ring provides the handle for recognition (Figure 5-5). As
described in Chapter 4, enzymes recognize ATP by using a combination of
shape and chemical complementarity. Typically, the adenine ring binds in a
deep pocket that recognizes the flat, planar shape. Hydrogen bonding
groups are arrayed around the perimeter of this pocket, positioned to form
hydrogen bonds with the amino groups on the ring. This positions the ATP

Figure 5-5 ATP contains an adenine ring at one end, shown on the left here, that
serves as a convenient molecular handle for recognition. It has several sites for hy-
drogen bonding, shown with arrows. Three phosphates are linked directly together
at the other end, on the right here. Each of these phosphates carries a negative
charge. Breakage of the phosphate-phosphate bonds, allowing the negatively
charged groups to separate, is a favorable energetic process and is used to power
other unfavorable processes.
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Figure 5-6 ATP may be used to power many different nanoscale processes. The enzyme aspartyl-tRNA syn-
thetase, shown at the top, is using ATP to power the addition of an amino acid to a transfer RNA. This struc-
ture shows an intermediate stage in the process. The enzyme begins by bringing together a transfer RNA,
ATP, and the amino acid. Then, as shown here, it connects the amino acid to the ATP, releasing two of the
phosphate groups in the form of pyrophosphate. Finally, it transfers the amino acid to the transfer RNA. The
breakage of ATP provides an energetic boost to this normally sluggish reaction. ATP is also used to drive the
power stroke of the muscle protein myosin, as shown at the bottom. ATP binds in the middle of myosin and
controls actin binding through the cleft on the right and the forcible motion of the long lever arm on the left.
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in the proper position for transfer of its energy when the phosphate-phos-
phate group is broken (Figure 5-6).

Light Is Captured with Specialized Small Molecules

Nearly all life on Earth is ultimately powered by light from the Sun. The
light-capturing event is performed by a class of proteins termed photosyn-
thetic reaction centers. These proteins capture a photon of light and use it to
create a high-energy electron, which is then used for power. The reaction
center contains a series of cofactors—chlorophyll, phylloquinones, and
iron-sulfur clusters—that do the work. A special pair of chlorophyll mole-
cules absorbs the photon, exciting an electron into a higher-energy state
(Figure 5-7). Normally, this excited electron would lose energy through heat
or would emit a photon of slightly lower energy as fluorescence. But the re-
action center is designed to circumvent these normal avenues. Instead, the
excited electron is quickly transferred away from the chlorophyll along the
chain of cofactors.

Ultimately, this high-energy electron is placed on a carrier molecule to
be transferred to the site of usage. The missing electron from the initial
chlorophyll is replaced by a low-energy electron from a second source. The
result is the transfer of electrons from a low-energy source to a high-energy
carrier. In most photosynthetic organisms, the electron is obtained from wa-
ter, which is oxidized to oxygen gas in the process. The electron is promoted
to higher energy and then placed on metalloprotein carriers for delivery to
other processes.

Photosynthetic organisms also contain effective molecules that harvest
light and transfer it to reaction centers (Figure 5-8). These proteins are
packed with chlorophyll and carotenoid molecules that absorb light of
many wavelengths. The energy is then transferred from molecule to mole-
cule by resonance energy transfer, until it reaches the special pair of chloro-
phylls in the reaction center, where the excited electron is quickly shuttled
away.

Energy from light is also harnessed to do physical work. For instance,
the protein bacteriorhodopsin transports protons across a membrane by us-
ing power provided by the absorption of light, and the light-sensing protein
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Figure 5-7 Photosynthetic reaction centers use a pair of chlorophyll molecules to absorb light and activate
electrons. The photosystem from a cyanobacterium is shown here, with special chlorophyll molecules in dark
pink at the center. A series of electron-carrying prosthetic groups then carry the activated electrons through
several chlorophylls and a phylloquinone (shown with a red arrow) and through three iron-sulfur clusters.
Ultimately, the electron is placed on a soluble carrier protein like the ferredoxin at the top. Plastocyanin,
shown at the bottom, then replaces the missing electron with an electron of lower energy.
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Figure 5-8 Photosynthetic reaction centers often use large arrays of light-absorbing
molecules to act as an antenna for gathering light. The same photosystem shown in
Figure 5-7 is shown here from the top. The photosystem is composed of three identi-
cal subunits, each with its own electron transfer chain in the center, shown in bright
pink. Surrounding each are dozens of chlorophyll molecules that absorb light and
transfer the energy to the chain at the center.

opsin changes shape when it absorbs light. These are described in more de-
tail below.

Protein Pathways Transfer Single Electrons

Electronics play an enormous role in macroscale technology. Electrical con-
duction is an example of charge transport, where electrons are flowing in
bulk. The metal atoms in the wire allow electrons to move freely, even in
the absence of an external force. If no external potential is applied the elec-
trons diffuse randomly, but if a voltage is applied there is a net motion of
electrons. Electrical conduction is a novelty at the biological nanoscale. As
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Figure 5-9 A wide variety of electrical components are used to create electrical bio-
nanocircuits. These include small organic molecules that transfer electrons from one
site to the next. Some are water soluble, such as NADH, and others, like ubiquinol,
are insoluble and shuttle electrons inside lipid membranes. Small proteins, such as
ferredoxin, are also used to shuttle electrons from one site to another. These small
carriers are used to deliver electrons to many large electric-powered bionanoma-
chines, such as large membrane-bound proton pumps like the cytochrome b-c; com-
plex and enzymes like nitrogenase that perform reduction reactions. These proteins
use a variety of prosthetic groups to manage the flow of electrons.

described below, DNA is a conductor of electrons, but there is no evidence
that this conduction is used for any function. It comes as no surprise that
cells use a more controlled approach to electronics.

Biological systems move electrons one at a time from one carrier to the
next in well-defined bionanocircuits. This process is termed charge transfer.
The transfer of single electrons along complex paths is widespread in bio-
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Figure 5-10 The electron transport chain is a bionanocircuit that links the flow of electrons to formation of a
proton gradient. High-energy electrons are obtained by the oxidation of glucose and carried to the chain by
NADH. The electrons then flow through three large membrane-bound proton pumps. They are transferred
from one complex to the next by small, mobile carriers: ubiquinol and cytochrome c. As the electrons flow
along the chain of prosthetic groups in the three large protein complexes, the energy of the flow is used to
power the transfer of protons across the membrane, as shown schematically by the large gray arrows. Ulti-
mately, the electrons are deposited on oxygen molecules, converting them to water.
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logical systems, so we have many powerful examples to use as templates
for building our own single-electron bionanocircuits (Figures 5-9 and 5-10).
In these pathways, individual electrons are transferred between specific
carrier molecules. A variety of different prosthetic groups are used to carry
the electrons, including iron-sulfur clusters, copper ions, iron ions held in
heme groups, and polycyclic organic ring systems. In addition, small, mo-
bile organic molecules, such as NAD and FAD, can be used to deliver elec-
trons between proteins in these pathways.

Each electron carrier is characterized by a reduction potential that
quantifies its affinity for electrons. The protein chains surrounding specific
prosthetic groups can tune the potential of the group by orders of magni-
tude, by positioning key amino acids that stabilize or destabilize the bind-
ing of electrons. With proper design, the potential of each carrier in a path-
way may be chosen to provide an ordered pathway from start to finish.
Driven by a spontaneous reduction in free energy, electrons flow in pro-
gression from one carrier to the next along the circuit.

Electrons are transferred from carrier to carrier by quantum mechanical
tunneling, which is effective for distances of up to about 1.4 nm. If electrons
must be transmitted over longer distances, chains of carriers are used, with
each step less than about 1.4 nm apart. Transfer rates are very fast at these
distances, in the range of 10'3 to 107 per second. A recent survey of electron-
transferring proteins in the Protein Data Bank by researchers at the Johnson
Research Foundation revealed that electron transfer is not strongly affected
by differences in the specific amino acids in the intervening space. In their
words: “There has been no necessity for proteins to evolve optimized routes
between redox centers. The transfer is remarkably robust, as long as the
electron carriers are close enough, so design efforts can focus on tuning of
each individual redox center and integration of the chain with its inputs
and outputs.”

Thus far, natural electron transport seems to be limited to two major
uses: for bulk delivery of electrons for use in chemical reduction reactions
and as a mechanism for powering other processes, such as the pumping of
protons. Amazingly, natural systems have not exploited single-electron
transport for computation. Biological computation is performed at the

nanoscale by hard-wired genetic and biochemical networks and at the mi-
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croscale by programmable nerve networks. Single-electron computers,
however, are an exciting possibility for bionanotechnology.

Electrical Conduction and Charge Transfer Have Been
Observed in DNA

DNA contains many aromatic bases stacked one atop the next. The quan-
tum mechanical 7 orbitals of these bases overlap, creating a pathway for the
flow of electrons. DNA is a potential candidate for the design of nanoelec-
tronic devices, with several advantages. The synthesis of DNA is routine,
and customized assemblages, anything from single nanowires to complex
networks, may be designed and synthesized. This is a beautiful idea in con-
cept, but the details of electrical conduction and transfer in DNA are still
hotly debated. Several processes have been observed.

Charge transfer of single electrons has been extensively studied with
planar molecules that interact with the DNA helix. These molecules are acti-
vated by light and remove an electron from one of the nearby nucleotides,
creating an electron hole. Researchers then follow the transfer of this hole
along the helix to distant sites. Often this is quantified by appearance of the
charge at sequences with multiple guanine residues, which lose electrons
easily and tend to capture the electron hole. The charged guanine is sensi-
tive to cleavage by chemical reagents, which are used to quantify the
amount of the transfer. Analysis of the kinetics of this transfer has revealed
two processes: a superexchange mechanism that falls off strongly with dis-
tance and a multistep hopping mechanism that covers longer distances.

Conduction of electrons by DNA has been studied by bridging two
electrodes with a short DNA helix or bundle of DNA strands and then mea-
suring the current through the strands when a potential is applied. In one
experiment, researchers showed that DNA can support significant currents,
applying 100 nA (about 10'? electrons per second) through a single DNA
molecule 10 nm in length. Experiments from other laboratories, however,
have shown different results, showing insulating, semiconductive, or even
superconductive properties. The isolation of single molecules and the de-
tails of the connection between the electrode and the DNA are major chal-

lenges that influence results.
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Lessons from Nature

® Unfavorable nanoscale processes may be performed by linking them
chemically or physically to energetically favorable processes.

® Chemical energy may be stored and transferred by fuel molecules with
chemically unstable covalent bonds.

® Energy from light may be captured by light-absorbing prosthetic
groups such as chlorophyll to create high-energy electrons.

® The directional flow of single electrons in bionanocircuits is controlled
by choice of electron carriers with ordered reduction potentials.

® Electrons are transferred between carrier groups by quantum mechani-
cal tunneling over distances of up to 1.4 nm.

® FElectrochemical gradients created across membrane-enclosed spaces

may be used to power chemical and physical processes.

Electrochemical Gradients Are Created Across Membranes

Nanoscale energy may be stored by using a concept similar to batteries and
capacitors. The idea is to separate charged objects into two separate com-
partments, so that one holds more negative charge and one is more positive.
In a capacitor, electrons are pumped from one metal plate to the other,
building up a negative charge on one side. Then the flow of electrons back
can be used to power an electrical machine. In cells, ions are typically used
instead of electrons. An enclosed space is created, surrounded by a mem-
brane that is impermeable to ions. Then ions are pumped across the mem-
brane, creating an electrochemical gradient. The flow of ions back across the
membrane is then used to perform chemical or mechanical work.
Electrochemical gradients provide power in two ways. First, a simple
concentration gradient is created. As ions are pumped across the mem-
brane, the concentration increases on one side. Second, an electrical poten-
tial is also created as charges accumulate on one side of the membrane. In
both cases, work may be performed as ions are allowed to flow backward,



Energetics 157

ATP synthase ATP

Light Ferredoxin

Photosystem

Cytochrome bg-f
complex

Plastocyanin Hydronium ions

Figure 5-11 The process of cyclic photophosphorylation, which captures light energy to make ATP, com-
bines many of the energetic modalities used in nature. Light is captured by a photosystem and used to create
high-energy electrons. These are transferred by ferritin to a large proton pump (cytochrome by-f complex)
that creates an electrochemical proton gradient powered by the flow of the electrons. The electrons, now at
lower energy, are transferred back to the photosystem by plastocyanin to await the next photon. The proton
gradient is then used by ATP synthase for the mechanochemical synthesis of ATP. The protons flow back
across the membrane, turning the rotary motor portion of ATP synthase in the process. As this motor turns, it
forces a change in shape of the enzyme portion of ATP synthase, providing the power to connect ADP and
phosphate, forming ATP.

restoring an equilibrium both in concentration and charge distribution
across the membrane. These two forces together combine to provide a
strong force that is used to power many biological processes (Figure 5-11).
The most widespread application is the ubiquitous use of proton gradients.
Protons are pumped across membranes, creating a proton-motive force that is
widely used to turn motors or create ATP.
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CHEMICAL TRANSFORMATION

Chemists have been performing specific chemical transformations for cen-
turies, creating structurally pure molecules for use in medicine and indus-
try. This process typically proceeds through a sequence of specific chemical
modifications, such as adding a new group, changing a specific bond, or
making other small changes. At each step, a new reaction must be designed,
often with significant side products competing with the desired reaction.
The chemist must purify the desired product at each step and search for re-
actions that maximize the proper products. For a organic molecule with
dozens of atoms, like many of the molecules used as drugs, this may in-
volve dozens of steps and the final yield may be quite low.

Biological machinery excels in one ability above all others: performing
specific chemical transformations. Like chemists, cells create specific mole-
cules by an ordered set of small chemical transformations. But, unlike the
chemist, they build specific bionanomachines—enzymes—that perform each
step efficiently and accurately (Figure 5-12). Typically, each enzyme is opti-

mized to perform a single reaction, speeding the chemical process by a tril-

Figure 5-12A Triose phosphate isomerase is an example of a perfect enzyme. It is a
diffusion-limited enzyme, performing its reaction at rates faster than the rate at
which substrate molecules can diffuse to it. It uses all the tricks employed by en-
zymes to perform their reactions. The enzyme is a dimer of two identical subunits,
each with a separate active site that surrounds the substrate molecule, shown in
pink. Note how large the enzyme is relative to the substrate. All this infrastructure is
needed to ensure that a handful of key active site amino acids are perfectly
arranged.
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Figure 5-12B Triose phosphate isomerase performs an isomerization reaction, removing two hydrogen
atoms (shown in red) from dihydroxyacetone phosphate and replacing them in different positions to form
glyceraldehyde 3-phosphate. The reaction is performed in two steps, using two key amino acids. In the first
step, shown at the top, a glutamate extracts one hydrogen atom and a histidine adds another (shown in dark
red) back to the molecule in a different position. Then, in the second step, the glutamate replaces its hydrogen
atom in a different position and the histidine grabs another hydrogen atom from the substrate. Note that the
enzyme starts and ends in the same form—with a free glutamate and with hydrogen bound to the histidine
(albeit a different hydrogen atom). This leaves the enzyme ready to perform the same reaction on the next
substrate molecule that it encounters.
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Glutamate
Histidine
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Figure 5-12C The phosphate group of the substrate is surrounded by a collection of amino groups from the
protein, shown here in dark gray on the left. They form a specificity pocket that forms hydrogen bonds with
the substrate, positioning it correctly relative to the catalytic histidine and glutamate amino acids above. The
enzyme speeds the reaction by stabilizing the transition states of the two steps. The transition state of the first
reaction is shown here on the right. The glutamate has extracted one hydrogen, but the histidine has not yet
donated its hydrogen. This leaves an unfavorable negative charge on one oxygen atom in the substrate. This
is stabilized by a lysine amino acid from the enzyme, which carries a positive charge.

lionfold or more over the unassisted rate. The formation of unwanted side
products is reduced nearly to zero, so that the desired product, even if it re-
quires dozens of synthetic steps, is created at high yield (Figure 5-13). These
machines are also carefully regulated, so that products may be created
when and where they are needed. Enzymes are a priceless gift from nature,
providing the starting point for all of bionanotechnology.

Enzymes perform chemical transformations by paving the way through
the desired reaction, smoothing over any obstructing hills and lowering any
roadblocks. A chemical reaction is similar to the process of breaking a pen-
cil. At the beginning the pencil is perfectly solid and static. Then you start to
apply pressure and it bends, resisting and straining all the way. Finally, it
snaps, and you are left with two pieces, solid and static. A chemical cleav-
age reaction is similar. If you are breaking a molecule in two, you must pull
it forcibly apart. The beginning and final forms—the molecule and the two
halves—are perfectly stable, but the intermediate states, as individual
bonds are stretched, are highly unstable and energetically unfavorable.
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Figure 5-13 Cells and synthetic chemists both build organic molecules in a series of chemical transforma-
tions, taking available starting materials and making chemical changes until the desired product is obtained.
The refinement added by natural systems is the use of enzymes at each step that provide specificity and effi-
ciency that are not available in the solution processes typically used in organic chemistry. This is the se-
quence of steps used in bacteria to build penicillin from the common small molecule pyruvate. Two pyruvate
molecules are combined and converted into the amino acid valine in four steps. Then it is combined with two
other amino acids, each also created by a number of steps from simple precursors, to form the basic skeleton
of penicillin. Three additional steps create the active form.
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Enzymes reduce the energetic barrier imposed by these intermediate
states—termed transition states—making them easier to form from the start-
ing material and easier to convert into the proper products. Think again of
the pencil. This time, take your fingernail and make some deep dents in the
wood along the side. Now, the pencil bends and breaks far more easily. You
have catalyzed the pencil-breaking reaction by changing the intermediate
states with your fingernail, making the partially bent states easier to
achieve. Similarly, enzymes create a molecular environment in which the
transition states are stabilized so that they do not present such a barrier to
the reaction.

All of the action occurs in the active site of an enzyme. There, specific
amino acids are placed in strategic locations, perfectly positioned to stabi-
lize the transition state of the molecule undergoing the reaction. Many di-
verse methods are used, each tailored for a given reaction. At first glance,
every active site seems to be different, each developed separately by evolu-
tion for its task. But, several general principles are used in most cases: re-
duction of entropy, chemical stabilization of the transition state, and use of
specialized chemical tools.

The three-dimensional structures of hundreds of enzymes have been
solved and are available through the Protein Data Bank (http://www.pdb.
org). This is a primary resource for bionanotechnology, providing a wealth
of working examples of specific chemical catalysts. These provide an excel-
lent starting point for the development of custom enzymes, tailored for
nonbiological applications.

Enzymes Reduce the Entropy of a Chemical Reaction

Enzymes speed reactions by having everything at the right place at the right
time. Entropy is constantly diluting reactions, reducing the probability that
molecules will meet and react in the desired way. In a reaction that requires
the joining of two molecules, entropy will ensure that they rarely find one an-
other. In a reaction that requires an exact alignment of two bonds, entropy
will ensure that this alignment is just one among many other random align-
ments. Enzymes are nanoscale jigs that fight entropy by positioning reacting
molecules and forcibly aligning reacting bonds in the proper orientation.
Active sites conform closely to the shape of the molecules being trans-
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formed. The surface of the active site is complementary to the molecule. It
will have carbon-rich patches abutting carbon atoms in the molecule and
hydrogen-bonding atoms in perfect registration with hydrogen-bonding
atoms on the molecule. Enzymes commonly make contact with most of the
molecule, and some enzymes completely enclose their targets, using flaps
and doors that close after the molecule is bound.

The active site is typically separated into two functional regions. First,
there is a specificity pocket that recognizes the proper substrate and binds
tightly to it. Second, there is the catalytic machinery that performs the
chemical transformation. A separate specificity pocket, often comprising
most of the active site, is needed in most cases because the catalytic machin-
ery is often chemically exotic and must be optimized to perform the chemi-
cal reaction instead of providing the optimal binding characteristics.

The typical tolerances for complementarity between enzymes and their
substrates are very fine, fitting together to a fraction of a nanometer. These
high tolerances make enzymes highly specific in the reactions that they cat-
alyze. Natural enzymes routinely separate molecules that differ by a single
atom. They also can be highly stereospecific, separating right-handed and
left-handed forms of a molecule or creating only one of many possible
forms.

Enzymes Create Environments That Stabilize Transition States

After substrates are locked comfortably into the form-fitting, reduced-en-
tropy active site, enzymes create a chemical environment that promotes the
desired chemical transformation. This is the heart of nanotechnology,
where specific atoms are removed or added according to demand. Enzymes
catalyze reactions by stabilizing the intermediate, transition state of the re-
action. This is accomplished in many ways, tailored to the given reaction.

In some cases, chemical groups, provided by surrounding amino acids
or prosthetic groups, interact with the substrate, modifying its electronic
structure to make portions more reactive. A charged amino acid can polar-
ize a neighboring bond in the substrate, making a target atom more suscep-
tible to attack or making it a stronger attacker. A hydrogen bond may stabi-
lize a form of the substrate that is normally found with low probability but
is the right shape for the desired reaction.
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In many cases, the transition state may include an unstable charged
form of the molecule, with one or more atoms in a less than ideal bonding
state. These are often stabilized by placing an amino acid nearby that carries
the opposite electronic charge, forming a stable electrostatic interaction
with the transition state.

Enzymes can also introduce geometric strain in substrates. In cases in
which the geometry of the substrate changes during the reaction, the active
site is designed to fit more tightly to the shape of the transition state than to
the initial substrates, favoring the transformation from substrate to transi-
tion state.

Enzymes Use Chemical Tools to Perform a Reaction

Most enzymes use specific chemical tools to interact directly with the sub-
strate, directly making chemical changes. It is important that these tools end
up, after the reaction is performed, in the same state that they begin. This is
the definition of a catalyst, which may undergo a chemical change to assist
the reaction, but which must be restored at the end so that it is ready to per-
form subsequent reactions.

Enzymes commonly use reactive amino acids to make specific chemical
changes in substrates. For instance, many enzymes use key amino acids to
shuffle hydrogen atoms within a molecule. In particular, histidine is often
used in this role. At the pH of a typical cell, it is fairly easy to remove one of
the hydrogen atoms on histidine amino acids and later replace it. Histidine
is used in many reactions that remodel molecules. A histidine in the en-
zyme will pull a hydrogen atom off the molecule and then replace it in a
slightly different position, flipping the handedness of the molecule or mov-
ing the location of a double bond.

Other reactions require a more forceful approach. In these enzymes, an
amino acid attacks the substrate, forming a covalent bond. Typically the
bond is quite unstable, and a subsequent step will break the bond, forming
the desired product. Serine proteases are one example, where a serine
amino acid attacks a peptide substrate, breaking the chain and forming an
unstable bond to one half. Soon after, a water molecule enters and separates

the remaining half, restoring the serine to its original form.
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Lessons from Nature

® The entropy of chemical reactions may be reduced by assembling the
molecules in the proper location and conformation.

® Specific binding sites may be used to define the specificity and stereo-
chemistry of a given reaction.

® Reactions may be catalyzed by creating a specific chemical environ-
ment that stabilizes the transition state.

® Specific prosthetic groups may be used to transfer atomic groups to

molecules.

In some reactions, enzymes add new atoms to a growing molecule.
When you are going to build a new deck at your house, you rarely start
from raw materials. You don’t chop down trees and mine iron ore; rather,
you go to the lumberyard and buy two-by-fours and nails. Similarly, en-
zymes often build new molecules with prepackaged atoms that are easy to
add to a growing product. Many molecules serve as carriers for specific
atoms (Figure 5-14). ATP carries a phosphate group, and other molecules
are carriers for carbon atoms, sulfur atoms, nitrogen atoms, and hydrogen
atoms. These molecules are cleverly designed: All hold their atoms with an
unstable bond, so they are easily released to their new position. These coen-
zymes are often exotic-looking molecules that must be synthesized specially
for the job.

Some reactions simply require the shuffling of a few electrons. Metal
ions typically play the role of electron carriers, because they can cycle be-
tween several stable charged forms. Copper and zinc ions are often held
tightly by a small cluster of amino acids. Iron, on the other hand, is often
trapped in the middle of a large heme molecule, which is held in turn
within a tight pocket in the enzyme. Unusual metals, such as molybdenum
and vanadium, are used when real force must be applied, as in nitroge-
nase, the enzyme that separates the two tightly bonded atoms in nitrogen
gas.
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Figure 5-14 Specialized prosthetic groups are used to deliver raw materials to synthetic enzymes. The three
shown here are each composed of three parts. At the left in gray is an adenine group, which is used as a han-
dle for holding the prosthetic group in place. This is attached to a specially designed chemical group, shown
here in pink, that loosely holds the raw material, shown in red. The phosphate in ATP is easily removed be-
cause it is chained uncomfortably close to two neighboring phosphates that carry negative charges. NAD car-
ries a hydride ion (a hydrogen atom with an extra electron). When released, the ring switches to a more stable
aromatic structure. Adenosylmethionine (adoMet) carries a methyl group that is held on a sulfur atom. When
the methyl group is removed, the sulfur returns to its preferred state, bonded to two atoms instead of three.
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REGULATION

To make nanotechnology successful and safe, we must be able to control
our nanomachines. We control macroscopic machines with a number of
methods. We can control a machine by adding or removing power. This is
familiar in appliances that are powered by electricity. Alternatively, we can
build a machine that switches between active and inactive states, as in an
automobile clutch that switches between a neutral position and a drive po-
sition. Or we can physically block the active mechanisms, like a doorstop
that blocks the closing of a door. Natural bionanomachines use all of these
mechanisms for control.

As described above, several different methods are used for power, in-
cluding chemical power from ATP, electrochemical gradients, and light en-
ergy. In all cases, delivery of the power source may be regulated to control
the action of biomolecules. The other two methods, creating a machine with
two states and physically blocking the action of a machine, are described
below. The molecular analogs to these two processes are allosteric regula-
tion and covalent modification or inhibition. As in our macroscopic machin-
ery, these methods can be combined to form responsive systems of incredi-
ble sensitivity and consistency.

Protein Activity May Be Regulated Through
Allosteric Motions

Large-scale motions of domains or entire subunits within biomolecular as-
semblies, termed allosteric motions, are widely used for regulation of en-
zyme activity. Allostery was originally conceived by Monod and coworkers
to describe the regulation of binding of small molecules to enzymes. Monod
is credited with saying that he had discovered the second secret of life when
he discovered this process (the first being information-driven synthesis con-
trolled by DNA). In their definition, an allosteric protein is designed to
adopt two (or more) stable structures that can freely interconvert into one
another. In one state, the “tense” or T state, the protein resists the binding of
substrate molecules. In the other state, the “relaxed” or R state, the protein
binds more tightly to substrate molecules. Regulation is accomplished by
various methods that force the protein into one of these two states, turning
the protein on and off.
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In the classic conception, which was developed to describe the unusual
oxygen-binding profile of hemoglobin, allosteric proteins show cooperative
binding of substrate molecules. They are composed of several identical pro-
tein chains, each of which binds to a substrate. Cooperative binding means
that binding of one substrate to the protein increases the affinity for binding
of additional molecules at the remaining sites. Allosteric proteins use a
change of shape to create this cooperative effect. Binding of substrate to the
first site is resisted when the complex is in the T state, but once one mole-
cule binds, the entire complex switches to the R state and subsequent sub-
strate molecules bind more readily. Later models showed that this model is
somewhat too simple and that the subunits switch from T to R more gradu-
ally.

A more general approach to allostery is more widely used. An allosteric
complex is built with two different types of binding sites, one for the sub-
strate and another for binding of a regulatory molecule. Binding of regula-
tory molecules to this second site induces the change in shape that modifies
the affinity of the substrate-binding site. These allosteric enzymes have the
advantage that no direct interaction between the molecules—between the
substrates and the regulatory molecules—need occur. Control is provided
completely by the linking of the two sites within the protein complex and is
implemented through the change of shape provided by the structural
switch. Therefore, the substrates and the regulatory molecules can have
very different physical characteristics. For instance, some gene regulatory
proteins sense the levels of small molecules such as tryptophan and then
change the binding of the protein to entire DNA molecules. These allosteric
proteins provide powerful tools for regulating multistep processes, allow-
ing a rich vocabulary of feedback and feedforward regulation of key control
points.

Many of the allosteric protein complexes studied at atomic resolution
rely on a structural switch (Figure 5-15). The protein adopts two stable
states, separated by an energetic transition that is crossed by binding of the
regulatory molecule. Many structural features are involved in creating this
bistable state. In some cases, the molecule is articulated into several do-
mains, which bend to form the two states. These complexes may be shaped
like a pair of scissors that open and close using a flexible hinge. In other
cases, the complex is composed of two rings of subunits, which rotate rela-
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Figure 5-15 Hemoglobin is regulated with an allosteric structural switch. Oxygen binding induces a slight
motion of the iron atom out of the plane of the heme group, as shown on the left. Note that the histidine
amino acid is pulled further into the heme ring in the lower oxygen-bound structure. This motion is thought
to be the primary signal that powers the allosteric change in shape. Deoxygenated hemoglobin is shown at
the top, and oxygenated hemoglobin is shown at the bottom. Note that the subunits move closer to one an-
other in the oxygenated form. The trick used by hemoglobin is the linking of a small motion, which subtly
distorts the shape of the local environment, with a sensitive structural switch that flips between these two
conformations.
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tive to one another to change shape. The two states are stabilized by two
different orientations of matching of chemical groups and fitting of knobs
into holes.

Very often, the binding sites both for regulatory molecules and for sub-
strates are found between the two subunits (Figure 5-16). The binding sites
are composed of amino acids from two neighboring subunits, so when the
regulatory molecule binds it can pull or push both of the two neighboring
subunits. Also, when the protein changes shape, it can remodel the shape
and chemical character of an empty substrate-binding site between sub-

units, making it more or less accessible for binding of molecules.

Figure 5-16 The active form of fructose-1,6-bisphosphatase (shown on the left), a flat complex, is composed
of four identical subunits. When a regulatory molecule, shown in pink, binds in the space between subunits,
it forces a change in shape, scissoring the subunits apart and inactivating the enzyme.
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Protein Action May Be Regulated by
Covalent Modification

The action of biomolecules is also modified reversibly by covalent modifica-
tion (Figure 5-17). A chemical group is chemically bonded at one location in
the protein. These groups may block the binding of substrates or may cause
an allosteric shift in shape that changes the binding characteristics. They
may add a new positive or negative charge that changes the interaction
with the substrate. Or key chemical groups in the active site may be
changed, stopping catalysis.

Phosphorylation is a common approach with many structural advan-
tages. Because much of the natural biomachinery is designed to operate
with ATP, many molecular tools are available for adding and removing
phosphate groups from various amino acids in proteins. Serine, threonine,
and tyrosine are the common targets. Phosphate groups carry a strong
charge, so they are easy to recognize and can elicit large structural changes
in the modified proteins or interacting partners. Phosphorylation is wide-
ly used for passing signals within cells, where messages are received from
receptors on the cell surface and carried to sites of action within the cell.
Phosphate groups are added by specific kinase enzymes, and the phos-
phates are removed soon after by phosphatase enzymes to quench the
message.

Cleavage of the protein chain is also used widely for regulation in
cases where a molecule must be delivered to a site of action and then acti-
vated. This is important in the creation of digestive enzymes, which must
remain inactive until safely released from the cell. Cleavage is also used to
regulate blood clotting, where the components of a clot circulate at high
concentrations in the blood, but are only activated when needed at a site
of damage. This allows construction of a millimeter-scale structure in a
time span of seconds. Cleavage is also used in several aspects of the im-
mune system, where molecules are activated for local defense. In each of
these cases, the protein is created in the form of a proenzyme, with an ex-
tra segment that blocks the active site or holds the enzyme in an inactive
form. Like the pin in a grenade, the blocking segment is removed to create
the active enzyme.
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Figure 5-17 Proteins may be modified to control their action. The src protein, shown at the top, uses a phos-
phate group for regulation. The inactive form has a phosphate attached to a key tyrosine residue, which
binds tightly to a small pocket, wrapping the protein in a tight ball. When this phosphate is removed, the pro-
tein opens up, revealing the active site, with ATP bound in this structure. Trypsin, shown at the bottom, is ac-
tivated by cleaving off a regulatory peptide (pink) that normally blocks the deep active site cleft, seen here in
profile.
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Lessons from Nature

® Bistable biomolecular complexes use allosteric changes in shape for re-
versible regulation.

e Sites of binding for substrates and regulatory molecules in allosteric
proteins are often designed at interfaces between subunits.

® Covalent modification may be used for reversible regulation of mole-
cules.

® (Cleavage may be used for one-shot activation of biomolecules.

BIOMATERIALS

Many dreams of nanotechnology center around exotic materials, such as di-
amond or carbon nanotubes, with exotic properties. Visionaries often de-
sign nanomachines or nanorobots that strongly resemble macroscopic ma-
chines, shrunk to nanoscale sizes. So naturally they look for tough materials
that mimic the strong metal, glass, and plastic materials that we use in our
everyday machinery.

Natural biomaterials, on the other hand, are built according to a differ-
ent paradigm. Organisms are constantly changing, growing, and respond-
ing to environmental changes, so biomaterials are dynamic constructions.
They are built for a given need and then quickly disassembled when needs
change. The structures inside cells may only last for minutes before they are
remodeled. Even the most sturdy biological structures, such as bones, un-
dergo continual repairs and reshaping by cells that systematically dissolve
and rebuild build them part by part. Remarkably few natural biostructures,
such as bone, shells, and wood, remain useful after the signs of life have left;
however, they have been used since the very beginning of human technolo-
gy. We now have the tools to reshape these natural biomaterials and to use
the principles of their construction to build our own biologically inspired
nanoscale materials.
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Helical Assembly of Subunits Forms Filaments and Fibrils

Filaments are created by designing a protein with a binding site for other
copies of itself (see Figure 4-15). The use of a self-associating globular pro-
tein to form a filament has several attractive properties. Because a filament
is composed of a number of modular subunits, it provides a ready scaffold-
ing with many identical attachment sites for other structures. Filaments are
also designed for rapid assembly and disassembly, allowing rapid response
to the changing needs of a given application. Because the interactions are
similar to typical protein recognition sites, the integrity of the filament may
be modified by binding of ligands, ions, or other proteins. Helical protein
filaments are indeed found throughout nature and are some of the most
plentiful and widespread proteins in cells.

By careful design of the location of the self-association sites on each in-
dividual subunit, any type of filament may be generated (Figure 5-18). If the
sites are on opposite sides of the subunit, the subunits will stack like a string
of beads, forming a tenuous, extended filament. If the association sites are
shifted slightly, a spring-shaped helix will be formed. Then, if additional
self-association sites are engineered, the spring will close down to form a
sturdy cylinder. Examples at both ends of this range of design are known.

Actin filaments are an example of an extended filament. Actin is the
most common filament-forming protein in our cells, forming the infrastruc-
ture of the cytoskeleton and much of the infrastructure used for cell motili-
ty. Actin associates to form a directional helical structure with two different
ends. When growing, actin monomers add to one end 10 times faster than
the other, leading to directional growth of the filament. Actin filaments are
highly dynamic in living cells, and are continually built and disassembled
minute by minute according to need. Growth of each filament is regulated
by the binding of ATP, which promotes growth, and a collection of fila-
ment-stabilizing and filament-severing proteins.

Microtubules are an example of a more sturdy cylindrical design. Mi-
crotubules are larger, about 25 nm in diameter, with a hollow 14-nm chan-
nel down the center. As with actin, microtubules are dynamic structures,
with the state of each subunit, free or polymerized, controlled by the state of
a bound GTP molecule. They show an interesting property, termed dynam-
ic instability. They lengthen steadily as subunits add to the growing end,
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Actin Microtubule Intermediate Collagen
filament

Figure 5-18 By creating subunits of different shapes, a variety of filaments and fib-
rils with different characteristics can be formed. Actin filaments and microtubules
are continually built and rebuilt and are composed of bricklike subunits. Intermedi-
ate filaments and collagen, on the other hand, have extended subunits that overlap
extensively and are cross-linked to one another, forming sturdy, ropelike fibrils that
resist disassembly. Only a portion of the collagen fibril is shown—see also Figure
2-16.

and then suddenly the growing end frays and the microtubule quickly dis-
assembles. In this way, microtubules are continually extending into new re-
gions but only remain there if specific proteins stabilize the structure. Mi-
crotubules play an essential role as tracks for transport within the cell, with
objects carried by dynein and kinesin, described below. Perhaps the most

spectacular cargo delivered by microtubules are entire chromosomes,
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which are separated along a beautiful aster of microtubules during cell divi-
sion.

The dynamic structure of these two filaments combined with their di-
rectional nature, with two unique ends, can lead to an unusual behavior
termed treadmilling. In this behavior, subunits continually dissociate from
the lagging end of the filament and reassemble on the opposite, leading
edge. Thus the filament stays at the same approximate length but moves
through the environment. As described below, treadmilling can be used as
part of an engine to power the crawling of cells.

Actin and tubulin are designed for rapid assembly and disassembly.
However, this places limits on the strength of the resulting filament. Thin
actin filaments are flexible and are easily bent and weak when stretched.
Microtubules are also weak when tension is applied but are more resistant
to bending. To create structures that are more resistant to tension, a stronger
interaction must be designed. In cells, fibrous proteins are used in applica-
tions that require strength and durability. These fibrils are also modular,
composed of protein subunits, but a combination of lap joints and cross-
linking creates a structure that resists disassembly. Two common examples,
intermediate filaments and collagen, are found in higher organisms.

Intermediate filaments (so named because they are intermediate in di-
ameter between actin filaments and microtubules) are formed from extend-
ed protein monomers that overlap extensively in the filament, strongly in-
teracting along their entire length. The body of the protein is formed from
two protein chains that adopt an a-helical structure, with the two long o-he-
lices wound around one another in a strong “coiled coil” structure. Globu-
lar domains at each end of the proteins lead to a characteristic knobby ap-
pearance of the filaments. Intermediate filaments are used to brace key
structures inside cells, forming a loose lattice within the cytoplasm and a
tight multilayered sheet just inside the nuclear membrane, termed the nu-
clear lamina. The similar keratins provide strength to nails and hair. In ker-
atin, added strength is achieved by linking cysteine amino acids between
proteins, forming strong covalent disulfide bonds.

Collagen is the most common protein in the human body. It is the pri-
mary fibril in structures that support and connect cells into tissues. In its

simplest form, collagen is a long, thin protein composed of three similar
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protein chains that wind around one another in a characteristic triple-
stranded helix. This tight stable structure requires a special repeating amino
acid sequence, of the form glycine-X-proline, where X can be any amino
acid (see Figure 2-4A). The glycine is needed to fit inside the tight triple he-
lix at a given point each turn, and the proline is needed to bend the chain
back tightly enough to continue the helix. In addition, many of the proline
amino acids are modified with an extra hydroxyl group, allowing them to
form additional hydrogen bonds with neighboring strands. These long pro-
teins then associate side by side in staggered registrations to form collagen
fibrils. The proteins are cross-linked to neighbors through lysine-lysine co-
valent bonds for added strength.

Microscale Infrastructure Is Built from Fibrous Components

When building microscale and larger structures, nanoscale structural units
must be combined to give bulk biomaterials. We might imagine building a
solid structure, like a brick building, with modular protein subunits. How-
ever, this approach is only rarely used in natural structures. Most biological
infrastructure is created as an extended network of firmly linked nanoscale
components. These may take the form of two-dimensional fishnet struc-
tures, networks that fill three dimensions, or variations between these ex-
tremes. These networks are strong but resilient at the same time. They are
typically porous and allow free transit of water and small molecules.

One of the most widespread approaches is to create a tough two-dimen-
sional network to brace lipid membranes. Lipid bilayers have excellent per-
meability properties but cannot withstand many of the pressures imposed
by the environment and by differences in osmolarity. Specialized networks
of polymeric molecules are used to brace cell membranes directly, provid-
ing support.

Bacterial cells use a network of peptidoglycan to brace their cell walls.
Peptidoglycan is composed of long carbohydrate chains cross-linked by
short peptide strands. A collection of assembly enzymes is required for as-
sembly of the structure (penicillin works by attacking one of these en-
zymes). The simple fishnet form of peptidoglycan allows the bacterium to

perform a particularly tricky construction feat when dividing. The cell is
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under high osmotic pressure, because of the high concentration of mole-
cules inside, and so the peptidoglycan layer must be kept intact during the
entire process of lengthening the cell. This is thought to be accomplished by
creation of new carbohydrate chains parallel to two existing cross-linked
chains. The new chain is then cross-linked to the two existing chains, and
then the cross-links between the existing chains are severed, allowing the
network to expand.

Inside animal cells, a network of proteins is used to brace the inside of
the cell membrane. Anchoring proteins that span the membrane are con-
nected to actin filaments that extend into the cell, forming part of the cy-
toskeleton. A geodesic net of spectrin, a long two-chain protein, then links
the actin filaments just below the surface. Red blood cells have a highly
simplified version of this network, with just a short segment of actin pro-
viding the tether for the spectrin net (Figure 5-19). These cells are highly
flexible and are able to bend almost in half, but the spectrin net maintains
a constant surface area as the cells push through narrow regions of the cir-
culatory system.

A three-dimensional network of actin filaments, along with intermedi-
ate filaments and microtubules, creates the internal infrastructure used for
support and as the roadways for transportation (Figure 5-20). Actin fila-
ments are linked together by actin-binding proteins to build the cell-span-
ning microscale structure. Actin filaments by themselves form a viscous lig-
uid, but if the protein filamin is then added, it cross-links the actin filaments
into a loose three-dimensional network that is a semisolid gel. Cross-linking
proteins with different shapes are used to create networks for different
functions. Filamin is shaped like a flexible hinge, so it forms loose tangled
networks. Fimbrin, on the other hand, is a small, rigid protein with two
actin-binding sites. It aligns actin filaments side by side and is used to create
rigid bundles. These are used in some cells to support fingerlike structures
that extend from the surface of the cell.

As we move from microscale to macroscale structures and look at or-
ganisms that are built of multiple cells, these problems magnify. Additional
levels of bracing are necessary. Many of the structures bracing and support-
ing larger organisms use the approach of reinforced concrete. A stiff linear

fibril, analogous to steel reinforcing rods, is combined with a less sturdy
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Figure 5-19 The cell membranes of animal cells, shown here in light pink, are
braced by a geodesic network of the protein spectrin, shown in dark pink. A cross
section through a red blood cell membrane is shown here (with lots of hemoglobin
inside at the bottom).

space-filling matrix, analogous to concrete. Together they create a compos-
ite with the best features from both.

Basement membranes are tough, sheetlike structures that are used in
higher organisms between cells to support tissues (Figure 5-21). They also
act as molecular sieves that block the passage of large molecules but allow
passage of small molecules. Basement membranes combine a tough fibrous
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Figure 5-20 Actin-binding proteins glue actin into different infrastructures. On the
left, many small fimbrin proteins have bundled actin filaments in parallel. On the
right, large hinge-shaped filamin arranges actin into a looser three-dimensional net-
work.

network with a carbohydrate-rich gel matrix. The underlying network is
composed of two interconnected networks of collagen and laminin. Colla-
gen (type IV) forms long cables that associate through their free ends to
form an extended polyhedral network. Similarly, laminin, a cross-shaped
protein complex of three chains with a number of sticky ends, forms a net-
work though association of its ends. These two networks interpenetrate and
are connected by the protein entactin. This loose but strong network is filled
with heparin sulfate glycoproteins, protein complexes bristling with many
carbohydrate chains. The carbohydrate chains contain sulfate groups that
carry a strong negative charge. They bind strongly to laminin, gluing the
proteoglycans into the collagen/laminin network.

Plants use a similar approach in their cell walls. The fibrous component

is composed of cellulose, a carbohydrate polymer composed of several
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Figure 5-21 Basement membrane is a composite structure composed of long, thin collagen cables, cross-
shaped laminin molecules, and a space-filling matrix of three-armed proteoglycans.

thousand glucose subunits. The chains of cellulose associate in parallel to
form strong microfibrils. Hydrogen bonds between the neighboring strands
are so well ordered that the cellulose strands form a crystalline structure in-
side these microfibrils. A variety of hemicellulose molecules, shorter carbo-
hydrate polymers, link the cellulose microfibrils by forming hydrogen
bonds with the molecules on the surface. The interstices are then filled with
pectin molecules. Pectins are linear or branched carbohydrate chains with a
high proportion of d-galacturonic acid, a negatively charged sugar. These
interact strongly with calcium ions, forming a gellike network of linked
chains. Together, the entire structure is strong enough to brace the tallest
living things.

Minerals Are Combined with Biomaterials for
Special Applications

When additional strength or altered properties are needed, minerals are
added to biomaterials. More than 60 different types of minerals have been
discovered in biological systems. In bones, teeth, eggshells, and seashells,

minerals are incorporated to add strength, but crystals also play less famil-
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iar functional roles. For instance, the inertia of small otolith crystals is used
to sense gravity, and the alignment of small of magnetite crystals is used to
sense the magnetic field of Earth. The optical properties of single crystals
are also exploited, albeit more rarely than in our commercial world: Trilo-
bites used crystals of calcite in their eyes, and some scarab beetles owe their
metallic luster to crystals of uric acid.

Biomineralization is a fascinating process that is just starting to reveal
its secrets (Figure 5-22). The growth of crystals on demand requires control
of four processes. First, a space within the biological matrix is created to al-
low growth of the mineral. Second, ions are transported into the space, of-
ten at very high concentrations. Third, crystals or aggregates of the mineral
are nucleated at the desired locations. And finally, the growth and orienta-
tion of the mineral must be carefully controlled to produce the desired size
and shape. By using different approaches to these steps, different types of
minerals are tailored for specific applications.

A common approach is to create a lipid-bounded vesicle and then to
pump a high concentration of ions inside, allowing them to nucleate at
many sites. This is the fastest method of biomineralization, and it results in
the formation of a porous mass of random spherulites, similar to a ceramic.
If specific nucleation sites are added, a more ordered biomineral can be
formed. In the eggshells of birds, sulfated polysaccharides are found on the
inner surfaces of the mineral-producing vesicles, which nucleate the crys-
tals and align them as they grow outward from the wall.

Sea urchins show even more control. As they create their spiny shells,
they create a structure composed in large part from a single crystal of cal-
cite. A large vesicle is created by fusing many cells together. The single crys-
tal is then nucleated and its growth carefully controlled, presumably
through use of specific proteins that alter the growth rate along different
crystal faces. The result is a plate or spine up to a centimeter in size com-
posed of a single crystal. Similarly, our bones are created by the nucleation
and growth of single crystals of dahllite inside a matrix of collagen.

Incorporation of biological materials with minerals can strengthen the
composite. These sturdy organic-inorganic composites are among the most
exciting potential raw materials for use in bionanotechnology. They com-

bine the strength of inorganic materials with the resilience of biological ma-
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Figure 5-22 Examples of biomineralization. A. Aragonite spherulites from a chiton
are randomly oriented and loosely packed. B. Calcite crystals from a hen’s egg are
nucleated at the inner surface of the shell, seen here at the bottom of the picture, and
grow upward, fusing into columnar structures. C. Calcite crystals from a bivalve
shell are each nucleated separately within an organic matrix, forming perfect
prisms. D. A mineralized collagen fibril from turkey leg tendon shows many plate-
like dahllite crystals (the dark lines are crystals seen on edge). (Figure 7 from Adda-
di, L. and Weiner, S. (1992) “Control and Design Principles in Biological Mineraliza-
tion.” Angew. Chem. Int. Ed. Engl. 31, p. 166.)

terials. For instance, the calcite crystals used in sea urchin spines are prone
to fractures, so sea urchins incorporate about 0.2% by weight of a small pep-
tide, which reinforces the structure and prevents fractures. The combination
of collagen with mineral makes bones strong but resilient, resistant to frac-
ture. The pearly coating of oysters and other mollusk shells is a more elabo-
rate hybrid material. It is composed of alternating layers of biomolecules
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and minerals. The biomolecule layers are themselves composed of separate
layers: chitin (a polysaccharide) at the center, with layers of a silklike pro-
tein on each side, and then a layer of acidic proteins on the two surfaces.
The acidic proteins nucleate and control the growth of aragonite crystals,
which align between the biomaterial layers. The many aligned layers of
crystals provide the interference of light that gives these shells their irides-
cent luster.

The molecular mechanisms of nucleation and growth are now becom-
ing better understood, and researchers are applying them to bionanotech-
nology. Minerals composed of silica, such as those in sponges and diatoms,
appear to be constructed by proteins with abundant serine or cysteine
amino acids. These amino acids perform the catalytic task of connecting
many silica molecules into an amorphous glass. Minerals composed of cal-
cium ions, on the other hand, appear to be constructed by polymers of
acidic amino acids. Surprisingly, these can be used in two exactly opposite
roles depending on their conformation. Free chains of acidic amino acids as-
sociate with the surfaces of growing crystals, blocking growth and provid-
ing a mechanism for shaping minerals. If, however, these chains are immo-
bilized on a surface, aligning the acid groups properly, they can nucleate
new crystals. Globular proteins can play the same role, aligning acid groups
on their surfaces with the proper orientation for crystal nucleation.

Elastic Proteins Use Disordered Chains

Elastic materials may be stretched and distorted, and then when released
they snap back to their original shape. At the molecular level, elastic materi-
als are composed of many randomly coiled chains. When stretched, the
coils unwind, reducing the high level of contact that is formed inside the
coils. When released, the chains collapse back into the densely coiled form.
As long as the chains do not slide relative to one another, the material will
return to its original shape.

Natural rubber, which is obtained from the milky latex secreted by rub-
ber trees and other plants, is formed of long polymers of isoprene. Because
these hydrocarbon chains simply lie next to one another, some slippage be-

tween chains is possible, so natural rubber does not resume its shape per-
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fectly after stretching. However, in 1839, Charles Goodyear discovered a
way to stop the slippage, termed vulcanization. The rubber is heated with
sulfur, which forms disulfide bridges at many points between chains. This
cross-linked network is very resistant to slipping, so vulcanized rubber can
undergo many rounds of stretching without losing its shape.

The protein elastin, which provides much of the elasticity in skin, uses a
principle similar to that of vulcanized rubber (Figure 5-23). It is composed
of sections that are rich in proline amino acids, which form random coils
that extend when stretched. Between these random coils, there are short
segments that contain lysine amino acids. The side chains of these lysines
form cross-links to neighboring chains, forming an elastic network.

The giant protein titin, which gives muscle tissue elasticity, uses two
different mechanisms. Titin is a long protein composed of many individual-
ly folded domains arranged like a string of beads. At one end is a special re-
gion, termed the PEVK region because of the abundance of proline, glutam-
ic acid, valine, and lysine, which provides elasticity at normal levels of

Figure 5-23 Elastin is composed of a series of protein segments with little struc-
ture, shown here as sausage shapes, with many lysine amino acids in between the
segments, shown here as the little pairs of knobs extending from the chain. The
lysines cross-link with neighboring chains. The result is an elastic network, shown
on the right, that stretches when pulled and snaps back to this compact structure
when released.
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force. When relaxed, it forms a loose, random globule, with the chain com-
pacted but with no stable folded structure. As the molecule is pulled, this
globule slowly unfolds, resisting as the interacting parts of the chain are
separated. When released, it collapses back into the loose globule. But when
titin is pulled even harder, the string of stable domains unfold, one after the
other. The unfolding is reversible, so they can snap back into their short-
ened, folded form when released. These little 20-nm steps, as each domain
unfolds, have been observed when titin is stretched with optical tweezers or
atomic force microscopes.

A similar, but less permanent, structure can be used to create a hydro-
gel. We are all familiar with the formation of hydrogels by the natural pro-
tein gelatin. A water solution of gelatin is heated, and as it cools it traps
water to form a flexible gel. The process is reversible. The gel may be resol-
ubilized by heating and resolidified by cooling. The molecular mechanisms
of gelation are poorly understood, but researchers are attempting to design
and enhance molecules with these properties. Like elastic materials, gels are
formed of long, disordered chains that are connected at specific points. But
the connections must be temporary. To make a useful gel, the interaction
points between the chains must be strong in the gel but must release in
when the gel melts. The disordered regions must also be carefully tailored.
The chains must remain accessible to solvent as the gel forms, or the chain
will precipitate as the solution cools. So they cannot form ordered struc-
tures like the structures in folded protein chains.

David A. Tirrell and coworkers have developed an artificial protein sys-
tem to test this strategy for design of hydrogels. Their proteins are com-
posed of two parts. At each end, there is a protein sequence that forms an a-
helix at room temperature, with a line of leucine amino acids arrayed on
one side. These associate side by side to form a leucine zipper that links two
chains together. Leucine zippers were first discovered in bacterial DNA-
binding proteins. They bind tightly once the two halves meet but are re-
leased when heated. Between these two elements, they have put a long
chain that is rich in glycine, proline, and glutamic acid. This portion forms a
long, disordered structure at a large range of temperatures. As hoped, this
protein forms gels when heated and then cooled. The modularity of the sys-

tem is attractive and will allow a variety of proteins to be designed with dif-
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ferent gelation properties simply by changing the length and character of
the different modules.

Cells Make Specific and General Adhesives

Adhesives are a remarkably cost-effective and general method of construc-
tion. If designed correctly, adhesives can be used to join many dissimilar
materials with a stress-resistant bond. Adhesives require two design crite-
ria: They must form a strong, intimate interaction with the surfaces being
connected, and they must be cured into a tough solid, so that the join itself
is stable. In our water-filled world, however, adhesives are often compro-
mised by the presence of water or water vapor. Water can form a thin layer
on surfaces, blocking the interaction of adhesive with surface. Water can
also attack already-glued areas, destroying the glue or infiltrating along the
seam between adhesive and substrate.

Natural systems use two different general methods for adhesion. Most
of the adhesive mechanisms that hold together your body, gluing the cells
and the extracellular infrastructure together, are the result of specific adhe-
sion. This is mediated directly through specific protein-protein and protein-
carbohydrate interactions. A host of proteins form specific interactions that
glue cells together. These include junction proteins such as claudins that
seal two cells tightly together, connexon proteins that connect cells with a
intercellular pore, and cadherins that extend from the cell surface and asso-
ciate in the presence of calcium ions (Figure 5-24). Integrin proteins extend
from cell surfaces and attach to the infrastructure between cells. Because all
of these proteins use the powerful methods of protein recognition, the inter-
actions are strong. These modes of adhesion are also very specific. They
only work if the proper partners are present on the two structures to be con-
nected and thus can be used to create adhesive contacts exactly when and
where they are needed.

In special cases, cells have developed general adhesives that work on a
variety of surfaces. A well-studied example is a class of adhesives used by
marine shellfish to attach themselves to rocks. These adhesives are formed
in seawater and are very strong, gluing the animals to rocks against the

forces of pounding surf. A class of specialized proteins forms the adhesive.
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Figure 5-24 Cadherin, shown here in pink, forms specific contacts between cells,
forming an adhesive that holds cells together.

These proteins contain many amino acids that have extra hydroxyl groups.
These serve two purposes. First, because hydroxyl groups act both as hy-
drogen bond donors and acceptors, and because they interact strongly with
metal ions, they are excellent for forming multiple interactions with the sur-
faces being bonded. Second, these modified amino acids are used to create

many cross-links when the adhesive is cured, changing the adhesive from a
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Lessons from Nature

e Filaments are created by helical association of protein subunits.

® Fibrils may be strengthened by increasing the overlapping surfaces of
subunits and by cross-linking subunits.

® Strong, resilient composite materials are composed of a two-dimen-
sional network impregnated with a space-filling matrix of molecules.

® Biominerals may be grown in closed spaces by raising the concentra-
tion of ions and providing specific nucleation proteins.

® FElastic proteins contain disordered segments and segments that cross-
link.

® Hydrogels are built from proteins that contain disordered segments
and segments that form reversible interactions.

® Marine bioadhesives use hydroxylated amino acids that interact with
surfaces and allow extensive cross-linking during curing.

thick liquid into a tough resin. These remarkable adhesives are being ex-
plored for use in dentistry and medical applications, where adhesives must

be resistant to water.

BIOMOLECULAR MOTORS

When we think of machines, we think of moving parts powered by some
type of motor. Quite naturally, many of the speculative designs from molec-
ular nanotechnology mimic our macroscale machines, with turning wheels
and gears and nanoscale motors to turn them. Powered motion is appeal-
ing, because it provides a level of direct control that is not available with
other methods.

In bionanomachinery, however, motors are remarkably rare. Much of
the work of nanoscale transport and motion is accomplished by diffusion
and capture, without the need for directed motion. Diffusion is so fast for
proteins in cell-sized enclosures that no additional mechanisms are neces-
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sary. Motors are brought to bear in larger tasks of motion at the micrometer
level, such as the separation of chromosomes and the remodeling of cell or-
ganelles, and all the way up to meter scales, with the contraction of our
muscles. However, there are a few remarkable exceptions where nature
does use motors for nanoscale tasks, such as the rotary motor in ATP syn-
thase.

ATP Powers Linear Motors

Looking in cells, we find that several different approaches are used to pow-
er linear motion along a fixed track. The two best-studied examples are
myosin, which moves along actin filaments, and kinesin, which moves along
microtubules. These two motor proteins are quite different. Each myosin
molecule performs one “power stroke” at a time: It binds to actin, pulls on
it, and then dissociates. So, to do any real work, we need to have a lot of
myosin molecules working in concert. Kinesin, on the other hand, is highly
processive, attaching to microtubules and making many successive steps
before separating. These mechanistic differences suit their biological func-
tions: Myosin is found in large arrays for moving long actin filaments—
each myosin must perform its power stroke and then get out of the way to
allow the neighboring molecules to do their jobs. Kinesin acts more au-
tonomously. It is used like a locomotive to pull cargo along microtubules. It
must attach and then step continuously down the microtubule track. De-
spite these different approaches, myosin and kinesin show many similari-
ties in the molecular machinery used for force generation.

The motor domain of myosin is elongated, with a site for binding of
ATP near the center (Figures 5-25 and 5-26). Myosin is normally bent, and
the ATP-driven power stroke causes the molecule to straighten. The motor
domain is composed of several functional parts. A large catalytic domain at
one end binds to ATP and to actin. ATP-driven motions of the catalytic do-
main cause a change in the converter domain, which are then magnified by
the lever arm, producing a 100-A displacement at the end. In different forms
of myosin, the tips of these lever arms are connected to appropriate handles
for each job.

Kinesin uses an entirely different approach to motion (Figure 5-27). It
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Figure 5-25 Myosin cycles through three states to provide directional powered
motion. The first step, shown on the left, has ATP bound, and it does not bind to
actin. In the second step, shown in the center, the ATP has been cleaved to ADP and
phosphate. This causes a shift in the actin-binding face, allowing it to bind strongly
to the actin filament, and cocks the lever arm into a bent state. The phosphate disso-
ciates in the third step, causing the myosin to straighten, performing the power
stroke. The remaining ADP will then be replaced by a new ATP, dissociating the
myosin from the actin filament and making it ready for the next stroke.

uses an unusual order/disorder transition in a short stretch of the protein
chain, termed the neck linker. Powered by ATP cleavage, the neck linker
changes from a disordered form into an ordered form to create the power
stroke. The kinesin motor domain has a groove that binds transiently to this
chain and releases it on command. The power stroke is performed when
this linker segment zippers into the channel. Anything attached to the link-
er is dragged along, moving it by 80 A.

These motors sense the presence of a single phosphate group on ATP
and use cleavage of ATP to create a powered structural change. In both
myosin and kinesin, two sensor loops are used to translate ATP binding
into a structural change. They form hydrogen bonds with the phosphate,
acting like a spring-loaded gate that closes around the group and opens
when the phosphate is cleaved and released. The key structural transitions
in both cycles occur when ATP binds, which closes the switch loops, and
when phosphate is released, which reopens the switch loops. In myosin,
ATP binding causes a significant structural change from a rigidly extended
form to the bent form and phosphate release allows the opposite transition.
In kinesin, ATP binding allows the zippering of the neck linker into the
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Figure 5-26 Crystallographic structures have revealed the atomic details of the myosin power stroke.
Myosin binds ATP in a deep cleft, as shown at the top, with the actin-binding face on one side of the cleft and
the power stroke machinery on the other side. The relay helix acts like a piston to transmit the small structur-
al changes as ATP is cleaved and phosphate is released. This piston then pushes on the converter, which
causes the large swinging motion of the lever arm, as shown at the bottom. The cocked state is shown on the
left, with the relay helix pushed upward into the converter, and the state after the power stroke is shown on
the right, with the relay helix pulled downward.
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Figure 5-27 Kinesin relies on two motor units connected together. The cycle begins
with one subunit empty and the other with ADP bound. ATP binds to the empty
subunit and causes the neck linker to zip tightly onto the subunit, pulling the lag-
ging subunit off the microtubule and forward to the next position. When it binds,
ADP is released. Cleavage of the ATP and release of phosphate in the new lagging
subunit releases the neck linker, allowing it to take its unbound, disordered form
and readying the complex for the next step. Successive cycles allow kinesin to walk
along the microtubule.

groove and phosphate release allows the linker to dissociate into its disor-
dered, unbound form (Figure 5-28).

The conformational change of the switch loops is transferred to the
motility elements by a long relay helix. This structure is a stable a-helix and
thus is rigid and incompressible. It acts as a piston to transmit the motion of
the loops. The helix moves toward ATP as the switch loops close around it,
and the helix moves away when phosphate is released and the loops open.
In myosin, the relay helix contacts the converter region, causing it to rotate
like a hinge around two flexible glycine amino acids. This rotation is trans-
ferred to the lever arm, which is rigidly attached to the converter. In ki-
nesin, motion of the relay helix opens a new pocket, allowing the binding of
the neck linker. Again, a glycine residue is used in the neck linker to allow
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Figure 5-28 The atomic structure of kinesin reveals machinery that is similar to
myosin. The surface that binds to the microtubule is along the bottom in this view.
When ATP binds, it shifts the position of the relay helix, which creates the long, nar-
row groove that holds the neck linker. Force is generated when the neck linker zips
tightly into this groove, as seen in this structure.

the flexibility needed to bind and release from the pocket controlled by the
relay helix.

Quite remarkably, these motors may be isolated and used to perform
custom tasks. For instance, kinesin may be isolated and bound onto a flat
surface of a microscope slide. Then, if microtubules are added to the solu-
tion, they will be pushed around on top of this bristling array of kinesin,
like a molecular mosh pit.

ATP Synthase and Flagellar Motors Are Rotary Motors

Nature has also developed nanoscale rotary motors. The most familiar ex-
ample, which has already been harnessed for bionanotechnology applica-
tions, is ATP synthase. ATP synthase is a combination of two motors,
termed F, and F,, which are powered by two different fuels (Figure 5-29).
The F, motor is powered by a proton electrochemical gradient, and the F;
motor is powered by ATP. In the complex, the two motors are connected so
that it acts as both a motor and a generator. Motion of F, driven by proton
flow can be used to generate ATP in F,. Alternatively, by rotating in the op-
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Figure 5-29 ATP synthase is composed of two tethered nanomolecular motors. The F, motor at the bottom
is embedded in a membrane and is composed of a rotor, shown in gray, and a stator subunit, shown in pink.
An eccentric axle extends up from the rotor and passes through the center of the F; motor, distorting the six
subunits in F,; as it turns. The large arm connecting the F, rotor to F;, shown schematically here in pink, has

been seen by electron microscopy but not in atomic detail.

posite direction, ATP-powered motion of F; can be used to turn F, and
pump protons, creating an electrochemical gradient.

The Fy motor is composed of a cylindrical rotor, with 10-14 identical
subunits (depending on species) and a stator that associates with one side of
the rotor (Figure 5-30). The entire complex must be embedded in a lipid bi-
layer membrane, which provides the barrier across which protons flow and
is essential for the mechanism of transfer. Two forms of the motor have
been studied extensively, one powered by protons and one powered by
sodium ions, and several different models have been proposed for their ac-
tion. The most popular model for action relies on rotational diffusion,
which is biased to turn in one direction by the flow of protons or ions
through the system.
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Figure 5-30 The F; rotor of ATP synthase has a binding site for protons that carries
a negative charge. Because it is buried in the membrane, it can only turn if the
charge is neutralized by a proton. The stator, shown in pink, supplies the protons
from one side of the membrane and deposits them on the other side.

The rotor will naturally perform a rotational random walk, making
small random steps forward and backward under the power of thermal mo-
tions. The trick is to favor steps in the forward direction and to block steps
in the reverse direction. The proton-driven F, motor contains an acidic as-
partate amino acid on the surface of the cylinder, buried in the middle of the
lipid bilayer. At typical pH, aspartate carries a negative charge, which re-
sists contact with the membrane. The F, motor is thought to use this resis-
tance to power the motion. The stator protein covers one side of the rotor
and contains two channels, one that leads from the side with a high concen-
tration of protons and one that empties into the other side that is low in pro-
tons. In this shielded area, the aspartate is free to be charged, because it is
not in contact with the membrane. Protons enter through the stator from the
side with the high concentration and associate with the aspartate, neutraliz-
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ing its charge. The rotor is then free to rotate, exposing the neutralized as-
partate to the membrane. As the rotor turns, the protonated aspartate trav-
els all the way around, until it enters the stator-covered region again. There,
it encounters the exit path, and the proton dissociates and diffuses away
into the region of low concentration, leaving a charged aspartate that cannot
rotate backward.

The entire process is reversible. If left alone, it will pick up protons on
the side of high concentration, turn all the way around, and release them
through the channel to the side with low concentration. If the rotor is driven
the other way, however, it can pump protons. A constant rotational force is
applied, but it cannot turn until it picks up a proton on the low-concentra-
tion side. Then the rotor turns all the way around, and the proton is re-
leased at the high-concentration side.

This F, motor, driven by protons or sodium ions, is connected to the F,
motor through an axle. The F; motor is driven by the cleavage of ATP. F is
composed of a ring of six subunits, three a-subunits and three B-subunits.
An eccentric axle runs through the center of the ring, pressing differently on
the three B-subunits and markedly changing their structure. (The a-sub-
units are apparently necessary for the structural integrity of the whole com-
plex but do not participate directly in the rotary mechanism) The different
conformations of the B-subunit have markedly different affinity for ATP.
Early work by Paul Boyer identified three forms, labeled tight, loose, and
open, and recent work has added more detail. Figure 5-31 shows a model
based on direct observation of rotation in a system in which a bead was at-
tached to the axle and observed by microscopy. Each rotation of 120° occurs
in two steps. When rotation is powered by ATP, a 90° rotation is powered
by binding of ATP. The ATP then hydrolyzes into ADP and phosphate with
no change in conformation. The dissociation of ADP then fuels a 30° rota-
tion.

The process works in both directions. Cleavage of ATP can cause the ro-
tor to turn, or forcible rotation of the axle can distort the three B-subunits,
causing them to adopt conformations that would not normally be favorable
(Figure 5-32). ATP synthase is then an ATP generator. The forcible rotation
of the axle first increases the affinity for ADP, which combines with phos-
phate to form ATP without change in conformation, and further rotation
forces ATP to be released.
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Figure 5-31 The rotary cycle of ATP synthase has includes two types of rotary steps. In step one, ATP binds,
causing a 90° rotation. In the second step, ATP and phosphate from an adjacent site leave, causing an addi-
tional 30° rotation. By repetition of these steps three times, ATP synthase makes a full revolution.

Note that the F; motor is thus not directly fueled by ATP cleavage. ATP
cleavage instead provides an essentially irreversible step to the cycle. When
acting as a motor, ATP is easy to bind to the motor but difficult to release
and ADP is difficult to bind but easy to release. ATP binds easily, is convert-
ed, and leaves easily as ADP. In the synthetic direction, the opposite ap-
proach is taken, and the powered motion is used to assist the two difficult
steps. ADP binding is assisted, and ATP release is assisted.

Many bacteria build a much larger rotary motor for use in propulsion
(Figure 5-33). These bacteria swim by rotation of a long corkscrew-shaped
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Bearing contact

+— ATP-binding site

Driving contact

Figure 5-32 Conformational changes in the F; motor. One of the B-subunits from a crystallographic struc-
ture of the F; motor is shown at the top in pink and the bound nucleotide in darker pink. The central axle is
shown in gray. At the upper end, the B-subunits form a bearing that contacts the axle but does not change
conformation as the axle turns. Two positions of the axle are shown at the bottom. Note that the upper half of
each subunit is in a very similar position. The axle moves the lower half, pushing it away from the central
axis strongly in the form that does not have nucleotide bound. This changes the character of the active site,
which is formed between the bearing domain and the mobile domain.
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Figure 5-33 The flagellar motor of Escherichia coli spans the two-layered cell wall of the bacterium and turns
the long corkscrew-shaped flagellum. The other rotary motor of the cell, ATP synthase, is also found span-
ning the cell wall, shown in darker pink in this illustration.
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flagellum powered by a switchable motor that can power rotation in either
direction. Bacterial flagellar motors are spectacular examples of rotary mo-
tion, rotating at rates of over 100,000 rpm and driving cells at speeds ex-
ceeding hundreds of micrometers per second. They provide a constant
torque at a wide range of speeds.

As with the F, motor of ATP synthase, the bacterial flagellar motor is
composed of a membrane-bound stator and a membrane-spanning rotor.
The details are still under intense study, but the basic morphology and com-
position of the motor are known. There appear to be a series of stator com-
plexes arranged in a ring about the rotor complex, which is composed of
multiple copies of several proteins with higher symmetry. There appear to
be eight torque generating units, created by the combination of stator and
rotor units. Approximately 400 force-generating steps provide one rotation
and require transfer of about 1200 protons across the membrane. In other
bacteria, a gradient of sodium ions is used for power instead of a proton
gradient.

Brownian Ratchets Rectify Random Thermal Motions

The nanoscale world is dominated by thermal motions, and, not surprising-
ly, cells have developed machines that capture thermal energy and use it to
do work. The trick is to create a machine that rectifies random thermal mo-
tion. For instance, imagine a particle diffusing along one dimension. It per-
forms a random walk along a line. Now, place a barrier that allows passage
in one direction but is impassible in the other. Random thermal motion will
eventually push the particle through the barrier but will be unable to return
it to the other side. In a system with many particles, particles will be
pumped to one side of the barrier, using thermal energy to cross the barrier.

This principle may be extended to create structures that apply force,
termed Brownian ratchets. We have seen one example above: the Fy motor of
ATP synthase. In that motor, the rotor undergoes random rotational fluctu-
ations, which are rectified by the passage of protons through a barrier. A
difference in concentration between the two sides ensures that protons pass
predominantly in one direction.

The best-characterized example of a Brownian ratchet is actin, which is
used in the crawling of cells (Figure 5-34). Actin polymerizes into long fila-
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Figure 5-34 Actin acts as a Brownian ratchet to extend membranes. The mem-
brane, shown at the top in pink, undergoes random thermal fluctuations, which
transiently open up enough room to add another actin subunit to the growing fila-
ment. Cleavage of ATP in the newly added actin subunit glues it in place, holding
the membrane in the extended position.

ments, using ATP to drive the transition from free subunits to assembled
polymer. The Brownian ratchet is created by fixing the tail end of the actin
and placing the growing end against the load, in this case, a membrane.
Random motions will displace the membrane, occasionally allowing room
for a new actin monomer to add. When the filament extends, the membrane
is held in its new position and performs a new random fluctuation around
that position. Again, actin monomers may add when the fluctuations allow
more room. The ratchet is created from the combination of random fluctua-
tion of the load and irreversible assembly of the filament applying force.
The one-way barrier is provided by the cleavage of ATP, which locks each
actin in place.

In cells, actin is used to create the force for moving the cell. A particu-
larly parsimonious approach is taken through the process of treadmilling.
Actin filaments are extended by removing subunits from the tail end, allow-
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Lessons from Nature

® Power strokes of ATP-fueled molecular motors are powered by the
binding of ATP and/or the release of ADP and phosphate. The cleav-
age reaction provides an irreversible step that makes the process di-
rectional.

® Multi-nanometer scale motions can be powered by linking an ATP-
cleavage site to a protein conformational change. Examples include a
series of articulated motions, as in myosin and ATP synthase F;, or mo-
tions that drive specific order/disorder transitions, as in kinesin.

® Thermal motion can be rectified by a Brownian ratchet. These require
one-way barriers to provide rectification. Examples include the charge-
neutralization gate used in the ATP synthase F, motor and ATP used in

actin polymerization.

ing them to diffuse forward, and then adding them to the leading end. This
process occurs naturally in actin solutions, but is accelerated up to 100 times
in cells in several ways. Two proteins modify the actions at each end: Actin
depolymerizing factor aids in the breakdown of the tail end, and profilin
modifies actin into the conformation that is best for addition to the leading
edge. Other tricks are also used to enhance growth rates. For instance, many
actin filaments may be present at a surface being moved. Many of these
may be capped with proteins that inhibit further growth. This leaves many
tail ends to provide actin monomers but only a few leading ends to grow,

thus providing a larger concentration of raw materials.

TRAFFIC ACROSS MEMBRANES

Cells require an infrastructure for containment, because biological nanosys-
tems are typically composed of many individual freely interacting parts. If
we choose to design nanomachinery with the same paradigm, we will also
need effective containers. Membranes are the primary structures used for
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containment in natural biological systems. They have attractive properties:
Lipid membranes are flexible, self-healing, and impermeable to the mole-
cules that must be contained. However, use of membrane-enclosed spaces
creates a new problem: the need to transport objects across the barrier. A
perfectly sealed membrane is useless in most applications. In answer to this
challenge, cells build a wide variety of active and passive transport systems
to traffic molecules across membranes.

Figure 5-35 Porin forms a channel through the outer membrane of bacteria, allow-
ing free passage of small molecules such as amino acids and sugars. It is composed
of three identical subunits, each with its own membrane-spanning channel.
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Potassium Channels Use a Selectivity Filter

Channels are passive transport devices, allowing free flow of molecules
through membranes. In the simplest case, a channel is simply a protein with
a hole through it, linking the two sides of a membrane. The bacterial protein
porin is an example (Figure 5-35). It uses a hollow cylinder of B-sheets to cre-
ate a channel, allowing the passage of small molecules such as sugars and
amino acids through the membrane. As you might imagine, this is only
used in the outer membrane of the bacterium, to make it porous to nutri-
ents. The inner membrane must remain impermeable, because it is used for
energy production with electrochemical gradients.

However, the most useful channels are designed to allow passage of a
specific molecule. In many cases, they are also gated, with the ability to open
or close in response to some signal, such as the binding of a specific mole-
cule or ion, a change in the electrical potential across the membrane, or me-
chanical stresses. This level of control is particularly useful, and over a hun-
dred examples of natural gated channels have been described. The
molecular details are only now being determined. The atomic mechanism of
one example, the potassium channel, has been revealed in crystallographic
structures.

Potassium channels allow passage of potassium ions but block passage
of sodium ions and chloride ions, which are also common in the cellular en-
vironment. The blocking of chloride ions is not difficult because they are
negatively charged and potassium ions are positively charged. By adding a
few negative charges at the entry to the channel, chloride will be repelled
and will not pass through the channel. But blockage of sodium ions is a far
more difficult task. Both sodium and potassium ions carry a positive
charge, so an approach based on charge will not work. A simple filter based
on size also will not work, because sodium ions are slightly smaller than
potassium ions (0.095 nm for sodium and 0.133 nm for potassium). The trick
used in natural potassium channels is to take advantage of the water envi-
ronment of biological systems. In solution, ions are surrounded by a strong-
ly associated shell of water molecules. The potassium channel is designed
with a pore that is small enough to pass the ion but not the shell of waters.
The channel contains several rings of oxygen atoms, formed by amino acids

surrounding the channel, that mimic the shell of waters. As ions enter the
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narrow channel, they shed their waters but enter into an environment that
is just as favorable, surrounded by the channel oxygen atoms. The ion may
then exit at the other side, picking up a new shell of water molecules as it
leaves the channel. The process is driven by a concentration gradient.
Potassium ions flow freely through the channel at rates of up to one
hundred million ions per second. But it is also remarkably selective. The se-
lectivity is provided by the shape of the channel (Figure 5-36). The oxygen
atoms are designed to fit exactly to potassium ions, forming strong interac-
tions from all sides of the channel. Sodium ions, on the other hand, are too
small to form stable interactions with all of the surrounding channel oxygen
atoms. The water shell of sodium is slightly smaller than that around potas-
sium, so if it sheds its shell it will take an energetic loss, because it cannot
form interactions with all of the oxygen atoms in the channel. This differ-

Water Potassium ion

\

Figure 5-36 The selectivity filter of the potassium channel is formed by a ring of
oxygen atoms surrounding a narrow channel. The ring is exactly the right size for a
potassium ion but slightly too large for a sodium ion. In this structure, there are four
potassium ions lined up in the selectivity filter and two other potassium ions, one at
each end of the channel. Compare the arrangement of waters around the lowest
potassium ion with the arrangement of oxygen atoms from the protein around the
four potassium ions passing through the channel.
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ence in energy provides the specificity, allowing only one sodium ion to
pass for every ten thousand potassium ions.

ABC Transporters Use a Flip-Flop Mechanism

Transport proteins take an active approach to moving molecules across the
membrane. They typically bind to a molecule and then change shape, forc-
ing the molecule across in the process. Many mechanisms are used to pow-
er these transporters. In some cases, ATP is used to power the change in
shape. Bacteriorhodopsin, described below, uses light to power transport of
hydrogen ions. In other transporters, two molecules are symported at the
same time. For instance, the lactose permease of bacteria transports the sug-
ar lactose and a hydrogen ion at the same time, using the energy of the elec-
trochemical gradient of hydrogen ions to concentrate lactose inside the cell.
Hundreds of different transporters have been studied, providing a power-
ful collection of premade pumps for use in bionanotechnology applications.

The most common types of transport proteins used in modern cells are
termed ABC transporters, where ABC refers to an ATP-binding cassette that
is found in all of the examples (Figure 5-37). These proteins are shaped like
a clothespin that spans the membrane. The ATP binding domains are found
on the handles, and the transport mechanism includes a pocket in the jaws.
The pocket has a gate on each side of the membrane. The protein is thought
to undergo a “flip-flop” mechanism, where the jaws open and close. In one
state, the gate is open on one side; in the other state, the opposite gate is
open. The transition between the two states is powered by cleavage of ATP.
ABC transporters that translocate many different molecules, such as amino

acids, ions, sugars, vitamins, and toxins, have been discovered.

Bacteriorhodopsin Uses Light to Pump Protons

As discussed above, electrochemical gradients can be used to power diverse
biomolecular processes. Several different methods are used to create these
electrochemical gradients. The powerhouse in cells is the electron transport
chain, which uses the flow of electrons stripped from sugar molecules to

power the transport of electrons across the membrane (see Figure 5-10).
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Figure 5-37 ABC transporters transfer molecules across membranes by a flip-flop mechanism. The bacterial
BtuCD transporter moves vitamin B, across the membrane. The transporter has a large cavity that is normal-
ly open to the outside of the cell. The vitamin molecule is delivered by a small carrier protein. Binding of ATP
to subunits inside the cell causes a large change in shape, opening the base of the cavity and allowing the vit-
amin molecule to enter.



Traffic Across Membranes

209

These proteins contain a string of electron-carrying cofactors, ranging from
weak carriers to carriers with strong affinity for electrons. As the electrons
travel from unstable to stable carriers, the energy of the flow is used to
translocate protons across the membrane. Two mechanisms are proposed:
They may guide the docking of a proton-carrying cofactor, orienting it first
on one side of the membrane to pick up protons, then moving it to the other
side to release them. Or the flow of electrons may force allosteric changes in
the protein structure similar to the ABC transporters, opening gates on one
side and then the other.

Bacteriorhodopsin is one of the best-understood proton pumps. Pow-
ered by light, the protein cycles through three states of different energy
(Figure 5-38). The resting state is intermediate in energy and has a confor-
mation that picks up a proton on one side of the membrane. It spontaneous-
ly converts to the second state at lower energy, shifting the conformation of
the molecule and moving the proton to the other side. Absorption of light
converts the complex into a third form of highest energy, which forces the
release of proton. The complex then spontaneously falls into the original in-
termediate-energy form, ready to pick up another proton. The cycle occurs
only in one direction, pumping protons in one direction across the mem-

Lessons from Nature

® Channels through membranes may be created through proteins em-
bedded in the membrane.

® Selective channels may be created by tailoring the chemical properties
of the channel. Potassium channels use a selective stabilization after
desolvation to pass potassium ions but block sodium ions.

® Specific transporters may be created with a flip-flop mechanism that
successively opens gates on each side of the membrane.

® Proton pumps use a cyclic process to pick up protons on one side,
transfer them, and release them on the other side. Biological examples

include pumps powered by electron flow or light.
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Figure 5-38 Two steps in the light-driven proton pumping cycle of bacteriorhodopsin are shown here. The
structure on the left is in the ground state, before it has absorbed light. The retinal (the long molecule in pink
crossing through the center) is in the trans form, as shown by the zigzag region shown in ball-and-stick repre-
sentation. Note that the key hydrogen atom, shown in red, is pointing down. The structure on the right
shows the molecule after absorbing light. Note that the retinal now has a bent cis shape at the site indicated
by the balls and sticks. This new shape has changed the orientation of the nitrogen at the end of the retinal,
pointing the hydrogen straight up. It has also shifted the position of several protein amino acids that are
along the pathway of proton transfer, shown in gray.
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brane, because of the need for light energy for the transition from low-ener-
gy to high-energy conformations.

The key step is a change in conformation of the small cofactor molecule
retinal, which is induced by absorption of light. A similar change in shape is
used in visual sensing (described below). Retinal contains a string of conju-
gated double bonds that absorb a wide range of visible light. When light is
absorbed, one double bond switches from the straight trans form to the bent
cis form. Retinal is connected covalently to the surrounding protein, so this
large change in shape is transmitted to the protein, changing its conforma-

tion and promoting release of the proton.

BIOMOLECULAR SENSING

Our environment is full of interesting properties, such as light, sound, and
pressure, that we would like to monitor, but which have very little effect on
most physical objects. To sense changes in these environmental properties,
we need to transduce the changes into a form that we can recognize. In bio-
logical systems, sensing is often performed by a receptor protein, which
senses changes in some environmental property and then transduces this
stimulus into a signal that may be recognized by the biomolecular signaling
machinery. Most often, the sensory function induces a change in shape or a
change in the charge distribution of the receptor protein, which is then rec-
ognized and amplified, ultimately making intracellular changes or initiat-
ing a nerve impulse.

The challenge for bionanotechnology is to harness these receptors
when separated from their biological context. These receptors use sensitive
recognition and amplification schemes to transduce a small molecular
change in the receptor into a large cellular or nervous response. In some
cases, the application to bionanotechnology will be straightforward. For
instance, some receptors are channels that open on sensing. These chan-
nels may be used in any application that has two reservoirs separated by a
membrane. The receptors of vision and smell, however, require a sophisti-
cated protein-protein signaling scheme, so applications will necessarily be
more complex.



212

Functional Principles of Bionanotechnology

Smell and Taste Detect Specific Molecules

Bionanomachinery is particularly well suited for the senses of smell and
taste. Smell and taste rely on the recognition of a given molecule within a
mixture of many molecules. As we have seen, this type of molecular recog-
nition is a finely honed ability of proteins. Cells build a large collection of
smell and taste receptor proteins, each of which binds to a given molecule
and initiates a nervous signal when they sense their targets. The details of
these useful sensors are only now being characterized.

Smell is recognized by odorant receptors. Mammals have about 1000
different genes encoding odorant receptors, which, by combination, can
sense billions of different odors. The receptors are membrane-spanning pro-
teins found on the surface of olfactory cells. Looking at the amino acid se-
quences of many of the genes, highly variable regions have been found in a
region about a third of the way into the membrane. It is thought that amino
acids facing outward from the protein form a pocket within the membrane
that binds to odorant molecules. The location of the binding site within the
membrane is appropriate, because smell typically senses the presence of hy-
drophobic, volatile organic molecules. Binding of odorants induces a
change in the shape of the receptor on the inner side of the membrane. This
change is the transduction event that activates the signaling chain inside the
cell.

Taste includes the sensing of a variety of very different molecules—
sweet, bitter, salty, sour—and uses different nanoscale approaches for each.
Taste receptors for bitter substances recognize organic molecules that may
be of danger to the organism, such as caffeine, nicotine, and strychnine.
Many bitter receptors are receptors similar to odorant receptors. Similar re-
ceptors are also used for sweet sensing, by binding to sugars and initiating a
signal. The umami taste, which gives the satisfying taste to proteins, is
based on the sensing of the amino acid glutamate. It is thought to be sensed
by a receptor similar to the glutamate receptor used in nerve synapses.

Salty and sour tastes are sensed differently. Because they involve sens-
ing of the levels of ions—sodium ions for salty and hydrogen ions for
sour—an ion-gated channel is used for each. These channels open when ex-
posed to high concentrations of the ions, allowing ions to flow across the

membrane. The subsequent reduction of the electrochemical potential
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across the membrane is the transduction event that triggers the nerve im-
pulse.

Light is Sensed by Monitoring Light-Sensitive Motions
in Retinal

Biological sensing of light relies on retinal, a small molecule that changes
conformation when it absorbs a photon. Retinal contains a string of conju-
gated double bonds, which make it an excellent chromophore. It has a broad
absorption band in the visible region of the spectrum with a peak at green
light of about 500 nm. It has a high extinction coefficient, close to the theoret-
ical maximum possible for an organic compound in the visible region. By
changing the chemical environment around the retinal, the absorption spec-
trum can be shifted, allowing the sensing of different colors of light.

In the eye, retinal is associated with the protein opsin (shown in Figure
2-13), which is found embedded at high concentration in special mem-
branes inside the retina. Opsin is composed of a single protein chain that
forms seven a-helices. These form a cylindrical bundle that passes through
the membrane. Retinal is attached in the middle of the bundle of a-helices
through a linkage to a lysine amino acid. As in bacteriorhodopsin (Figure
5-38), the linkage transmits the retinal shape change to the surrounding
protein.

In rhodopsin from the human eye, retinal begins in the form of 11-cis-
retinal. When it absorbs a photon, it changes in picoseconds to the all-trans
form. The protein then undergoes a series of changes, pushed by the new
shape of the chromophore. This change in shape triggers a cascade of am-
plification steps that ultimately trigger a nerve signal. Finally, a change in
protonation state in the linkage allows the retinal to dissociate, where it is
restored to its 11-cis form by other enzymes and replaced into the protein.

Mechanosensory Receptors Sense Motion Across
a Membrane

Study of mechanosensors has revealed some exciting concepts, but molecu-
lar details are still under study. Mechanosensors detect mechanical forces,
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such as touch, acceleration, and sound. In the systems under study, sensing
is very fast and highly sensitive, so the receptors are thought to be ion chan-
nels. These channels open quickly and allow many ions to pass, amplifying
a small signal into a significant cellular response. The basic model for a
mechanosensory channel has attachments on both sides of the membrane.
On the outside the channel is attached to an extracellular anchor, and on the
inside it is attached to the cytoskeleton. Motion of the extracellular anchor
stretches the extracellular link, causing a change in the channel and causing
it to open transiently. Many of these systems show adaptation, where a con-

stant force, such as the constant pull of gravity, is ignored and only changes

Figure 5-39 The MscL channel opens in response to stretching of a membrane. As the membrane thins, the
channel opens like an iris, allowing ions to pass.
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in forces, such as a small change orientation, produce signals. This is conve-
niently performed by relaxation of the channel and the intracellular link,
progressively relaxing the stretch imposed by the extracellular link.

The best-characterized mechanosensory channel is the bacterial MscL
channel, which has a simpler mechanism (Figure 5-39). This channel opens
when the surrounding membrane is mechanically stretched. This is useful
when bacteria are transferred to environments with low ionic strength, such
as when it rains. Without the channels, osmotic pressure would build rapid-
ly, swelling the cell and bursting it. However, the channels open as the cell
swells, and ions leave the cell, balancing the ionic strength.

The MscL channel is composed of a ring of five small proteins. Each has
two a-helices that cross the membrane. In the closed form, these pack tight-
ly against each other, and a ring of hydrophobic amino acids form a tight
gate, with diameter of about 2 A, that seals the pore. When mechanical
stress is applied to the membrane, the channel opens to form a pore of
about 40-A diameter, large enough for ions, metabolites, and even small
proteins to cross. It is thought that the helices slide relative to each other,
opening like a camera iris. This channel is highly robust. It may be purified
and reconstituted in pure form in lipid micelles. It appears to act simply
through sensing of mechanical stress within the lipid bilayer, without at-
tachment to structures inside or outside of the cell. Thus it presents attrac-

tive features for applications in bionanotechnology.

Lessons from Nature

® Biosensors transduce stimuli in two ways. They may undergo a change
shape in response to stimuli, which is detected by other proteins in the
signaling pathway. Others are gated channels that open when they re-
ceive the stimulus.

® Sensing of specific molecules is performed by creation of specific bind-
ing sites in receptors.

® Sensing of light is performed by monitoring the state of retinal.
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Bacteria Sense Chemical Gradients by Rectification of
Random Motion

Bacteria are faced with an interesting dilemma. They must actively seek out
food, moving from regions poor in nutrients to richer territory. But the
small size of bacteria poses a problem: How do bacteria sense the gradient
of nutrients, so that they can move toward regions of higher concentration?
The change in nutrient concentration from the front of the cell to the back is
too small to be sensed. Therefore, a temporal sensing mechanism is used.
Nutrient levels are sensed at different times and then compared, watching
to see whether they are increasing over time or decreasing. However, they
only have information on whether the concentration is getting better or
worse at any given moment—they do not save any information on the best
direction to travel. So bacteria have developed a method for rectifying ran-
dom motion that allows them to travel up concentration gradients in their
environment.

The flagellar motor of bacteria may turn in either direction. In one di-
rection, several flagella form a bundle that drives the bacterium in one di-
rection. In the other direction, however, the flagella separate and the bacte-
ria tumbles rapidly in place. By combination of these two behaviors,
bacteria follow concentration gradients. If the cell senses that the nutrients
are increasing in level, the cell swims steadily. If the cell senses a drop in
levels, however, the flagellar motors reverse, and the cell tumbles, picking a
new direction to swim. The result is a biased random walk, which eventual-
ly works its way up the gradient.

SELF-REPLICATION

Self-replicators are seen by many to be a necessary part of any nanotechnol-
ogy scheme that aims to create macroscale objects. This is a consequence of
the scaling of nanoscale construction. A single assembler cannot construct
materials fast enough to create macroscale objects in a reasonable amount of
time. Building twice as many assemblers, or a thousand times as many,
does not help—the growth is only additive. There are just too many indi-

vidual molecules in a gram of material. To span the gulf between the
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nanoscale and the macroscale of our familiar world, we must turn to self-
replicators, which give exponential growth.

Self-replicating entities have great promise but also present great perils.
Life on Earth provides vivid examples of both sides of this coin. The inter-
connected harmony of a prairie or a mountain ecosystem is a brilliant exam-
ples of the beauty that is possible, even with self-replicating entities that are
each struggling and competing according to their own goals. The spread of
AIDS and the blight of kudzu are examples of the dangers of rogue self-
replicators. Nature gives us the tools to create custom self-replicating bio-
nanomachinery, but this knowledge must be continually tempered with
caution.

Cells Are Autonomous Self-Replicators

Self replication has proven to be an amazingly successful approach, as
shown by the ubiquity and diversity of life on Earth. All cells on Earth are
built according to a similar molecular plan, using a similar mechanism to
self-replicate. A very simplified parts list includes the following.

(1) Information-driven assembler. This nanomachine builds new molecules
according to the information held in some form of storage medium.
The ribosome is the molecular assembler used by modern cells.

(2) Information storage medium. This medium includes instructions for the
assembler, directing the assembly of all of the other parts. DNA is the
information storage material used in modern cells.

(3) Duplicator. This nanomachine duplicates the information storage
medium. DNA polymerase performs this task in modern cells.

(4) Chemical processors. These nanomachines convert available raw mate-
rials into the building blocks used by the assembler and the duplica-
tor. Modern cells require thousands of enzymes to perform these
chemical transformations.

(5) Infrastructure. These nanomachines provide the infrastructure to de-
fine the body of the cell, separating it but still allowing communica-
tion with the environment. This infrastructure also includes the nec-
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essary machinery for reproduction by binary fission. The basic infra-
structure of modern cells is a membrane composed of lipids and its
associated transport and signaling proteins.

Organisms are remarkable: Their seemingly boundless complexity is
defined by a small instruction set. An entire human being is specified by the
information in a remarkably small genome and the structure of a single cell.
Remarkably, we are the first generation able to read this amazing text, and
to harness this information for our own use. Today, we have access to our
own blueprint and the blueprints for bacteria, viruses, flies, and plants. We
can now work to understand how the thousands of proteins work together
within our cells, and how we might modify them to perform new industrial
and medical tasks.

Current estimations of the minimal number of genes needed to create
a living organism that will grow and reproduce under laboratory condi-
tions are in the range of 250 to 350. The simplest organisms, the my-
coplasmas, have about 550 genes (Table 5-1). However, these organisms
live inside other cells and rely on their hosts for many of the basic biosyn-
thetic precursors. They retain basic functions such as protein synthesis and
management of DNA, energy management, and a core set of cell-home-

ostasis proteins. They also contain a significant number of transporters for

Table 5-1 Parts List for Mycoplasma genitalium

Function Number of Genes
Synthesis of building blocks 37
Housekeeping 21
Energy 31
Regulation 7
Protein synthesis 145
Transport and delivery 34
Cell Envelope 17
Others 27
Unknown function 152

Source: Adapted from Fraser, C.M. et al. (1995) “The minimal
gene complement of Mycoplasma genitalium.” Science 270,
397-403.
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handling the movement of molecules across the cell membrane.
Comparison with other organisms and experiments that selectively de-
stroy the function of proteins have shown that only about one-half of these
are absolutely necessary.

Of course, the genome is not the only information that specifies cellu-
lar structure and function. The genome must be placed within a living cell
to be effective (Table 5-2). In the simplest cells, a single membrane enclos-
ing the cellular machinery appears to be enough. This provides two func-
tional compartments: the interior, soluble space and the membrane with
its embedded proteins. In our cells, however, a complex hierarchy of or-
ganelles must be passed from generation to generation to provide the seed
for growth. There is no indication, for instance, that our cells could build
an entire mitochondrion from scratch. So the blueprint for building a cell
must include the information held in the genome, along with a map of the
structure of a living cell. This provides enough information to specify the
genetic information and the mechanism needed to use it for self-replica-

tion.

Table 5-2 Composition of a Typical Escherichia coli Cell

Number of Molecules Number of Different Types
Protein 1,330,000 1,000
Ribosomes 18,700 1
Transfer RNA 205,000 60
Messenger RNA 1,380 400
DNA 2 1
Lipid 22,000,000 4
Lipopolysaccharide 1,200,000 1
Peptidoglycan 1 1
Glycogen 4,360 1
Percentage of Weight
Macromolecules 28.83
Small molecules 0.87
Inorganic ions 0.3
Water 70.00

Source: Adapted from Neidhardt, F.C., Ingraham, J.L., and Schaechter, M. (1990) Physiology of
the Bacterial Cell: A Molecular Approach, Sinauer Associates, Sunderland, MA.
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Lessons from Nature

® Selfreplicating cells contain five basic functionalities: an information-
driven assembler, an information storage medium, an information du-
plicator, a set of synthetic machinery for creating construction materi-
als, and a general infrastructure.

® Using the design of modern cells, about 250-350 genes are needed
for self replication.

® The design of modern cells is limited by the process of evolution. Oth-
er designs for self-replicating entities may prove more efficient.

The Basic Design of Cells Is Shaped by the Processes
of Evolution

Life on Earth uses a basic template for creating self-replicating entities: a
combination of information-driven assembly, synthetic machinery for
building blocks, and containment infrastructure. This design for building a
self-replicating entity is strongly molded by the evolutionary process under
which life developed. To date, we have stayed close to this design, using
and modifying existing natural systems to perform our new applications.
But in the future, we may choose to take different approaches.

In particular, the need to enclose an organism and separate it from the
environment is a product of evolutionary selection. It is necessary to enclose
genetic information within a defined cell so that the cell may compete with
other cells. If, for instance, different assemblers were floating free, the best
assemblers would be building copies of themselves but also copies of com-
peting plans. Instead, it is necessary that the best assemblers only work to-
ward reproducing themselves.

However, if the need for evolutionary selection is removed, the require-
ment for containment may also become unnecessary. If we are doing the de-
signing, we don’t have to worry about competition and we can simply build
the machine of the best design. One might imagine a “gray goo” composed
not of self-contained nanorobots, but instead of a collection of bionanoma-
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chines that come together and perform specific tasks and then disassemble
when finished.

MACHINE-PHASE BIONANOTECHNOLOGY

One of the novel concepts proposed for molecular nanotechnology is the
definition of a new phase of matter—machine-phase matter—which is differ-
ent from solids, liquids and gases. Machine-phase matter is composed of a
collection of nanoscale machines with articulated components that perform
ordered information-driven functions. Most natural biomolecular machin-
ery adopts a different paradigm, more akin to chemistry than this atomical-
ly defined machine phase. Natural bionanomachines are created at the
nanoscale and then combined through random diffusion inside cells to per-
form the more orchestrated tasks of life. There are many examples, howev-
er, in which machine-level control extends beyond the nanoscale of individ-
ual bionanomachines and extends into realms closer to machine-phase
matter.

Natural machine-phase assemblies are highly robust. They are com-
posed of many modular nanomachines, each highly stable and functionally
efficient. These assemblies are also highly redundant, employing many
copies of each bionanomachine. Often, two levels of hierarchy are used: first
assembly of nanomachines into cellular assemblies and then assembly of
cells into macroscale devices. At both levels, a high degree of redundancy is
used when they are combined into the functional complex, providing bene-
fits in production and error control.

In the following section, I present two familiar examples of machine-
phase constructions used by modern organisms. Parts of each of these have
been used in bionanotechnology. But, unfortunately, we are not yet able to
perform the feat accomplished by these cells, constructing entire
nanoassemblies of this complexity and precision.

Muscle Sarcomeres

One of the most spectacular examples of machine-phase matter in natural
systems is the muscle sarcomere (Figure 5-40). Muscles combine the action
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Figure 5-40 The engine of muscle contraction is the sarcomere, composed of myosin thick filaments, shown
here in pink, and actin thin filaments, shown in gray. The actin filaments are held in place by a dense network
of proteins collectively known as the Z-line, shown at the very top and bottom, which connects this sarcom-
ere to others above and below. The myosin filaments are bipolar, with myosin facing in opposite directions at
the two ends. The myosin head groups climb along the actin filaments, contracting the entire sarcomere. The
thin, snaky molecule connecting the myosin filaments to the Z-line is titin.
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of many myosin molecules to create macroscopic motion. “Many” is an un-
derstatement—your biceps contain some 5 x 10¥ myosin molecules,
perfectly arranged to work in concert to move your arm on demand. The
structural unit creating contractile force is termed a sarcomere, which is com-
posed of thick filaments composed of myosin interdigitated between thin
filaments composed of actin. Each sarcomere is about 2-3 pm long and 1-2
pwm in diameter, and many sarcomeres are attached back-to-back to fill mus-
cle cells.

The thick filament is composed of several hundred myosin molecules,
each of which has two motor domains. Unlike kinesin, only one is active at
any given time. They reach from the thick filament over to the neighboring
thin filament, attach and pull, and then release. The thick filament is bipo-
lar, so force is generated in opposite directions at the two ends. The result is
the pulling of actin filaments on either side toward the center. The entire
structure is held together with a large collection of bundling proteins, which
link together the thick filaments at their center (forming the dense “M” line
seen in electron micrographs) and the actin filaments at the ends of the sar-
comere (forming the “Z” line). Sarcomeres are inherently unstable struc-
tures—any small deviation of the thick filaments from the center will create
a greater overlap with the actin filaments and thus a greater force on that
side. The huge elastic protein titin is used to tether the thick filaments in the
center of the sarcomere, solving this potential problem.

The geometry of the muscle sarcomere gives it an effective range of
lengths from about 2.25 um in rigor to 3.65 pm when relaxed, contracting
by about 60% in length. Force generation is nearly linear through this range
of lengths. Each crossbridge can apply approximately 0.8 pN of force, so we
are using the force of about 2 trillion myosin motors when we hold a base-
ball in our hand.

Regulation of this contraction is controlled by proteins, termed
tropomyosins, that are bound on the surface of the actin filaments. In a
process controlled by calcium levels, tropomyosin shifts position, exposing
the site of myosin binding. The process begins slowly with just a few
myosin heads going through their mobility cycle slowly, but as more
myosin binds, tropomyosin is shifted to its fully active position and the

actin filament becomes fully active as a track.
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To form muscles, sarcomeres are stacked end to end, forming a ma-
chine-phase nanomachine that is centimeters in length, and working in se-
ries to provide centimeter-length contractions. In skeletal muscles, many
cells fuse to form long multinucleated muscle fibers. These are packed full
of sarcomeres, surrounded by the machinery of ATP production and calci-
um regulation.

Nerves

In natural systems, programmable biological computing occurs at the level
of cells, not at the nanoscale level of molecules. Genetic information is es-
sentially hard-wired for a given organism, and all operations performed
with genetic data are essentially fixed, except on evolutionary time scales.
As described in Chapter 6, nanoscale programmable computing is currently
possible and is being developed with many approaches. But nature does its
programmable computing at the microscale with neurons.

Neurons are programmable electrical components allowing all of the fa-
miliar programmable capabilities of computers. The well-studied worm
C. elegans has a mere 308 neurons, whereas the human brain contains up-
ward of 100,000,000,000 neurons. Each neuron is composed of an input lay-
er, the cell body and associated dendrites, and an output layer, the terminal
branches, connected by a line of high-speed electrical communication, the
axon. Individual terminals at the output layer communicate with individual
sections of the input layer of other neurons across “synapses,” sending ei-
ther an excitatory or an inhibitory signal. The summation of all of the inputs
to an individual neuron determines whether it sends a signal down its own
axon. The programmable aspect of neurons is thought to occur at the level
of communication from the terminal to the input cell, where synapses that
show high, rapid usage rates are modified to send stronger signals at later
times. Typical human neurons may have a thousand output terminals and
may take up to 100,000 inputs from other neurons, providing an unparal-
leled level of computational complexity. Remarkably, researchers are now
using discoveries from nerve development to grow neurons into custom
configurations, opening the possibility of creating custom neural networks.

Looking at the nanoscale level, the machinery used for nerve signal
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transmission provides many opportunities for application to bionanotech-
nology. It includes machine-phase mechanisms for signal transmission us-
ing electrochemical gradients and small-molecule messengers. It employs
an effective lipid insulator. It uses an efficient analog-to-digital converter,
described in more detail below. These molecular machines are quite robust.
For instance, researchers have isolated a large axon from squid and
squeezed out all of the cytoplasm inside. The remaining membrane can be
refilled with salt solutions and made to carry artificial nerve signals. This
machinery may be harnessed in whole or in parts for bionanotechnology.

An example of analog-to-digital conversion is particularly fascinating.
The action potentials that pass down nerve axons are intrinsically digital.
When resting, axons have a electrochemical gradient across the membrane,
with an excess of sodium outside. The message is passed down the mem-
brane by using this potential for power. The membrane contains many volt-
age-gated sodium channels. These channels are normally closed, but when
the potential of the membrane is reduced (depolarized) they open, allowing
sodium to cross. The result is a wave of depolarization down the axon. A
few channels open at one end, which depolarizes the area, opening chan-
nels next to it, and so on. The resultant action potential passes down the
axon. However, because the signal opens all of channels along the path of
the axon, it cannot carry any information about the magnitude of the origi-
nal event that started the signal. But the magnitude of this signal is impor-
tant, because it is a reflection of the sum of the many signals that are being
received from all of its inputs. So how does the neuron convert an analog
signal into a digital signal?

Lessons from Nature

e Natural biomolecular systems use a diffusion-to-capture paradigm for
most functional tasks. This method is sufficiently fast and accurate for
most nanoscale processes. Machine-phase assemblies are used for
specialized microscale and larger tasks.
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Neurons encode the magnitude of the signal in the frequency of action
potentials sent down the axon. Two potassium channels at the starting
point of the axon have the job of converting an analog signal—the summa-
tion of excitatory and inhibitor signals received by the cell body—into this
frequency-encoded digital signal. When potassium channels open, they al-
low potassium ions to exit the cell, restoring the electrochemical gradient.
One type of channel, the delayed potassium channels, have slower kinetics
than the sodium channels and open after the action potential has started.
They serve to restore the gradient quickly, allowing action potentials to be
sent in rapid succession. A second channel, the early potassium channels,
are sensitive to the level of the depolarization signal. If it is weak, they open,
weakening the electrochemical gradient and increasing the time before it is
possible to send another action potential. Thus if the starting signal is weak,

action potentials are spaced further apart in time.
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Now, you might say, “Who should do this and why should
they do it?” Well, I pointed out a few of the economic
applications, but I know that the reason that you would do
it might be just for fun.

—Richard Feynman

Bionanotechnology is a reality today; in fact, it is a booming field. It's an ex-
citing time to be working in bionanotechnology. Everything is new, and
new discoveries are reported every day. It is a particularly exciting time to
be working in this field because bionanotechnology today is driven by
clever people. A clever new idea can open an entirely unforeseen avenue of
research and application. The first glimmerings of nanomedicine are allow-
ing researchers to make tailored changes to the mechanisms of the human
body, correcting defects and curing disease. Familiar biomaterials, such as
wood, bone, and shells, are providing the principles needed to create mate-
rials tailored at the nanoscale to fit our needs. Biological methods of
nanoscale information storage and retrieval are being harnessed to solve
computational problems and convict criminals. In this chapter, we will look
at a few examples of current bionanotechnologies.

Bionanotechnology: Lessons from Nature. David S. Goodsell
Copyright O 2004 by Wiley-Liss, Inc.
ISBN: 0-471-41719-X 227
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BASIC CAPABILITIES

Biology provides a plethora of basic methods for the construction of func-
tional nanomachinery. Researchers have built upon these natural raw mate-
rials and are now exploring a wider set of construction strategies. These will
be important as we move further away from biology-inspired nanomachin-
ery and begin to create nano-worlds of our own.

Natural Proteins May Be Simplified

Natural proteins are daunting. As researchers are discovering, there is no
simple relationship between the sequence of amino acids in a protein chain
and the final folded structure. Our preferred approach to engineering is
more parsimonious; we like to design machines with the most efficient com-
bination of parts. Our macroscale machinery is built of tidy plates and gears
and axles, all held together with screws that fit into precisely machined
holes. Quite naturally, bioengineers have attempted to simplify the design
of proteins, to allow the level of control that we enjoy with macroscopic en-
gineering. Quite surprisingly, this has been successful. In many cases, the
structures of proteins are quite robust even in the face of major design
changes.

Some of the earliest experiments were performed on the enzyme ri-
bonuclease by Bernd Gutte. He set out to find a minimal chain that would
still fold and perform the cleavage reaction. He began with the structure of
natural ribonuclease, which contains 124 amino acids, and noticed that the
active site is composed of only a small core structure of the protein. Many of
the loops extending from this core seemed to be unnecessary. So he saved
the core structure and then clipped off all of the large loops that extend
from the core, replacing them with smaller loops. He was able to design an
enzyme that included only 63 amino acids but still folded and performed
the catalytic reactions (Figure 6-1).

Natural proteins are built from 20 different amino acids. With the ex-
ception of key reactive amino acids in enzyme active sites, it is often not ap-
parent why certain amino acids are chosen in different places in protein
structures. It would be much simpler to pick a reduced set of perhaps five

or six amino acids to create the basic infrastructure of a protein and save the
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Figure 6-1 Bernd Gutte removed four loops and one of the tails, shown in pink, of
ribonuclease, replacing them with a single alanine or glycine amino acid. The result
was a half-size enzyme that still performed its RNA-cleaving function.

most exotic amino acids for their specialized functions. David Baker and
coworkers have tested whether this approach is feasible. They started with
a small protein domain that is widely used in signaling proteins. They at-
tempted to design this domain with a limited set of amino acids. Again,
they were surprisingly successful. Using site-directed mutagenesis and
methods for screening thousands of different changes, they replaced each
amino acid in the protein by isoleucine, lysine, glutamate, alanine, or
glycine. After testing many changes, they found a simplified version of the
protein that folded into a stable structure and retained much of its function.
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In this simplified protein, 40 of the 45 amino acids in the chain were
changed to one of this set of amino acids.

Proteins Are Being Designed from Scratch

Of course, to take full control of bionanotechnology, we must be able to de-
sign a protein. We must be able to predict the proper amino acid sequence
that will fold into any desired structure. Currently, we can predictably
make small local changes to known protein structures with homology mod-
eling, to tailor the local characteristics of a protein. However, to allow the
necessary freedom to explore entirely new applications, we need to have
the ability to design proteins using only basic principles.

Since the early 1980s, several pioneering laboratories have been design-
ing proteins from scratch. As more and more information has been gathered
on the forces and geometries that stabilize protein structure, successes in de
novo protein design have multiplied. The most common current approach is
to start with a desired protein fold, such as a bundle of a-helices, and then
to design an amino acid sequence that will stabilize the folded structure. Re-
searchers have discovered that negative design is critical to this process.
The amino acid sequences must be designed to avoid improper competing
conformations.

Jane and David Richardson were among the first to attempt this chal-
lenge. They designed two proteins based on the basic folding patterns of
natural proteins. But instead of using homology modeling with the existing
protein structures, they attempted to design a novel amino acid sequence
with no homology to any existing proteins. Their first protein, “Felix,” was
modeled after proteins composed of bundles of four a-helices. It contains 79
amino acids and includes 19 of the 20 amino acid types. When synthesized,
it was found to be soluble and showed a high content of a-helix when ana-
lyzed by circular dichroism spectroscopy. However, they found that it is
only marginally stable, and when analyzed by NMR, it shows a significant
amount of disorder. Their second protein, “betabellin,” was modeled after
proteins with two sandwiched B-sheets. After a dozen redesigns providing
valuable lessons at each step, a stable, soluble version has been obtained.

William F. DeGrado and coworkers have had great success in designing
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proteins composed of bundles of a-helices, designing examples that show a
stable, folded structure reminiscent of natural proteins. One of their design
efforts began with the structure of a simple peptide that crystallizes in a
three-helix bundle. They then designed a protein based on the alignment of
these three short a-helices, adding loops to connect the three peptides into
one continuous chain. The design effort proceeded through several modifi-
cations. The helices needed to be shortened to the size found in typical glob-
ular proteins. The amino acids at the ends of the helix had to be chosen to
form a suitable cap. In addition, the core formed between the three a-helices
was carefully redesigned to incorporate specific charge pairs and proper
packing of carbon-rich amino acids. The result was a protein, termed
“a3D,” composed of 73 diverse amino acids that was stable enough to yield
an NMR structure (Figure 6-2).

Bassil Dahiyat and Stephen Mayo have automated this process, using
the computer to design proteins that fold into stable structures. They start
with a protein folding pattern, in this case, a combination of a small B-sheet

Figure 6-2 o3D is a small protein designed from scratch. It is composed of three a-
helices connected by short loops.
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and an o-helix that is seen in zinc finger motifs that bind to DNA. They then
use a searching algorithm that tests all possible combinations of amino
acids, scoring each combination with a function that evaluates the different
contributions of amino acids at the surface and buried inside. After screen-
ing a library of 1.9 x 10%” possible combinations, a protein termed “FSD-1"
was obtained. When synthesized, it folded into a compact structure just as
predicted by the computational algorithm.

Of course, once we can design a stable folded protein, we would like to
have it do something. In recent work, DeGrado and his coworkers are at-
tempting to design a metalloenzyme based on their successful protein folds.
They are approaching this in two steps. First, a stable protein structure was
designed that includes a metal-binding site, using an approach similar to
their three-a-helix protein described above. They achieved this goal with
the protein “DF1,” which contains a collection of glutamate and histidine
amino acids that coordinate two metal ions. Unfortunately, it was found
that the site was buried in the protein. To incorporate the metals, the protein
needed to be denatured and then refolded in the presence of metal ions. In
the second step, they reduced the size of amino acids that were blocking the
metal-binding site. This change produced an active site that allows access to
the metal-binding site and also forms a pocket for binding of substrates. The
new protein, termed “DF2,” allows free access to the metal-binding site in
the folded protein.

Proteins May Be Constructed with Nonnatural Amino Acids

Natural proteins are limited to the 20 natural amino acids, occasionally aug-
mented with a few modifications performed after the protein is made. Al-
though this provides a remarkable breadth of function, as presented in
Chapter 5, some applications need additional chemical or structural diversi-
ty. Natural proteins typically use prosthetic groups to perform these ex-
tended functions. However, prosthetic groups can be complicated to syn-
thesize and to incorporate into proteins. So, quite naturally, researchers
have developed methods to extend the range of amino acids that are incor-
porated into proteins.

The first methods for incorporating nonnatural amino acids at specific
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sites in proteins were developed in the early 1980s and have been greatly
expanded since then. Several methods have been employed. The tightest
control, of course, is available through total chemical synthesis of the pro-
tein. Then any amino acid may be added at any position, limited only by the
imagination of the researcher. However, total chemical synthesis is expen-
sive in time and materials. For larger proteins, the protein can be construct-
ed in small pieces, 30 to 50 amino acids in length, and then assembled into
the final protein. Alternatively, if only a few nonnatural amino acids are
needed, a method that combines chemistry and biology may be used. Small
peptides with the nonnatural amino acid may be synthesized and then at-
tached to the remainder of the biologically produced protein.

Biological production of proteins, however, is much cheaper than
chemical synthesis, so many researchers have developed ways to incorpo-
rate modified amino acids into biologically produced proteins. In many
cases, specific amino acids may be modified after the protein is constructed.
One of the most common approaches is to link novel chemical groups to
cysteine amino acids, using a disulfide linkage. This has been widely used
in current bionanotechnology, for instance, in the artificial constructions us-
ing ATP synthase motors described below. The protein is engineered to re-
move any natural cysteine amino acids from the surface, and then one or
two new cysteines are engineered onto the surface in appropriate places.

Surprisingly, it is also possible to trick the ribosome into adding a vari-
ety of nonnatural amino acids as it builds proteins. The trick is to create a
new transfer RNA that encodes the nonnatural amino acid and use a “Stop”
codon to specify its location in the protein. Cells use three different stop
codons: UAG, UAA, and UGA. One of these is chosen to encode the new
amino acid, and a transfer RNA is created with the matching anticodon at
one end and the nonnatural amino acid chemically attached at the other
end. An RNA message is then created with this codon at each site where we
want to add the nonnatural amino acid. Proteins are then built with a cell-
free translation system, with the new transfer RNA added into the mixture.
As the ribosomes build the protein, they add the new amino acid whenever
the coopted stop codon is encountered.

One problem is encountered. The cell-free translation system, which is

typically an extract of the cytoplasm from a cell, also includes release factors
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that cause the ribosome to stop at stop codons. These will compete with the
new tRNA, often causing the formation of a shortened protein chain, termi-
nated at the sites where we want to add the new amino acid. One solution
to this problem is to choose a species of bacteria that makes several different
release factors. When the cell extract is made, we can destroy one of the re-
lease factors, leaving the remaining ones to perform the proper termination
at the remaining two stop codons.

Despite the fact that these methods are time consuming, requiring diffi-
cult syntheses of novel transfer RNA molecules and yielding only small
amounts of proteins, they have been used in many research applications.
After testing many variants, the range of amino acids that are tolerated by
the ribosome have been found. The ribosome will add a wide range of
amino acids, some significantly larger than the natural amino acids. How-
ever, the configuration of the backbone is limited to the natural handedness
and the backbone must have a single carbon atom between each peptide
unit. The method allows engineering of proteins at a very fine scale, making
changes of a single atom. In one study, a number of different amino acids
were added at a specific location in luciferase, the protein that creates light
in fireflies. These modifications subtly changed the chemical environment
around the active site, changing the color of the light produced.

Peter Schultz and his coworkers have taken this concept in an exciting
direction and have developed a general scheme for adding nonnatural
amino acids to proteins inside living cells. Using a remarkable combination
of biochemical and genetic techniques, they have engineered a living bac-
terium that can incorporate O-methyl-L-tyrosine into proteins. They added
both an engineered transfer RNA, such as those described above, and the
enzyme needed to charge the RNA with the new amino acid. They find that
the new amino acid is added with remarkable fidelity. To expand the con-
cept, they are also designing transfer RNA molecules that read larger
codons of four or five amino acids. Surprisingly, the ribosome will use these
artificial transfer RN'A molecules, aligning them with the proper four or five
bases in the message. This significantly expands the number of possible
codons that may be specified for use with new amino acids. Instead of
coopting one of the normal codons, a whole new genetic code of longer

codons could be defined. In the search for expanded genetic codes, they are



Basic Capabilities

235

even testing changes to the DNA itself. They have found that the base 7-aza-
indole will form pairs with itself in DNA helices. Remarkably, this modified
base is also added correctly when DNA polymerase replicates a strand.
These are the first steps toward making direct changes in the basic process-
es in life, creating entirely new organisms different from anything found in
the natural world.

Peptide Nucleic Acids Provide a Stable Alternative to
DNA and RNA

Short oligonucleotides offer many exciting possibilities in nanomedicine.
When added to cells, short stretches of RNA can associate with natural mes-
senger RNA, blocking its use by ribosomes. If the sequence of the RNA is
chosen correctly, it can silence disease-causing genes, blocking the produc-
tion of unwanted proteins. Small nucleic acids are also useful for diagnosis
of disease: They can be used to identify compromised genes in living cells.
Unfortunately, cells protect themselves with aggressive methods for de-
stroying foreign nucleic acids, because foreign RNA molecules are often a
sign of pathogenic infection or cell damage. Peptide nucleic acids, devel-
oped by the Danish group of Buchardt, Nielsen, Egholm, and Berg, offer a
resilient alternative to RNA and DNA for these applications.

Peptide nucleic acids (PNA) contain the normal complement of DNA
bases but use a peptide linkage instead of the sugar-phosphate backbone to
connect them together (Figure 6-3). They are more stable than DNA, resist-
ing both acidic and basic conditions that destroy DNA. Because the back-
bone is different from that of the natural nucleic acids, they are also resis-
tant to the enzymes that destroy nucleic acids inside cells. Serendipitously,
this chemical structure closely matches the natural structure of DNA. PNA
strands form hybrid double helices with DNA strands, forming the proper
base pairs and actually binding more tightly than normal DNA. Sequences
must be carefully designed, however, as they may show many unwanted
binding modes: They bind in parallel and antiparallel orientations with
DNA and can form a range of unusual double and triple helical complexes.
Although they are rather inefficient at displacing the normal double helical

structure of DNA in cells, they are able to slip in during the normal un-
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_— Phosphates

Figure 6-3 A short peptide nucleic acid (PNA) strand, shown in pink, is bound to
an RNA strand, shown in gray. It forms a remarkably regular double helix, despite
the large chemical difference between the peptide group in the PNA strand and the
phosphates in the RNA strand. (Note: this diagram does not show any hydrogen
atoms, including the one that is bonded to the amide nitrogen indicated by the
chemical diagram.)

winding and exposure of bases that occurs when the DNA is read during
protein synthesis. They have been shown to be potent inhibitors of tran-
scription in cells, while being much more stable than short DNA or RNA
strands.

Similar modifications have been proposed for proteins for many years.
This is seen by many to be an essential step in the development of nanotech-
nology, to allow the construction of protein-inspired structures that are
more stable than natural proteins. This is a far more difficult prospect, how-
ever, than the modification of nucleic acids. The structure of nucleic acids is
driven in large part by the stacking and pairing of the bases—the backbone
is, to large extent, merely a spacer that lines up the bases. Proteins, on the
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other hand, rely on the properties of the peptide backbone for stability. The
structures of the a-helix and the B-sheet are direct consequences of the
properties of the peptide unit. Changes in the amino acid module used to
build proteins would invariably lead to an entirely new set of rules for fold-
ing and stabilization of the chain. Although this will not be an insurmount-
able hurdle as our predictive and synthetic abilities improve, it seems ambi-
tious at this point when our ability to predict natural protein structure is
currently undergoing significant growing pains.

NANOMEDICINE TODAY

One of the great promises of nanotechnology is increased control over our
personal health. As our understanding of the human body has deepened, so
has our understanding of disease, opening the door to therapies for treating
disease. The art of surgery builds on centuries of knowledge in anatomy.
The benefits of hygiene and antiseptics were made clear with the discovery
of microorganisms. Today, with our growing knowledge of the atomic-scale
structure of our bodies, we can now exert control at the nanoscale level.

Nanomedicine is a natural application for bionanotechnology. After
all, the human body is designed for maximal function of biological mole-
cules. This is ideal for nanomedicine, because we can use the raw materi-
als that nature has given to us. We have incredible disease-fighting sys-
tems to use as examples. The immune system gives us tools for seeking
out pathogens and quickly dispatching them. The blood clotting system
gives us the tools to patch major damage in a matter of seconds, and the
processes of wound healing show us how to forge lasting repairs. Now,
we have the ability to tailor these tools to perform functions that nature
has overlooked.

Thus far, a targeted approach to nanomedicine has been the most suc-
cessful. A single target is chosen that causes (or contributes to) the disease
state. A specific nanoscale device is then created to find that target and cor-
rect its function. A familiar example of this approach is aspirin. When we
take aspirin, we are flooding our body with nanomachines, each composed
of only 20 atoms. This nanomachine contains a recognition element that

seeks out an overactive pain signaling protein and a warhead that attaches



238

Bionanotechnology Today

to the protein and temporarily stops its action. With aspirin, we are control-
ling our own bodies at the nanoscale. Currently, drug therapy is our most
effective method for targeting a pathogenic organism or a given cell type or
disease state.

The pharmaceutical industry is dedicated to discovering effective meth-
ods of making these molecule-level adjustments. Most common drugs were
initially discovered by screening natural products. Plants and microorgan-
isms create a remarkably useful array of small molecules, originally created
as poisons and toxins for their own protection but then harnessed by us for
use in medicine. Of course, once an effective drug is discovered, the mecha-
nisms of action may be studied and improved. Today, nanoscale design
adds a new level of control to the discovery and optimization of drugs. Ra-
tional design, based on our nanoscale knowledge of the target, is used to en-
hance existing drugs and to design entirely new medicinal compounds.

Drug design is just the first step in our long climb toward nanomedi-
cine. Drugs have serious limitations. Because they are small molecules, they
tend to target many molecules in the body instead of just the desired one,
leading to side effects. As nanomachines, they have only the minimum
range of functions. Today, researchers are working to create nanomachines
that are more effective by incorporating methods of specific targeting to re-
duce side effects.

Current approaches to nanomedicine are also beginning to explore cor-
rective therapies that can cure disease at its inception. The dream of nanoro-
bots that sweep through the body fighting disease and making repairs is not
yet a reality. However, methods are being tested for correcting specific ge-
netic problems at their source. The ethical questions for this work are signif-

icant, but the potential rewards are too great to be ignored.

Computer-Aided Drug Design Has Produced Effective
Anti-AIDS Drugs

Rational drug design is a major triumph of current nanomedicine. A target
is chosen in the pathogenic organism, and the target is characterized at the
atomic level. Then, using this nanoscale information, a team of scientists en-

gineers a molecule that specifically attacks the target, blocking its action.
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The team typically includes a biologist, who performs the characterization
of the target and tests trial drugs; a chemist, who synthesizes drugs; and a
computational chemist, who designs and optimizes drugs to bind to the tar-
get. Through successive cycles of design, synthesis, and testing, drugs are
discovered, perfected, and then used in therapy.

HAART (highly active antiretroviral therapy) is a successful example of
rational drug design. HIV is arguably the best-characterized organism
known to science, and this knowledge has been aggressively pressed to ser-
vice in the fight against AIDS. In a matter of a decade, AIDS has changed
from a uniformly deadly disease to a manageable disease in many cases, be-
cause of the nanoscale design of effective anti-HIV drugs.

Several of the enzymes involved in the life cycle of HIV have been char-
acterized and used as targets for drug design. The reverse transcriptase,
which copies the viral genome into a form that is read by the infected cell,
was the first to be characterized and the first that was subjected to drug
therapy. Because it acts on nucleic acids, early drug design efforts focused
on modified nucleotides, which are added to a growing nucleic acid strand
but which have modifications that prevent further growth. Thus they pre-
maturely terminate the copying of the viral genome, creating defective
copies. Drugs such as AZT and DDI fall into this category.

With the crystallographic structure of HIV protease, true nanoscale de-
sign began (Figure 6-4). Specific inhibitors based on the natural function of
the enzyme were designed. It normally cleaves the viral proteins, clipping
them into the proper sizes needed for viral reproduction. So inhibitors
were designed to mimic this reaction by creating a short peptide with an
uncleavable bond at the site that is normally broken. The side chains on
this peptide were then designed to provide maximal binding strength to
the protease active site. The drug molecule mimics a peptide, but once it
binds it sticks tight and blocks the action of the enzyme. Rational drug de-
sign efforts by a number of pharmaceutical companies have yielded sever-
al highly effective inhibitors of the protease. When used in combination
with inhibitors of reverse transcriptase, they form the powerful triple cock-
tail of HAART therapy.

Treatment of HIV infection with drugs, however, quickly encounters a
major obstacle. HIV mutates rapidly and quickly develops drug-resistant
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Figure 6-4 Many powerful AIDS drugs have been designed to bind in the active site of HIV protease. Four
widely used drugs are shown here, from left to right: indinavir, saquinavir, ritonavir, and nelfinavir.

mutants that evade therapy. The trick is that the virus may mutate its en-
zymes in subtle ways that reduce the binding of drugs but retain enough ac-
tivity in their natural reactions to allow growth of virus. Nanomedicine is
now tackling this problem by closely examining the mechanisms by which
the enzymes perform their functions and designing drugs that match these
so closely that there is no room for resistance mutation. This is a challenging
problem for rational drug design. In traditional drug design efforts, the re-
searcher looks for a drug to block a single target. In the search for robust in-
hibitors that evade drug resistance, however, the researcher must ensure
that the drug is effective against the target and all of its possible mutants.

Immunotoxins Are Targeted Cell Killers

In many therapies, we want to kill entire cells. For instance, cancer is caused
by cells that are growing without control, so in cancer therapy we want to
find these cells and kill them while sparing the surrounding normal tissue.
What we need is a nanoscale scalpel to seek out cancer cells and remove
them.

Many natural toxins, made by plants and bacteria, seem like good can-
didates for this function. They often kill only specific cells. This is impor-
tant, after all, so that the organism making the toxin does not kill itself in the
process. Many of these toxins are built from two components. One compo-
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nent binds to target cells, and the other component is the poison that kills
the cell. Unfortunately, these toxins still attack many types of cells in an or-
ganism and would kill cells throughout the body if used in therapy. In
nanomedicine, we require an even more specific approach, designing toxins
that target a single cell type, such as the cells in a tumor.

Researchers have taken the approach used by natural toxins and cus-
tomized it, using the fine-edged specificity found in antibodies. They have
designed a hybrid molecule that links a specific antibody, such as a tumor-
targeting antibody, to a cell-killing toxin. The result is an immunotoxin (see
Figure 3-6) that will seek out cancer cells and kill them, while passing up
healthy cells. Immunotoxins are suicide nanorobots, designed to perform
their single function one time, killing the target cell and being destroyed
themselves in the process.

As you might imagine, the major challenge is finding just the right anti-
body. Cancer cells are very similar to normal cells, when looked at from the
outside. Researchers have had good luck targeting a class of proteins that
are involved in cell-cell interaction and adhesion. Cancer cells often display
a different set of these molecules, providing cancer-specific targets for bind-
ing of the immunotoxin.

The choice of toxin is also important. Typically, the toxic component of
a plant or bacterial toxin is used. These toxins are exquisitely effective: A
single molecule can kill an entire cell. The reason for their effectiveness is
that they are enzymes. They enter cells and then jump from one molecule to
the next, inactivating each in turn. This is far more effective than poisons
like cyanide and arsenic, which inactivate cellular molecules one-on-one, re-

quiring millions of molecules to kill a cell.

Drugs May Be Delivered with Liposomes

For decades, researchers have explored the use of nature’s own packaging
system for custom delivery. Artificial membranes, under appropriate condi-
tions, form small, closed vesicles called liposomes, composed of a lipid bilay-
er that encloses a small droplet of water. Methods are available for creating
liposomes in a range of sizes, from about 20 nm to 10 wm. They are useful in
many applications. Because they have a water droplet trapped inside, they
can carry water-soluble cargo such as proteins, but because they are com-
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posed of lots of carbon-rich lipids, they can also carry water-insoluble cargo
inserted into the membranes. They are at home in the human body, because
they may be created with naturally occurring lipids. Liposomes are nontox-
ic, nonimmunogenic, and biodegradable.

Although liposomes have not turned out to be the answer to all drug
delivery problems, they are attractive delivery mechanisms in a number of
useful applications (Figure 6-5). They are particularly useful for delivering
drugs that are very potent and very toxic. In addition, liposomes can in-
crease the lifetime of drugs that are rapidly cleared from the blood. Lipo-
somes are also particularly effective in some cases for targeting drugs to
given locations, for instance, for delivering drugs to macrophages in the
blood. These immunoliposomes are cleared from the blood by macrophages,
which engulf and digest them, releasing the drugs directly inside the cell in
the process. This is perfect for the treatment of Leishmania infection. Leishma-
nia is an organism that infects macrophages and lives inside the cells. Be-
cause they are inside the cells, the immune system cannot control the infec-

Figure 6-5 Liposomes interact with cells in several different ways. Some simply bump into the surfaces of
cells and bind weakly, as shown on the left. Then any drugs carried inside the liposome can slowly leak out,
providing a small but consistent dose to the local area. In other cases, the liposomes are drawn into cell by the
normal endocytosis mechanisms, as shown in the center. As they pass through the lysosomes, where inter-
nalized molecules are digested, the liposome is degraded and the molecules inside are released. Finally, in
special cases, liposomes can be designed to fuse with the cell surface, as shown on the right. They then dump
their contents directly into the cell and incorporate their lipids directly into the cell membrane.
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tion, but drugs in immunoliposomes can attack the problem at its location.
Liposomes can also decrease the neurotoxicity of drugs. Many drugs pass
out of the bloodstream into the brain. However, if a drug is stored in a large
liposome, it is blocked by the blood-brain barrier, reducing possible side ef-
fects on nervous tissue.

Liposomes effectively penetrate the skin, delivering molecules to cells
in the lower layers. This property has been used to great advantage in the
cosmetics industry, where liposomes are added to skin creams and other
products applied to the body surface. Liposomes may be designed to deliv-
er specific lipids to the skin by including the lipids in the bilayer. Vitamins,
tanning agents, sunscreens, and many other substances are also commonly
enclosed within liposomes for delivery.

Because naked lipid vesicles are not normally found in the blood, lipo-
somes are rapidly removed from the bloodstream. To increase their effec-
tive lifetime in circulation, researchers have developed stealth liposomes that
evade the natural clearance mechanisms. One approach is to coat the lipo-
somes with large, neutral polymers. These form a barrier that interacts only
weakly with the natural molecules in the blood, such as the antibodies and
blood-clotting proteins that normally interact with foreign bodies. These li-
posomes may circulate for several days in the bloodstream, acting as a time-
release reservoir of drug molecules.

Artificial Blood Saves Lives

Countless lives have been saved by blood transfusions, but transfusions of
whole blood have a few disadvantages. Whole blood has a short shelf life
and must be carefully matched for blood type. Also, the possibility of viral
contamination is always a cause of concern, even though HIV and hepatitis
viruses are no longer a problem because of effective screening of blood. This
has spurred research in creating artificial blood for use during surgery or in
emergencies.

Purified hemoglobin has many potential advantages as a blood substi-
tute. It may be used on any patient without the need for blood typing, be-
cause the blood type sugars are found on the surfaces of red blood cells, not

on the hemoglobin molecules. Purified hemoglobin may be sterilized to re-
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move pathogens, and it may be stored for more than a year. However, the
first experiments showed that natural hemoglobin, by itself, is not a useful
blood substitute. In 1937, it was found that transfusion of purified hemoglo-
bin delivered oxygen successfully but was highly toxic to the kidneys. He-
moglobin is normally a tetramer but dissociates into dimers when free in
the blood. These dimers are rapidly filtered by the kidney, where it accumu-
lates to toxic concentrations.

Researchers are now looking to bionanotechnology for answers, engi-
neering hemoglobin for use in blood replacement. The first approach was to
create a hemoglobin complex that is stable in the blood. Purified hemoglo-
bin was cross-linked, using small chemical agents like glutaraldehyde to
connect lysine amino acids on the surface. Two forms were successful: poly-
hemoglobin, in which several hemoglobin molecules are linked into a larger
complex, and cross-linked tetrameric hemoglobin, in which specific cross-
links were created between subunits within the tetramer. A more targeted
approach was taken with recombinant DNA methods. A modified hemo-
globin was designed that contains two hemoglobin subunits fused into one
chain (Figure 6-6). This then forms a stable complex similar to the tetramer,
but with two of the subunits covalently linked together. In all of these cases,
the resultant protein was large enough to resist filtering by the kidney but
retained excellent oxygen-carrying capabilities.

Researchers have also explored encapsulation of hemoglobin within ar-
tificial containers, effectively building a custom, nonimmunogenic red
blood cell. Hemoglobin has been successfully enclosed in liposomes. They
are effective for delivery of oxygen, but they are rapidly removed from the
blood by the natural systems that patrol for defective red blood cells. The
life span has been improved by carefully tailoring the surface properties of
the lipids, making them similar to the sugars that coat normal red blood
cells, and creating liposomes that are smaller than normal cells.

Thomas M. S. Chang has extended this work beyond natural materials.
He is exploring the use of biodegradable polymers for the creation of hemo-
globin nanocapsules. Polymers such as polylactide and polyglycolactide are
degraded in the body into water and carbon dioxide, making them a safe ve-
hicle for encapsulation. They are also stronger and more porous than lipids,

so less membrane material is needed and the hemoglobin content of the ma-
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Figure 6-6 In this engineered hemoglobin, two of the subunits (shown in pink) are
combined into one long chain. This stabilizes the entire complex, making it more
suitable for use in blood replacement.

terial can be higher than with liposomes. As a final refinement, antioxidant
enzymes such as superoxide dismutase, catalase, and metHb reductase may
be included inside the capsule. Hemoglobin is reactive and continually gen-
erates toxic oxygen radicals. Natural red blood cells contain these additional
enzymes and use them to destroy these dangerous products. Chang has de-
signed polymer capsules that include these detoxifying enzymes along with
hemoglobin, creating a safe and effective blood substitute.

Gene Therapy Will Correct Genetic Defects

With our growing understanding of the human genome, we now have the
possibility of understanding and correcting specific genetic defects such as
diabetes or cystic fibrosis at their source. Gene therapy is an area under in-
tense research, with the hope that useful therapies will be produced in the
near future. Tempering this excitement, researchers and policy makers have

proceeded slowly. Because gene therapy seeks to make changes at the heart



246

Bionanotechnology Today

of our humanity, it raises profound ethical questions. Each generation will
have to decide which changes are ethically acceptable.

Several approaches are being explored. The most obvious is to correct a
missing or defective protein. The correct gene is added to the cell, where it
then creates the active protein. This will provide a way to correct cells that
have lost their ability to create insulin or an essential enzyme. One might
also incorporate a new gene, with entirely new properties, to correct a prob-
lem. For instance, researchers are developing methods to incorporate toxic
genes into cancer cells, so that the cancer cells make poisons and kill them-
selves.

We might also want to control a rogue molecule within a living cell. An-
tisense therapy attempts to correct this problem. A new gene is added that
produces a therapeutic RNA that seeks out the messenger RNA for the
rogue protein and binds to it, blocking production of the protein. Similarly,
the instructions for specific ribozymes may be added. The ribozymes are
then built inside the cell, where they attack the messenger RNA for the un-
wanted protein. In other approaches, the gene for an antibody is made in-
side the cell, to seek out the rogue protein and inactivate it.

The major challenge is finding safe and effective ways to deliver these
new genes into cells, and in particular, into only the few cells that need the
correction. The most common approach thus far is to use retroviruses.
These viruses infect a cell and incorporate their DNA into the genome of
the cell. This is exactly what is needed. Because the DNA is inserted into
the cell's genome, it will reproduce faithfully when the cell divides.
Unfortunately, retroviruses insert the DNA in random places, so they may
disrupt normal genes when the new DNA is added. Adenovirus, a virus
that causes mild coldlike symptoms, has also been tested. It will deliver
DNA inside cells, but it does not insert the DNA into the genome. It is a
temporary solution, and the engineered genes are only added for one gen-
eration of the cell.

Other approaches that do not use viruses are also in testing, although
they are not as efficient and reliable as delivery with viruses. One method is
incorporation of DNA into liposomes. The liposomes interact with the cell
surface, transferring the DNA inside. Surprisingly, a naked circle of DNA

by itself will also find its way into cells and direct the creation of the pro-
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teins that it encodes. These naked DNA preparations are becoming promis-
ing candidates for the design of vaccines. As with adenovirus, however,
these DNA strands will not incorporate into the cell’s genome, so the effects
are temporary. Researchers are attempting to modify the therapeutic DNA,
however, to create artificial chromosomes that will replicate faithfully along
with the cell’s genome when the cell divides.

General Medicine Is Changing into Personalized Medicine

Nanomedicine is changing the face of medicine, moving in small steps to-
ward a new paradigm of personalized medicine. Based on the genetic makeup
of each individual patient, therapies may be tailored to prescribe the most
effective forms of treatment and minimize potential side effects with the
particular variants of enzymes found in each person’s cells.

Already, this approach is revolutionizing the treatment of HIV infec-
tion. As described above, HIV mutates rapidly, allowing rapid develop-
ment of resistance to anti-HIV drugs. It is now possible to take a sample of a
patient’s blood and determine the viral subtypes that are most common. A
drug regimen may then be designed to fight the particular collection of viral
mutants that have arisen over the course of the infection. To make the tech-
nique widely effective, several improvements will be necessary. First, it is
necessary to identify a wide variety of viral subtypes with only a small
blood sample. Microchip technologies are perfect for this type of analysis,
once the parameters of the search are defined. More problematic is the de-
sign of the treatment strategy. A wide variety of drugs are currently avail-
able for blocking many of the proteins in HIV. Accurate prediction tech-
niques are needed to design the optimal therapy based on the population of
viruses that are found in each patient. In principle, this type of analysis
could be performed monthly, keeping therapy on top of any new resistance
that develops.

A similar approach may be envisioned for cancer treatment. Cancer is
the result of many different genetic changes that allow cancer cells to grow
without control and to migrate to different parts of the body. By cataloging
the specific changes found in each patient, targeted therapies can be de-
signed to attack the problem directly.
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SELF-ASSEMBLY AT MANY SCALES

Biology is filled with ideas and innovations that may be applied to engi-
neering. A classic example is the design of airfoils based on the shapes of
bird wings. The idea of self-assembly is the newest concept from biology to
inspire engineers. Although used in cells primarily at the nanoscale, engi-
neers have applied the concept at many levels, both larger and smaller than
the biological examples.

Self-Assembling DNA Scaffolds Have Been Constructed

Through decades of research and testing, Nadrian Seeman has developed a
bionanotechnology for creating defined multidimensional structures com-
posed of DNA. Seeman sees several advantages in the use of DNA in nan-
otechnology. First, it is programmable and predictable. The base-pairing
rules allow ready design of any possible pairing of strands. In Seeman’s
words, “the very properties that make DNA so effective as genetic material
also make it an excellent molecule for programmed self-assembly.” Second,
DNA oligonucleotides of any desired sequence are readily synthesized by
automated solid support techniques. Finally, DNA double helices are stiff
polymers, at least in the range of a few turns of the double helix, or about 10
nm. Add to this the relative stability of DNA under physiological condi-
tions and the many natural enzymes available for manipulating DNA, and
you have an attractive nanoscale building material.

Seeman has pioneered the use of branched DNA structures to create
multidimensional objects. Seeman takes a modular approach. The building
blocks are designed from several strands that assemble to form a cross-
shaped complex. The sequences of each leg of the cross must be unique to
ensure that only one final structure is formed. Sticky ends are left on each
branch and are used to link blocks together into larger structures. By match-
ing the sequences of these sticky ends, assemblies of any shape may be de-
signed (Figure 6-7).

These branched complexes have been used to create closed polyhedra,
such as cubes and truncated octahedra, with DNA double helices at the
edges of the structure. To make the construction of these objects more effi-

cient, the growing structure is immobilized on a bead. When immobilized,
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Figure 6-7 Large structures of DNA are built with modular subunits with sticky ends. A two-dimensional
network is created with a four-armed module as shown at the top. A cube is created of eight three-armed
modules as shown at the bottom. When DNA ligase is used to link the modules together, the structure is
composed of eight topologically linked DNA circles.
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each growing structure may be treated as a single object in isolation, so im-
proper intermolecular interactions are reduced and side products are mini-
mized. Also, the reaction sequence was designed such that each successful
synthetic step produces a topologically linked product, so that a denatura-
tion step could be used to remove improperly formed molecules.

The joints between the arms in these branched structures, unfortunate-
ly, are flexible, so the resultant polyhedral structures are not rigid. To create
rigid structures, Seeman has employed a second key design for DNA nan-
otechnology: crossover structures. These are designed by arranging two or
more helices side by side and then exchanging strands at the points where
they touch. By appropriate choice of sequence, the strands will assemble in
these side-by-side structures with all bases paired with their appropriate
neighbors, forming a structure that mimics two helices rigidly locked to-
gether.

Seeman has created a set of modular tiles using these crossover mole-
cules. Two or more types of tile are designed to create a two-dimensional
lattice. These have been built and analyzed by atomic force microscopy.
Perhaps the most exciting development has been the incorporation of short
hairpin loops on the face of the lattice. These may be clipped by restriction
enzymes, leaving a sticky end available for attaching to custom DNA com-
ponents. In this way, the two-dimensional DNA lattice will act as a support,
allowing addition and removal of components through base pairing. See-
man envisions the use of these lattices in nanoelectronics and for storage of
data.

Cyclic Peptides Form Nanotubes

Reza Ghadiri has designed a modular concept for the self-assembly of nan-
otubes. He uses cyclic peptides that are perfectly designed to stack on top of
one another. The peptide groups in his circular molecules have hydrogen
bonding groups facing up and down from the plane of the circle, forming
hydrogen bonds that glue one ring to its neighbors. The clever aspect of the
design is in the side chains. Ghadiri builds these circles from amino acids
with alternating handedness, so that the side chains all face radially out
from the center of the circle, leaving a smooth channel through the center
(Figure 6-8).
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Figure 6-8 The small cyclic peptide shown on the left assembles into a nanotube by
stacking one on top of the next. The ring of oxygen and nitrogen atoms, shown in
bright red, form hydrogen bonds that link the rings together. Note how all of the
side chains are pointed outward, leaving a smooth hole down the center.

When these rings are created from leucine and tryptophan amino
acids, the resultant nanotubes have a carbon-rich outer surface. These
rings assemble into nanotubes that span lipid membranes. By choice of the
size of the rings, the diameter of the channel can be tuned. A circle of eight
amino acids forms a channel of about 0.45-nm diameter. When synthe-
sized, these formed effective channels for metal ions but blocked passage
of larger molecules. A slightly larger ring of 10 amino acids has a channel
of about 0.9 nm. Those nanotubes have been shown to allow the passage
of glucose.

However, when the surface is designed with a hydrophobic stripe of
amino acids on one side and a stripe of hydrophilic amino acids on the oth-
er, the rings assemble into rafts that float in the surface of the membrane,
half immersed and half exposed to solvent. These nanotubes disrupt the or-
derly structure of membrane and can break cell membranes. A very similar

approach is taken by the natural protein mellitin, which is found in bee ven-
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om. By careful choice of amino acids, Ghadiri hopes to target these attackers
to specific cell types.

Fusion Proteins Self-Assemble into Extended Structures

Proteins are the preeminent raw material for creating large structures.
Looking to nature, we can find all shapes of filaments, cups, cages, and lat-
tices composed of protein subunits. The different shapes are specified by
the relative orientation of combining sites on the surface of the protein,
which define the geometry of interaction of the subunits. Todd Yeates and
coworkers have developed a general method to create our own nanoassem-
blies composed of protein subunits.

They start with proteins that naturally form low-order assemblies, such
as dimers or trimers. Then they fuse two of these proteins together back-to-
back, leaving the natural combining sites exposed. When mixed together,
these fusion proteins link up one to the next using their natural combining
sites. By appropriate choice of the linker connecting the two proteins, many
different types of assemblies may be created. They have reported two suc-
cessful examples. A fused protein composed of bromoperoxidase (which
normally forms a trimer) with influenza M1 matrix protein (which forms a
dimer) assembles into a tetrahedral cage. A fused protein composed of the
M1 protein and carboxyesterase (which also forms a dimer) assembles end

to end to form a long filament.

Small Organic Molecules Self-Assemble into Large Structures

Researchers have been inspired by the process of self-assembly in biomole-
cules and have begun to explore self-assembly at other scale levels.
Chemists are looking to self-assembly as a path to creating large assemblies
from small organic molecules. This is currently a vigorous field of research,
producing many clever approaches and applications.

One of the early successes was the creation of molecular capsules that
capture given molecules. These are needed for chemical separations and
other specific recognition applications. Charles Pederson, Jean-Marie Lehn,
and Donald Cram were awarded the Nobel Prize in 1987 for their work in
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creating complexes of small molecules formed by self-assembly. Pederson
began this work with the study of crown ethers, cyclic molecules that have
several oxygen atoms pointed toward the hole in the center. By changing
the size of these molecular rings, different metal ions are specifically recog-
nized and bound inside. Building on this concept, chemists have designed
countless host molecules, each with a specific cavity inside to hold a particu-
lar guest molecule. These include cup-shaped calixarenes with specific
groups around the rim that guide binding of guest molecules and
carcerands, composed of two cups that entrap a guest molecule in between
(Figure 6-9).

Taking the lead from DNA base pairing, George Whitesides has ex-
plored complexes of melamine and cyanuric acid that form extended struc-
tures. These are planar organic molecules that have hydrogen-bonding
groups around their perimeter. These associate side by side using hydro-
gen-bonding networks reminiscent of base interactions in DNA, and they
stack on top of one another like typical aromatic compounds. By them-
selves, these would form infinite complexes, but by careful design specific
structures may be built. Whitesides directs the assembly with two methods.
First, he uses preorganization, by specifically tethering two or more rings

Figure 6-9 Calixarene molecules are designed to create a container for a guest mol-
ecule. On the left is a large calixarene that holds methoxytoluene, and two cal-
ixarenes bound to a buckminsterfullerene are shown on the right.
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together in the desired orientation. Second, he adds large substituents in
strategic positions on the rings, which crowd out potential neighbors.
Molecular self-assembly is also being used to create molecular assem-
blies with moving parts. Fraser Stoddart has created a collection of mole-
cules termed rotoxanes. These are composed of two parts: a molecular ring
and a molecular rod. The molecule is self-assembled so that the rod passes
through the hole in the ring. Then it is capped at either end so that the ring
cannot escape (Figure 6-10). These types of molecules are being explored,
among other things, as molecule-sized rotary motors and as abacus-style

computational memory.

Larger Objects May Be Self-Assembled

George Whitesides has pioneered the design of micrometer- to centimeter-
scale objects that self-assemble into defined larger structures. We might ask,

In alkaline solution

In acidic solution

Figure 6-10 The circular ring of this rotoxane molecule changes position based on
the pH of the surrounding solution. The ring, shown in gray, is free to move along
the center of the rod, shown in pink, but is blocked at either end by large groups that
keep it threaded on the rod. A key nitrogen atom, shown with the arrow, changes
between charged and neutral states as the pH changes, alternately pushing the ring
back and forth along the rod.
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what are the advantages of self-assembly at a level where direct manipula-
tion is possible? He describes a few. Self-assembly is intrinsically parallel,
allowing the simultaneous assembly of a large collection of subunits. Self-
assembly allows submicrometer accuracy in positioning, which may be a
problem with traditional industrial assembly methods. In addition, self-as-
sembly is relatively insensitive to errors in registration of components.

His early experiments explored two-dimensional self-assembly. The ob-
jects were small hexagons, a few millimeters in dimension, composed of
poly(dimethylsiloxane), a hydrophobic compound. Some edges of the hexa-
gons were made hydrophilic by oxidation. The patterned hexagons, with hy-
drophobic and hydrophilic edges, were then floated at the interface between
water and perfluorodecalin. The system was then agitated, and hexagons as-
sociated through their hydrophobic edges. As with biological self-assembly,
these interactions are reversible, so eventually imperfect complexes changed
into the assembly with the most stable arrangement of subunits. These ex-
periments showed that, like biological systems, the form of the final complex
was highly dependent on the shape and directionality of the interaction be-
tween subunits. He also demonstrated self-assembly with even smaller ob-
jects, with dimensions of about 10 wm. These subunits were constructed with
a combination of photolithography, electrochemistry, and metal evaporation
techniques. By proper patterning of the edges and faces of small hexagonal
subunits, large crystalline arrays were self-assembled.

Subsequent work in Whitesides’s laboratory has explored a number of
exciting variations on this process. By careful design of interfaces that bond
to themselves but do not bond to other interfaces, he has created hierarchi-
cal complexes composed of two or more differently shaped subunits. A
modification of this method was used to create an analog of DNA informa-
tion storage and readout. Three-dimensional structures have also been cre-
ated with similar methods, by using polyhedra for the subunits and agitat-
ing them in solution instead of at a liquid interface.

With a view toward applications, Whitesides and his coworkers have
used these methods to create three-dimensional, self-assembled electrical
networks (Figure 6-11). The individual subunits are polyhedra. Some of the
faces carry electrical components, such as light-emitting diodes, and the re-

maining faces carry contact pads that interact with other polyhedra. The
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Figure 6-11 Whitesides constructed this three-dimensional electrical circuit by us-
ing self-assembly. Each component contains a series of contact pads, wires, and
light-emitting diodes. To assemble the circuit, the contact pads were coated with
low-temperature solder and the components were suspended in warm water. When
gently agitated, the components with matching patterns of contacts self-assemble
into the final circuit. (Figure 3c from Gracias, D.H., Tien, ]J., Breen, T.L., Hsu, C. and
Whitesides, G.M. (2000) “Forming Electrical Networks in Three-Dimensions by Self-
Assembly.” Science 289, p. 1171.)

pads are patterned to interact specifically with pads of other subunits. In-
stead of hydrophobic interactions, the pads are coated with a low-tempera-
ture solder. The subunits are suspended in warm water, which melts the
solder and allows the subunits to self-assemble by coalescing of solder on
the pads.
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HARNESSING MOLECULAR MOTORS

When we think of machines in our familiar world, we think of machines
with moving parts. Motion requires motors. So, quite naturally, an early
goal of nanotechnology has been the harnessing of powered motion at the
nanoscale. In bionanotechnology, several spectacular demonstrations have
already been achieved. Thus far, the harnessing of biomolecular motors has
been used primarily for the study of the motors themselves. However, the
techniques are general and applicable to nanoengineering applications.

ATP Synthase Is Used as a Rotary Motor

The rotation of ATP synthase was controversial when proposed by Paul
Boyer, but recent nanoengineering experiments have demonstrated the ro-
tary motion directly by immobilizing the motor and connecting an object
that is large enough to observe microscopically. Researchers at the Tokyo
Institute of Technology first demonstrated the rotation of ATP synthase in
1997. They engineered a form of the motor with 10 extra histidine amino
acids at one end, which extend from each B-subunit. These short tails have a
high affinity for nickel ions, so a glass coverslip was prepared with another
enzyme, horseradish peroxidase, with nickel bound. This effectively glued
the motor to the coverslip with the axle pointing up. To attach a microscop-
ically visible load, the axle was engineered to include a new cysteine
residue. Biotin was then added to the cysteine, providing a ready handle for
the protein streptavidin. Finally, an engineered version of actin, with a bi-
otin attached, was also connected to the streptavidin. Rotation was ob-
served in an epifluorescence microscope when ATP was added to the sur-
rounding solution. They have improved their techniques in the subsequent
years, using a smaller bead as the load and resolving two separate 30° and
90° rotations for each ATP consumed.

Researchers at Cornell University have made a first step toward com-
bining bionanotechnology and MEMS. They have constructed a nanopro-
peller out of inorganic materials and attached it to ATP synthase (Figure 6-
12). The trick is finding a way to connect the biological components to the
inorganic components. As with other work on ATP synthase, the tight asso-

ciation of histidines with nickel was used as the glue. First, a support for the
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Propeller
Streptavidin
Biotin-histidine
peptide
ATP synthase
Histidine tail
Post

Figure 6-12 ATP synthase has been engineered to turn a nanopropeller. The setup is shown at the bottom.
A series of posts were created on a flat substrate with electron-beam lithography and then coated with nickel.
Small propellers were created by similar techniques. The biological motor component, tiny in size compared
to the post and propeller, is assembled in between. The motor component is shown at the top. ATP synthase
was engineered with three histidine-rich tails that bind to the post. The rotor of ATP synthase was engi-
neered with a biotin, which binds to streptavidin. The remaining three binding sites of streptavidin were
filled with a short biotin-histidine peptide, which binds to the nickel surface of the propeller.
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machine was created by electron-beam lithography. It was composed of an
array of nanoscale posts, 50-120 nm in diameter and 200 nm tall. These
were coated with nickel to provide a platform for attachment of the motor.
Then an engineered version of ATP synthase similar to that described above
was created, with histidine-rich tails on the motor domains and a biotin
molecule attached to the axle. The tails attached the motor to the posts. Fi-
nally, the nanopropeller was attached to the axle of the motor. The propeller
was a rod 150 nm in diameter and 740-1400 nm in length, coated with nick-
el. A linker molecule was created, composed of a histidine-rich peptide and
biotin. The peptide bound to the propeller, and streptavidin was used to
link the biotin on the axle with the biotin on the nanopropeller. Of the 400
posts created on the chip, 5 sites were seen to rotate when ATP was added.
The other propellers were completely immobile, with no random fluctua-
tions, so the researchers suggest that they are attached at multiple sites, glu-
ing them in place. The working propellers turned for several hours before
the propellers broke loose.

Molecular Machines Have Been Built of DNA

The first moving machines designed from scratch have been built with
DNA. As described above, DNA is an attractive building material, because
the pairing rules for complementary strands allow defined topologies to be
designed. Apart from allowing defined construction, the binding and un-
binding of strands may also be used to do work.

Researchers at Bell Laboratories have created a pair of tweezers com-
posed of DNA (Figure 6-13). The concept is direct: A hinged molecule is cre-
ated, double stranded in the center with a gap to make it bendable, and
with single-stranded extensions at each end. Then another DNA strand,
termed the set strand, is designed that matches the two extensions. When
added to the solution, the set strand pairs with the two ends, bringing them
together and closing the tweezers. To allow opening of the tweezers, the set
strand is designed so that it is too long, leaving some of its bases unpaired.
A competing fuel strand is then added, which is designed to pair with the
entire length of the set strand. It pulls the set strand off the tweezer, forming
a long double-stranded helix that is discarded. Given the strength of base-
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Figure 6-13 DNA tweezers contain a flexible hinge in the center and single-stranded regions at either end,
as shown at the top. When the pink strand is added, it pairs with the two ends, closing the tweezers. Re-
searchers have attached various molecules at the two sites marked by asterisks, demonstrating that they are
brought together when the tweezers close.

pairing interactions, the authors predict that the tweezers would have
roughly the force of a kinesin or myosin motor.

Seeman and his coworkers have created a similar mechanical device
that rotates. Again, a mechanism is created from two DNA strands, this
time, a complex arrangement of hairpins and double strands. Two set
strands are then added, which lock the mechanism into one state. The state
is released by the addition of fuel strands that remove the set strands, leav-
ing the device in an unstructured state. Addition of a second type of set
strands locks the mechanism into the second rotated state. A second set of
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fuel strands then release this state. By cycling through the strands, the ma-
chine can be made to oscillate back and forth.

DNA COMPUTERS

Molecular computers have been a dream, and a goal, of nanotechnology
from its inception. The possibility was introduced by Richard Feynman in
his seminal lecture, and numerous schemes have been proposed ever since.
The first successful man-made molecular computers have taken their lead
from biology, using biology’s premier information-carrying molecule.

DNA is used widely in natural biological systems as a data storage
medium, but quite surprisingly, it is used in only limited ways for computa-
tion inside cells. The regulation of gene expression is a form of computation,
where various promoter, repressor, and enhancer proteins bind to the DNA
and their effects are summed to determine whether a particular gene will be
expressed. This computation, however, is relatively wasteful of resources. A
new protein is made for nearly every new logical operation, and the space
within the DNA genome that is used for computation, encoding these pro-
teins and providing binding sites for them, may be very large.

Researchers have taken a different approach to DNA computation. In-
stead of using a network of proteins that perform a computation by binding
along a DNA strand, researchers have designed computers that use the
pairing of DNA strands as the mode for computation. DNA has many at-
tractive properties that make it excellent for the design of molecular com-
puters, foremost of which is sequence-specific interaction of DNA strands.
Under appropriate conditions, single strands of DNA will pair specifically
with their exact complement, even when it is part of a mixture of trillions of
competing sequences with very similar sequence. Also, individual DNA
strands may be selected and copied with the polymerase chain reaction
(PCR) to give quantities of material that are sufficient for sequencing or test-
ing.

Staggeringly large computations may be performed with DNA comput-
ers. A typical simulation may sift through 10% different potential solutions
to a problem, selecting the single one that is correct. Because of the small

size of the individual molecules, this requires only a manageable amount of
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material. The computation is also massively parallel. Once the computation
is set up, all of the possible solutions are examined simultaneously. Finally,
because each component is molecule-sized, the computations are cheap and
energy efficient. Critics have warned, however, that as the problems are
scaled larger, the details of manipulating large quantities of DNA will be-
come a problem.

DNA computing also has several potential disadvantages. Perhaps the
greatest limitation is that the error rates in copying reactions, although re-
duced to very small levels by evolution, may still be too great for many
large-scale applications. This is an intrinsic property of the pairing of DNA,
so there are no ready solutions. It is worth noting, however, that biology has
taken advantage of this small error rate to allow evolutionary optimization,
and we may be able to turn it to our own advantage. In addition, most cur-
rent DNA computers are not reusable, requiring synthesis of a new set of
molecules for each new problem. Recent work has suggested some new av-
enues toward design of renewable methods, but thus far each new applica-
tion has required a radically different design for the DNA computer. This,
however, is not a surprise, given that the field is so new.

Reports of DNA computation have shown great cleverness in designing
methods to translate the algorithm into the physical pairing of DNA
strands. There is also a healthy skepticism, both from critics and from the
researchers themselves, about the potential of DNA computation. In partic-
ular, questions have been voiced about its scaling to problems that rival
those currently solvable by electronic computers. Many see DNA computa-
tion as the first step toward more robust molecular computation designs. In
the words of Leonard M. Adleman, “They enlighten us about alternatives to
electronic computers and studying them may ultimately lead us to the true
‘computer of the future.”

The First DNA Computer Solved a Traveling
Salesman Problem

In 1994, Adleman first demonstrated that DNA could be used to create a
molecular computer. In his experiment, he solved a “traveling salesman
problem” (Figure 6-14). The problem is to find a path within a given graph
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Figure 6-14 DNA computation may be used to solve a traveling salesman prob-
lem. The graph is shown at the top. We are looking for a path that starts at node A,
passes through each node only once, and exits at node E. Adleman created 7 unique
DNA strands that correspond to each node of the graph, shown in pink in the lower
illustration, and 14 strands that correspond to each path from node to node, shown
in gray here. The molecule at the bottom, formed by spontaneous pairing of these
strands, represents the solution to the problem.

that visits each node only once and begins and ends at defined spots. These
types of problems become exponentially more difficult as the number of
nodes are increased. Adleman designed a DNA ligation system that tests all
possible routes through the graph and provides an answer.

He created two types of single-stranded DNA, each 20 nucleotides long.
The first type corresponds to each allowed path through a node, with 10
base pairs representing the incoming path and 10 base pairs representing
the outgoing path. A different nucleotide sequence was chosen for each, to
ensure that each path was represented uniquely. The second type of DNA
was created to correspond to each of the paths between nodes. These are de-
signed to match with the ends of the node DNA segments. In Adleman’s ex-
periment, the graph included 7 nodes and 14 allowed paths between nodes.

All of the DNA strands were then combined and allowed to anneal. The
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gaps in the double strands were then ligated. At this point, the mixture of
DNA contains many long double-stranded helices representing every possi-
ble path through the graph. In his experiment, he included about 3 x 103
copies of each piece, so there was more than enough to represent all possi-
ble paths through the graph.

The trick is then to isolate the one DNA helix that corresponds to the
answer. Adleman subjected the mixture of ligated double helices to three
screens. The first was a PCR amplification using primers that correspond to
sequences at the desired beginning and end of the path. This amplifies only
those DNA helices that begin and end at the proper node. Then he used gel
electrophoresis to screen for size, picking only those that were the proper
length to visit exactly seven nodes. Finally, he did an affinity screen, check-
ing the strands for the presence of sequences that correspond to each node.

Only those strands that contained all of the nodes were retained.

Satisfiability Problems Are Solved by DNA Computing

Satisfiability problems have become a benchmark for the testing of new
DNA computing methods. These problems attempt to solve a Boolean logic
equation. They are computationally difficult, requiring exponentially grow-
ing computational resources as the problems increase in size. The problem
is to take a logic statement such as:

(aand b)

where a and b can be true or false, and devise values for the parameters that
will yield a true outcome. In this simple case, both a and b must be true to
give a true outcome. The typical problem is composed of a series of clauses
composed of parameters and “or” operators, such as:

(aorb)
which are then connected together by “and” operators:
(aorb)and (aorc)

These problems have a particularly straightforward implementation in
DNA computation.
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To solve satisfiability problems, a long DNA strand is created that in-
cludes a segment representing each parameter in the equation. For the sim-
ple equation above, the DNA strand would have three segments, one for a,
one for b, and one for c. Then, two unique DNA sequences are chosen for
each parameter, one for true and one for false. A complete set of possible
answers is then created, by creating all possible DNA strands composed of
either true or false sequences at each parameter position. Our simple prob-
lem would have a true-true-true strand (representing parameters a-b-c), a
true-true-false strand, and all the other combinations. All of these DNA
strands are then mixed together.

Then the trick is to remove all of the wrong answers, leaving the proper
answers in the test tube. Adleman has devised a renewable method for per-
forming this step. A gel electrophoresis column is created that contains
complementary DNA strands attached to the gel. For the first clause, the
column contains strand complementary for “a is true” and “b is true” and
the column retains any DNA strands that contain these values, letting all of
the “a is false” and “b is false” strands pass through. Then the strands are
released and subjected to a second column that tests for the second clause.
The strands that remain bound are the answer to this simple problem.

For more complex problems, the researcher simply scales up the DNA
strands to include more parameters and uses more successive columns to
include more clauses in the equation being solved. Adleman reports solu-
tion of a problem with 20 parameters and 24 clauses in the equation, suc-
cessfully separating the single correct solution from over a million possible
incorrect answers.

A Turing Machine Has Been Built with DNA

Much of contemporary computation is based on the concept of a Turing
machine—a machine that reads a list of data and performs operations based
on the values at each point along the list. For example, a very simple ma-
chine might be designed to tell whether there is an even or an odd number
of values in a list. This machine would have two states, SO and S1. As the
machine reads down the list of information, it has two operations that mod-
ify the state: The first changes SO to S1, and the second changes S1 to SO. The
machine performs a simple operation, determining whether there is an even
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or an odd number of data points in the list. The machine reads down the list
of data: If it ends up in SO, there was an even number of values, and if it
ends up in S1, there was an odd number.

Ehud Shapiro and coworkers have presented a DNA-based Turing ma-
chine that can perform this computation. The machine is composed of a
DNA strand that contains the list of instructions, a collection of DNA
strands that encode the allowed operations, and two enzymes that perform
the computation. The computation is performed by snipping off data one
digit at a time, using the location of the cut to encode the state of the ma-
chine. They have implemented several simple algorithms, demonstrating
the potential power of the approach.

MOLECULAR DESIGN USING BIOLOGICAL SELECTION

Biology does not design new machinery to fulfill its functional needs—in-
stead, biology discovers new machines. Natural evolution discovers new
nanomachines by selecting the desired function from a large library of dif-
ferent machines. A large pool of variants is produced by random mutation,
and the best examples are selected. Successive rounds of mutation and se-
lection lead to better and better machines. Two elements are necessary for
this process: a method for creating the library of variants and a method for
selecting and reproducing the most functional individuals in this library.
Cells create their library by random mutation of the genome and do the se-
lection and reproduction by expressing the genome into proteins and select-
ing individuals that are more fit and able to create offspring.

Researchers have harnessed the evolutionary paradigm for design and
used it to create functional nanomachines in the laboratory. The three meth-
ods described in this section use an approach modeled after biological
processes, but selecting functional molecules in weeks instead of the millen-
nia required by evolution. All three methods search a large library of differ-
ent variants for the individuals that show the greatest function of interest.
All rely on biological processes to provide selection and reproduction of the
best individuals from this large library.

The molecules designed by these evolution-inspired methods have
great potential for use in nanomedicine, as biosensors, and in custom chem-
ical synthesis. All three of these techniques are well established for use in
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biomolecular research, for probing functional aspects of natural biomole-
cules. More recently, researchers are applying these techniques to nanotech-
nology, harnessing the principles of biology in yet another way to reach our
own technological goals.

Antibodies May Be Turned into Enzymes

Based on a clever concept, antibodies have been used to create customized
enzymes that catalyze reactions of interest. As described in Chapter 5, en-
zymes often catalyze a chemical reaction by stabilizing the transition state,
the unstable molecular structure on the reaction path between the reactants
and the products. Remarkably, an antibody that binds to this same transi-
tion state will often act as an enzyme. This selection is conveniently accom-
plished by injecting a molecule that mimics this transition state into an ani-
mal and gathering the antibodies that are formed. The trick is finding the
proper mimic. We need a molecule that is similar in shape and chemical
character to the transition state but is stable under the conditions of anti-
body selection.

This is a powerful approach, because the immune system prefabricates
an enormous library of different antibodies. This provides a diverse collec-
tion of potential active sites with different chemical and physical character-
istics from which to select candidates. Of course, this process requires un-
derstanding of the reaction mechanism so that effective transition state
mimics can be designed. Proof of the concept was provided in 1986 with an
ester-cleaving antibody developed at the Scripps Research Institute and an
antibody that cleaves a small carbonate developed at the University of Cali-
fornia at Berkeley. In the years since then, the approach has been remark-
ably successful.

By careful design of the transition state mimic, antibodies catalyzing
many different types of reactions have been obtained. Catalytic antibodies
that cleave esters, obtained with mimics that contain a phosphonate group
that is similar to the tetrahedral carbon transition state, have been among
the most successful. They perform exactly as expected. They display kinet-
ics similar to those seen in natural enzymes, they show specificity for mole-
cules similar to the mimic used to select the antibodies, and they accelerate
the rate of the reaction by up to a millionfold. Other cleavage and carbon-
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transfer reactions have been reported with similar transition state mimic
molecules.

Some chemical transformations are of interest to chemists but are not
normally performed in biological systems. Diels—Alder cycloaddition reac-
tions are a perfect example. They are widely used in organic chemistry for
the construction of six-membered rings, but natural enzymes typically take
different approaches to creation of rings. With bridged compounds that
mimic the transition state, catalytic antibodies performing many variants of
the Diels—Alder reaction have been found (Figure 6-15). Of particular inter-
est is a class of reactions that are normally disfavored under normal chemi-
cal conditions. These include reactions that have two or more possible tran-
sition states, leading to several different products. Normally, the reaction
would proceed primarily to products with the transition state of lowest en-
ergy. However, the other products may be favored by using a catalytic anti-
body that specifically binds to the less favorable transition states.

Catalytic antibodies currently suffer from some limitations. Most cat-
alytic antibodies have relatively low activity and limited turnover. These
limitations are due in part to limitations in the evolution possible in labora-
tory selections. Natural enzymes have been optimized over far larger num-
bers of generations. Approximately 1000 antibody-secreting hybridoma cell
lines can be obtained through monoclonal antibody techniques, and a mil-
lion or more members may be constructed from antibody fragments. How-
ever, only a fraction of these are typically screened in a typical catalytic anti-
body experiment. Improved experimental methods will allow greater
numbers of different antibodies to be screened, allowing selection of greater
functional properties.

The use of transition state analogs to screen for catalytic antibodies is
also a severe limitation, contributing to low activity and low turnover num-
ber. Natural enzymes are optimized for action directly on the actual reac-
tion and optimized for proper release of products after the reaction is com-
pleted, allowing catalysis of many molecules. In some cases, timely release
of products may be promoted by designing a chemical or conformational
change into the product, so that it ultimately adopts a form that is quickly
released.

Researchers are currently looking to biology for more ideas as to how to
proceed. By specific design of different molecules to select antibodies, cat-
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Figure 6-15 A catalytic antibody that catalyzes a Diels—Alder condensation reaction (shown at the bottom)
was developed with a transition state mimic, shown in red.
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alytic antibodies are being produced that use cofactors, such as vitamins, in-
organic ions, and metal ions. This opens up the possibility of reactions that
require chemical characteristics other than those provided by the 20 natural
amino acids. Site-directed mutagenesis and modification of amino acids in
the antibody after protein synthesis are also being used to refine the func-
tion of existing catalytic antibodies.

Catalytic antibodies are showing great promise as general tools for or-
ganic synthesis. For instance, a catalytic antibody was used at the Tech-
nion-Israel Institute of Technology to perform a key step in the synthesis of
(-)-a-multistriatin, a pheromone of the European elm bark beetle. This anti-
body allowed creation of key chiral centers in the compound. As current
limitations of efficiency and cost are being addressed, catalytic antibodies
are emerging as essential tools for the synthesis of organic compounds with
specific handedness.

Catalytic antibodies are also being tested for applications in nanomedi-
cine. They are ideal for performing specific tasks in the human body be-
cause they are nonimmunogenic and will not elicit a response from the im-
mune system. There is also the exciting possibility that patients could be
immunized with the transition state mimic itself, creating the necessary cat-
alytic antibodies in the patient’s own body by using the normal capability of
the immune system. If this concept turns out to be practical, we could use
these molecules to induce catalytic antibodies in the way that we use vac-
cines to prime the immune system for future attack by viruses.

One example under testing is the creation of antibodies that activate
drugs on site. To reduce side effects, anticancer drugs are often created as
inactive prodrugs that are activated only when they encounter cancer cells.
The current approach is to link an antibody that targets the cancer cell to an
enzyme that activates the drug. The advantage of using a catalytic antibody
as the activating enzyme is the wide choices available. A prodrug may be
chosen that is resistant to all natural enzymes in the patient’s body and is
only activated by the catalytic antibody.

In a second application, catalytic antibodies that inactivate recreational
drugs are being developed. Antibodies against drugs have been previously
explored for use in treatment of drug addiction. However, these antibodies
bind one-to-one with drug molecules, and the supply in the blood is rapidly
exhausted by the first dose of drug, leaving the body susceptible to future
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doses. Catalytic antibodies against the drug remain active as long as they
are designed with sufficient turnover rate. For instance, a catalytic antibody
that cleaves cocaine has been obtained at the Columbia University College.
It shows a sufficient rate to cleave all of a typical dose of cocaine before the

drug has time to cross the blood-brain barrier to its site of action.

Peptides May Be Screened with Bacteriophage
Display Libraries

With efficient synthetic techniques, it is currently possible to create a vast li-
brary of random peptides. By running this library over a given protein tar-
get, we could isolate the peptides that bind to the protein. The problem,
however, is analyzing the peptides that we isolate—there would be such
small quantities in the library that analysis would be difficult. Bacterio-
phage display libraries are a solution to this problem. They allow screening
of a large library of random peptides or proteins for function. The trick is
the use of bacteriophages, viruses that attack bacteria. The bacteriophages are
engineered so that they contain both the peptide or protein that is being
tested and the DNA that specifies the amino acid sequence of the protein.
The researcher simply selects the single bacteriophage that makes the pro-
tein with the desired function, grows the phage in large quantities, and then
looks at its genome to determine the amino acid sequence of the protein.

Typically a large library of recombinant bacteriophages is constructed.
A short peptide or an entire protein is grafted onto a protein that is found
on the end of the bacteriophage. Bacteriophages are engineered with many
variants of the peptide or many variants of a short cassette within the pro-
tein. For instance, common bacteriophage display libraries include all possi-
ble combinations of amino acids in a peptide about five amino acids long.
When this library is grown in bacteria, bacteriophages are produced with
each of the different sequences displayed on their surfaces and the DNA en-
coding the particular sequence stored inside.

The library is then screened with an appropriate target. For instance, if
we are looking for a peptide that binds to a given protein we can mix the
protein with the library and look for bacteriophages that stick to it. A typi-
cal library may include up to a trillion different peptides, but only a small
fraction bind specifically to the target. Then these specific bacteriophages
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are isolated and reproduced in bacteria. After several rounds of screening, a
small number of specific-binding peptides may be obtained. The DNA in
the bacteriophage is then isolated to determine the amino acid sequence of
the specific peptide that it encodes.

Similarly, if we are searching for an enzyme that will bind to a given
small molecule we can create a library with the whole protein attached to
the bacteriophage coat protein. The library will include modified versions
that include all possible modifications of amino acids within small cassettes
inside the protein. The library is then screened for binding to the desired
target, selecting the best bacteriophages for further analysis.

There are several design issues when creating a library. First, the dis-
played peptide or protein must be accessible for testing and it should be in a
native conformation. In successful libraries, peptides are often flanked with
a constant sequence of amino acids that provide a linker separating the pep-
tide from the bacteriophage surface. This makes it more accessible and re-
duces interference from the rest of the bacteriophage.

The library of randomized peptides is actually obtained by creating a li-
brary of randomized segments in the bacteriophage DNA. When these are
transfected into bacteria, they form the library of peptides on the bacterio-
phages. A common approach is to use a “NNK” motif to specify each amino
acid codon, where N is any nucleotide and K is either G or T (or G or O).
Limiting the nucleotides used in the last position reduces codon bias (some
amino acids are specified by many codons, some by only one) and reduces
the number of stop codons that are included in the randomized sequence.
More elaborate schemes have also been developed for doping the random-
ized peptides with given sets of amino acids.

Bacteriophage display libraries are powerful tools for discovery of nov-
el biomolecular functionalities. For instance, Angela M. Belcher has used
bacteriophage display to discover an interface between bionanotechnology
and semiconductor technology. She has selected peptides that bind to spe-
cific faces of gallium-arsenide semiconductor crystals. Selection methods
were designed to isolate specific peptides that bind, for instance, to one spe-
cific face of gallium-arsenide semiconductors but not to silicon. These may
provide ready handles for interfacing inorganic components with bionan-

otechnology. By analogy with biomineralization, these peptides may also
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provide tools for patterning the formation of semiconductor crystals or oth-
er inorganic components.

Nucleic Acids with Novel Functions May Be Selected

With the discovery of natural ribozymes—RNA molecules with catalytic ac-
tivities—and the recent discovery that the ribosome uses its RNA in the cat-
alytic reaction, the possibilities of DNA and RNA as functional molecules
are becoming clear. So, naturally, researchers have searched for methods to
find RNA molecules with novel functions. SELEX (Systematic Evolution of
Ligands by EXponential enrichment) has been the most successful approach
to this goal. It mimics the process of natural evolution to identify oligonu-
cleotides with specific functional properties. The process and its variants
have been used to identify aptamers, nucleic acids that specifically bind to
ligands, as well as custom ribozymes (Figure 6-16).

SELEX techniques isolate functional nucleic acids from a large library of
random sequences in much the same way as bacteriophage display libraries
are searched for functional peptides. A library of short DNA sequences is
synthesized with a randomized segment. The DNA is then transcribed into
a library of RNA molecules with RNA polymerase. These are subjected to
one of a number of methods for selecting a given function, such as binding
to a ligand or performing a chemical reaction, and the functional sequences
are isolated. These sequences are then amplified by reverse transcription
into DNA and then amplification with the polymerase chain reaction. The
process is then repeated for multiple cycles, selecting sequences with
greater and greater functional properties as the pool of sequences compete
at each step. After 5 to 10 rounds, the pool is dominated by a few types of
molecules that bind to tightly to the target.

A typical selection experiment is capable of selecting a single active
molecule from a pool of over 10'° different sequences. For sequences of
about 15 randomized nucleotides this size of pool provides coverage of all
possible combinations, but if longer sequences are randomized, the exper-
iment will provide only partial coverage of the total possible sequences.
Surprisingly, this does not appear to be a major hindrance. In one study,

researchers used selection experiments to find aptamers that bind to six
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Figure 6-16 This RNA aptamer, discovered by SELEX methods, binds to the small
organic molecule theophylline, shown in pink.

different organic dyes. They used a randomized sequence 100 nucleotides
long and found that about 1 sequence in 10'° can form a specific binding
site.

The key to the process is the design of an effective selection method. For
design of aptamers that bind to proteins, the library is mixed with the pro-
tein target and the complexes are trapped on a nitrocellulose filter. The non-
functional RNA is washed through the filter, and the functional RNA is
then eluted from the protein bound to the filter. For aptamers that bind to
small molecules, the target ligands may be tethered to agarose or another
insoluble substrate and the selection can be performed on a chromatograph-
ic column. Again, the RNA library is washed over the agarose-ligand sub-
strate and only functional RNA molecules bind.

A variety of aptamers that bind to small molecules have been discov-



Molecular Design Using Biological Selection

275

ered by these methods, with targets including nucleotides and amino acids,
cofactors, and antibiotics. Aptamers typically bind to small molecules with
micromolar dissociation constants, with occasional nanomolar dissociation
constants for particularly favorable interactions. Thus they rival the binding
characteristics of proteins, despite the fact that they do not have the chemi-
cal diversity afforded by the 20 natural amino acids.

Aptamers tend to be unstructured when free in solution. They adopt a
defined structure as they fold around the ligand. The binding sites are
generally formed deep within the folded nucleic acid chain and are often
composed of loops rich in adenine and guanine, which form unusual base
pairs to stabilize the structure. Binding strength and specificity are provid-
ed by a combination of the stacking of base rings on hydrophobic and aro-
matic groups in the ligand, specific hydrogen bonds and electrostatic in-
teractions, and a form-fitting shape. In general, tightest binding is obtained
with ligands that contain planar aromatic groups along with hydrogen
bonding or charged groups. As with recognition by proteins, nonplanar
carbon-rich molecules, which lack convenient molecular handles, are the
most difficult for recognition by aptamers. Recognition is quite sensitive in
some cases. For example, an aptamer has been isolated that can distin-
guish between caffeine and theophylline, which differ by a single methyl
group.

Aptamers that bind to proteins, protein assemblies, or even whole cells
have also been discovered. Proteins provide a larger and more varied sur-
face than small ligands, making them excellent targets for aptamer selec-
tion. The first experiments showed surprisingly successful results. RNA ap-
tamers that bind to the blood-clotting protein thrombin were selected from
a pool of sequences with 60 randomized nucleotides. About 1 in 100,000 se-
quences bound to thrombin with nanomolar dissociation constants. Many
subsequent experiments have shown that specific aptamers may be routine-
ly isolated for binding to nearly any protein.

By designing an appropriate selection technique, ribozymes that cleave
or ligate nucleic acid chains have also been obtained. For instance, to select
a ribozyme that cleaves nucleic acids, a pool of nucleic acid sequences is cre-
ated with both the site of cleavage and the randomized ribozyme test se-

quence together in a single strand. The strand is attached to a solid support
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through the end closest to the cleavage site. In some cases, the randomized
sequence forms an active ribozyme, cleaving the strand and releasing the
portion of the strand with the functional site. Only functional sequences are
released and are easily isolated in the solution. To isolate a ribozyme RNA
ligase, a slightly different approach is effective. This approach relies on con-
nection of two pieces, which must be present together for successful selec-
tion. Ribozymes that catalyze alkylations and Diels—Alder reactions have
been isolated with a similar selection based on successful covalent bonding
of two separate molecules with attached tags.

By using an approach similar to the selection of catalytic antibodies, in
vitro selection can be used to discover all types of catalytic ribozymes or de-
oxyribozymes. Nucleic acids are selected that bind to transition state
analogs of the desired reaction intermediate. Thus far, this approach has not
yielded the diversity of successes shown with catalytic antibodies, but sev-
eral functional ribozymes have been discovered. For instance, a ribozyme
that catalyzes the addition of metals to porphyrin rings has been selected.
The proposed mechanism of action involves a deformation of the planar
ring, favoring the distorted conformation of the metal complex.

Remarkably, ribozymes that are controlled by allosteric motions have
been isolated. These ribozymes are created by linking two functional RNA
molecules: One binds a regulatory molecule, and the other performs the
catalysis. Successful examples have been isolated where the hybrid mole-
cule shows cleavage or ligase function that is regulated by binding of nu-
cleotides or other small molecules. This is a remarkable example of engi-
neering both the function and the control mechanism of a bionanomachine,
setting an important precedent for bionanotechnology.

Stability is a significant problem with RNA aptamers, particularly when
they are used in nanomedicine. Blood contains efficient enzymes for de-
grading foreign nucleic acids. Several approaches to improve stability have
been tried. The free hydroxyl group may be modified with amino or fluoro
groups, or the SELEX method may be modified to yield aptamers composed
of nucleotides with the opposite handedness. In both cases, the modified
nucleic acids are resistant to degradation. Of course, these modifications
must be incorporated during the selection, to ensure that they do not de-
stroy the binding capability of the aptamer.
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Functional Bionanomachines Are Surprisingly Common

Work on RNA aptamers and ribozymes has revealed that functional mole-
cules are more common than one might predict. Aptamer selections have
shown that approximately 1 in 10'° molecules will bind specifically to a giv-
en small molecule. Protein-specific aptamers are even more common: Ap-
proximately 1 in 100,000 will have the desired functional characteristics. Ac-
tive ribozymes are somewhat rarer: Experiments with RNA ligase
ribozymes have shown frequencies of about 1 in 10%3, but they are still far
from unique in the library of possible sequences. As reported by Wilson and
Szostak, the likelihood of finding functional sequences is increased for sev-
eral reasons. First, many positions in an aptamer or ribozyme are not im-
portant for activity, but merely provide infrastructure. Second, there are
many distinct sequences that adopt the same structure, such as a structural
helix that may be formed by different sequences. Finally, there are many
distinct structures that satisfy the same selection pressure for a given func-
tion. These principles are also true of proteins but have not been explored as
quantitatively because of the relative ease provided by RNA selection ex-
periments. The common occurrence of functional nucleic acids (and pre-
sumably proteins) is a boon for nanotechnology, showing that both specific
binding and catalysis are achievable in synthetic molecules at rates and
specificities rivaling evolutionarily optimized natural biomolecules.

ARTIFICIAL LIFE

Surprisingly, one of the most complex possibilities of bionanotechnology,
both technically and ethically, is the application with the longest history of
research and success. Creation of life has been an area of active research
since the beginnings of molecular biology. Most of the work has focused on
uncovering how life started on Earth. These experiments have attempted to
create everything from the building blocks of life to functioning organisms
by using only the materials and natural processes available in the early his-
tory of Earth. Today, bionanotechnology opens the possibility of creating
new life forms with all the properties of natural cells.

Of course, when seeking to create life, we are not limited to biological



278

Bionanotechnology Today

materials, or to physical materials at all. Thus far, most researchers building
artificial cells have stayed close to the biological design, given that we are
still struggling to understand the existing mechanisms that create natural
life. Computer science, however, has ranged much further, employing key
biological concepts to improve computational function. Examples include
evolutionary approaches to computational searching, neural networks,
computer viruses, and the elusive goal of artificial intelligence. The concept
of life has invigorated computational science and, in the future, will open
new avenues for design and creation in the physical world. Thus far, many
of the pieces needed to create artificial cells have been studied, including
self-reproducing containment structures, self-replicating informational
molecules, and methods for powering these processes.

Artificial Protocells Reproduce by Budding

In the 1960s and 1970s, two laboratories made the first key steps toward cre-
ation of a basic infrastructure for artificial life. A. I. Oparin in Moscow and
Sidney W. Fox at the University of Miami created systems that resemble
simple cells and perform some of the basic functions of life, such as enzy-
matic synthesis and reproduction. Oparin studied coacervates, colloidal
droplets that are formed when two different macromolecules, such as a pro-
tein and a carbohydrate, are mixed in solution (Figure 6-17). These particles
are cell-sized, ranging from a micrometer to half a millimeter, and often
show a thickened “membrane” boundary at the surface. Oparin found that
if enzymes were added to the mixture, they were incorporated into the
droplets and remained active. His laboratory tested a series of protocells that
contained key metabolic functions. For instance, if phosphorylase enzymes
were added to the droplets, they created starch when fed a solution of acti-
vated glucose. The drops grew as starch built up inside and eventually bud-
ded into smaller daughter droplets. The process, however, slowed over
time as the limited amount of phosphorylase enzyme was separated into
the daughter droplets, reducing its concentration. Similar protocells were
created with a variety of biological processes, including RNA synthesis and
oxidation/reduction reactions.

Sidney Fox explored the creation of primordial proteins. He found that
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Figure 6-17 Coacervate droplets form spontaneously from mixed solutions of bio-
logical molecules. These coacervates, created by A. I. Oparin, are formed of prota-
mine and polyadenylic acid. They grow and bud in ways that resemble living cells.
(Figure taken from Dickerson R.E. (1978) “Chemical Evolution and the Origin of
Life.” Scientific American 239(3), p. 83.)

when a dry mixture of amino acids was heated to about 130°C, they sponta-
neously formed chains of about 200 amino acids in length. He termed these
thermal proteinoids. When then heated in solution, these proteinoids formed
cell-like droplets a few micrometers in diameter, complete with a cell-like
outer membrane. As with Oparin’s coacervates, these proteinoid spheres
grew in size over time and budded into daughter spheres when they got too
large. He found that these proteinoids themselves also had primordial en-
zymatic action. For instance, they could polymerize ATP into short oligonu-
cleotide strands.

These experiments showed how simple biomolecules, similar to those
that could have been created in the early history of life, can provide the in-
frastructure needed for an effective artificial cell. Today, liposomes are the
more common approach for containment. Artificial protocells that microen-
capsulate any combination of enzymes may be conveniently created by stir-
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ring the lipid components with the molecules to be enclosed. Numerous
variations have been tested, creating membranes with different levels of
permeability and enclosing all manner of enzymes, multienzyme systems,
magnetic materials and even entire natural cells.

By careful design, these lipid-based enclosures can be coaxed into re-
producing. Pier L. Luisi and coworkers have developed a system of self-re-
producing vesicles. They start with a solution of an insoluble precursor of a
fatty acid, such as oleic anhydride. This oily substance separates when
added to water solutions. When oleic anhydride is layered onto an alkaline
water solution, the anhydrides are slowly broken down into oleic acid,
which forms vesicles in the water solution. The process starts out slowly,
because the anhydride oil has only a small surface of contact with the water
solution. However, after vesicles begin to form, anhydride molecules rapid-
ly bind in the surfaces of the vesicles, where they are rapidly cleaved into
the fatty acid. The vesicles multiply rapidly as the existing vesicles catalyze
the production of more.

Self-Replicating Molecules Are an Elusive Goal

Self-replication of information-carrying molecules is a key functionality
needed for artificial life. In natural cells, a multicomponent system is used
for this task—in fact, one might think of the entire protein synthesis ma-
chinery (or as Dawkins has proposed, an entire organism) as being simply a
method to replicate DNA. Creation of a single molecule that can self-repli-
cate has been an area of intense, but elusive, research. Most research has fo-
cused on RNA and RNA-like molecules, trying to create simple systems
where new strands are created by using existing strands as a template.
These systems are designed to test possible hypotheses about the origin of
life on Earth.

In the 1980s, L. E. Orgel and coworkers showed that activated nu-
cleotides, with reactive groups added to the phosphates, spontaneously as-
semble along RNA templates and form complementary strands. In some
cases, this assembly was quite efficient. For example, a strand of guanine
formed spontaneously with a cytosine strand as a template. However, when

mixed sequences were tried, complications arose because of the different re-
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action rates, different association affinities, and possible misalignment of
templates and product strands.

More recently, the search has turned to ribozymes. Using powerful in
vitro selection techniques like those described above, workers at the White-
head Institute have developed RNA molecules that can catalyze the exten-
sion of RNA strands based on a template. The ribozyme can add about 14
new nucleotides to the strand and gets the pairing correct about 97% of the
time. This reaction is not processive, however, so it is not possible for the ri-
bozyme to create a copy of itself. It is a remarkable first step, pointing the

way toward design of a self-replicating molecule.

ATP Is Made with an Artificial Photosynthetic Liposome

Artificial organisms will require a source of chemical energy. Researchers
at Arizona State University have looked to natural photosynthesis for in-
spiration and have created a simplified light-powered system that creates
ATP with remarkable efficiency (Figure 6-18). Their clever approach cre-
ates an artificial mimic of the light-capturing mechanism found in natural
photosynthetic reaction centers. They created a three-part molecule. At the
center is a porphyrin that absorbs light, similar to the less stable chloro-
phyll molecules used by nature. At one side, they connected a naphtho-
quinone. Soon after absorbing a photon, the porphyrin transfers an elec-
tron to this quinone. On the other side, they attached a carotenoid. This
carotenoid then donates an electron back to the porphyrin. This creates an
excited state with an electron on the quinone and a positive charge a long
distance away on the carotenoid. Normally, this decays in less than a
nanosecond back to the ground state. But, quite remarkably, they have de-
signed a system to capture the excited state, just as in natural photosyn-
thesis, using it to create ATP.

As in plant cells, they used the excited electron to create an electro-
chemical proton gradient. The mimic molecule is embedded in liposomes,
with all of the carotenoid ends facing in. Then a lipid-soluble quinone is
added to the mix. The excited electron is transferred to this quinone on the
outer surface of the membrane. It then quickly picks up a proton from the

surrounding solution, creating a neutral form. This diffuses through the
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Figure 6-18 An artificial photosynthetic molecule was created by linking a porphyrin, which absorbs light,
with a naphthoquinone and a carotene, which allow the transport of the electron that is activated by light. Re-
searchers placed this molecule in a liposome along with a lipid-soluble quinone and ATP synthase. The result
was a liposome that could use light to build ATP.

membrane and, on the inside, it donates its electron back to the carotenoid,
releasing the proton inside the liposome. The result is a pumping of protons
into the liposome, powered by light. They then used this gradient to power
ATP production. They added ATP synthase to the membrane, which pro-
duced ATP as protons were allowed to flow outward. A remarkable yield
was observed despite the extreme economy of the molecular design. One
ATP was formed for every 14 photons of incident light.
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Poliovirus Has Been Created with Only a Genetic Blueprint

The genomes of many organisms have been sequenced, revealing the basic
plans for life. This raises an important question: Can we create a living or-
ganism based only on these genetic plans? Jeronimo Cello, Aniko Paul ,and
Eckard Wimmer have made the first step. They have taken genetic informa-
tion available in public databases and built a working virus from scratch.
This is a remarkable achievement, indicating that the actual physical struc-
tures are the only pieces needed to achieve the biological function. As the
authors relate: “If the ability to replicate is an attribute of life, then
poliovirus is a chemical [Cas; 650H492,388N08,2450131,196750152340] With a life
cycle.”

Poliovirus is a simple virus, composed of a single strand of RNA 7741
bases long and 60 copies of each of four proteins. To create an infectious
virus, these pieces needed to be constructed and then assembled. They be-
gan with the nucleotide sequence of the virus, which is available in public
databases. Then they purchased pieces of DNA from commercial sources
that covered the entire sequence of the virus and assembled them into a
double-stranded DNA version of the viral genome. The viral RNA was then
created from this template with a purified RNA polymerase enzyme. This
RNA was then added to a cellular extract, which contained only the cyto-
plasm of a human cell. This extract contained all of the necessary machinery
for protein synthesis and quickly constructed the viral proteins from the
synthetic RNA. Natural proteases in the extract also processed the viral pro-
tein properly, forming the four separate poliovirus proteins. The parts then
assembled spontaneously into infectious viruses (Figure 6-19).

By all expectations, creation of a living cell based only on its genome
will be far more difficult. Much of the mechanism of life is encapsulated in
the structure of the cell, which must be passed from parent to offspring. For
instance, there is no indication that the shape of mitochondria, the double-
layer form of the nuclear membrane, or the details of the other membrane-
bounded compartments in higher cells are encoded in the DNA. These mor-
phologic details are passed directly from parent to offspring by example,
not through instructions. As our understanding of the functioning of the
genome deepens, we are certain to find many aspects of cells that are

passed epigenetically rather than through the genome. When engineering ar-
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Figure 6-19 Poliovirus, synthesized entirely from scratch for the first time in 2002, is composed of a long
RNA strand carried inside a hollow protein capsid.
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tificial cells, these same features will have to built directly into the con-
structs, instead of letting the genome control all of the work.

HYBRID MATERIALS

When we think of technology, we think of automobiles, cellular phones,
computers, and other durable products of mechanical and electronic engi-
neering. Abundant technologies are available, ranging from the micron lev-
el up, that harness diverse materials, from glass, plastic, and metal, to lubri-
cating oils and flexible rubber, to conductors, semiconductors, and
superconductors. Interfacing these technologies with the more delicate ma-
terials of bionanotechnology is yielding some exciting early fruit.

Nanoscale Conductive Metal Wires May Be Constructed
with DNA

One approach to nanocomputing is to create traditional electronic devices
miniaturized to molecular dimensions. Nanoscale components are beyond
the resolution of top-down lithographic approaches, but the assembly of
electronic components with biological self-assembly as a template is already
showing success. Some of the first applications have used DNA as a tem-
plate for the construction of nanoscale wires. In several cases, researchers
have taken advantage of the many negative charges on the DNA phos-
phates to guide the deposition of narrow tracks of inorganic material. Early
examples include the formation of cadmium sulfide nanoparticles along
DNA strands and the patterning of fullerenes that are derivatized with a
positively charged amino group.

Researchers at the Technion-Israel Institute of Technology have con-
structed nanoscale wires composed of silver grains deposited along a
strand of DNA. The process involved several steps. First, small DNA
oligonucleotides were attached to two gold electrodes. To do this, a disul-
fide group was added to the end of the strands. The sulfur atoms then form
a tight interaction with the gold electrodes. The template DNA strand was
then created with sticky ends that pair with the two oligonucleotides. The

long template strand was attached, bridging the two electrodes by anneal-



286

Bionanotechnology Today

ing to the two end connectors. To create the wire, a concentrated solution of
silver nitrate was then added, which replaces the sodium ions that normally
associate with the DNA phosphates. This forms a line of silver ions along
the DNA backbone. Each of these silver ions was then used to nucleate larg-
er silver aggregates, which were then used to create silver grains in a
process akin to photographic development. The resultant wire was 12 pm
long and about 100 nm wide.

As a further refinement, they used recA protein, a recombination pro-
tein that pairs DNA strands with similar sequences, to protect portions of
the DNA strand. This forms a removable “resist” that blocks the deposition
of metal and creates functional gaps in the nanowire. They term this process
molecular lithography. It requires several steps. Aldehyde groups are added
to the DNA, and the complex with recA is formed, creating the template.
Silver aggregates are then formed by the aldehyde groups on the DNA, in
portions where it is exposed. Finally, the silver aggregates serve as catalysts
for the deposition of gold, creating conductive gold wires (Figure 6-20).

Patterned Aggregates of Gold Nanoparticles Are Formed
with DNA

Chad A. Mirkin has used DNA to create defined aggregates of gold
nanoparticles. Short single strands of DNA are modified with propylthiol
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Figure 6-20 DNA has been used as a template to create this gold wire connecting
two electrodes. (Figure 2a from Keren, K. et al. (2002) “Sequence Specific Molecular
Lithography on Single DNA Molecules.” Science 297, p. 73.)
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groups, which bind tightly to the surface of the gold nanoparticles. A DNA
strand with sticky ends is then added to the solution. It pairs with the
nanoparticle-bound sequences and positions two neighboring particles at a
defined distance from each other, defined by the length of the connecting
DNA strand. As Mirkin says, this scheme “allows one to control particle pe-
riodicity, inter-particle distance, strength of the particle interconnects, and
size and chemical identity of the particles in the targeted macroscopic struc-
ture.” By employing the complex branched and three-dimensional DNA
structures that have been developed by Seeman, it is easy to imagine a vari-
ety of complex nanoparticulate constructions.

One application has already emerged from this work. When the gold
nanoparticles aggregate, the color of the solution changes from red to blue.
This has been used to create a colorimetric assay for specific DNA se-
quences. Gold nanoparticles are coated with single-stranded DNA that is
complementary to the two halves of the DNA sequence to be assayed. If the
DNA is present in test solutions, it will aggregate these particles, inducing a
color shift that is easily detected.

DNA Flexes a Sensitive Mechanical Lever

Many different types of molecules bind onto surfaces and induce surface
stresses. If this surface is on a thin sheet of material, the molecules can cause
the sheet to bend when they attach. Researchers at IBM and the University
of Basel have harnessed this property to create a microscale silicon can-
tilever that detects DNA (Figure 6-21).

The cantilevers were constructed of silicon by microfabrication tech-
niques. They are 1 pm thick, 100 wm wide, and 500 pm long, coated with
gold on one side. Short DNA single strands, 12 to 16 nucleotides in length,
were synthesized with a sulfur atom at one end, which fixed them to the
gold surface. The complementary DNA strands were then added to the so-
lution, and the bending was observed by watching the deflection of an opti-
cal beam bounced off the cantilever. The method was surprisingly sensitive.
They were able to identify the difference in binding between the perfectly
matched DNA and DNA strands that had a single mismatched base pair.

This is a potentially useful technology because the DNA that is being
tested can be used directly with no modifications. Other methods require
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Figure 6-21 A microfabricated silicon cantilever has been used to detect specific
DNA sequences in a sample. The sample DNA binds to oligonucleotides bound to
the surface of the cantilever, inducing stresses on the surface that cause it to bend.
(Figure 1 from Fritz, J. et al. (2000) “Translating Biomolecular Recognition into
Nanomechanics.” Science 288, p. 316.)

labeling of DNA samples with radioactive isotopes or other molecules that
are easily detected. In this system, only the native DNA strand is needed.
The device is also reusable. The DNA sample can be removed, allowing use
on other samples. The small size of the cantilevers also allows the creation
of parallel arrays, allowing large numbers of different sequences to be test-
ed on one small chip. The researchers propose that the magnitude of the de-
flection is sufficient to operate microfluidic devices, allowing a direct con-
nection between a molecular event—DNA binding—and a microscale
operation.

Researchers Are Harnessing Biomineralization

Strong, resilient biomaterials may be created by using a combination of bio-
logical materials and minerals. As described in Chapter 5, many different
examples of composites of minerals and biomaterials may be found in na-
ture. Researchers are beginning to harness these natural materials to en-
hance the properties of nanostructured materials.

Researchers can now create glassy amorphous silica on demand, using
biological processes. In one application, researchers have looked to sea
sponges for methods. These sponges build spicules composed of a thin
strand of protein surrounded by silica. The proteins are termed silicateins,
and it was found that they can catalyze the formation of amorphous silica
by using tetraethoxysilane as a starting material. Looking to simplify the
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process, several simple polypeptides were tested for similar activity. It was
found that large polymers, composed of blocks of 10 to 30 cysteine amino
acids separated by blocks of several hundred lysine amino acids, could per-
form the same reaction. The blocks of cysteine align the tetraethoxysilane
molecules and catalyze the polymerization, and the lysine amino acids are
needed to make the entire chain soluble. Remarkably, different forms of sil-
ica could be formed under different conditions (Figure 6-22). In the absence
of air, hard, transparent spheres were formed. However, in the presence of
oxygen, the cysteine amino acids form disulfide linkages. When these were
used to form silica, packed columns of silica were formed.

Looking to diatoms for inspiration, researchers at the Air Force Re-
search Laboratory and the University of Cincinnati have isolated a short
peptide that can catalyze the formation of silica from silicic acid (Figure
6-23). The 19-amino acid peptide has many serine amino acids and can per-
form this reaction under very mild conditions, forming silica nanospheres
within minutes. They mixed this peptide with acrylates, which may then be
photopolymerized with infrared lasers. A thin layer of the acrylate-peptide
mixture was plated onto glass, and then a holographic image was used to
cure the mixture. Areas of the pattern that received the largest doses of light

Figure 6-22 Two different morphologies of silica were formed with large peptides composed of cysteine
and lysine. When sheltered from air, hard, transparent spheres were formed, but in the presence of oxygen,
packed columns were produced. (Figure 2 from Cha, J. N. et al. (2000) “Biomimetic Synthesis of Ordered Sil-

ica Structures Mediated by Block Copolymers.” Nature 403, p. 291.)
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Figure 6-23 An ordered two-dimensional array of silica nanospheres was formed
within in a hologram by using biomineralization peptides from diatoms. (Figure 3b
from Brott, L. L. et al. (2001) “Ultrafast Holographic Nanopatterning of Biocatalyti-
cally Formed Silica.” Nature 413, p. 293.)

are highly cross-linked, so the peptide tends to separate into the regions
that receive lower doses. The template was then used to create silica nanos-
pheres, which aligned in the grooves between the highly cross-linked areas.
When tested, the silica-deposited hologram diffracted light 50 times more
strongly than holograms without the silica nanospheres.

BIOSENSORS

Many applications in medicine, environmental analysis, and the chemical
industry require sensitive methods for sensing small organic molecules.
Our sense of smell and taste are designed to perform exactly this task, and
the immune system recognizes millions of different molecules. Recognition
of small molecules is a specialty of biomolecules, so they provide an attrac-
tive approach to the creation of specific sensors. Two components are need-
ed: the recognition element and some mechanism for readout once the

recognition element has found its target. Often, the recognition element
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may be taken unchanged from the biological source. The challenge is to de-
sign a suitable interface to a macroscale readout device.

Antibodies Are Widely Used as Biosensors

Antibodies are nature’s premier biosensors, so it comes as no surprise that
the development of diagnostic tests using antibodies has been one of the
major successes of biotechnology. Perhaps the most familiar example is the
simple test used to determine blood type. This is the simplest possible form
of immunotesting, taking advantage of two properties of antibodies: their
specificity and their ability to cross-link targets. The blood type test is com-
posed of a collection of antibodies that recognize specific sugars on the sur-
faces of red blood cells. The antibody is added to the blood, and if the par-
ticular blood type is present on the cells, the antibodies bind to the surface,
sticking many cells together. The result is a clumping of cells that is easily
seen with the naked eye.

These types of precipitation reactions require large quantities of both
the sample and the antibodies. Methods that are far more sensitive have
been developed to allow smaller samples to be tested. Some of these are so
sensitive that they can detect less than a thousand individual molecules in a
sample. These tests attach a reporter group to the antibody, which creates
the signal that is actually detected. Antibodies may be labeled with radioac-
tive iodine or tritium and the presence of radiation used to quantify the
amount of bound antibody. Powerful biosensors are created by linking anti-
bodies to specific enzymes such as B-D-galactosidase or alkaline phos-
phatase. These enzymes then convert dye molecules to colored forms that
can be detected. The most sensitive methods employ the detection of lumi-
nescent or fluorescent molecules, either connected to the antibodies or cre-
ated by antibody-linked enzymes.

Pregnancy tests provide an example of how these tests can be stream-
lined for use in the home. Many variations are available from different
providers using monoclonal antibodies that detect the presence of chorionic
gonadotropin (CG), a small protein in the urine. A test from Abbott Labora-
tories uses a clever one-step process. The sample of urine is applied at one
end, and it soaks through a fiber pad from one end to the other. First, the
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sample encounters a section with antibodies that have colloidal selenium
particles attached, which are bright red. If the sample contains CG, it binds
to the antibody. Then, as the sample continues through the pad, it drags the
colored antibody and the bound CG with it. They next encounter two
stripes of antibodies that are attached to the pad. One stripe is horizontal
and contains specific antibodies that attach to the test antibodies. Some of
the red antibodies stick here, creating at least a “minus” sign in all tests. The
other stripe is vertical, and contains more antibodies that are specific for
CG. If the sample contains CG, the CG-antibody complexes bind to these,

forming a vertical stripe and completing a “plus” sign.

Biosensors Detect Glucose Levels for Management
of Diabetes

Glucose biosensors are some of the most successful biosensors on the mar-
ket today. People living with diabetes require convenient methods for mon-
itoring glucose levels. Implanted sensors and noninvasive sensors are un-
der development, but currently the most accessible approach is a handheld
biosensor that analyzes a drop of blood.

The biosensor relies on the fungal enzyme glucose oxidase, which com-
bines glucose and oxygen to form gluconic acid and hydrogen peroxide. A
sensor can be designed to detect the amount of hydrogen peroxide formed.
In the 1960s, Leland C. Clark had the clever idea to hold the enzyme very
close to a platinum electrode with a membrane, so that the chemical
changes could be followed by watching changes in the current at the elec-
trode. This idea proved effective, and a series of laboratory-sized instru-
ments were developed based on the sensing of peroxide.

To make a portable, consistent glucose biosensor for the home, howev-
er, a change in methodology was needed. The oxygen-to-peroxide change is
hard to standardize, because of the need for consistent oxygen levels and in-
terference by other molecules in the blood. Instead, a slightly different
method was developed. Instead of oxygen, a mediator molecule is used to
deliver the signal to the electrode. Ferrocene, a small molecule with an iron
ion trapped between two cyclopentadiene rings, was found to be an effec-
tive mediator. Handheld meters that use disposable electrodes with enzyme
and mediator are available commercially. Now, in a matter of seconds, glu-
cose levels may be measured in a small drop of blood.



Figure 6-24 A DNA detector is created by tethering a short single strand of DNA (shown in pink) inside the
pore of hemolysin (shown in gray). When the complementary strand is added to the solution, it binds to the
tethered strand, blocking the pore.
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A small modification can change a biosensor into a biofuel cell. In biofu-
el cells, specific enzymes are tethered to two electrodes, performing reac-
tions that strip electrons from the fuel at one electrode and replace them on
oxygen at the other electrode. Adam Heller has created a biofuel cell that
uses glucose as its fuel. On one electrode, glucose oxidase extracts electrons
from glucose, converting it to glucolactone. Then a second electrode is
added with an enzyme that replaces the electrons, forming a closed circuit.
For instance, the enzyme laccase may be used, which adds electrons to oxy-
gen, forming water.

Engineered Nanopores Detect Specific DNA Sequences

Researchers at Texas A&M University have designed a biosensor that can
detect short strands of DNA, about seven nucleotides in length (Figure 6-
24). The sensor is based on the bacterial protein hemolysin. Hemolysin is
composed of seven protein chains that form a pore through lipid bilayers.
In nature, this is used as a toxin. As a biosensor, hemolysin is embedded in
a membrane separating two chambers. An electrical potential is applied
across the membrane, which draws ions through the pore from one cham-
ber to the other. The current through this pore is monitored, and when the
nanopores are blocked an abrupt change in the current is easily detected.
Hemolysin has a large chamber at one end, 3-4 nm in diameter, and a
narrow tube that crosses the membrane, about 1.4 nm in diameter. To create
the sensor, the researchers tethered a short DNA strand to one protein sub-
unit inside the large chamber. This single strand does not block the pore, so
ions are free to pass. The DNA strands to be tested are added to the solu-
tion, where they are drawn into the pore by the electrical potential. If a
DNA strand does not match the DNA tethered inside, it passes quickly
through the pore, reducing the current for about a tenth of a microsecond. If
a DNA strand is complementary, however, it binds to the tethered strand
and partially blocks the entry to the pore, causing a reduction in the current
that lasts about 45 ws. Eventually, the strand dissociates and passes through
the pore, restoring the current. By monitoring the time that DNA strands re-
mained bound to the sensor, they could discriminate perfect matches from

matches with a single mismatched nucleotide.



THE FUTURE OF
BIONANOTECHNOLOGY

What would happen if we could arrange atoms one by one
the way we want them?
—Richard Feynman

What will the nanotechnology of the twenty-first century look like? Many
people envision a technology of macroscopic machines shrunken to nano-
meter size: nanorobots with nanometer-scale gears, pulleys, gates, and
latches; assemblers with rigid rectilinear struts and circular bearings; stor-
age tanks surrounded by rigid walls of diamond. These machines emulate
in every detail the machines that we use today in the macroscopic world. It
is a compelling vision, filled with exciting prospects. But, is it the only
course?

Instead, will nanotechnology be a forest of trees, capturing light to cre-
ate plastic building materials, ceramic components, or entire dwellings?
Will nanotechnology look like a stagnant pool, where cell-like nanoma-
chines feverishly create tailored medicinal compounds, packaging them in
custom delivery vessels? Nanotechnology may be a computer that runs not
on electricity but instead on sugar and oxygen. Or nanotechnology may
look exactly like a virus, but a virus customized to seek out and destroy can-
cerous tissues in each patient.

Bionanotechnology is a reality today. Through a confluence of experi-
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mental knowledge from biology, chemistry, physics, and computer science,
we understand the processes of life in sufficient detail to harness biomole-
cules for our own use. An entirely new realm of wet-ware, nanoscale ma-
chines that operate under physiological conditions, is open for the taking.
Many of the goals of bionanotechnology and nanomedicine may be de-
scribed as augmented biology: We are looking for nanomachines to perform
functions normally done by biomolecules or by entire cells, but to do these
jobs even better. Wet-ware is perfect for these applications, because these
jobs will be performed in environments that are consistent with biological
molecules—warm, wet, and salty.

Looking forward, the possibilities, some speculative science and some
still the realm of science fiction, are tremendous. We have barely scratched
the surface.

A TIMETABLE FOR BIONANOTECHNOLOGY

What might we expect in the future? Of course, it is always dangerous to
speculate, because unforeseen developments are at the heart of most cultur-
al and scientific shifts. Automobiles, trains, and airplanes are steadily
shrinking and linking the world. The discovery of microscopic life and the
subsequent international effort in antisepsis have doubled the length of our
lives. Computers have made entire worlds of inquiry possible and raised
important questions about our own minds. The world wide web has ex-
panded our ideas of information and communication. In each case, a scien-
tific or engineering advance opened a previously unimagined world. That
said, what might we expect of bionanotechnology given foreseeable ad-
vances in our current understanding?

First of all, we can expect a solution to the protein folding problem. This
will allow prediction of structure and function for a protein of arbitrary se-
quence, allowing the design of novel bionanomachines. This is a key step in
bionanotechnology—extrapolating from existing machinery can only take
us so far. By current expectations, effective computational methods for pro-
tein structure prediction should be expected in the next decade or so. And
once natural proteins are understood, we can move on to the larger problem
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of improving and expanding the natural building materials for increasingly
nonbiological applications.

Cellular engineering is another probability. Given the rapidly growing
number of genomes and proteomes, we will have a full parts list of living
cells in the near future. The coming decades will yield an understanding of
how these parts are arranged and how they interact to perform the process-
es of life. With this understanding will come the ability to modify, tailoring
new cells for custom applications. Already, bacterial cells have been engi-
neered to create specific products, such as growth hormone and insulin. In
the future, we will see cells that clean pollution, that make plastic and other
raw materials, that fight disease, and that are used for countless other appli-
cations.

Organismic engineering will open many doors, but so far only natural
methods are available. We have a long history of artificially accelerating
evolution. People have bred organisms for centuries, creating organisms
better fit to human welfare. With understanding of the molecular processes
of development, the exciting possibility of engineering organisms from
scratch will become possible. By directly modifying the genome of organ-
isms, all manner of changes might be made. Already, genetic engineering is
improving the properties of agricultural plants and animals, although rais-
ing important questions about safety. We may also move on to engineering
our own bodies, for improved health and welfare.

What about unforeseeable advances? For this, we might look to the
gray areas of biology and speculate on areas that might lead to advances as
further secrets of nature are revealed.

Thus far, biology appears to act at a level larger than the quantum scale,
using deterministic processes. The indeterminacy of quantum mechanics is
intimately involved in covalent bonding, reaction kinetics, and electron
transfer, but in very predictable ways. We can express these in terms of
bond lengths and rates of reaction or transfer, so that none of the miracles of
quantum mechanics—such as information traveling faster than the speed of
light when quantum mechanical states collapse—need to be taken into ac-
count. This does not mean, however, that they cannot be harnessed. Given
that bionanomachines operate so close to the quantum scale, they are the

perfect candidates for creation of a new quantum technology. Exciting con-
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cepts in quantum computing and quantum communication are being stud-
ied in theory and in physics laboratories. Bionanomachines may provide
the pathway to translate these ideas into practical applications.
Consciousness is still a mystery that may hold unforeseeable surprises
in the future. Consciousness is thought by some to be a consequence of
complexity, something that will simply appear as soon as our own creations
get complicated enough. Others see consciousness as an irreducible proper-
ty, perhaps a consequence of quantum indeterminacy or perhaps relying on
something more metaphysical. As the study of neurobiology expands,
thought and memory appear to be solidly rooted in cellular and molecular
structure. If consciousness also turns out to be reducible to physical princi-
ples, creation of consciousness in artificial objects (beings?) will create di-
verse opportunities. The subtlety and range of response in biological sys-

tems may be the most successful way to create this mysterious property.

LESSONS FOR MOLECULAR NANOTECHNOLOGY

The speculative nanotechnology proposed by Drexler and other molecular
nanotechnologists is based on a method of mechanically adding atoms one
at a time to a growing structure, through the use of an assembler. Richard E.
Smalley has presented two problems with this approach, which he terms
the “thick fingers problem” and the “sticky fingers problem.”

The “thick fingers problem” is based on the atomicity of all nanoma-
chinery. Because the machine is made of atoms, it cannot have structural
details that are finer than the size of the component atoms. This reduces the
options for the small constellation of atoms in an assembler that directly in-
teract with the atoms being added to a growing product. Smalley points out
that to generate a general-purpose assembler, a variety of chemical environ-
ments will be needed and it will prove impossible to design stable robot fin-
gers that can be placed together to create an atom-sized space.

The “sticky fingers problem” is based on the interaction of atoms,
which is far different from the interactions of familiar objects. Atoms are
sticky. When they get close to one another, they form stable interactions
through dispersion forces, hydrogen bonds, and electrostatics. Smalley

points out that the interaction with the robot may be just as strong as the in-
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teraction with the product, so atoms may remain stuck to the robot arm.
Imagine an analogy in our real world. Take a bag of marbles and coat each
with a thick layer of rubber cement. Now, with fingers also coated in glue,
try to build a pyramid on the table. Challenging.

Of course, the fact that you are sitting here reading these words is proof
that both of these problems have solutions. These problems may prove in-
surmountable for the diamondoid-based mechanosynthesis as envisioned
by molecular nanotechnology, but real, working solutions for creating ob-
jects from the bottom up by direct manipulation of individual atoms have
been developed by biological systems. The solution discovered by nature is
hierarchical, using atom-level nanotechnology when possible and self-as-
sembly when it is not.

Enzymes must solve both of these problems. They must create a mole-
cule-sized active site using only atoms, and they must capture their sub-
strates and release their products. Active sites are created with a large over-
head of protein infrastructure around the active site, using hundreds of
times as many atoms as are needed to interact directly with the substrate.
This large infrastructure allows for the precise placement of atoms to form
the active site, to tolerances much smaller than the radius of the atom. Prod-
ucts are released by carefully tailoring the binding strength: The active site
is designed to bind tightly to the unstable transition state but not to the
products. The shape of the active site favors reaction and then release. In
many cases, however, the release of products remains the slowest step of
the reaction, showing that nature is still plagued by sticky fingers.

Enzymatic assembly is useful for a certain class of reactions. In general,
the enzyme must be able to surround the molecules being modified, creat-
ing an enclosed chemical environment. This is excellent for creation of cus-
tom organic molecules and for creation of linear polymers. But for the cre-
ation of large, three-dimensional objects, the approach fails. Enzymes are
not generally effective when faced with a flat wall and asked to make
changes. So self-assembly is used to create larger structures. Design of pro-
tein and nucleic acid polymers that spontaneously fold into stable, globular
structure allows the design of modular units, which then self-assemble into
objects of any desired size. These 10- to 100-nm modules are far easier to

manipulate than individual atoms, and a variety of modification machinery



300

The Future of Bionanotechnology

can lay bricks, modify surfaces, activate modules on site, cross-link modules
once assembled, and countless other variations.

As we work to design synthetic methods for nanotechnology, there are
two key lessons to be learned from biology, lessons that are also learned
from chemistry. First, combination of specific atoms into molecules is a dif-
ficult and challenging task. In both biology and chemistry, each new mole-
cule, each new bond, requires the design of a custom technique. By all ex-
pectations, if we desire to build objects atom by atom, we will have to
employ a large set of construction tools tailored specifically for each new as-
sembly task. If, however, we are willing to step up one level coarser and use
polymers to build our nanoscale objects, the construction task becomes im-
measurably easier. Then a single synthetic reaction may be used in all cases,
but a wide variety of monomer units can be used to create a variety of final
products. With polymers, we cannot choose any arbitrary combination of
atoms. We are limited to the polymeric linkage scheme that we choose. But
we gain incredible ease of synthesis and flexibility of design specification.
Looking to nature and chemistry, we see a combination of the two tech-
niques: designing specific molecules atom by atom through laborious de-
sign of appropriate enzymes and use of proteins, plastics, and other poly-
mers when larger structures are needed.

THREE CASE STUDIES

Natural biomachinery provides working examples of nanomachines in ac-
tion. Study of molecular biology is an excellent way to get a feeling for how
machines work at the nanoscale. The principles are different from anything
employed in macroscopic engineering, so our intuition will often play us
false. Nanoscale flywheels or eggbeaters that homogenize individual cells
are questionable constructs, just as Brownian ratchets are difficult to con-
ceive at the macroscale. By looking to biology, we can see how different
functional goals are realized in nanoscale machinery.

In this section, I explore three speculative case studies. These start with
a particular nanoscale task that we would like to perform and then look to
biology for insight into how to proceed.
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Case Study: Nanotube Synthase

Consider a reasonable short-term goal: the creation of a mechanism for syn-
thesizing carbon nanotubes of defined composition. This is a good example
of a task at which natural biomachinery could excel. Imagine starting from a
simple hydrocarbon ring created by traditional organic chemistry. Then the
nanotube synthase adds carbon atoms to the edge, building a nanotube of
precise diameter and bonding geometry (Figure 7-1). If the starting rings are
immobilized on a substrate, a parallel bundle of nanotubes will be pro-
duced. If they are in solution, a random three-dimensional network will re-
sult.

Several challenges must be faced. The first is development of a set of re-
actions for building the nanotube section by section. Many reactions are
available for use as models. In particular, many of the carbon addition reac-
tions that use folate as a cofactor might provide models on which to build.

Figure 7-1 This speculative model of a nanotube synthase includes a bound folate
molecule, shown in dark pink, that delivers two-carbon units for the reaction. The
protein encircles the nanotube, making the reaction more processive and defining
the size of the synthetic nanotube.
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Folate is a carrier of activated carbon atoms, providing a source of carbon
atoms for synthesis and a ready handle for accurate positioning by the en-
zyme. A folatelike cofactor that carries an ethylene group might provide a
ready source of two-carbon stock material for the reaction.

Once the basic reaction is defined, the set of enzymes needed to per-
form the reaction must be designed. An evolutionary approach, such as cat-
alytic antibodies or SELEX, could be used to search for appropriate mole-
cules or for starting points for further optimization. The tricky part of this
approach is the design of an appropriate transition state mimic that is used
to select the catalytic antibody or ribozyme. A smaller model system that
mimics the reaction, such as the transfer of the two-carbon ethylene group
from folate to an aromatic carbon ring, might be used to design the basic en-
zymatic strategy. This machinery could then be added to the larger syn-
thase complex that both recognizes the leading edge of the tube and per-
forms the synthesis reaction.

The active site must position both the growing nanotube and the new
carbon group that will be added. The portion of the nanotube synthase
recognizing the stock material is not a problem, because it will most likely
be attached to a recognizable carrier such as folate. The portion recogniz-
ing the nanotube is more difficult, because the nanotube presents a
smooth, carbon-rich surface with no convenient polar atoms for recogni-
tion. Examples from fatty acid synthesis and cholesterol synthesis can pro-
vide some possible leads. In these cases, the active sites are lined with car-
bon-rich amino acids, favoring the binding of carbon-rich substrates. The
shape is also carefully tailored to fit only to molecules of the desired size.
With the nanotube synthase, we have two surfaces to recognize: the outer
surface and the inner surface of the tube. By creating a nanotube synthase
that encircles the nanotube and perhaps inserts a short loop into the lumen
of the tube, the diameter of the tube may be controlled. As an added ben-
efit, the intimate interaction of the enzyme and nanotube may make the
enzyme more processive, performing many steps before dissociating and
finding a new nanotube.

This goal has the potential to be solved in the next decade or two. All of
the necessary tools are becoming available. Evolutionary methods such as

catalytic antibodies provide a mechanism for finding the active site machin-
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ery, and prediction methods will allow the mechanism to be refined and
perfected. Our growing ability to predict protein folding will allow opti-
mization of the design for stability and specificity. And the powerful mech-
anisms of biotechnology will allow synthesis of large quantities of the final
product. Custom enzymes with exotic activities are, by all expectations, just
around the corner.

Case Study: A General Nanoscale Assembler

The construction of a molecular assembler is seen by many as being the
gateway to nanotechnology. This certainly was the case in nature—once the
ribosome was perfected, the evolution of life exploded into the diverse
species observed today. The ribosome is a working example of a specific as-
sembler. It creates linear chains of a specific set of building blocks based on
a linear information storage medium. What are some considerations for ex-
tending nanoscale assembly to more general approaches?

The first need is an information storage medium. The ribosome demon-
strates the effectiveness of a linear storage medium composed of a small
number of atoms. This information may be read directly and used to specify
the location of parts and to control the process of construction. It is read like
a punched paper tape, specifying a sequential list of instructions. It has the
added advantage of acting as a template in some cases, with the actual
atomic structure of the storage medium being used to orient the construc-
tion apparatus or the modules being connected.

The second need is positional control. There is no precedent in nature for
general positional control over subnanoscale lengths, of the kind proposed
in molecular nanotechnology. The examples from biology would seem to
warrant caution about the idea of mechanosynthesis, which requires ab-
solute positioning of about 0.01 nm over a range of 1-10 nm in three dimen-
sions. Biological systems show that positional control may be very fine, but
in specific orientations, not over a large range. In bionanomachines, posi-
tions are specified relative to template molecules, such as DNA, actin fila-
ments, or enzyme active sites. Enzymes act as defined templates for given
reactions and require a large overhead of infrastructure to form the proper

molecular geometry to create this template. When motion is needed, it is
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performed group by group, as in polymerases moving along DNA, or sub-
unit by subunit, as in myosin moving along actin.

The success of molecular nanotechnology is contingent on the construc-
tion of a molecular assembler with full three-dimensional addressability.
With this assembler, individual atoms or molecular fragments are placed in
three-dimensional space, building an object of fully defined three-dimen-
sional structure. The only existing information-driven assembler, the ribo-
some, is a linear assembler, not a three-dimensional assembler. The three-
dimensional structure of the products is adopted by folding after release of
the linear chain. This is far more limiting than the speculative assemblers,
which expand the range of products from self-assembling linear polymers
into fully defined three-dimensional constructs.

We might imagine a biologically inspired assembler that uses tech-
niques similar to those of the ribosome to build a three-dimensional lattice
product instead of a linear product. The same technique of aligning a specif-
ic carrier molecule (the tRNA) is based on instructions in a linear or other
storage medium (the mRNA). The assembler would be far more complex,
requiring a mechanism for translocating from a given position to another
position based on the blueprint. In the case of the ribosome, the transloca-
tion is a simple displacement of the last carrier molecule, pushing the RNA
one step forward and the growing product polymer one step forward. A
similar displacement might be imagined in two or three dimensions, per-
haps using carrier molecules that act simply as displacement effectors,
which are followed by carriers that add the next subunit once the proper
position is adopted.

Of course, there are dozens of potential conceptual problems that must
be addressed. Because the ribosome surrounds the informational molecule
and guides the product through a narrow tunnel, it is highly processive. It
is difficult to imagine a similar geometry that will make a three-dimension-
al assembler as processive. Also, the ribosome creates a product with no
gaps. Most three-dimensional products, however, are not solid blocks. The
mechanisms of translocating the assembler from one site to the next must
therefore include methods to deal with holes and edges.

The final need is molecular synthesis. Of all of the needs for creation of a
nanoscale assembler, the chemistry presents the least problem. This problem
has been solved, and there are thousands of biological examples of how to
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perform specific chemical reactions at a given position and at the desired
time. Chemical groups may be attached to specific carrier groups to ensure
directional transfer of the group. Active site templates may be constructed
around the site of attachment, speeding the reaction and reducing unwanted
competing reactions. The principles used in natural enzymes may be applied
to grip the carrier group, to construct the proper catalytic environment, and
to provide the proper environment to discourage the reverse reaction.

Many enzymes take advantage of a modular active site. For instance,
nucleotide-binding folds may be combined with other functional sites to
add ATP binding to the active site. A similar modularity might be envi-
sioned in a speculative assembler, allowing different functionalities to be
swapped for a given synthetic task. The important lesson is that each func-
tional site is composed of a collection of surrounding atoms, creating the
proper environment for binding and catalysis. One cannot think of atoms
displayed on a functional tip of an assembler; rather, one must think of the
assembler as creating the proper environment for positioning and transfer
of the atom.

Alternatively, all of the necessary technology is available today for a hy-
brid approach to a general assembler. The information storage and posi-
tional control could be performed with macroscale technology: the atomic
force microscope. An enzyme could be added to the tip, where it would
perform a nanoscale synthesis on the growing product. We might imagine
this assembler working in two modes. It might work in an additive mode,
where atoms or molecules are added to a growing product one by one. The
enzyme is positioned in the proper place, and the raw materials enter the
active site by diffusion from the surrounding medium. We might also use
the assembler in a subtractive mode, starting with a solid substrate—crys-
tals, collagen fibers, cellulose, or other solid materials—and using an AFM-
positioned digestive enzyme to etch the structure into the substrate. In ei-
ther case, the process would be laborious, and methods to ensure that each

synthetic step has occurred would be necessary.

Case Study: Nanosurveillance

One of the great promises from visionaries in nanotechnology is increased
longevity or even immortality. They envision nanorobots that circulate
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through the body, repairing damage and performing daily maintenance. By
remodeling the structures that connect cells, the effects of aging could be
countered. By going inside cells and correcting changes, degenerative dis-
eases and cancer could be battled at their source. Amyloid deposits could be
cleared, removing the danger of Alzheimer disease. Proteins in the eye lens,
one of the few proteins that are built to last for decades, could be repaired,
removing the danger of cataracts.

As a case study, let’s explore the effort that would be needed to correct
one important problem: mutation of the p53 gene that contributes to many
forms of cancer. The p53 gene is present in every cell, where it acts as a
watchdog to control growth. Mutations in this gene can compromise its
function, allowing uncontrolled growth that can lead to cancer. So one duty
of a speculative nanorobot would be to watch for mutations in the p53 gene
and correct them when they appear.

Several considerations must be addressed. First is the issue of speed.
Every cell in the body must be monitored. It would probably be sufficient
to check each cell once a year—the effects of p53 mutation take some time
to manifest themselves in the form of cancer. The nanorobot will need to
enter a cell, find its way to the nucleus, and then examine the entire
genome, looking for the p53 gene. For the purposes of this study, assume
that the searching, reading, and verifying operations will proceed at
speeds similar to the process of DNA replication, about 500 nucleotides
per second. At this speed, it would take about 2 months for the nanorobot
to scan the entire human genome and to find the p53 gene. Allowing time
to travel from cell to cell, this requires about a trillion nanorobots to mon-
itor all of cells in a human being once per year. A trillion nanorobots
sounds like a lot, but as Feynman reminded us, molecules (and nanoro-
bots) are really small. If we assume that our nanorobot is about the same
size as a ribosome, we will have to infuse the patient with only about 25
ug of nanorobots to allow monitoring each cell once per year. Note that
this is a worst-case scenario—if we assume that the nanorobot can find the
p53 gene with the same speed as a repressor finds its operator, without
unwinding the DNA double helix, it will need only minutes to find its tar-
get once inside the nucleus.

The second consideration is information storage. The p53 gene contains
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about 1500 nucleotides, along with other regions that control synthesis of
the protein. All must be verified and/or corrected. As a best-case scenario,
we assume that the nanorobot can store this information in a single atom
per base; we find that the information storage alone requires a space of
about half the size the protein that is being monitored. As a more realistic
estimate, if we use a strand of nucleic acid to encode the information, a mol-
ecule the same size as the gene must be carried along with the nanorobot to
carry the information. For p53, this is equal, roughly, to the size of the small
subunit of the ribosome.

Along with the information storage, we must add mechanisms for re-
pair. We will have to replace any mutated bases. We might imagine a sim-
ple set of enzymes that excise the faulty base (natural examples of this func-
tionality are available) and then replace it with the proper base. This might
involve two or three separate enzyme activities—an excision step, a replace-
ment step, and perhaps an activation step to prime the strand for addition.
If a templated approach can be taken, as with the ribosome, the same set of
enzymes could be used for all four bases.

The final consideration is entry and exit. Entry into the cell might be ac-
complished through the normal endocytosis processes of cells, assuming
that the nanorobot can withstand the destructive conditions found inside
lysosomes. This is the approach taken by many intracellular parasites, in-
cluding viruses and bacteria, so the keys for entry are available from them.
We might design a lipid-enclosed nanorobot that sheds its lipid container
after entering the cell. We must be careful, however, because this method of
entry often shows differences between cell types, so the resultant nanorobot
may be specific for a given type of cell. In some cases, this may be an advan-
tage—in the case of general surveillance of p53, it is not.

Once in the cytoplasm, however, there are no precedents for entry of
such a large structure into the nucleus. The nucleus is surrounded by a dou-
ble membrane pierced by nuclear pores, but these pores are designed for
specific transport of protein-sized objects. Our nanorobot will presumably
be too large, unless it is designed like a string of beads (this is how large
messenger RNA molecules leave the nucleus). In dividing cells, the nuclear
membrane is disassembled when the genome is separated. Then the DNA

would be directly accessible. However, this would limit the range of the
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nanorobot to cells that divide, such as skin cells and blood stem cells, miss-
ing other classes, such as nerve cells, entirely.

We might look to viruses for methods to leave the cell. Many viruses
form buds from the surface of cells. They create a coating of proteins on
their own surface that interacts with the inner side of the cell membrane,
wrapping the membrane around themselves and pulling themselves out.
The bud pinches off, and the virus is left free in the solution surrounded by
a mini-membrane. This may be ideal for a nanorobot, because it makes it
ready to entry into the next cell.

This analysis reveals why the “repair” paradigm is rarely used in your
body. The investment in resources and information is simply too large. In-
stead, nearly all damage is corrected by replacement. In most cases, proteins
have life spans of minutes to weeks, so damaged proteins are quickly de-
graded and replaced. Damaged cells are destroyed and replaced by entirely
new cells from the surrounding areas. A major exception is DNA, which
carries information that cannot easily be replaced. A variety of corrective
measures are used, but all rely on the damage being local and repairable
without reference to another storehouse of information. Systems are avail-
able for replacing a nucleotide that is chemically altered, using the comple-
mentary strand as the source of information for which base to add.

Creation of a general repair machine designed to maintain, for instance,
the entire genome of a cell appears to be infeasible, based on the amount of
information that must be carried. That being said, the use of targeted repair
machinery may provide extreme benefits. Imagine a set of repair machinery
that corrects a few of the major mutations involved in cancer. These might
be infused into patients at yearly intervals, performing their repairs and
then gracefully breaking down into their component parts within the cells
they repair. This type of one-shot nanorobot would also solve one of the
major problems with current HIV therapy. HIV integrates into the genome
of infected cells and lies dormant for years. No current therapies can find
and destroy these latently infected cells, so infection recurs for many years,
even in the face of continual drug therapy. A patient could be cleared of in-
fection with a nanorobot that seeks out this integrated DNA and kills any
cell that contains it. Ironically, based on the speculation in this case study,

this anti-HIV nanorobot might itself look a lot like a virus.
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ETHICAL CONSIDERATIONS

Bionanotechnology carries with it a grave responsibility. As with any tech-
nology, the potential for misuse is enormous. As articulated by John C.
Polkinghorne, bionanotechnology must retain “respect for life and the need
for a balance of benefit over harm resulting from any intervention.”

We have seen in the past several decades an explosion of technology at
all levels—machinery, electronics, information, and biology. Many people
have reservations about this fast pace. Some are discouraged by the com-
pulsion toward novelty. Many scientists and engineers explore new tech-
nologies simply because they are possible, without spending the time to
think about the implications and consequences. Also, many new technolo-
gies are the domains of experts and large corporations, which may be pur-
suing developments for personal motives that do not reflect goals that best
benefit humanity or the global environment. The governments of many
countries are becoming increasingly aware of the reservations of their pop-
ulace and are enacting regulations to control the more controversial appli-
cations, such as human cloning and embryonic stem cell research. But, of
course, it is difficult to decide where to draw the line between morally ac-
ceptable technology and applications that are morally reprehensible. As we
decide where to draw our own personal line, we might think carefully
about two topics: the respect for life and possible dangers.

Respect for Life

Ponder for a moment the incredible hubris of the entire endeavor of bionan-
otechnology. The natural environment has taken billions of years to perfect
the machinery running our bodies and the bodies of all other living things.
And in a single generation, we usurp this knowledge and press it to our
own use. Today, there is a healthy hesitancy curbing a vast excitement in
many scientists and bioengineers. As articulated by Charles Cantor, “The
more [ reflect on it, the more I am forced to conclude that the next step in
humankind’s evolution is our acquisition of the power to control the evolu-
tion of our own species and all others on this planet. I can only hope that we
use this power wisely.”

The potential for modifying living organisms, and human beings in
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particular, provides immediate moral problems. The genetic engineering of
children, particularly for cosmetic reasons or to improve native ability, rais-
es severe problems for most people, using the argument that children are
not commodities to be picked and sorted through on the department store
shelf. However, the ability to remove hereditary diseases, permanently and
for all successive generations, has an undeniable appeal.

Of course, this dilemma is not, at its heart, anything new. For centuries,
agriculture and medicine have modified biology in profound ways. By se-
lective breeding, we have changed livestock, grains, flowers, dogs, cats, and
countless other organisms into grossly different shapes to provide more
food and to please our senses. To our own bodies, we add substances to
change blood pressure, to fight microorganisms, to relieve pain, and thus
extend our life span by decades. Perhaps, in a few decades, the advances of

nanotechnology will feel as familiar as a hybrid tea rose.

Potential Dangers

The potential dangers of nanotechnology are a favorite topic in current sci-
ence fiction. In particular, the concept of the rogue disassembler/assembler
has been widely discussed, both in fiction and by speculative scientists. We
have abundant precedents for how to proceed (and warnings of how not to
proceed) from other technologies that pose dangers when used improperly.
These include regulations on research in nuclear science and viral research
that may be applied to sensitive applications in bionanotechnology.

Addressing potential dangers can lead to additional moral complica-
tions. Take, for instance, the incorporation of terminator genes into geneti-
cally modified seeds that make them sterile and productive only for a single
generation. Although this provides a ready solution to the possible spread
of the engineered plant, it has been criticized as a method to ensure contin-
ued sales, as farmers will require new seed for each year’s crop. This pro-
vides a significant hardship for farmers in developing countries, where seed
is typically saved from one season to the next, despite the fact that this is the
market often advertised as the major winners for these modified crops.

On a more familiar level, one is faced with the question of the need for

intervention. Just because we have a technology, we are not obligated to use
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it. Modern pharmaceuticals are extending their range from the traditional
realm of infectious disease and life-threatening disorders into cosmetic and
lifestyle changes. One might question the need for medications for weight
control, stress, and even jet lag when behavioral modification can curb the
negative effects in most cases. Medications for reducing the signs of aging
and improving sexual performance can add significantly to quality of life,
but at the cost of side effects. In our present society, individuals are given
the choice for access to these elective treatments, although often without the
proper amount of information on likely consequences. As bionanotechnolo-
gy proceeds and ever more powerful techniques are developed for modify-
ing human biological function, the need for intervention will become an
even greater question and will require careful education of users of the tech-
nology.

Final Thoughts

The potential of bionanotechnology for feeding the world, for improving
our health, for providing rapid and cheap manufacturing with environmen-
tal mindfulness, is immense. But we must temper this excitement with care-
ful thought. The philosophy of manifest destiny, that all things are provid-
ed for our use, is an integral part of Western culture, and is often followed
without introspection and thought as to the potential outcomes. It would
serve us well to look to Nature—to her world-spanning interconnectedness,
to her unassuming creativity, to the sheer wonder of her accomplish-
ments—for guidance as we proceed, tempering the strong cultural forces of
novelty and capital gain.
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SOURCES FOR BIOMOLECULAR STRUCTURES

Most structures were taken from the Protein Data Bank at http://www.pdb.org.
Four letter accession codes for each structure are given below, and full references to
these structures are available in the PDB files.

1-1  ribosome 1fjg, 1jj2

2-1 hemoglobin 1hho

2-2  triose phosphate isomerase 7tim (unfolded manually)

2-3  tropomyosin 1clg; porin 1prn

2-4  collagen 1bkv; insulin 4ins; porin 1prn; trypsin 2ptc; calmodulin 3cln; GCN4
lysa; ferredoxin 1fxd

2-5 ideal DNA generated in InsightII

2-8 thymidine synthase 1lce

2-9  RNA polymerase 1i6h

2-10 ribosome 1gix, 1giy

2-11 ATP synthase 1c17, 1e79

2-13 opsin 1f88

2-16 collagen 1a3i

3-1 ecoRI leri; DNA ligase 1dgs

3-3 taq polymerase ltau

3-5 lysozyme llyd; mutant lysozyme 1135
3-6  antibody 1ligt; exotoxin A likq

3-7 antibodies 1igt, 1bql, lemt

3-9 lysozyme 4lyz, 21zt

3-10 lysozyme 1e8l

3-13 lysozyme llyd

3-14 HIV protease 1hxb
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4-1

4-8
49
4-10
4-11

4-12
4-14

4-16
4-17
4-18
4-20
4-21
4-22
4-23
4-24
4-25

5-1
5-2
5-4

5-6

5-8
5-9
5-10
5-11

5-12
5-15
5-16
5-17
5-26
5-28
5-29
5-35
5-36
5-37
5-36
5-37

6-1

satellite tobacco necrosis virus 2stv

insulin 4ins

superoxide dismutase 2sod

lysozyme 11z1

satellite tobacco necrosis virus 2stv

protein folds 2ccy, Imbn, 1lrv, 1ppr, lccm, 1fbr, 1vie, 1prn, 4bcl, 1stm, 1hed,
1jpc, 1rie, 1got, lair, Indd, 1tim, 1kvd, 1fua, 2dnj

prefoldin 1fxk; GroEL-GroES laon

pepsin 5pep; Max protein lan2; porin 2por; potassium channel 1f6g;
phosphofructokinase 1pfk; aspartate carbamoyltransferase latl; glycolate
oxidase 1gox; glutamine synthetase 2gls; protocatechuate 3,4-dioxygenase
3pcg; ferritin 1hrs; satellite tobacco necrosis virus 2stv

B-tryptase 1a0l; phosphofructokinase 1pfk

actin latn; microtubule 1tub

satellite tobacco necrosis virus 2stv; tomato bushy stunt virus 2tbv

ras protein 121p; cytochrome oxidase 1oco

enolase 3enl

cAMP-dependent protein kinase latp

isoleucyl-tRNA synthetase 1qu2

thermolysin 1hyt, 2tli

adenylate kinase lank, 4ake

insulin 4ins; sequence from J00265 at NCBI, http://www.ncbi.nlm.nih.gov
ribosome 1fjg, 1jj2

ribosome 1gix, 1giy; elongation factors 1dar, 1ttt; aminoacyl-tRNA
synthetases lasy, leiy, 1ffy

aspartyl-tRNA synthetase 1c0a; myosin 1br1l

ferredoxin 1roe; photosystem 1jb0; plastocyanin 1bxu

photosystem 1jb0

ferredoxin 1blu; nitrogenase 1n2c; cytochrome b-c; complex 1bgy

cytochrome b-c; complex 1bgy; cytochrome c 3cyt; cytochrome oxidase 1oco
photosystem 1jb0; ferredoxin 1roe; plastocyanin 1bxu; cytochrome b-c;
complex 1bgy; ATP synthase 1c17, 1e79

triose phosphate isomerase 2ypi

hemoglobin oxy 1hho; deoxy 2hhb

fructose bisphosphatase 4fbp, 5fbp

src protein 2src; pepsinogen 3psg; pepsin Spep

myosin 1br1, 2mys

kinesin 2kin

ATP synthase 1c17; 1e79

porin 1prn

potassium channel 1k4c

ABC transporter 117v

bacteriorhodopsin 1b3w, 1dze

mscL channel, from the supplementary information in Sukharev S., Betanzos
M., Chiang C.S. and Guy H.R. (2001) Nature 409, 720-724.

ribonuclease A 1rta
a3D 2a3d
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6-3

6-6

6-9

6-12
6-15
6-16
6-19
6-24

pna 1lo12

HIV protease 1hsg, 1Thxb, Thxw, 1ohr

hemoglobin 1hho

calixarenes GRJRAE, ADACIR from CCDC, http://www.ccdc.cam.ac.uk
ATP synthase 1e79; streptavidin 1swe

catalytic antibody 1cle

theophylline aptamer 1015

poliovirus 2plv

hemolysin 7ahl
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ABC transporters, 208
flip-flop mechanism of, 207
Acceleration, sensing, 214
Acetylene, 146
Actin, 37, 63, 64,112, 190
as a Brownian ratchet, 201-203
Actin-binding proteins, 180, 192
Actin-depolymerizing factor, 203
Actin filaments, 174-176, 222, 223
network of, 178
Action potentials, in neurons, 225-226
Active sites, 299
of enzymes, 162-163
modular, 305
Adenine, 22, 25,125, 275
recognition of, 124-126
Adenine ring, 147
Adenosine diphosphate (ADP), 145, 191. See
also ADP binding
Adenosine monophosphate (AMP), 131, 148.
See also cAMP-dependent protein kinase
Adenosine triphosphate (ATP), 147-149, 172.
See also ATP synthase
artificial photosynthetic liposome and,
281-282
in Brownian ratchet, 201-202
in cyclic photophosphorylation, 157
linear motor powering by, 190-194
prosthetic groups in, 166
transfer of phosphate to AMP from, 131
Adenosylmethionine (adoMet), 166
Adenovirus, 246, 247
Adenylate kinase, 131
Adhesives, 187-189
Adleman, Leonard M., 262-264
ADP binding, 198
AIDS, 239. See also Anti-AIDS drugs; Human
immunodeficiency virus (HIV)

Alanine, 19
Alcohol, 27
Aldehyde groups, 286
“All-or-nothing” construction, 105
Allosteric complexes, 168
Allosteric motions, 133
protein activity regulation through,
167-170
ribozymes controlled by, 276
Allosteric proteins, 167-170
o-Helices, 17, 94-96, 133, 230, 231, 237
o3D protein, 231
Amber software, 69
Amide linkage, 16
Amino acid chains, 15-19, 93
Amino acids
ATP and, 148
carbon-rich, 19
enzyme active sites and, 162-164
in the hemoglobin chain, 93
modified, 18, 233, 270
nonnatural, 232-235
in protein structures, 16-21, 97, 228-230
reactive, 164
Ampicillin, 49
Amylases, 9
Analog-to-digital conversion, 225
Anhydrides, 280
Animal cells, structure of, 178, 179
Anti-AIDS drugs, 238-240
Antibodies, 54-57, 132. See also Immune
system
as biosensors, 291-292
molecular structure of, 56
purified, 57
resistance to, 49
tethered, 55-57
turning into enzymes, 267-271
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Antibodies (continued)
Y-shaped, 40
Anticancer drugs, 270
Anticancer immunotoxins, 54, 241
Anti-HIV drugs, 239-240
Antioxidant enzymes, with engineered
hemoglobin, 245
Apatite, 41
Aptamers, 273, 274. See also RNA aptamers
binding of, 274-275
protein-specific, 277
Aragonite, 183, 184
Arginine, 23
Artificial blood, 243-245
Artificial life, 277-285
Artificial protein system, 186-187
Artificial protocells, budding in, 278-280
Asparagine, 21
Asparate carbamoyltransferase, 106
Aspartate, 22, 196-197
Aspartyl-tRNA synthetase, 148
Aspirin, 237-238
Assemblers, 3
biotechnological, 34
information-driven, 140
self-replicators versus, 216217
Assembly, enzymatic, 299-300
Assembly subunits, unique interaction
between, 105
Association effect, 115-116
Atomic force microscopy, 64-66
Atomic granularity, of nanomachines,
11-12
Atomicity, combining site tolerance and,
127-129
Atomic positions, determining, 58-60
Atoms. See also Charged atoms
covalent bonding of, 80-84
in nanomachine construction, 77-78
in NMR analysis, 61-62
scanning force microscopy of, 66
in stable molecular structures, 75-76
ATP binding
in ABC transporters, 208
in molecular motors, 191-194
ATP-fueled molecular motors, power strokes
of, 190-194, 203
ATP synthase, 36, 200, 282
in cyclic photophosphorylation, 157
as a rotary motor, 194-201, 257-259
Augmented biology, 296
AutoDock method, 73
Axons, operation of, 225-226

7-Azaindole, in DNA, 235
AZT, 239

Background molecules, 116
Bacteria, 7. See also Thermophilic bacteria
cell structure of, 177-178
engineered, 4, 47-51
flagellar motors of, 194, 198-201, 216
penicillin construction by, 161
porin and, 204, 205
processivity errors in, 142
sensing of chemical gradients by, 216
toxins from, 240-241
Bacteriophage display libraries, peptide
screening with, 271-273
Bacteriorhodopsin, 149
use of light by, 207-211
Baker, David, 229
Base-excision nucleases, 139
Basement membranes, 179-181
Base-pairing rules, 22-23, 248
B-cells, 55-57
Belcher, Angela M., 272
Benzene, structure of, 83
“Betabellin” protein, 230
o-Sheets/strands, 17, 94-96, 133, 230, 237
o-Tryptase, 109
Bilayers
lipid, 26, 117-121, 177, 195, 196
self-organization into, 117-118
Binding sites, 170, 173, 215
Biofuel cells, 294
Biological membranes, flexibility of, 119. See
also Membranes
Biological molecules
atomic force microscopy and, 65, 66
evolutionary limitations of, 28-32
Biological selection, molecular design using,
266-277. See also Evolutionary selection;
Natural selection
Biomaterials, 5, 173-189
combined with minerals, 181-184
modern, 14-28
strong, resilient, 288-290
Biomineralization, 182. See also Biominerals
examples of, 183
harnessing, 288-290
Biominerals, 189
Biomolecular design, 43-45
Biomolecular evolution, materials of, 31-32
Biomolecular interaction, docking
simulations and, 72-73
Biomolecular motors, 189-203
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Biomolecular processes, knowledge of, 4
Biomolecular sensing, 211-216
Biomolecular structure, 80-91
determining, 57-66
predicting using molecular modeling,
68-69
Biomolecular surface probing, 64-66
Biomolecular targets, small molecule
binding to, 72-73
Biomolecules, 29
flexibility of, 129-134
hydrophobic effect and, 89-92
levels of rigidity and, 133
NMR analysis of, 61-62
symmetry in, 106
Bionanocircuits, 154-155

Bionanomachines, 5-8, 3241, 128-129, 221.

See also Nanomachines
commonality of, 277
control mechanisms of, 167
design of, 44
electrostatic interactions in, 87-89
energy sources of, 145-157
energy transfer by, 146-149
flexibility and, 134
hydrogen bonds and, 86-87
imaging, 65-66
operation of, 10
precision of, 128-129
protein in, 15-21
resonance in, 84
self-assembly of, 78-80, 103-116
specific environments and, 76-97
unfamiliarity of, 10-14
visualizing with computer graphics,
67-68
water environment for, 13-14, 76, 86, 87,
89-91
Bionanotechnology, 3, 227-294. See also
Nanotechnology
basic capabilities in, 228-237
defined, 4-8
ethical considerations concerning,
309-311
functional principles of, 137-226
future of, 295-311
machine-phase, 221-226
potential of, 311
structural principles of, 75-134
Bionanotechnology timetable, 296298
Biosensors, 38, 215, 290-294
antibodies as, 291-292
for diabetes management, 292

Biotechnology, 8
growth of, 4-5
the “Two-Week Revolution” and, 3—4
Biotin, 257-259
Bitter taste, 212
Blood. See also Red blood cells
antibodies in, 40
artificial, 243-245
clotting of, 171, 237
replacement of, 244-245
Blood type test, 291
Bone, collagen and, 41, 182
Boyer, Paul, 197, 257
Breathing motions, 130-132
Bromoperoxidase, 252
Brooks, Fred, 66
Brownian ratchets, random thermal motion
and, 201-203
Buckminsterfullerenes, 56, 253
BtuCD transporter, 208
Budding, 119
in artificial protocells, 278-280
Bundling proteins, 223
B-values (temperature factors), 60

C1 protein, 132
Cadherins, 187, 188
Cadmium sulfide nanoparticles, 285
Caenorhabditis elegans, 224
Caffeine, 275
Calcite crystals, 182, 183
Calcium ions, natural adhesives and, 187
Calixarene molecules, 253
Calmodulin, 22
cAMP-dependent protein kinase, 125
Cancer cells, 241
Cancer treatment, 240-241
targeted therapies in, 247

Cantilevers, microscale silicon, 287-288
Cantor, Charles, 309
Carbon, in organic molecules, 77, 80, 83
Carbon mechanosynthesis, 33
Carboxylic acid groups, 22
Carcerands, 253
Carotenoid molecules, 149, 281, 282
Carrier molecules, chemical energy transfer

by, 146-149, 165
Catalysts, 164. See also Enzymes
Catalytic antibodies, 267-271
Catalytic machinery, 163
Catalytic ribozymes, discovering, 276
CD molecules, 131
Cell-free systems, 51
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Cell killers, targeted, 240-241
Cell membranes, 203-204. See also
Membranes
animal, 178, 179
bracing, 178
Cello, Jeronimo, 283
Cells. See also Protocells
adhesives between, 187, 188
artificial, 278, 279
energetics of, 145
entry into and exit from, 308
evolutionary design of, 220-221
liposomes in, 241-243
as nanoassemblers, 136
self-replication by, 217-220
Cellular engineering, 297
Cellulose, 180-181
Cell walls, structure of, 177-178. See also
Plant cell walls
Chang, Thomas M. S., 244-245
Channels, 204
potassium, 205-207, 209
mechanosensory, 213-215
Chaperones, 103
protein folding and, 98-100
Chaperonins, 98
Charged atoms, electrostatic interactions
between, 87-89
Charge transfer, 152-154
in DNA, 155
of single electrons, 155, 156
Charge transport, 151-154
Chemical cleavage reaction, 160
Chemical energy transfer, 146-149
Chemical gradients, bacterial sensing of, 216
Chemical processors, 217
Chemical reactions
carrier molecules and, 146-149, 165
powering, 145-146
reducing the entropy of, 162-163
Chemical transformations, 158-166
Chemistry, 6-8
as nanotechnology, 2
Chime plug-in, 67
Chimeric proteins, 54
Chitin, 184
Chloride ions, 205
Chlorophyll, 149-151, 281
Cholesterol, 26, 119
Chorionic gonadotropin (CG), 291-292
Chromophores, 213
Chromosomes, microtubules and, 175-176
Clark, Leland C., 292

Clathrin, 39
Claudins, 187
Cleavage
ATP, 191, 193, 197-198, 202, 207
protein chain, 171, 173
Cloning, 47-48
Coacervates, 278, 279
Codons, 141, 142. See also Start codons; Stop
codons
nonnatural, 234-235
“Coiled coil” structure, 176
Collagen, 20, 41, 175-177, 180-183
Colorimetric assay, for DNA sequences, 287
Complementarity, in biological molecules,
122-126, 163
Complement C1, 106
Complexes, symmetrical, 105-113
Complexity, as bionanomachine design
challenge, 134, 137
Composite materials, 189
organic-inorganic, 182-184
Computer-aided drug design, 238-240
Computer-assisted molecular design, 74
Computer graphics, 67-68
Computer modeling, 68-74
Computers, DNA, 261-266. See also
Programmable computing
Computer technology, 8
Conduction of electrons, by DNA, 155
Connexon proteins, 187
Consciousness, creation of, 298
Cooperative binding, 168
Covalent bonds, 12, 80-84, 164
geometry of interaction through, 82-83
Covalent modification, 167, 173
protein regulation by, 171-173
Covalent polymerization, 78-79
Covalent synthesis, 77-78
Cox, Jonathan, 144
Cram, Donald, 252-253
Crane, H. R., 122
Crane principles, 122-127
Critical concentration, 117
Cross-linking
in adhesives, 188-189
cell structure and, 178
in collagen, 41, 176-177
of hemoglobin, 244
in vulcanization, 185
Crossover structures, DNA in, 250
Crowding molecules, self-assembly and,
115-116
Crown ethers, 253



Index

327

Cryoelectron microscopy, 64
Crystallographic structures, 192
Crystallography, X-ray, 58-61
Crystals, in biological systems, 182, 183
Cubic groups, 110
Cubic symmetry, 106
Customized DNA, 46-51
Cyanobacteria, photosystem of, 150-151
Cyclic AMP. See cAMP-dependent protein
kinase
Cyclic groups, 108
Cyclic peptides, nanotube formation from,
250-252

Cyclic photophosphorylation, 157
Cyclic symmetry, 106, 108
Cysteine, 24, 289

in lysozyme, 54
Cysteine amino acids, 233
Cytochrome oxidase, 120
Cytochromes, 152, 153

in cyclic photophosphorylation, 157
Cytosine, 22, 25

D2 symmetry, 108-110
Dahiyat, Bassil, 231-232
Dabhllite, 182, 183
DDI, 239
Defective proteins, correcting, 246
DeGrado, William F., 230-231, 232
Delayed potassium channels, 226
Dendrimers, 27-28
Deoxyribonucleic acid (DNA), 22, 34. See also
DNA entries; Recombinant DNA
as an archival storage medium, 144
7-azaindole in, 235
bases used for, 22-23
biological information in, 34, 136-138
in biotechnology, 4, 9-10
chemical synthesis of, 47
constructing nanoscale conductive metal
wires with, 285-286
electrical conduction and charge transfer
in, 155
forming patterned aggregates of gold
nanoparticles with, 286287
incorporation into liposomes, 246247
large structures of, 249
mechanical levers using, 287-288
molecular machines built of, 259-261
peptide nucleic acids as an alternative to,
235-237
transcription to RNA, 139-141
Turing machine built with, 265-266

Depolarization waves, in neurons, 225, 226
“DF1” and “DF2” proteins, 232
Diabetes management, biosensors and, 292
Dielectric effect, 88
Diels-Alder cycloaddition reactions, 268,
269
Diffusion
biomolecular motors and, 189-190, 195
molecular crowding versus, 115-116
Diffusive motion, 13
Digestive enzymes, 9, 171
Dihedral groups, 108-110
Dihedral symmetry, 106, 110
Dihydroxyacetone phosphate, 159
Disorder, proteins and, 101-103
Disordered chains, in elastic proteins,
184-187
Dispersion forces, 84-86
Disulfide bonds, 54, 98, 176
in vulcanization, 185
DNA-binding proteins, 102-103. See also
Deoxyribonucleic acid (DNA)
DNA cloning, 47-48
DNA computers, 261-266
satisfiability problems and, 264-265
“traveling salesman problem” and,
262-264
DNA detector, 293
DNA double helices, 25, 34, 248
DNA engineering, using enzymes, 46-51
DNA ligase, 45, 47, 249
association effect in, 115
DNA ligation system, 263-264
DNA polymerases, 47, 50, 53, 138
active sites in, 127
DNA scaffolds, self-assembling, 248-250
DNA sequences, engineered nanopore
detection of, 294
DNA strands, interaction of, 261
DNA tweezers, 259-260
Docking simulations, 72-73
“Double-sieve” mechanism, 127
Drexler, K. Eric, 3, 6, 8, 32, 74
Drug addiction, treatment of, 270-271
Drug delivery, via liposomes, 241-243
Drug design, 67, 105
computer-aided, 74, 238-240
Drugs
antibodies against, 270271
design testing of, 72
Drug therapy, 238
Duplicator, 217, 220
Dynamic instability, 174-176
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Dynein, 175

Early potassium channels, 226
EcoR1 enzyme, 45
Elastic proteins, 189
disordered chains in, 184-187
Elastin, 185
Electrical bionanocircuits, 152
Electrical circuits, self-assembly of, 255-256
Electrical conduction, 151-152
in DNA, 155
Electrochemical gradients, 207-209
across membranes, 156-157
Electrochemical proton gradient, 281
Electron-carrying cofactors, 209
Electron densities map, 58-60
Electron microscopy, 62—-64
Electron hole, 155
Electronic components, assembly of, 285-286
Electron transfer, via protein pathways,
149-155
Electron transport chain, 153
Electrostatic interactions, 87-89
Elongation factors, 143
Energetics, of natural bionanomachines,
145-157
Energy, protein folding and, 70. See also
Light entries
Energy reservoirs, unstable, 146-147
Energy storage, 156
Energy-transferring group, 146
Engineered bacteria, 4
problems with, 47-51
Engineered cells, 48
Engineered nanopores, detection of DNA
sequences by, 294
Engineering, atomic scale, 2
Enhancer proteins, 139
Enolase, 123
Enthalpy, 105
Entropy, 70, 105
of chemical reactions, 162-163, 165
enzyme reduction of, 162-163
in protein folding, 97
Enzymes. See also DNA polymerases; RNA
polymerases
active sites of, 162-163, 299
as bionanomachines, 158-160
crowding molecules and, 115-116
customized, 267
DNA engineering using, 46-51
entropy reduction by, 162-163
induced fit in, 130, 131

information transfer and, 138-139

stabilizing, 100

thermophilic, 101

transfer RNA and, 127

transition state stabilization by, 163-164

turning antibodies into, 267-271

use of chemical tools by, 164-166
Errors, in protein construction, 142
Escherichia coli

cell composition of, 219

flagellar motor of, 200
Ester-cleaving antibody, 267
Ethical considerations, 309-311
Evolution

biological molecules and, 28-32

cell design and, 220-221

legacy problem of, 31

limiting effect on natural biomolecules,

31-32

molecular design using, 266-271
Evolutionary optimization, 30-31
Evolutionary selection, 220-221. See also

Biological selection; Natural selection

Expression vectors, 48
“Extragenetic” information, DNA and, 34

F, motor, 194-197, 201
F,; motor, 194-195, 197- 199
“Felix” protein, 230
Ferredoxin, 24, 150-152
Ferritin, 106
in cyclic photophosphorylation, 157
Ferrocene, 292
Feynman, Richard, 1-2, 9, 43, 57, 75, 135, 227,
261, 295
Fibrils, 178-179, 189
formation of, 174-177
Fibrous components, of microscale
infrastructure, 177-181
Fibrous proteins, 41, 176-177
Filaments, 189
Brownian ratchets and, 201-203
formation of, 174-177
Filamin, 178, 180
Fimbrin, 178, 180
Flagellar motors, 194, 198-201, 216
Flexibility, biomolecule, 129-134
Flexible linkers, 132-133
Flip-flop mechanism, 207-209
Folate, 301-302
Folding patterns, new proteins based on,
230
Fox, Sidney W., 278-279
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Free energy perturbation, in molecular
modeling, 69

Fructose-1,6-bisphosphatase, 170
FSD-1 protein, 232
Fuel molecules, 146-147
Fuller, Buckminster, 113
Fusion proteins, 52-54

self-assembly of, 252

d-Galacturonic acid, 181
Gallium-arsenide semiconductors, 272-273
Gated channels, 205
Gaussian distribution, 60
Gelatin, 186
Gel electrophoresis column, in DNA
computing, 265
Gels, 186-187
Gene duplication, 29-30
Gene expression, regulation of, 261
Genes
correcting, 246
modifying, 52
numbers of, 218-219
Gene therapy, 245-247
Genetic blueprint, 283-285
Genetic defects, gene therapy for, 245-247
Genetic information, nucleic acids as carriers
of, 136-140. See also “Extragenetic”
information; Information entries
Genome changes, site-directed mutagenesis
and, 52
Genomes, 219
Genome sequencing, 283
Geometric strain, in substrates, 164
Geometry, of covalent structures, 82-83
Geometry of interaction, specific, 105
Ghadiri, Reza, 250, 252
Globular proteins, hierarchical structure of,
93-95
Glucagon, 102
Glucose, 153
Glucose levels, biosensors for, 292
Glutamate, 22, 159, 160
umami taste and, 212
Glutamic acid, 185, 186
Glutamine, 21
Glutamine synthetase, 106
Glyceraldehyde-3-phosphate, 159
Glycine, 18, 103, 186
in biological motors, 193-194
Glycine-X-proline structure, 18, 177
Glycogen, 27
Glycolate oxidase, 106

Glycolipids, 25-26
Gold nanoparticles, patterned aggregates of,
286287

Goodyear, Charles, 185
Gravity, at the nanoscale, 10-11
“Gray goo,” 220-221
GroEL chaperonin, 99
GroES chaperonin, 99
Guanidinium group, 23
Guanine, 22, 25, 275

exclusion of, 124-126
Guest molecules, 253
Gutte, Bernd, 228, 229

Handles, molecular, 146-147
Health, control over, 237
Heat-stable proteins, 100-101, 133
Helical protein filaments, 174, 175
Helical symmetries, 110-111
Helices, 111. See also 4-Helices; DNA double
helices; Relay helix
Heller, Adam, 294
Heme group, 78, 154, 169
Hemicellulose, 181
Hemoglobin, 78
breathing motions of, 15, 132, 169
cross-linked, 244
engineered, 245
evolution of, 29-30
purified, 243-244
regulation of, 169
Hemoglobin chain, 93
Hemolysin, 293, 294
Heparin sulfate glycoproteins, 180
Hierarchical bionanotechnology strategies,
77-80
Hierarchical complexes, 255
Hierarchical protein structure, 93-95
Hierarchical virus structure, 113-114
Highly active antiretroviral therapy
(HAART), 239
Histidine, 21, 159, 160, 164, 169, 258
HIV protease, 72, 239
HIV therapy, 308
Homology modeling, 70-71, 93, 230
Host molecules, 253
Human genome, insulin from, 137
Human immunodeficiency virus (HIV), 30,
239-240. See also Anti-HIV drugs; HIV
entries
antibodies used to recognize, 57
resistance to drugs, 239-240, 247
Hybrid bionanomachines, 5-6
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Hybrid materials, 285-290
Hydrocarbons, 90-91
Hydrogels, 186, 189
Hydrogen, 159, 160, 210
Hydrogen bonding groups, complementary,
125
Hydrogen bonds, 17, 25, 34, 81, 86-87, 89-90,
123,163, 191
with ATP, 147-149
in cellulose, 181
Hydrogen ions, 212. See also Protons
Hydrophobic amino acids, protein folding
and, 98
Hydrophobic core, of protein structures, 95,
101
Hydrophobic effect, 14, §9-92
Hydroxyl groups, 28, 188
Hyperthermophilic bacteria, 100, 101

Icosahedral symmetry, 39, 78, 94, 106, 110
Icosahedral viruses, 113-114
Immune system, 40, 237, 270. See also
Antibodies
cleavage in, 171
Immune system molecules, flexibility in, 132
Immunoliposomes, 243
Immunotesting, 291
Immunotoxins, 55, 241
anticancer, 54
as targeted cell killers, 240-241
Inclusion bodies, 51
Indinavir, 240
Induced fit, 130
Industrial Revolution, 7
Inertia, at the nanoscale, 10-11
Information, transcription of, 138, 139. See
also Biological information; Genetic
information
Information carriers, nucleic acids as, 21-24,
136-140
Information-driven nanoassembly, 136-144,
217,220
Information-driven synthesis, 144
Information storage, 227, 306-307
media for, 217, 220, 303
nanoscale, 142-144
Infrastructure, 217-218
microscale, 177-181
use of lipids for, 24-27
Insulin, 19, 81, 98
region coding for human, 137
Integrin proteins, 187
Interface bonding, 255

Intermediate filaments, 175, 176

Tons, 88, 89
in electrochemical gradients, 156-157
taste and, 212-213

Isoleucine, 19

Isomerization reaction, 159

Isoprene polymers, 184-185

Junction proteins, 187

Kendrew, John, 58

Keratins, 20, 176

Kinesin, 175, 190-193, 223
atomic structure of, 194

Laminin, 180, 181
Latex, 184
Lehn, Jean-Marie, 252-253
Leishmania infection, 242-243
Leucine, 19, 126, 127
Leucine zipper, 186
Leucyl-tRNA synthetase, 126, 127
Life. See also Artificial life
respect for, 309-310
self-replication and, 217
Sun and, 149
Ligand-binding sites, 124
Ligases, 139. See also DNA ligase; RNA ligase
ribozymes
Light. See also Luciferase; Natural
photosynthesis; Photosynthetic entries
retinal sensing of, 38, 210, 211, 213, 215
use in pumping protons, 207-211
Light capture, with specialized small
molecules, 149-151
Light-driven proton pumping, 207-211
Linear motors, powering by ATP, 190-194
Line symmetries, 110-111
Lipid bilayers, 26, 177, 195, 196
artificial, 241-243
fluidity of, 118-119
in proteins, 119-121
self-organization of, 117-118
Lipid chains, 119
Lipid membranes, 204. See also Lipid bilayers
artificial, 241-243
self-organization and, 117
Lipids, 117-121, 182
molecular shapes of, 117-118
self-organization of, 78, 117-118
use for infrastructure, 24-27
Liposomes, 78
artificial photosynthetic, 281-282
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DNA in, 246-247

drug delivery via, 241-243
Lithography, molecular, 286
Living organisms. See also Life

genes in, 218-219

modifying, 309-310
Luciferase, 234
Luisi, Pier L., 280
Lysine, 23, 185, 213, 289
Lysosomes, liposomes and, 242
Lysozyme, 54, 56, 92

computer representations of, 68

structure of, 60, 62

M1 matrix protein, 252
Machine-phase bionanotechnology, 221-226
Machine-phase environment, 12-13
Machine-phase matter, 221
Magnetite crystals, 182
Marine bioadhesives, 187-189
Matter, restructuring, 2
Mayo, Stephen, 231-232
Mechanosensory receptors, 213-215
Mechanosynthesis, 3, 303
Medicine, personalized, 247
Melamine/cyanuric acid complexes, 253
Mellitin, 251-252
Membrane proteins, 120
Membranes. See also Basement membranes;
Biological membranes; Cell membranes;
Lipid membranes
Brownian ratchets and, 202
in coacervates, 278
electrochemical gradients across, 156-157
fluidity of, 121
materials transport across, 119-120
motion sensing across, 213-215
of simple and complex cells, 219
traffic across, 203-211
MEMS, 7, 8, 257
Messenger RNA (mRNA), 34, 51
ribosomes and, 141, 143
Metal ions
in bionanomachines, 88, 89
as electron carriers, 154, 165
Metal wires, nanoscale conductive, 285-286
Metalloenzymes, 232
Methionine, 24
Methoxytoluene, 253
O-Methyl-L-tyrosine, 234
Micelles, 118
Microchip technologies, 247
Microfibrils, cellulose, 181

Micrometer- to centimeter-scale objects,
254-255
Microscale infrastructure, fibrous
components in, 177-181
Microscale silicon cantilever, DNA and,
287-290
Microscopy. See also Electron microscopy
atomic force, 64-66
scanning electron, 64
scanning force, 66
transmission electron, 64
Microtubules, 174-176, 193, 194
assembly of, 112-113
Milligan, Ron, 63
Minerals, combined with biomaterials,
181-184
Mirkin, Chad A., 286-287
Missense errors, 142
Mitochondria, 219
Modification
biotechnological capability for, 44
in evolution, 29
Modular active sites, 305
Modular nanomachines, 221
Modular self-assembly, 104-105
Modular tiles, 250
Molecular capsules, 252-253
Molecular computers, 261
Molecular design
biological selection and, 266-277
computer-assisted, 74
Molecular dynamics, in molecular modeling,
69
Molecular graphics, 67-68
Molecular lithography, 286
Molecular modeling, 66-74
Molecular motors, harnessing, 257-261
Molecular nanotechnology, 2-3, 8, 136,
298-300
Molecular recognition, 121-129
Crane principles for, 122-127
induced fit and, 130
Molecular structure, optimization of, 68
Molecules. See also Organic molecules
as atom carriers, 165
atomicity of, 128
compact forms of, 115
covalent bonds in, 80-84
detection by smell and taste, 212-213
self-replicating, 280-281
Monoclonal antibodies, 54-57
techniques using, 268
Monod, Jacob, 167



332

Index

Morphologies, useful, 107
Motion sensing, by mechanosensory
receptors, 213-215
Motor proteins, 190-194
MscL channel, 214, 215
(-)-o-Multistriatin, 270
Muscle. See also Actin; Muscle sarcomeres;
Myosin
actin and myosin in, 37, 63, 64
molecular structure of, 221-224
Muscle sarcomeres, 221-224
construction of, 112
Mutagenesis, site-directed, 229
Mutations, 142
evolution and, 29-31
HIV, 239-240, 247
lethal, 30
Mycoplasma genitalium, 218
Myoglobin, 58
Myosin, 64, 112, 148, 190, 191
molecules of, 37, 63, 223
power stroke of, 192
relay helix in, 193
thick filaments of, 222, 223

NAD, 166
NADH, 152, 153
NADH dehydrogenase complex, 153
Nanoassembly, information-driven, 136-144
Nanomachines, 9-10. See also
Bionanomachines
atomic granularity of, 11-12
composition of, 128
hierarchical strategy for construction of,
77-80
interacting parts in, 121-122
life span of, 32
regulation of, 167-173
Nanomedicine, 5, 40, 227, 247
current, 237-247
short oligonucleotides in, 235
targeted approach to, 237-238
Nanopropellers, 258
Nanorobots, 6, 295, 305-306
medical, 238
Nanoscale
gravity and inertia at, 10-11
thermal motion at, 12-13, 201-203
Nanoscale assembler, case study of, 303-305
Nanoscale conductive metal wires, 285-286
Nanoscale function, 135
Nanoscale tasks, case studies related to,
300-308

Nanospheres, silica, 290
Nanostructures, strategies for constructing,
77-80
Nanosurveillance, case study of, 305-308
Nanotechnology, 6, 8. See also
Bionanotechnology
defined, 1-2
future, 295-311
molecular, 298-300
potential dangers of, 310-311
self-replication in, 216-221
Nanotubes, 251
growing, 302
self-assembly of, 250-252
Nanotube synthase, case study of, 301-303
Naphthoquinone, 281, 282
Natural selection, in evolution, 29. See also
Biological selection; Evolutionary
selection
Nature, guidance from, 217, 311
Nebulin, 112
Neck linker, 191-194
Negative design, 97
Nelfinavir, 240
Nerve signal transmission, 224-226
Neurons, 224-226
Nitrogen, 210
bonds of, 83
Nitrogenase, 152, 165
Nitroglycerine, 146
NMR analysis, 61-62
“NNK” motif, 272
Noncovalent interactions, 124
Nonnatural amino acids
adding to proteins inside living cells,
234-235
protein construction with, 232-235
Normal mode analysis, in molecular
modeling, 68
Nuclear magnetic resonance (NMR)
spectroscopy, 61-62
Nucleases, 139
Nucleation mechanism, 182, 184
Nucleic acid chains, 133
Nucleic acids, 22-24
as carriers of genetic information, 21-24,
136-140
novel functions of, 273-276
replication of, 138
ribozymes that cleave, 275-276
Nucleosomes, 139
Nucleotides, 23
spontaneous assembly of, 280-281
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Nutrient levels, sensing, 216
Nylon chain, 78

Octahedral symmetry, 106, 110
Odorant receptors, 212
Oligonucleotides, in site-directed
mutagenesis, 53
O-Methyl-L-tyrosine, 234
Oparin, A. 1, 278, 279
Opsin, 38, 151, 213
Optimization, in molecular modeling, 68
Order-disorder transitions, 102
Organic-inorganic composites, 182-184
Organic molecules, 83. See also Molecules
as building materials for
bionanomachines, 90
carbon-based, 77, 80
self-assembly of, 252-254
Organismic engineering, 297
Organisms. See Cells; Living organisms;
Photosynthetic organisms
Orgel, L. E., 280-281
Otolith crystals, 182
Oxygen, 153
bonds of, 83
hemoglobin and, 169
in potassium channels, 205-206
Oxygen storage, 15

P53 gene, mutation of, 306-307
P53 protein, 102
Parallel computation, with DNA, 261-262
Paul, Aniko, 283
Pauli exclusion principle, 85
Pauling, Linus, 111
PBR322 plasmid, 49
Pearly coating, of molluscs, 183-184
Pectins, 181
Pederson, Charles, 252-253
Penicillin, building from pyruvate, 161
Pepsin, 106
Peptide bond, 83-84
Peptide linkage, 17
Peptide nucleic acids (PNAs), 235-236
as an alternative to DNA and RNA,
235-237
Peptides
cyclic, 250-252
screening with bacteriophage display
libraries, 271-273
Peptidoglycan network, 177-178
Personalized medicine, 247
Perutz, Max, 93

PEVK region, 185-186
Pharmaceuticals, modern, 311
Phenylalanine, 20
Phosphate groups, 171, 172, 191
in ATP, 147-149
Phosphoenolpyruvate, 145
Phosphofructokinase, 106, 109
Phospholipids, 25-26, 117, 118
Phosphorus, bonds of, 83
Phosphorylation, 171
Photolithography, 8
Photosynthetic liposome, artificial, 281-282
Photosynthetic organisms, 149
Photosynthetic reaction centers, 149-151
Phylloquinone, 150-151
Piezoscanners, 65
Planar peptide linkage, 133
Plane symmetries, 112
Plant cell walls, 180-181
Plants, toxins from, 240-241
Plasmids, 47-48, 49
Plasticity, of evolution, 30-31
Plastics, 78
Plastocyanin, 150-151
Point group symmetries, 107, 113, 116. See
also Cubic symmetry; Cyclic symmetry;
Dihedral symmetry; Icosahedral
symmetry; Octahedral symmetry;
Tetrahedral symmetry
Poliovirus
creation of, 283-285
structure of, 284
Polkinghorne, John C., 309
Poly(dimethylsiloxane), 255
Polyhemoglobin, 244
Polymerase chain reaction (PCR), 47, 48, 50,
261
Polymerases, 139. See also DNA polymerases;
RNA polymerases
action of, 138
Polymerization, covalent, 78-79
Polymers
biodegradable, 244-245
design of, 299
unbounded, 112
Polysaccharide chains, 27-28
Polysaccharides, 27-28, 182
Porin, 20, 106, 204, 205
Porphyrin, 281, 282
Porphyrin ring, 276
Positional control, 303-304
Positive design, 95
Potassium channels, 106, 209, 226
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selectivity filters and, 204-207
Potassium ions, 205, 206-207, 209
Precision, of bionanomachines, 128-129
Prefoldin, 99
Pregnancy tests, 291-292
Processivity errors, 142
Processivity of synthesis, 144
Prodrugs, 270
Profilin, 203
Programmable computing, biological, 224
Proline, 18, 185, 186
Proline amino acids, 98-100, 101
Prolyl peptide isomerase, 100
Proofreading, 126, 127
Propylthiol groups, 286287
Prosthetic groups, 163, 165, 166
Protein activity, regulation of, 167-170
Protein assemblies, interfaces in, 124
Protein backbone, geometry of, 95
Protein chains, 104. See also Proteins
cleavage of, 171
predicting the local structure of, 71
stability of, 93
Protein Data Bank, 58, 67, 70, 154, 162
Protein disulfide isomerase, 98
Protein Explorer software, 67
Protein folding, 69-71, 79, 91-103, 296, 303
chaperones and, 98-100
disorder in structures of, 101-103
unfavorable entropy of, 97
Proteinoid spheres, 279
Protein pathways, electron transfer via,
151-155

Proteins. See also Fibrous proteins; Flexible
linkers; Natural proteins; Protein
folding; Transport proteins

binding of, 23

in bionanomachines, 15-21

chimeric, 54

constructed by ribosomes, 136, 140-142

constructed with nonnatural amino acids,

232-235

design of new, 230-232, 236-237

elastic, 184-187

electron-transferring, 154-155

errors in constructing, 142

examples of, 19-21

forces stabilizing, 82

globular, 93-95

hierarchical structure of, 93-95

lipid bilayers in, 119-121

membrane, 120

nanoassembly of, 35

optimized, 129
photosynthetic, 149, 150-151
primordial, 278-279
production of, 51
recognition of small molecules by, 124
regulation by covalent modification,
171-173
simplifying structures of, 228-230
stable globular structure of, 75-76, 91-92,
94-95, 95-97, 100-101
structural disorder in, 101-103
structures of, 70-71
Protein sequences, structures of, 93
Protein subunits, nanoassemblies from,
252
Protein synthesis
error rate of, 18-19, 142
structures involved in, 143
Protein topologies, 95, 96
Proteoglycans, 180, 181
Protocatechuate 3,4-dioxygenase, 106
Protocells, 278-280
Proton-motive force, 157
Proton pumps, 153, 157, 197, 207-211
Protons. See also Hydrogen entries
in electrochemical gradients, 157
in rotary motors, 194-195, 196-197, 201
Pyrophosphate, 148
Pyruvate, penicillin from, 161

Quantum corrals, 66
Quantum mechanical tunneling, 154
Quantum mechanics, 12

covalent bonds and, 81-82
Quantum technology, 297-298
Quasisymmetry, 113-114, 116

Randomized peptide library, 272
Random thermal motion, Brownian ratchets
and, 201-203
RasMol software, 67, 68
ras protein, 120
Rational design
of drugs, 238-240
evolution and, 30-31
Reactive amino acids, 164
recA protein, 286
Receptor proteins, 211
Recognition. See Molecular recognition
Recognition surfaces, 129
Recombinant DNA, 4
technology for, 45-54
Recombinases, 139
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Red blood cells, 179
flexibility of, 119, 178
nonimmunogenic, 244
Regulation, of nanomachinery, 167-173
Regulatory proteins, 139
Relay helix, 193-194
Release factors, 233-234
Repair mechanisms, 307-308
Replacement therapy, 5
Repressors, 139
Repulsion forces, 84-86
Resistance, to antibiotics, 49
Resonance, 83-84, 86
Resonance energy transfer, 149
Restriction enzymes, 45-46, 47
Retina, light-sensitive motions in, 213
Retinal, 38, 210, 211, 213
Retroviruses, 246. See also Highly active
antiretroviral therapy (HAART)
Reverse transcriptases, 138
drug design and, 239
Rhodopsin, 213
Ribonuclease, 228, 229
Ribonucleic acid (RNA), 22, 35. See also
Messenger RNA (mRNA); RNA entries;
Transfer RNA (tRNA)
peptide nucleic acids as an alternative to,
235-237
ribosomes and, 140-142
therapeutic, 246
transcription to, 139-140
Ribosomes, 7, 35, 136, 143, 144
nonnatural amino acids and, 233-234
protein construction by, 140-142
Ribozyme RNA, ligase isolating, 276
Ribozymes, 273, 281. See also RNA ligase
ribozymes
controlled by allosteric motions, 276
Richardson, David, 230
Richardson, Jane, 95, 230
Ritonavir, 240
RNA aptamers, 274
stability of, 276
RNA ligase ribozymes, 277
RNA polymerases, 34, 51
RNA-dependent, 138
Rogue molecules, controlling, 246
Rotary motors, 194-201
ATP synthase as, 36, 194-198, 200, 201,
257-259
nanoscale, 11-12
Rotors, 195-198, 201
Rotoxane molecules, 254

R state (“relaxed” state), 167, 168
Rubber, 184-185

Salt bridge, 87
Salty taste, 212-213
Saquinivir, 72, 240
Sarcomeres, muscle, 221-224
Satellite tobacco necrosis virus, 106
Satisfiability problems, DNA computing
and, 264-265
Scaling laws, 10-11
Sea urchins, 182, 183
Scanning electron microscopy, 64
Scanning force microscopy, 66
Schultz, Peter, 234
Secondary structure prediction, 71
Seeman, Nadrian, 248, 250, 262-263
Selective channels, 209
Selectivity filters, 204207
Selenocysteine, 18
Self-assembled complexes, 117
Self-assembled structures, 116
Self-assembling systems, macromolecular
recognition in, 122-127
Self-assembly, 78-80, 103-116, 248-256
crowding and, 115-116
of DNA scaffolds, 248-250
of fusion proteins, 252
of large objects, 254-256
of nanotubes, 250-252
quasisymmetry and, 113-114
of small organic molecules, 252-254
symmetry and, 105-113
three-dimensional, 255-356
two-dimensional, 255
Self-organization, 116-121
of lipids, 117-121
Self-organized systems, 117
Self-organizing synthesis, 78, 79
Self-replicating cells, 217-220
Self-replicating molecules, 280-281
Self-replication, 216-221
Semiconductor technology, 272-273
Sensing, biomolecular, 211-216
Sequential covalent synthesis, 77-78
Serine, 21, 289
Serine proteases, 164
Shapiro, Ehud, 266
Short oligonucleotides, 235
Side chains, of amino acids, 16-18
Signaling pathways, 102
Signal peptides, 53
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Silica
formation from silicic acid, 289-290
morphologies of, 289
Silica nanosphere array, 290
Silicateins, 288
Silicon cantilever, 287-288
Silk, 81
Site-directed mutagenesis, 53, 270
genome changes and, 52
Smalley, Richard E., 298
Small molecules, recognition of, 290-291
Smell, molecule detection via, 212-213
Sodium channels, 225
Sodium ions, 205-207, 209
in biomolecular motors, 195, 197, 201
taste and, 212-213
Sound, 214
Sour taste, 212-213
“Spacefilling” models, 85
Space group symmetries, 112
Specific blocking, 126-127
Specificity pocket, 163
Specific transporters, 209
Spectrin, 178, 179
Spliceosomes, 139
Spontaneous self-assembly, 105
src protein, 172
Stable globular structure, 91-92, 100-101
design strategies for, 75-76, 95-97
Start codons, 141
Stators, 195-198, 201
Stealth liposomes, 243
Sterols, 26
Stoddart, Fraser, 254
Stop codons, 141, 233-234
Streptavidin, 257259
Strong interactions, 122
Substrates, geometric strain in, 164. See also
Enzymes
Subunits, 255
of F1 motor, 199
helical assembly of, 174-177
of rotary motors, 257
in self-assembly, 255-256
in symmetrical complexes, 107
Sugars, in polysaccharides, 27
Sulfated polysaccharides, 182
Sulfur. See also Disulfide bonds
bonds of, 83
in cysteine and methionine, 24
Sun, life and, 149
Superoxide dismutase, 89
Sweet taste, 212

Symmetrical complexes, constructing, 107
Symmetrical modules, 116
Symmetry. See also Line symmetries; Point-
group symmetries
identical, 109
self-assembly and, 105-113
translational, 110, 111
Symportation, 207
Synapses, 224
Synthesis, self-organizing, 79
Systematic Evolution of Ligands by
EXponential enrichment (SELEX), 273

Taste, molecule detection via, 212-213
Taste receptors, 212
Temperature, bionanomachines and, 76
Temperature factors (B-values), 60
Tendons, 20, 41
Terminator genes, 310
Tethered antibodies, 55-57
Tetraethoxysilane, 288, 289
Tetracycline, 49
Tetrahedral symmetry, 106, 110
Theophylline, 274, 275
Thermal motion, at the nanoscale, 12-13,
201-203
Thermal proteinoids, 279
Thermodynamic minimum, 79
Thermolysin, 131
Thermophilic bacteria, 100, 101
Thermophilic enzymes, 101
“Thick fingers problem,” 298-299
Thiol group, 24
Three-dimensional assembler, 304
Three-dimensional structures, 58-61, 64
of enzymes, 162-163
of proteins, 70-71
self-assembly of, 255-256
Threefold symmetry, 106
Threonine, 21
Thrombin, 275
Thymidylate synthase, 33
Thymine, 22, 25
Time-activated switch, 112
Tirrell, David A., 186
Titin, 15, 112, 185-186, 222, 223
TNT, 146
Tolerance, of combining sites, 127-129
Topoisomerases, 139
Touch, 214
Toxins, natural, 240-241
Transcription factors, 139
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Transfer RNA (tRNA)
enzymes and, 126, 127, 148
nonnatural amino acids and, 233-234
ribosomes and, 141, 143
Transition state analogs, 268
Transition state mimics, 267-269
immunization with, 270
Transition states, 162
stabilization by enzymes, 163-164
Translational symmetries, 110, 112
Transmission electron microscopy, 64
Transport proteins, 207
“Traveling salesman problem,” solved by
DNA computer, 262-264
Treadmilling, 176, 202-203
Triangular modules, 39
Triose phosphate isomerase, 158-160
Triskelion molecules, 39
Tropomyosins, 223
Trypsin, 21,172
Tryptophan, 20
T state (“tense” state), 167, 168
Tubulin, 111
Turing machine, built with DNA, 265-266
Two-dimensional NMR techniques, 61
Two-dimensional self-assembly, 255
Twofold symmetry, 106, 108
“Two-Week Revolution,” 3-4
Tyrosine, 20, 172
Tyrosine amino acids, 125, 131

Ubiquinol, 152, 153
Unbounded polymers, 112
Umami taste, 212

Uracil, 22

Valine, 19, 126, 161, 185
Vesicles, self-reproducing, 280
Viral capsid, 78, 94, 106, 112
Viral infection, restriction enzymes and, 46
Viruses. See also Adenoviruses; Plasmids;
Retroviruses
large, 64
information transfer in, 138
quasisymmetry in, 113
Vitamin B;,, 208
Vulcanization, 185

Water. See also Hydrophobic effect
bionanomachines in, 76
electron transport to, 153
molecular dipole of, 88
hydrogen bonds in, 86
lipids and, 25
in liposomes, 241-242
natural adhesives and, 187
potassium channels and, 206-207
protein folding in, 95-97
Water environment, for bionanomachines,
13-14
Weak interactions, 122-123
Wet-ware, 296
Whitesides, George, 77, 79, 253-256
Wimmer, Eckard, 283

X-ray crystallography, 58-61
Yeates, Todd, 252

Z-line, 223, 224
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