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Preface

Over the last two decades, nanotechnology has produced a myriad of different

nanosized structures with enormously interesting material properties and potential

applications. Quantum dots (QDs), carbon nanotubes (CNTs), carbon dots (CDs),

gold nanoparticles, and pigment particles are among the most well-known repre-

sentatives. But also less ‘famous’ nanomaterials made from polymers, noble metals,

or inorganic materials have raised considerable interest for applications in the

biomedical field and other areas of our daily life. Despite of their undisputed

usefulness in certain areas, there is a constant and justified concern that these

nanomaterials may have unwanted biological effects on cells and organisms that

have not yet been discovered and understood entirely. Thus, research into the

biological impact of nanoparticles on human and animal health as well as possible

hazards for the environment is of outmost importance. As a deeper and more

systematic understanding about the potential impact of nanomaterials on living

cells, tissues, or ecosystems is in many ways based on state-of-the-art bioanalytical

techniques, this volume of Bioanalytical Reviews is entirely devoted to this topic.

The first chapter of the book, written by Eslahian and colleagues, provides a

concise summary of the most prominent, highly tailored approaches to physically

characterize nanomaterials. The various techniques are described in principle

before their individual analytical performance is highlighted and critically com-

pared to other methods. Special emphasis is placed on material characterization

under physiological conditions to describe the particles as they are when they

encounter biological systems like cells, tissues, or organs.

The second chapter provided by Domey and coauthors addresses biochemical

assays that are used extensively in labs around the globe to study the cytotoxicty or

other cell responses to nanomaterials. Besides presenting model studies, this con-

tribution critically highlights the pitfalls and possible artifacts that might be asso-

ciated with these assays due to an interaction of the nanomaterials with the assay

constituents. Often the possible artifacts can be accounted for by a carefully

thought-out experimental design and proper controls. But the evidence accumulates

that label-based assays should be used with great care to avoid misleading conclu-

sions from cytotoxicity studies.
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Following up on this discussion on the pros and cons of label-based biochemical

assays to assess the impact of nanomaterials, the subsequent chapter by Sperber

et al. discusses the use of label-free approaches for this purpose. After a more

general introduction to the field of label-free detection techniques for cell observa-

tion, focus is placed on impedance analysis as one of its major representatives. The

chapter describes the general concept of impedance-based cell monitoring, intro-

duces the physical background, and illustrates its performance on a set of examples.

These examples highlight that noninvasive impedance measurements can be used to

monitor a huge variety of different cell-based assays including the analysis of cell

adhesion and proliferation, time-resolved observation of cytotoxicity, or the quan-

titative examination of cell migration. After these introductory paragraphs, the

article summarizes in how far these assays have been used already to describe the

impact of nanomaterials on animal cells and tissues at these very different points of

cell physiology. Inspired by the possibilities of impedance analysis to study one cell

type subsequently in different physiological settings, the authors suggest a new

perspective for nanotoxicology: instead of interpreting just one assay, we should

establish response profiles for a given nanomaterial derived from a sequence of

individual assays.

As the airways are one major route of nanomaterial invasion into the human

body, the fourth chapter addresses a set of model systems to study the impact of

nanomaterials on the alveolar lung surfactant that is literally of vital importance to

our breathing cycle. Here Dwivedi et al. describe model systems from simple lipid

monolayers to more complex model surfactants and their response to nanoparticle

encounter. The impact of nanoparticles on lipid organization is mostly demon-

strated by Langmuir film-balance measurements and state-of-the-art microscopy.

As one example of nanomaterials that do not only raise health and environmental

concerns but show very interesting bioanalytical applications, Lemberger

et al. summarize in the fifth chapter what is known about carbon nanodots (CDs),

a member of the emerging class of photoluminescent carbon-based nanomaterials

that can be produced from rather simple and cheap starting materials using low-tech

equipment. The various strategies of CD synthesis are grouped and discussed.

Deeper inside the article, the authors provide a concise summary of the particles’
spectroscopic properties together with their most established bioanalytical applica-

tion as a label in microscopic imaging.

The final chapter provided by Maximilien and coauthors takes it to the next

level: nanomaterials as drug delivery vehicles in biomedicine. The authors start

their discussion with lipid-based nanomaterials (liposomes) and their reversible

loading with drugs. This discussion is followed by a concise overview of the

available inorganic nanoparticles including quantum dots (QDs) and upconverting

nanoparticles (UCNPs) with their inherent capability of absorbing two or more NIR

photons before a photon of shorter wavelength in the visible range (higher energy)

is emitted. This upconversion has several distinct advantages. Most prominently it

provides a fluorescence labeling of biological specimens without producing an

unwanted and disturbing background fluorescence of biomolecules as the latter
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require excitation by UV/VIS. The description of polymeric nanoparticles as drug

delivery vehicles starts with nanomaterials made from natural polymers. Within the

class of nanoparticles produced from synthetic polymers, the authors highlight

those materials that are either responsive to temperature, pH, or light because of

their outstanding potential to allow for a localized unloading of the vehicle. The

final paragraph describes polymeric nanoparticles with imprinted recognition sites

for different low-molecular-weight analytes (MIPS) that provide many new oppor-

tunities for nanoparticle-based sensors or the specific separation and enrichment of

complex samples.

The current volume of Bioanalytical Reviews presents a blend of different

aspects that tackle the problem of measuring the biological impact of

nanomaterials. This timely collection of articles will hopefully help to oversee

the fast-developing field of nanotoxicology and emphasize its tight connection to

bioanalysis. New instrumental developments, analytical assay formats, and new

means of data deconvolution are needed to get a few steps closer to the big goal of a

conceptual understanding about the bioresponse to nanoscale particles. This is

particularly important as this topic is likely to stay relevant throughout the next

decades given the increasing integration of nanomaterials in our daily lives.

This book would not have been possible without the fine work of all authors and

coauthors to whom I would like to express my deepest gratitude. I hope you all

agree that this big effort and the long hours of work have been worthwhile.

Moreover, I would like to thank Dr. Rudolf Hutterer for his constant support in

general and the editorial preparation of several chapters in particular.

Regensburg (G) in summer 2015. Joachim Wegener
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Characterization of Nanoparticles Under

Physiological Conditions

K.A. Eslahian, T. Lang, C. Bantz, R. Keller, R. Sperling, D. Docter,

R. Stauber, and M. Maskos

Abstract In this article, well-established characterization methods for nanoparticles

(NPs) are discussed, in particular their application under physiological conditions.

The impact of different media, mimicking physiological conditions, on NP stability

in terms of physiological ionic strength and formation of the NP–protein corona is

described. In order to characterize NPs under physiological conditions, we distin-

guish between scattering and correlation methods, microscopy-based methods, and

methods based on hydrodynamic separation. Features and limitations of relevant

characterization methods are reviewed, as well as challenges arising in physiological

media from enhanced aggregation tendency and the presence of proteins. We

conclude that no available method for NP characterization in physiological media

is able to describe the colloidal system completely and satisfactory. On the contrary,

combining well-chosen analytical methods by taking benefits and disadvantages into

account may provide detailed characterization results.

Keywords Characterization methods � Nanoparticles � Physiological media � Protein
corona
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1 Nanoparticles: Definition

Commonly, nanoparticles (NPs) are defined as dispersed particle species in the size

range between 1 and 100 nm. These particles consist of a very large surface-to-

volume ratio, and the physical properties of NPs vary markedly from well-known

macroscopic behavior all the way to properties of molecular species. One may

furthermore distinguish between natural nanoparticles (NNPs) and engineered

nanoparticles (ENPs).

In industrial applications, the amount of NP-containing products is rising rap-

idly, and ENPs are nowadays found in cosmetics, special clothing, and industrial

food products. To provide clear safety regulations, the EU commission has defined

nanomaterials as “a natural, incidental or manufactured material containing parti-

cles, in a bound state or as an aggregate or as an agglomerate and where, for 50% or

more particles in the number size distribution, one or more external dimensions is in

the size range 1–100 nm” [1]. Additionally, NPs are discussed to serve as tools in

many biomedical applications, for example, as drug carriers, MRI contrast agents,

and synthetic “viral” systems for gene delivery. Consequently, exposure of NPs to

the environment is propagating, and an improved understanding of their behavior in

biological environment is necessary to estimate risks and avoid potential harm. In

this context and considering medical therapy, the term biocompatibility is defined

as the ability of a material to perform desired functions without undergoing

undesired reactions or property changes [2].

Physicochemical properties of nanoparticles being suspended in aqueous media

are determined by their size distribution and shape, as well as by their surface

properties including surface potential, roughness, and functional groups [3]. The

large surface area-to-volume ratio of NPs provides an enormous reactive interface

between the particle and the local environment which can lead to significant

modifications of the NPs’ surface via physical adsorption or chemical reactions.

As a result, it is crucial to understand the behavior of NPs under conditions

mimicking their final application such as in the environment or body. Currently,

the majority of NPs designed for human therapy or industrial use have been

characterized with respect to their physicochemical properties in nonphysiological

conditions prior to investigating their cytotoxicity. To improve comparability of

experiments in this field, standardized characterization methods under physiologi-

cal conditions must be developed and applied [4].

2 K.A. Eslahian et al.



In this article, a brief introduction into nanoparticle properties, their interactions

with biological environments, and the state of the art of characterization under

physiological conditions is provided.

2 Nanoparticles: Stability and Interactions

Nanoparticle stability is an interplay of attractive (e.g., van der Waals type) and

repulsive forces (e.g., Coulomb repulsion), with stable suspensions being achieved

when repulsive forces are dominant.

Attractive van der Waals (VDW) forces, arising from dynamic interactions of

fluctuating dipoles, act between nanoparticles and give rise to a tendency for

particle aggregation. To prevent aggregation, particles can be stabilized by steric

hindrance, electrostatic repulsion, or depletion forces. The surface of most

nanoparticles contains charged groups that generate a surface potential which

results in repulsive forces between particles of the same kind. The sum of attractive

VDW forces and repulsive electrostatic forces is known as electrostatic stabiliza-

tion potential and can qualitatively be described by the Derjaguin–Landau–
Verwey–Overbeek (DLVO) theory [5]. As illustrated in Fig. 1a, the interaction

potential between two particles is strongly repulsive at very short distances due to

Born repulsion of atomic electron density. Moving particles away from each other,

the net potential becomes strongly attractive at nm distances due to VDW forces

and undergoes a repulsive maximum at a certain interparticle distance. This elec-

trostatic repulsion potential acts as a hindrance barrier, preventing two particles

from approaching and aggregating. As a measure for the effective electrostatic

potential, the zeta potential ς is experimentally accessible.

Distance and amount of the electrostatic hindrance potential are dependent on

the ionic strength of the solution (Fig. 1b). Increasing salinity gives rise to more

effective screening of the surface potential, thus reducing the Debye length which

describes how far the electrostatic repulsion potential persists into the solution. In

Lifshitz theory of VDW forces, the zero frequency term is affected by high ionic

strengths whereas higher frequency dispersion forces remain unaffected [6, 7].

Consequently, at high electrolyte concentrations, the repulsive potential van-

ishes and particle aggregation emerges. Steric stabilization occurs when macro-

molecules are attached onto the colloidal surface. The layer of steric hindrance

lowers the probability of two NPs to collide. In addition, the approach of two

colliding particles is impeded by a loss of conformation entropy. In case of poly-

electrolytes or other strongly charged molecular layers, the combination of both

effects is summarized as electro-steric repulsion, meaning that the respective

species provide both steric and electrostatic hindrance.

Besides repulsive electrostatic forces and steric hindrance, solvation plays an

important role in the stabilization of nanoparticles in aqueous solvents by forming a

hydration shell around the nanoparticles. This layer hinders two nanoparticles from

adhering and thus increases particle stability. When the relative affinity between the

Characterization of Nanoparticles Under Physiological Conditions 3



Fig. 1 Derjaguin–Landau–Verwey–Overbeek theory of electrostatic colloidal stability. Upper
panel: The net interaction (solid line) is considered to result from the sum of attractive van der

Waals forces and repulsive electrostatic double-layer forces. Lower panel: The effective interac-
tion potential as a function of salinity. Effective stabilization takes place in low (blue) and

moderate (green) ionic strength media, whereas the repulsive stabilizing barrier vanishes in high

ionic strength media (red). Depending on the colloidal system, moderate salinity refers to an ionic

strength between 1 mM (κ� 1� 10 nm) and 10 mM (κ� 1� 3 nm) in a monovalent 1:1 electrolyte.

Under physiological conditions, a medium can be considered of high ionic strength with a Debye

screening length around the Bjerrum length of the medium (κ� 1� 0.8 nm)

4 K.A. Eslahian et al.



surfaces of two nanoparticles is larger than between the surfaces and surrounding

water molecules, the so-called hydrophobic effect takes place, resulting in dehy-

dration and aggregation of the particles [8].

3 Nanoparticles Under Physiological Conditions

3.1 Relevant Media

Generally, nanoparticle analysis in vitro and their use in cell culture experiments

should be carried out under identical conditions [9]. The media have to be selected

according to the individual needs of the various applications of NPs in physical

chemistry, biophysics, biology, and medicine. In the following, these media are

described in the order of complexity.

Here, the term “physiological salt conditions” describes an ionic strength of

about 150 mM, in particular it denotes phosphate or bicarbonate buffer systems at a

pH of 7.0–7.4. Phosphate buffered saline (PBS) is applicable in nanoparticle

analysis when focusing only on physiological salinity. PBS consists of potassium

phosphate monobasic, sodium phosphate dibasic, potassium chloride, and sodium

chloride. RPMI1640 and DMEM basal media are widely used in cell and tissue

cultures. In addition to phosphate and bicarbonate, nutrients such as glucose, amino

acids, and vitamins are added to ensure cell viability.

Single proteins can be added to cell culture medium as model systems such as

bovine serum albumin (BSA), human serum albumin (HSA), or fibronectin. This is

mainly of interest to study the physicochemical effects of specific proteins on

colloids because it provides a defined and reproducible composition of such test

media.

Cell cultivation requires the addition of proteins and growth factors, which is

commonly realized by addition of fetal bovine serum (FBS) to the cell culture

medium. Usually 5–20% (v/v) of serum supplementation is applied.

However, in the fields of medicine, nanobiotechnology and also nanotoxicology

experiments in blood serum, plasma, or full blood are of major interest because the

in vivo situation should be mimicked as close as possible. Thus, characterization of

NPs in such complex conditions should be the final step of in vitro experiments.

In general, NP analysis under physiological conditions becomes increasingly

challenging with increasing complexity of the medium. Nevertheless, for a com-

plete understanding of the nano-bio interface in humans and the environment,

characterization of NPs under these highly complex conditions is mandatory. For

preliminary studies, simplified models based on the first few media mentioned

above may be useful for generating a first working hypothesis [10].

Characterization of Nanoparticles Under Physiological Conditions 5



3.2 Effect of Physiological Salt Concentrations on Colloidal
Properties

The high electrolyte content of physiological media has direct impact on the

colloidal stability of NPs. High salinity results in the screening of surface charges,

thus diminishing electrostatic repulsion between NPs. At this juncture, the Debye

length scale becomes relevant, describing the range of electrostatic interactions

between colloids. At a salinity of 150 mM, the Debye length is in the order of

0.8 nm only (for symmetric electrolytes like sodium chloride), leading to coagula-

tion of exclusively electrostatically stabilized nanoparticles in physiological media

(Fig. 2) [12–14].

According to DLVO theory, the nature of electrostatic stabilization is based on a

kinetic barrier. By decreasing collision efficiency, the repulsive potential lowers the

probability of coagulation of two colliding colloids. This leads to a second-order

rate kinetics [15–17], where the electrostatic repulsion potential determines the

timescale of coagulation.

The timescale for particle aggregation was found to be a few hours in the case of

citrate-stabilized silver nanoparticles in RPMI1640 medium [11]. This is in contrast

to electrostatically well-stabilized nanoparticles (with absolute values of |ς|>
20mV) in pure water, which are stable for months up to years.

3.3 The Nanomaterial Protein Corona

When nanomaterials enter any biological environment, they get covered by (bio)

molecules, forming a corona, which influences the nanomaterials’ physicochemical

properties. Hence, the environment and humans are mostly not facing pristine ENPs

but rather surface-coated ENPs. In particular, proteins bind to the surface of

Fig. 2 Evolution of the

hydrodynamic radius of

silver NPs in pure RPMI as

measured by DLS and

indicated by the total

scattering intensity.

Agglomeration occurred

after about 5 h. Adapted

from (with permission from

Kittler et al. [11])
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nanoparticles forming a biological coating around the nanoparticle known as the

protein corona [18]. This corona transforms the biological identity of the nanopar-

ticle and, thus, may affect biomedical applications and/or modulate nanotoxi-

cological effects and ecotoxicology [19, 20].

The formation process of a protein layer upon flat surfaces was firstly analyzed

by Vroman in 1962 [21]. The corresponding Vroman effect describes the time-

dependent composition of a protein adlayer, where the early state is dominated by

abundant proteins, which adsorb unspecifically. Subsequently, adsorbed proteins

are replaced by less abundant proteins, which bind with greater affinity, resulting in

a complex series of adsorption and displacement steps [22]. Initially, this model

was directly transferred to explain the evolution process of the protein corona

around [23], which led to the concept of a “dynamic protein corona.” In this

model, a dynamic exchange of adsorbed and unbound proteins takes place.

Hence, the composition of the corona is predominantly controlled by the associa-

tion and dissociation constants of the proteins available in the particle suspension.

Because certain protein groups display increased or reduced binding over time, a

time-resolved knowledge of nanoparticle-specific protein adsorption is required to

fully understand the interaction of nanoparticles with biological systems. In this

context, it was recently shown for silica and polystyrene NPs of various sizes and

surface functionalization that the formation of a protein corona is a very rapid

process [24].

However, recent studies disclosed novel binding kinetics for individual protein

groups, which cannot be explained solely by the Vroman effect. Present evolution

models suggest to discriminate between a “hard” and a “soft” protein corona [25–

28]. It is assumed that the soft corona forms by adsorption of weakly bound

proteins. With respect to the analysis of the corona composition, the soft corona

proteins desorb during the nanomaterial purification process. Thus, proteomics data

of the corona refer to the hard corona, representing the proteins with high binding

affinities only. Since the soft corona eludes subsequent detection, its existence

remains to be confirmed.

The composition of the hard corona is clearly affected by nanoparticle proper-

ties, including size/surface curvature and zeta potential [29], surface functionalities

[30], hydrophobicity [26], and topology [31]. Figure 3 displays the effect of NP size

on the protein corona composition formed upon amorphous silica NPs. This

composition was revealed by a proteome analysis, and proteins were classified

according to their calculated molecular weight (MW) for illustration reasons.

However, none of the abovementioned physicochemical properties alone is

exclusively able to control the formation, composition, and evolution of the protein

corona. As protein exposure time was identified as an additional critical factor, a

multiparameter classifier will most probably be required to generally model and

predict nanoparticle–protein interaction profiles in biologically relevant environ-

ments [18, 24].

The protein coating does not only define the biological identity of NPs but can

also drastically alter its colloidal stability. The protein corona can either have a

stabilizing effect by inducing steric stabilization [32] or a destabilization effect,

Characterization of Nanoparticles Under Physiological Conditions 7



caused by a protein-mediated bridging, charge compensation, or introduction of

charge inhomogeneity onto the NP surface [33]. The latter effect can result in

aggregation of the nanomaterial, leading to an additional level of complexity in the

description of NP systems. In a recent study, determination of the agglomeration

state and the size of particles under physiological conditions by their surface

properties is evidently demonstrated [34].

Nanoparticles with polymer chains attached to the surface are often referred to

be highly “biocompatible,” as unspecific interactions with biological components

are minimized. The most common polymer affecting the biocompatibility of NPs is

poly(ethylene oxide) (PEO), which is a water-soluble polymer that has a low

affinity to proteins and is frequently combined with alternative functionalities

[35–37]. Nanomaterials functionalized with PEO offer high colloidal stability

even in liquids of physiological ionic strength caused by interparticle repulsion.

Also protein adsorption is suppressed, which affects numerous cellular responses,

including opsonization by cells of the reticuloendothelial system (RES). Thus, the

circulation time in the blood system as well as the biodistribution of ENPs may be

modulated via PEO functionalization [38, 39]. Hence, for certain biomedical and

biotechnological applications, sterically stabilized nanoparticles may be of

advantage [40].

4 Characterization Methods

In general, optical characterization of NPs is very challenging, since their size is

below the refractive limit of visible light making direct optical detection via light

microscopy impossible. Additionally, their individually different tendency to form

aggregates depending on the surrounding medium disturbs appropriate

characterization.
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There are few methods which have been applied to characterize the size distri-

bution of nanoparticle suspensions in biological environments. These can be clas-

sified into scattering and correlation methods, microscopy-based methods, and

analytical methods based on hydrodynamic separation. One may distinguish

between absolute methods like dynamic light scattering (DLS) and relative methods

which necessitate calibration by a standard.

Another way to group the different characterization methods is the required

sample preparation: some methods can be directly applied to diluted suspensions in

the appropriate environment, such as DLS, small-angle X-ray scattering (SAXS),

and cryogenic transmission electron microscopy (cryo-TEM). Other methods

require special sample preparation like drying in transmission electron microscopy

(TEM) or atomic force microscopy (AFM), thus affecting the state of dispersed

species. Other methods like field-flow fractionation (FFF) are applied to the

unmodified suspensions but typically do not operate appropriately in all kinds of

physiological media.

4.1 Scattering and Correlation Methods

4.1.1 Light Scattering

Scattering of visible light by nanoparticle suspensions is a very frequently used and

well-established principle for size characterization [41]. Photons interact with

scattering centers of the analyzed particles by inducing oscillating dipoles. Relax-

ation of the dipole occurs by emitting light of the same frequency. The contrast

factor K is given by the refractive index increment of the solute sample dnD/dc to its
concentration c and by the wavelength of incoming light, λ. The optical contrast

factor is determined as

K ¼ 4π2n2D
λ4NA

∂nD
∂c

� �2

; ð1Þ

where nD is the refractive index of the bulk solution and NA is the Avogadro

constant. The Rayleigh ratio, R(Θ), is the ratio of the measured scattering intensity

to a standardized scattering intensity and it is independent of the experimental

setup. The absolute scattering intensity for particles containing a single scattering

center is given by

Kc

R Θð Þ ¼
1

Mw
þ 2A2c: ð2Þ

Scattering intensity depends on the mass average molar mass of the analyte (Mw)

and the second virial coefficient of osmotic pressure, A2.
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For larger particles whose size exceeds the limit of roughly λ/20, the Rayleigh

ratio becomes dependent on the scattering angle, θ. The distance of different

scattering centers within one particle results in interfering scattered light. For

isotropic particles, angle dependency is a function of the scattering vector, q,

q ¼ q
!��� ��� ¼ 4πnD

λ
sin

θ

2

� �
: ð3Þ

Angle-dependent scattering intensity is described by the Zimm equation:

Kc

R θð Þ ¼
1

Mw

1þ 1

3
q2 R2

G

� �
z

� �
þ 2A2c: ð4Þ

The Zimm equation describes the major features of static light scattering (SLS).

By measuring the angle-dependent time-averaged scattering intensity, one can

determine the mass average molar mass, the second virial coefficient of osmotic

pressure, and in the case of large particles the z-averaged square of the radius of

gyration hR2
Giz. These are basic properties in polymer analysis and thus relevant for

the characterization of polymeric NPs. Additionally, the ratio of the radius of

gyration obtained by SLS and the hydrodynamic radius, as determined by dynamic

light scattering (see below), is known as ρ-ratio and provides useful information

about the shape of the particles under study [41].

In dynamic light scattering (DLS), the intensity of the scattered light is recorded

as a function of time as opposed to SLS which is time averaged. From DLS, the

autocorrelation function g1(q, τ) is established. The fluctuations in scattered light

intensity arise from Brownian motion of the analyte species which alters the amount

of scattering centers within the scattering volume. The autocorrelation function

g1(q, τ) describes the fluctuations of the scattering intensity as a function of

momentary time intervals, τ. By making use of the Siegert relation, the exponential

decay of the autocorrelation function provides information on the Stokes–Einstein

diffusion coefficient D:

g1 q; τð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I q; tð ÞI q, tþ τð Þh i

I q; tð Þh i2
s

� 1 ¼ exp �Dq2τ
� 	

; ð5Þ

where hI(q, t)i is the averaged scattering intensity as a function of time. Extrapola-

tion of q! 0 yields the z-average of the diffusion coefficient hDiz which can be

used to calculate the corresponding hydrodynamic radius hR� 1
h iz via the Stokes–

Einstein relation:

Rh ¼ kBT

6πηD
: ð6Þ

Therein, kB is the Boltzmann constant, η is the solvent viscosity, and T is the

absolute temperature. If the sample shows polydispersity, a monoexponential decay
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of the autocorrelation function will not properly fit the experimental data; thus, a

cumulant analysis may be applied. The only physically relevant information on

sample polydispersity available in DLS is given by the μ2 value, which is the

deviation from monoexponential decay of the autocorrelation function. As conven-

tion, the μ2 value is calculated at an angle of 90�. Light scattering experiments must

be performed with care as the scattering intensity of a single particle scales with the

sixth power of its radius. To avoid superposition, micrometer-sized dust particles

must be removed for an appropriate analysis by light scattering.

DLS of electrostatically stabilized nanoparticles under conditions of high ionic

strength is very challenging due to destabilization of the particles and the formation

of aggregates. Advanced experimental skills and experience are required to distin-

guish between scattering by single particles and aggregates as demonstrated in

Fig. 4. Also proteins of various sizes, which are found in high concentration in

biological environments, give rise to a significant scattering background. Conse-

quently, DLS has rarely been applied for size (distribution) analysis in solutions

containing serum proteins [42]. However, a sophisticated method based on DLS has

recently been reported to measure particle size in blood plasma by separating the

scattering intensities of different solute constituents [43].

These circumstances clearly indicate that careful instrumental calibration and

adequate data examination must be applied to characterize nanoparticles in suspen-

sions. Angle-dependent measurements provide additional information on the state

of aggregation in contrast to backscattering methods. Particle studies using the

popular automated devices operating at one scattering angle and with preassigned

fitting procedures based on spherical shape models and Gaussian size distributions

are qualitatively acceptable for low-salt conditions and monodisperse samples.

Using these simplified experimental settings and assumptions, quantification of

particle size within polydisperse samples must be considered inadequate, particu-

larly under physiological conditions [44].

4.1.2 Zeta Potential Measurements

The surface charge of a given NP species determines colloidal stability, governs

protein adsorption, and, thus, influences cellular uptake. Using the Doppler effect,
electrophoretic light scattering of nanoparticle suspensions provides information on

the effective charge of the particles [45]. This effective charge is quantified by

measurements of the zeta potential, ς, which is the potential at the hydrodynamic

slipping plane of the dynamic double layer (ddl). In electrophoretic light scattering,

the electrophoretic mobility of the sample, μ, is observed and converted into its zeta
potential by Eq. (7) [46, 47]

ς ¼ μ
4πη

ε
; ð7Þ

with ε¼ ε0εr the permittivity of the solvent as a product of absolute permittivity, ε0,
and relative dielectric constant of the solvent, εr. Similar to DLS, potentials derived

Characterization of Nanoparticles Under Physiological Conditions 11



by automated devices for electrophoretic light scattering should be treated with care

and used for qualitative rather than quantitative comparison of colloidal stability.

Due to the primary electroviscous effect, caused by deformation of the electric

double layer, the relationship between electrophoretic mobility and the

corresponding zeta potential is not linear but undergoes a maximum, typically in

the low ionic strength regime [48]. A simplified model used for zeta potential

calculation becomes more and more adequate with increasing ionic strength and

the resulting shrinkage of the electric double layer. To obtain a detailed description,

electrokinetic phenomena may be described in terms of Mangelsdorf–O’Brien–

White theory [49, 50].

The formation of a protein corona affects the zeta potentials as derived from

electrophoretic light scattering in biological media. Measurements of electropho-

retic light scattering after purification have clearly shown the formation of the

protein corona on Au NPs to be dependent on time and protein concentration [28].

An alternative method to measure zeta potentials of nanoparticles in suspension

is measuring the streaming potential [51, 52]. Shear forces cause the electric double

layer of immobilized nanoparticles to be deformed. The potential resulting from the

Fig. 4 Angle-dependent diffusion coefficients of 17-nm-sized silica particles in RPMI 1640 in the

presence or absence of 5% FBS. Aggregation as a function of time is observed, and a bimodal size

distribution is disclosed after 2 days due to the beginning of agglomeration in RPMI 1640
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ambition of the ions to diffuse back into their steady state can be measured and

converted into a corresponding zeta potential. The main advantages of such tech-

niques are the absence of complex electrokinetic phenomena. In addition, measure-

ments are generally rather robust as no optics are required, and this method can be

applied in biological media.

4.1.3 X-Ray and Neutron Scattering

In scattering experiments like SLS and DLS, the zoom factor is given by the

scattering vector q
!
. One strategy to minimize q and, thus, to resolve more detailed

structures is to reduce the wavelength of the incident light source. Accordingly, in

small-angle X-ray and neutron scattering experiments (SAXS, SANS), de Broglie

wavelengths are in the order of 0.1–10 nm. Generally speaking, the principles of

scattering visible light, neutrons, and electrons are very similar while they do differ

with respect to their individual contrast factors. Please note: in SLS, scattering

occurs due to differences in refractive index, while different electron densities are

observed in SAXS and scattering occurs at the level of atomic nuclei in SANS.

Besides the radius of gyration, which is determined by angle-dependent intensity

measurements, the particle form factor P(q) can be observed for monodisperse

samples by scattering methods [53, 54].

In polydisperse samples, averaged values are observed and no insight into the

formation of a protein corona is available. As the form factor determines the applied

fit model, a priori information on the particle shape is needed, as available from

electron microscopy [55].

Further information can be obtained by scattering at high q-values, such as the

surface-to-volume ratio (Porod regime) and the internal (fractal) structure of

nanosized materials. SAXS and SANS are also frequently used to investigate

structures of biomacromolecules [56], to characterize the structure of

nanoemulsions (SANS) [57], or to observe the aggregation behavior of protein-

bridged silica NPs (SAXS) [33]. By using high energy synchrotron radiation,

improved SAXS resolution can be achieved and, for example, the formation of

miscellaneous structures can be observed time resolved [58].

4.1.4 Fluorescence Correlation Spectroscopy

In fluorescence correlation spectroscopy (FCS), fluctuations of the fluorescent light

are detected. This is a result of particle diffusion into or out of the observation

volume resulting in temporal changes of the particle number concentration. The

free diffusion of fluorescent particles is quantified by autocorrelation of the fluctu-

ations of fluorescence intensity, analogous to DLS.

FCS has been used to quantify the amount of blood proteins on sulfonate and

carboxylate-functionalized polystyrene NPs. Therein, discrimination between soft
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and hard protein coronas was achieved by kinetic analysis [59]. Furthermore, FCS

has been used to investigate the process of protein corona formation in situ.

Research on interactions of FePt NPs with human serum albumin (HSA) [10] and

transferrin [60] resulted in clear evidence that the time course of corona formation

and its thickness are determined by the strength of the interaction between the

protein and particle.

Measurements with higher precision can be achieved by dual-focus FCS

(2fFCS) that includes an absolute calibration standard [61]. Based on knowledge

about the molecular structure of proteins, the thickness of the protein corona was

explained by the individual orientation of proteins on the particle surface by

2fFCS [62].

In comparison to dynamic light scattering, FCS has the inherent advantage to

detect fluorescence-labeled particles in the presence of non-fluorescing proteins.

Still, this correlation method is limited when it comes to measuring the size

distribution of polydisperse samples. Moreover, FCS is only applicable to fluores-

cent nanoparticles. Non-fluorescent particles cannot be studied.

4.1.5 Particle Tracking Velocimetry

Particle tracking velocimetry (PTV) is a direct method to observe Brownian motion

of nanoparticles and gain information on their size. The first automated systems

tracking in 3D, based on multiple CCD cameras, were developed in the late 1980s

[63]. Modern setups include two lasers with different wavelengths to illuminate the

suspended particles which provide a sufficient amount of scattering light to track

the motion of particles as individual scattering sources. The path length traveled by

individual particles is converted into diffusion coefficients by the Einstein–

Smoluchowski equation [11].

The impact of RPMI cell medium, supplemented with FBS or BSA, on NPs has

been successfully investigated by Brownian motion tracking. It was found that

agglomeration of Ag NPs occurs in pure RPMI and RPMI-BSA within a few hours,

whereas particles remained well dispersed in RPMI-FBS. This finding was con-

firmed by DLS [11]. Interactions of BSA with citrate-stabilized Ag NPs and Au NPs

were compared to the interactions of BSA with polystyrene NPs by means of PTV

and circular dichroism (CD) spectroscopy. Much lower kinetic constants of BSA

desorption were observed for citrate-coated metallic NPs than for polymer-coated

NPs [64]. The combination of Brownian motion tracking and CD spectroscopy was

shown to allow discrimination between the formation of protein mono- and multi-

layers on NP surfaces [32].

As PTV is sensitive to brightness, the light scattered by larger particles domi-

nates in polydisperse samples. Consequently, smaller particles will hardly be

resolved in a multimodal mixture. Presenting PTV data as number averages results

in an underestimation of rarely present particles. These drawbacks are overcome in

DLS, so that both techniques complement one another.
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4.2 Microscopy-Based Methods

4.2.1 Electron Microscopy

The size of nanoscale particles cannot be resolved with light microscopy because

their size is smaller than the wavelength of visible light. One strategy to visualize

NPs is to increase the frequency of the electromagnetic radiation used for imaging.

In electron microscopy, the light source is an electron beam which interferes with

the electron density of the sample. Artifacts induced by the sample preparation

procedures prevent visualization of the particles as present in suspended state.

In transmission electron microscopy (TEM), highly resolved images of the NPs

are obtained, and their size, polydispersity, and shape are determined from the

transmitted electron density [65]. In contrast, scanning electron microscopy (SEM)

provides a topographic view on the nanoparticles by collecting the backscattered

electrons for imaging. Analysis of the scattered electron diffraction pattern offers

information on the crystal structure of solid analytes [66].

To reduce the influence of artifacts and to receive a reasonable size distribution

for the characterization of NP suspensions, a sufficient number of particles must be

studied to enhance statistical significance. In TEM, the arrangement of the particles

in the micrograph is mainly governed by artifacts resulting from drying of sample

suspensions on carbon-coated copper grids. Additionally, in biological environ-

ment, proteins and other biomolecules denature and crystallize during the drying

procedure giving rise to significant background intensities that reduce the contrast

of the image.

To avoid secondary effects arising from the sample preparation and to study the

state of dispersion as present in physiological media, cryogenic sample preparation

can be applied (cryo-TEM) [67]. In this case, a droplet of suspension is placed onto

a grid which consists of a porous carbon film. Thin films of solution occupy the

holes and are shock-frozen in liquid propane to prevent water crystallization. Until

use, the samples can be stored in liquid nitrogen. Analysis under external cooling

provides a thin film of amorphously solidified water and media [68]. However,

cryo-TEM is far away from becoming a standard characterization method because

it is both time consuming and costly in addition to requiring a high degree of

experimental experience [69].

Very fast mechanisms like structure formation of block copolymer micelles

were elucidated by cryo-TEM [70], as well as the strength of weak interactions in

carbon nanotube dispersions [71].

4.2.2 Atomic Force Microscopy

Atomic force microscopy (AFM) allows imaging beyond the resolution of conven-

tional optical microscopes based on the interaction between a sharp tip and the

sample surface. The tip with a radius of about 10 nm is attached to a cantilever
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which is scanned over the sample surface. The cantilever bends and thus moves up

and down according to its interaction with the surface. This movement is detected

by a photodiode using the optical lever principle. The exact lateral and vertical

movement of the cantilever is achieved with a piezo system, and the information

obtained about probe position and lever deflection is combined into a topographic

map of the sample [72]. In contrast to optical microscopy, AFM is not only capable

of providing information about the sample topography but also about mechanical

[73], viscoelastic, and thermal properties [74] as well as conductivity, surface

potentials [75], and friction forces. This can be achieved by choice of the measure-

ment mode. The most commonly used modes will be explained below.

AFM can be operated in air, vacuum, and liquid, allowing the investigation of

samples under physiological conditions. The visualization of NPs is only possible,

if these are fixed to a surface and accessible for the AFM tip. The resolution of the

images is limited by the tip apex and, thus, by using tips with a single atom apex,

atomic resolution can be achieved, which has been successfully demonstrated in

ultrahigh vacuum [76] and in liquids [77].

One drawback of nanoparticle characterization by AFM is the limited number of

observed particles. AFM is not a bulk method and thus always provides an excerpt

from a limited number of particles included in a sample. Accordingly, it is essential

to perform a considerable amount of measurements in order to do statistics on the

results. As an alternative particle characterization, AFM is commonly used in

combination with a bulk method which gives strong and reliable results.

As an example, Gurevich et al. [78] detected size changes of NPs upon exposure

to a protein solution and compared the results from AFM with DLS experiments.

Both methods found consistently that the average size of the nanoparticles

increased due to the formation of a protein corona. A broader size distribution

was found in DLS which was taken as a hint for particle aggregation. AFM images

confirmed these results and visualized the formation of aggregates upon protein

exposure. MacCuspie used a similar approach and investigated the effect of cell

culture media on the colloidal stability of silver NPs by use of DLS, UV–Vis

spectrometry, and AFM [79].

AFM can also be used to measure so-called force-versus-distance (F–D) curves.

To record such F–D curves, either the sample or the tip (depending on the instru-

ment) is moved up and down. The resulting deflection of the cantilever is measured

and provides information about mechanical properties like the adhesion between

the tip and sample or the elastic moduli of the surface [80]. This mode can also be

operated in air or liquid, and Pyrgiotakis et al. recently reported about the devel-

opment of a methodology to investigate NP–NP interactions based on force–

distance curve measurements in biological media [81]. In their experiments, they

were able to determine the thickness of a protein corona adsorbed onto Fe2O3 or

CeO2 NPs and the agglomeration potential of the protein-coated nanoparticles as a

function of particle size. They found that NP–NP interactions and the thickness of

the protein corona are highly specific for the particle material, primary particle size,

and the physiological media. Schaefer et al. used a different approach and
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investigated the interaction forces between NPs and proteins by measuring F–D

curves [82].

4.3 Analytical Methods Based on Hydrodynamic Separation

4.3.1 Field-Flow Fractionation

Field-flow fractionation (FFF) denominates a family of separation techniques. In

contrast to chromatographic methods, fractionation in FFF is not achieved by the

interaction of the sample with a mobile and a stationary phase. Instead, the general

principle refers to a physical field, which is acting perpendicular to a separation

channel.

Interaction with the applied field drives the particles toward one channel bound-

ary, the so-called accumulation wall. The mean distance of the sample to the

accumulation wall is mainly influenced by the diffusion coefficients of the particles

and the strength of the applied field. Larger particles are located next to the

accumulation wall, whereas smaller particles stay farther apart due to their

increased back diffusion. As the carrier flows in a parabolic shape through a thin

channel, the elution velocity of the sample is determined by the velocity of the flow

segment where it is located. Thus, in FFF, the separation occurs according to

particle size, typically with smaller particles to elute first and larger to elute last.

Subtechniques differ in the kind of physical field which is applied. Examples are

the thermal FFF (Th-FFF), sedimentation FFF (Sd-FFF), electrical FFF (E-FFF),

and flow-FFF (Fl-FFF) [83–85].

4.3.2 Flow Field-Flow Fractionation

In Fl-FFF, a cross-sectional flow is established which acts as the separating field in

addition to the laminar flow profile. This method includes two subtechniques, the

symmetrical Fl-FFF (SF-FFF), where the top and the bottom wall of the channel are

replaced by a frit and a membrane, and the asymmetrical Fl-FFF [86] (AF-FFF),

where only the bottom wall of the fractionation channel is replaced by a membrane.

This maintains a constant cross flow close to the accumulation wall.

In theoretical descriptions [87–89], the force induced by the field is replaced by a

drift velocity, U, of the particles toward the accumulation wall. This mass transport

leads to an increased concentration at the channel wall. Directed diffusion occurs

along the concentration gradient dc(x)/dx and is described by Fick’s law. The

overall mass flow, J, at the distance from the channel wall, x, is given by
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J ¼ �D
dc xð Þ
dx

� Uc xð Þ: ð8Þ

In steady state, no mass flux is present and an exponential decay of the concen-

tration profile is obtained.

c xð Þ ¼ c0exp �x
Uj j
D

� �
: ð9Þ

The effective layer thickness (l ), which is a characteristic distance between the

center of gravity of the sample and the accumulation wall, is described by the decay

length l¼D/(x|U|). The smaller the particle, the more distant it is from the accu-

mulation wall, resulting from large diffusion coefficients of small particles. Since

flow velocity of the parabolic flow profile is a function of the distance to the

accumulation wall, retention time becomes a function of particle size. A linear

relation between the retention time and the hydrodynamic radius can be

approximated.

tR ¼ πηRh
_Vcw

2

_VkT
; ð10Þ

where _V is the detector flow rate, _Vc the cross flow rate, and w the channel height.

Although hydrodynamic radii can be calculated directly by measuring the

retention time, typical calibrations standards are applied to deduce the size of the

sample. This is due to technical constraints, such as compressible membranes,

which reduce the effective height of the channel, or programmed nonconstant

flow conditions [86].

4.3.3 AF-FFF of Biomolecules

The operation of the Fl-FFF under physiological salt conditions is still challenging

because high ionic strengths lead to increased particle–particle and particle–wall

interactions [90]. As a result, the fractionation is dominated by hydrophobic

interactions leading to a peak broadening [91] and asymmetry as well as a signif-

icant sample loss [92, 93].

AF-FFF is mostly used for analytical applications [94] and for a wide diversity

of biomolecules, ranging from proteins [95], ribosomes [96], polysaccharides [97],

or bioconjugated nanospheres [98].

The analytical fractionation of NPs incubated with serum reveals the dimensions

of the adsorbed protein corona by a retarded retention time (RT) compared to NP in

the absence of proteins. In Fig. 5, elugrams of superparamagnetic iron oxide NPs,

coated with a monolayer of oleic acid and an amphiphilic block copolymer

(AMP-SPIONS), are displayed [99].
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Evaluation of the retention time results in a relative size characterization of the

sample, according to the calibration standard. This has been confirmed by investi-

gations of size-dependent plasmon resonance of gold nanorods [100]. Additionally,

the coupling of a variety of online detectors to the FFF instrument yields an

extensive, multiparametric sample characterization, providing a comprehensive

analysis emphasizing single fractions. Relevant online detectors are based on

fluorescence detection and UV absorbance to determine retention times or refrac-

tive index detection for appropriate concentration determination. Also absolute size

characterization detection by SLS (MALLS, multi-angle laser light scattering),

DLS (QELS, quasi-elastic light scattering) [101, 102], or mass spectrometry

(inductively coupled plasma mass spectrometry, ICPMS) [103] are applied. Com-

bination of AF-FFF with offline DLS and TEM was recently shown to provide a

complete characterization of the agglomeration state of NPs under physiological

conditions [34].

The load capacity could provide a semi-preparative fractionation by an optimi-

zation of the flow conditions. Such an approach is the slot outlet technique, where
the sample is enriched by removing a part of the carrier flow [104]. Using this

technique leads to increased concentrations of specific NP-size fractions for toxi-

cological studies [105] or to separation of NPs from present proteins [99]. An

increased load capacity can also be obtained by optimizing the channel geometry.

The circular asymmetrical flow field-flow eluator (CAFFFE) is an example of such

an optimization with a circular array of focusing spots. This assignment provides

preparative sample capacities [106].

4.3.4 Size Exclusion Chromatography

Size exclusion chromatography (SEC) is a separation method for molecules or

particles dispersed in a liquid, commonly known as gel permeation chromatography

or gel filtration, mostly in the case of polymers or proteins, respectively. The sample
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flows through a column containing a packed bed of porous particles, called the

stationary phase. Depending on the molecular or particle size of the analyte,

individual species can diffuse into the pores of the stationary phase or will be

excluded. Large analyte molecules or particles are excluded and will elute sooner,

while smaller species enter the pores to a different extent and are found to elute

later. By calibration with appropriate standards, the elution time can be related to

size. For polymers or other molecular species, usually the molecular weight is of

particular interest, which requires a new calibration for every material. In fact, the

actual separation process is not determined by molecular weight but by the hydro-

dynamic volume of the analyte. This principle was eluded by Benoit [107] and is

commonly known as universal calibration.

Traditionally, as to aqueous systems, SEC has been used for the purification and

analysis of proteins and a number of water-soluble polymers such as dextrans, PEG,

and others [108]. As to ENPs, a variety of different materials has been studied in

both aqueous and organic solvent systems. A common problem is colloidal stability

of the particles, which is generally provided by a coating or surfactant layer. Due to

the intimate interaction of the particles with the stationary phase of the column, the

surfactant layer is often prone to desorption which results in aggregation of the

particles and/or adhesion to the stationary phase. To circumvent this problem, the

mobile phase has been supplied with additional surfactant to keep the particles

stable, in both aqueous and organic media [109, 110]. Particles modified with a

polymeric coating or covalently attached molecules, such as PEG or proteins, have

been shown to remain stable on the column, even under physiological salt condi-

tions; by using globular proteins as calibration standards, their hydrodynamic

diameter could be derived [111, 112]. Also, separation of NPs of different shapes

has been demonstrated by SEC (Fig. 6) [113].

4.3.5 Gel Electrophoresis

Electrophoresis describes the migration of charged particles within an electric field.

The motion velocity, v, is determined by the strength of the electric field, E, and the
electrophoretic mobility, μ.

v ¼ μ � E ð11Þ

Gel electrophoresis for molecular weight determinations of proteins is applied in

an agarose or polyacrylamide gel with defined pore size matching the relevant

range of sizes to be analyzed. Agarose gel electrophoresis was also established as

proper size and shape characterization for colloidal particles [114], as well as

bioconjugated gold NPs [115].

Gel electrophoresis has proven its particular usefulness in characterizing the

protein corona on NPs in physiological environments. A well-established system in

protein bioanalytics is polyacrylamide gel electrophoresis with the addition of

sodium dodecyl sulfate (SDS-PAGE). Herein, SDS attaches to the protein sample
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to a constant amino acid-to-SDS ratio [116]. The highly negative charge of this

surfactant is transferred to the protein, leading to a denaturation of the proteins into

a rodlike shape, and a similar charge-to-mass ratio of all proteins is obtained. In an

electric field, separation is achieved by sieving through the gel, where smaller

proteins can pass through the pores faster than larger proteins. The relative mobil-

ities in such gels are inversely proportional to the logarithm of the molecular

weights. The molecular weight is determined relative to multiple protein markers

with known molecular weight. The accuracy of this method for the molecular

weight determination of proteins is approximately 5–10% [117]. An example of a

SDS-PAGE gel is illustrated in Fig. 7. Proteins were stained with Coomassie blue.

The first lane shows the molecular weight standard. Lanes 1 and 2 show proteins

from cytosolic fluid forming the corona around plain and carboxyl-modified poly-

styrene NPs, respectively [27]. For a further investigation of proteins in the corona,

selected bands can be excised from the SDS-PAGE gel and analyzed by mass

spectrometry [24].

Fig. 6 Size exclusion chromatography. (a) Molecules or particles of different size are fractionated

based on their hydrodynamic volume with respect to the pore size of the stationary phase. (b)

Chromatogram of Au NPs with an amphiphilic polymer coating (PC) and PEG of different

molecular weight (750–20 kDa), eluting at different times. (c) Size calibration of different

Sephacryl media exhibiting different pore size, using globular proteins. KSEC is the normalized

partition coefficient, rh,SEC the hydrodynamic radius of the proteins (with permission from

Sperling et al. [112])
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4.3.6 Analytical Ultracentrifugation

Classic centrifugation becomes analytical by applying detectors onto the rotor cell,

measuring concentration distributions of the sedimenting sample. The common

term for such experiments at rotation speeds of up to 80.000 rpm is called analytical

ultracentrifugation (AUC) [118].

The process of sedimentation is expressed by the Lamm equation, which

describes the local concentration c, at the radial position r in the ultracentrifugal

field, as a function of time t with diffusion and sedimentation coefficients D and s,
respectively.

∂c
∂t

¼ 1

r

∂
∂r

rD
∂c
∂r

� sω2r2c

� �
ð12Þ

Dependent on the rotor angular velocity ω, sedimentation coefficients or diffu-

sion coefficients are obtained. Applying a density gradient yields the density of the

sample, or at sedimentation–diffusion equilibrium conditions, the molecular weight

and even stoichiometry of the interaction systems can be derived. Especially in

aqueous multiphase systems, highly efficient separations of NP suspensions

according to their size and shape were demonstrated [119].

The AUC is widely applied in biochemistry [120], biophysics, and pharmacy

[121]. In these fields, interactions of proteins, DNA, and RNA as well as poly-

saccharides have been studied [122].

4.4 Comparison of Characterization Methods

All of the previously introduced methods provide a size characterization of a

nanoscale material, whereas each technique comes along with advantages and

limitations. The result of a single method will be influenced by particle size and

its dispersity, the interaction forces, the weightings in case of averaging, and

Fig. 7 SDS-PAGE gel

stained with Coomassie

blue. Lane from left to right:

molecular weight standard,

protein corona of plain

polystyrene NPs, protein

corona of carboxylated

polystyrene NPs (with

permission from Lundqvist

et al. [27])
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inherently the fundamental principle of each characterization technique with its

artifacts [123].

In the case of scattering and correlation methods, only average values are

obtained which are influenced by sample polydispersity. One obtains the weight

average of the molecular mass and the z-average of the squared radius of gyration in
static light scattering, whereas dynamic light scattering yields an inverse z-average
for the hydrodynamic radius. The advantage of scattering methods is the availabil-

ity of absolute measurements, without calibration being necessary. Scattering

methods also allow the measurement in solution under biologically relevant con-

ditions. In FCS, the main advantage is that only fluorescent particles are correlated,

and measurements in physiological media remain accurate. On the other side, the

limitation to fluorescent samples requires some manipulation of non-fluorescent

particles. Thus, non-fluorescent particles are not generally suitable to FCS. Another

aspect to keep in mind is that light scattering is an ensemble method, whereas FCS,

particle tracking, and electron microscopy are based on relatively few particles.

Here, one has to assure representative sampling; hence, sample preparation may

play a crucial role.

As microscopy directly provides an image of NPs, especially for the determina-

tion of the shape, TEM and SEM are reliable and necessary standards. While

counting particles yields a size distribution, the accuracy will highly depend on

the number of imaged particles. In cryo-TEM, the frozen state of NPs under

physiological conditions can be imaged.

Fractionation methods are generally affected by interaction forces; thus, only a

relative size characterization is obtained. Absolute measurements of size and size

distribution can be accomplished by coupling the FFF to suitable online detectors,

such as light and X-ray scattering or mass spectrometry. Also fractionation in a

semi-preparative way can be archived with minor effort. The main limitation of

Fl-FFF is fractionation at physiological salinities, where attractive forces dominate

the elution process.

In conclusion, for characterization of NPs, especially in physiological condi-

tions, no single method is complete. Detailed characterization results from com-

bining different analytical methods with the awareness of the specific advantages

and limitations of each method [34].
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Abstract Throughout the last years, a huge variety of different nanoparticle

formulations have been studied with the aim to assess their harmlessness in

biological systems, to elucidate how the morphological features govern their impact

on cells, and to develop cell labeling strategies for biomedical purposes. Most of

such studies are based on the use of various cell viability assays. Interestingly,

different results – even contradictory ones – have been observed between the

groups, even though the respective nanoparticle formulations were more or less

similar. One possible reason for such discrepancies is the occurrence of specific

interactions between the nanoparticles and the ingredients of the respective cell

viability assays. A similar situation can be encountered when researchers investi-

gate the labeling of (stem) cells for biomedical purposes. Hereto, different labeling

efficiencies were observed with the corresponding effects on cell viability and

functionality. Therefore, the present review focuses on potential pitfalls and

artifacts associated with the cytotoxicity evaluation of nanomaterials.
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1 Introduction

Nanotechnology has emerged as a promising tool in different branches of science.

Investigators are keen to understand the physicochemical properties of nanoscale

materials (<100 nm) as a function of their size, shape, surface chemistry, and

chemical composition. In the last years, extensive work has been done to elucidate

the interactions between differently designed nanomaterials and biological systems.

The main aim is to assess the impact of nanoparticle exposure or to identify

potential applications in future medicine. In this context, different nanomaterial

formulations have been exposed to different cell types, organisms (bacteria),

tissues, and animals. As a result, scientists became aware of the complexity of

these interactions. Particularly if injected into the blood stream, the adsorption of

serum proteins on the nanoparticles’ surface [1] is a determining factor governing

their fate in the body and the uptake of nanoparticles by the respective target cells.

When analyzing the bio-pathological effects on cells, one of the first processes to

consider is nanoparticle adsorption on the cell surface and internalization. Hereto,

the nanoparticles’ shape seems to be important. In this regard, rods were shown to

induce maximum uptake, followed by spherical, cylindrical (more symmetrical

than rods), and cubic nanoparticles; this is true for nanoparticles larger than

100 nm [2]. With decreasing size (smaller than 100 nm) spheres are better inter-

nalized than rods [3]. The aspect ratio and the composition of the nanoparticles [4]

influence the degree of nanoparticle uptake as well. Besides uptake as well as

electrostatic interactions, the intracellular degradation processes, which are largely

dependent on the composition of the nanomaterial, influence their impact on cell

viability. To test cell viability after nanoparticle exposure, different assay systems

addressing specific metabolic pathways of the cell have been extensively used for

screening purposes with more or less diverging results. The underlying reasons are

rather complex and not well understood. A set of examples for the biological impact

of specific nanomaterials and the problems associated with their experimental

investigation will be detailed below.

Due to their good biocompatibility, iron oxide nanoparticles have been proposed

in particular for a great variety of applications in medicine and biology. Examples

are their use for cell separation procedures in life-science research or the labeling of

stem cells in order to allow for an accurate monitoring of their migration via
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magnetic resonance imaging (MRT). One important prerequisite for both applica-

tions is that the cells must retain their viability and functionality during these

experimental manipulations.

This review focuses on the different aspects which are to be considered when

cell viability assays are used to assess the cytotoxicity of nanoparticles and on the

potential pitfalls which should be taken into account when cells are labeled with

magnetic nanoparticles.

2 Validity of Cell Viability Assays

A huge variety of different cell viability assays have been developed to assess the

impact of xenobiotics on cells. One very simple approach is the use of the dye

trypan blue. It is a diazo dye which selectively stains dead cells. The dye is unable

to pass the cell membrane of viable cells but enters the cytoplasm of dead cells with

compromised membranes. The staining method has been described as “dye exclu-

sion method,” since it excludes live cells from staining. After staining, live cells are

counted using a microscope. In a similar manner, the dye Evans blue has been used

in cell viability assays.

Other assay systems address specific metabolic pathways in the cell. For exam-

ple, the cellular membrane integrity can be assessed by determining the release of

lactate dehydrogenase into the culture medium. The enzyme lactate dehydrogenase

is normally localized in the cytosol and is consequently sequestered inside viable

cells. A release occurs in damaged cells only. Advantages of this assay are fast

performance and simple evaluation [5]. However, nanoparticle incubation is limited

to low concentrations of serum proteins, since fetal serum contains distinct amounts

of lactate dehydrogenase itself, which might lead to false-positive results. Low

serum protein concentrations on the other handmight not mimic the in vivo situation

appropriately, particularly when assessing the cytotoxic response of blood cells.

Another possibility is to determine the viability of a cell population via the

so-called MTS assay. It is based on the reduction of a methyl tetrazolium salt (MTS:

[3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxy-methoxyphenyl)-2-(4-sulfophenyl)-2H-

tetrazolium, inner salt]) to a water-soluble formazan product in presence of a

corresponding amount of the redox coenzymes NADH/NADPH and endogenous

dehydrogenases. The amount of converted tetrazolium salt is quantified photomet-

rically (absorbance at 490 nm) and correlates with the number of living cells in the

respective culture system [6]. Apart from theMTS, other tetrazolium salts have been

proposed for cell viability studies, such as XTT (2,3-bis-(2-methoxy-4-nitro-5-

sulfophenyl)-2H-tetrazolium-5-carboxanilide), WSTs (water-soluble tetrazolium

salts, e.g., WST-1, WST-8), and MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-

tetrazolium bromide); MTT was the first compound that was introduced for

dehydrogenase-based cell viability assessments and still required an additional

solubilization step. Basically, all tetrazolium salt-based cell viability assays measure

glycolytic activity. To exclude false-negative readouts particularly when testing

viable but metabolically inactive cells, it is important to include untreated controls.
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Alternatively, cell viability can be measured by the assessment of cellular ATP

levels. This is accomplished by the so-called ATP assay, a luminescence assay

system, which measures the metabolic activity of cells via the enzymatic transfor-

mation of D-luciferin and intracellular ATP to oxiluciferin and light.

A further endpoint assay to probe cell viability is the assessment of thymidine

incorporation during DNA replication. This test system directly measures cell

proliferation. When cell density allows for cell proliferation, it can also be used

for viability assessments of cells with a short G1-phase as it is particularly the case

for permanent cell lines. Experimentally, a specific thymidine analogue like EdU

(5-ethinyl-2-deoxyuridine) is added to the culture medium and gets incorporated

into newly synthesized DNA. Analysis is performed by a click labeling reaction of

the incorporated EdU with a reagent containing copper and Oregon Green®

488 azide. For signal amplification, an anti-Oregon Green® antibody conjugated

to the enzyme horseradish peroxidase (HRP) is used which then reacts with a

specific substrate and produces a fluorescent product.

Recently, critical debates on the reliability of these testing systems especially for

the MTS or MTT assay have been reported [7–10]. According to these reports, the

in vitro cytotoxicity assays based on intracellular enzymatic conversions are prone

to overestimate cell viability when they are incubated with certain nanoparticle

formulations. One example is the exposure of rat gliosarcoma cells (9 L/lacZ) or

murine macrophages (J774A.1) to carboxymethyl dextran-coated, clustered

magnetic (iron oxide) nanoparticles as shown in Fig. 1. Even though care has

been taken (e.g., by the incorporation of multiple washing steps or the separation

of supernatant from cells) to prevent light absorbance due to the presence of

nanoparticles in the sample, an overestimation of the cell viability using the MTS

assay compared to the ATP assay is evident (Fig. 1). This overestimation of cell

viability leads to erroneous EC50 values (Table 1) and is attributed to the interfer-

ence of the nanoparticles with ingredients of the MTS assay resulting in artificially

higher dehydrogenase activities. Interestingly, it has been shown that mesoporous

silica nanoparticles can accelerate the exocytosis of formazan crystals after the

particles have been taken up by HeLa cells and astrocytes. The authors attribute this

effect to the perturbation of intracellular vesicle trafficking as a result of the

nanoparticle uptake [11]. Similar relationships have already been observed for

other chemicals as well: Hoskins et al. hypothesize that the false increase of cell

viability as measured by MTS might be due to changes in redox metabolism as a

response to the presence (uptake) of nanoparticles [8].

With respect to cell culture conditions, it is also well conceivable that the

presence of aggregated magnetic nanoparticles on cells (Fig. 2) can bias the status

of cell viability, particularly if colorimetric methods based on the light absorbance

of enzymatic products are used (e.g., MTS test). It is rather challenging to control

nanoparticle-mediated absorbance, since nanoparticles are mostly very prone to

adhere to the cell culture ware or they get internalized in cells. Thus, subtraction of

the “nanoparticle blank values” (in absence of cells) from those values recorded for

cells incubated with nanoparticles would not entirely heal the effect of

overestimation. Moreover, the overestimation of cell viability assessed via MTS
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can differ in dependence on the cell line under study. For example, as shown in

Fig. 1, overestimation was more pronounced for macrophages than for glioblastoma

cells. This observation can be attributed to the fact that the first provide much more

intercellular spaces for nanoparticles to hide than the latter. Hence, this would mean

that the confluency status of the respective cell population at the time of nanopar-

ticle exposure might also influence the outcome of cell viability assays.

Table 1 MTS and ATP assays produce different values for the effective concentration EC50 of

iron oxide nanoparticles in contact to murine macrophages and rat gliosarcoma cells

Incubation time

Murine macrophages Rat gliosarcoma cells

MTS ATP MTS ATP

24 h >100* 86 >100* >100*

48 h >100* 92 >100* 58

Rat glioblastoma cells (9 L/lacZ) and murine macrophages (J774A.1) were incubated with

nanoparticles for 24 and 48 h. EC-50 concentrations as given in the table (in μg/mL) were

calculated from data of both assays. >100* ¼ the effective dose is higher than the highest

nanoparticle concentration under test (100 μg/mL)

Fig. 1 Impact of nanoparticle exposure depends on the cell type and on the cell viability assay

used. Relative ATP level (left) and dehydrogenase level (right) of rat gliosarcoma cells (9 L/lacZ,

top) and murine macrophages (J774A.1, bottom) after exposure to carboxymethyl dextran-coated

iron oxide nanoparticles for 24 h. The cellular ATP and dehydrogenase levels were normalized to

the respective levels of untreated control cells (100%). According to DIN EN ISO 10993–5 a

nanomaterial can be considered as toxic when cell viability drops below 70% (dark line). Red
arrows indicate the loss of cell viability after nanoparticle incubation (100 μg/mL) which was

determined by using a luminescent ATP assay for both cell lines. In contrast to that, blue arrows
indicate only a slight loss in cell viability for rat gliosarcoma cells and constant cell viability for

murine macrophages which is measured by the MTS assay
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In contrast, when using the ATP assay after exposure of the cells to iron oxide

nanoparticles, a consistent decrease of viability can be observed with increasing

particle concentrations. This effect applies for the two cell lines under investigation

(glioblastoma cells and murine macrophages, Fig. 1), demonstrating that the cyto-

toxic effect is not cell line dependent. This finding does not corroborate with the

data gained with the MTS assay under identical experimental conditions (cell lines,

nanoparticle concentrations, incubation times; Fig. 1) for the reasons described

above. The observations are in agreement with the findings of other authors when

data derived from assays based on cellular ATP are closest to the data that were

gathered by counting viable cells (Fig. 3) or trypan blue exclusion [2, 3]. Since the

ATP assay system measures luminescence, there is no interference with the parti-

cles’ intrinsic light absorbance, which is particularly influential in the case of iron

oxide nanoparticles. If the nanoparticles to be tested emit light by themselves (e.g.,

due to functionalization with fluorescent dyes for microscopy studies), potential

interferences with luminescence from the assay system should be assessed using

appropriate controls.

Fig. 2 Aggregation of iron oxide nanoparticles on the cell surface leads to opaque areas which are

usually not removed by washing. Rat gliosarcoma (9 L/lacZ) cells and murine macrophages

(J7747A.1) were incubated with carboxymethyl dextran iron oxide nanoparticles and examined

via light microscopy (scale bar 50 μm)
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Interestingly, it was found that certain carbon nanotube formulations are able to

convert MTT into its MTT-formazan-insoluble form in the absence of any living

organism. For example, polyoxyethylene sorbitan mono oleate-suspended carbon

nanotubes (SWCNTs) interfere less with an MTT assay than sodium dodecyl

sulfate-suspended ones [12]. Therefore, it is imperative to carefully validate

cytotoxicity assays to ensure correct experimental data.

Specific interactions between nanoparticles and certain ingredients of cell

viability assays are more likely to occur for some nanoparticle formulations than

for others. In this context, SWCNTs appear to interact with some tetrazolium salts

such as MTT but not with WST-1 or XTT. These effects are related to the insoluble

nature of the MTT-formazan rather than the enzymatic reaction [13]. Particularly

multi-walled carbon nanotubes may bind to the insoluble formazan product and

prevent its re-solubilization [14]. Conflicting results were observed with several

different assays such as neutral red, MTT, or cytokine IL-8 release when assessing

carbon nanomaterial cytotoxicity in epidermal cell culture systems [15]. Up to now,

there are only hypotheses about the reasons for these different interactions which

merit further studies.

Another example of conflicting results is the outcome of the ATP assay reading

cellular ATP levels when it is compared to the so-called EdU-incorporation assay

after exposure of cells to Au@Fe2O3 Janus particles (Fig. 4). Specific reactions

between the assay components and the nanoparticles are easily controlled by

exposing the nanoparticles alone (without the presence of cells) to the reagents of

the assay system. As shown in Fig. 4, no interactions of the nanoparticles with the

components of the ATP assay can be detected, indicating that the decrease of cell

viability in the presence of particles is reliable. In contrast, when applying the

EdU-incorporation assay, distinct fluorescence signals can be detected in the

presence of nanoparticles without cells. The explanation is as follows: EdU

Fig. 3 Comparison of Au@Fe3O4 nanoparticle impact on cellular ATP levels and the number of

viable cells after exposure. Human microvascular endothelial cells (HMEC-1) were incubated

with (“cells+NP”) or without (“cells”) Au@Fe3O4 nanoparticles (50 μg/mL Fe (II)/(III)) for 24 h.

Cellular ATP values were normalized to control values (no particle exposure, native cells), which

were set as 100%. Number of viable cells per section is determined via microscopy (nonviable

cells were removed by washing). NP, nanoparticles

Probing the Cytotoxicity of Nanoparticles: Experimental Pitfalls and Artifacts 37



detection (EdU incorporated into DNA) is based on a click reaction, which is a

copper-catalyzed covalent reaction between an azide and an alkyne (see also

above). Copper is likely to undergo redox reactions with iron from the iron oxide

based nanoparticles, particularly if the shielding of the metallic core by the particle

shell is not appropriate [16]. From this observation one can conclude that cell

viability assays based on redox reactions can only be performed with (metallic)

nanoparticles as long as they are covered by an intact surface shielding.

A similar effect can be found when analyzing the effects of CeO2 nanoparticles

on cells. The differences of the readouts “cellular ATP” and “cellular dehydrogenase

activity” as shown in Fig. 5 can be attributed, at least partially, to the adsorption of

insoluble formazan products on the CeO2 nanoparticles with increasing time of

incubation. Consequently the cell viability will rather be underestimated. This is in

agreement with the observations on carbon nanotubes described above.

Irrespective of the readout used in cell viability assessment, one has to keep in

mind that validity of such assays is confined to the in vitro situation only. Direct

toxicity extrapolations to the in vivo situation should be undertaken with great care,

since (1) nanomaterials are mostly applied in nonphysiologically high concentra-

tions in in vitro experiments; (2) the outcome represents mostly the response of one

cell system (exception: co-culture systems), whereas a complex interaction between

different cell types takes place in an in vivo environment; (3) the absence of an

immune system in vitro; (4) numerous investigators use serum-free media to

prevent nanoparticle agglomeration in vitro, a situation which is never encountered

in vivo; and (5) in the case of complete culture medium, opsonization processes in

presence of fetal calf serum do not necessarily represent the situation in humans.

Those studies that report on interferences of nanoparticles with cell viability

assays clearly implicate the necessity of standardizing these assays and of including

the correct controls. There is also a strong need for reference materials. Additionally,

the experience and knowledge gained so far strongly indicates that more than one

readout parameter should be considered when the biological response to

Fig. 4 Outcome of ATP and a thymidine incorporation assays on human endothelial cells after

incubation with Au@Fe3O4 nanoparticles. Assay ingredients were incubated with HMEC-1 cells

only (“cells”), or with cells and magnetic nanoparticles (“cells+NP”, 50 μg/mL Fe(II)/(III)), or

nanoparticles only (NP). (a) Luminescence-based ATP assay. (b) Thymidine incorporation assay

using the analogue EdU. For analysis, a fluorescent substrate is attached to the incorporated

uridine. Luminescence and fluorescence are given in arbitrary units. NP, nanoparticles
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nanomaterials is studied. Particularly helpful and informative are viability assays in

combination with assays probing other biological markers of cellular physiology,

such as cytoskeleton integrity or the occurrence of reactive oxygen species (ROS) in

order to be able to draw adequate conclusions and exclude potential methodological

biases. In this context, a very detailed particle characterization including hydrody-

namic diameter, polydispersity index, zeta potential, and serum protein opsonization

properties is extremely valuable and necessary for accurate data analysis.

3 Effects of Nanoparticle Labeling Processes on Cells

One of the most prominent manipulations of cells using nanoparticles is cell

labeling for various biomedical purposes. In biomedical research, specific label-

ing of cells has been applied frequently to select distinct subpopulations with

defined surface expression patterns. For instance, cells are incubated with target-

affine and selectively functionalized magnetic particles based on iron oxide.

Fig. 5 Outcome ATP and MTS assay for human endothelial cells after incubation with CeO2

nanoparticles. HMEC-1 were incubated with 100 μg/mL (size: 40 nm) CeO2 nanoparticles for

3–72 h. (a) ATP assay, (b) MTS assay. NP, nanoparticles
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Labeled cells can be separated selectively from a mixed population by applying

magnetic columns which retain labeled cells in the presence of a magnetic field.

Elution can easily be performed by removal of the column from the magnetic

field.

Another concept is the labeling of stem cells with the aim of monitoring their

delivery and migration to target organs that are affected by a specific disease via

MR imaging. It is a prerequisite for this approach that those cells retain their normal

viability, functionality, and capability of migration during labeling. The labeling of

stem cells is mainly based on the cellular mechanisms of endocytosis [17],

depending in a complex manner on size, shape, surface charge, and chemistry of

the nanoparticles, as well as on the cell type. Additionally, several strategies have

been proposed to enhance cellular uptake, such as the use of commercial transfec-

tion reagents and nanoparticle functionalization with cell membrane translocating

peptides. These strategies have been nicely summarized by Neoh and Kang [18]

and Berman et al. [19] among others.

In the literature, different labeling efficiencies have been reported so far. For

example, mesenchymal and hematopoietic stem cells are labeled with

carboxyldextran-coated nanoparticles up to 8.3pg Fe(II)/(III)/cell [20] or just up

to 2.6pg Fe(II)/(III)/cell [21], respectively. In contrast epithelial liver carcinoma

cells incubated with carboxymethyl dextran nanoparticles have internalized 110pg

Fe/cell [22], while lung carcinoma cells took up 202pg Fe(II)/(III)/cell after

exposure to aminosilane nanoparticles [23].

These differences in labeling efficiency might be due to the individual uptake

activities of cells but also, at least partially, due to methodological artifacts. One

challenge is the fact that discrimination between NPs on the surface of the cell

and those which have been already internalized is experimentally hard to

achieve. We have observed that after incubation of cells with starch-coated

iron oxide nanoparticles and subsequent separation of labeled cells from

non-labeled ones with the help of a magnetic column, the amount of iron per

cell distinctly drops after magnetic separation (Fig. 6). Interestingly, the effect

did not depend on whether the cells were labeled by nanoparticle sedimentation

compared to magnetic field (83 mT)-mediated nanoparticle encounter. The effect

is more striking when cells are exposed to particularly high iron oxide nanopar-

ticle concentrations. The underlying reason for this observation is the presence of

nanoparticle aggregates on the cell surface which obviously can be removed

during magnetic separation using a magnetic column but not via the regular

washing steps with buffer during the labeling procedure per se. Therefore,

in vitro labeling of cells should be performed with reasonable nanoparticle

concentrations in order to avoid excess of nanoparticle association on the cell

surface which affects the labeling efficiency.

We could show that the use of magnetic delivery of NPs and magnetic separation

of cells do not alter the intracellular compartmentalization of magnetic

nanoparticles. In this context, iron oxide nanoparticles were found to be localized

in the endosomes and secondary lysosomes in accordance to other reported studies

[24–26].
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Extensive studies have already proven a good biocompatibility of iron

nanoparticles. The viability of epithelial liver carcinoma cells (110pg Fe(II)/(III)/

cell) or human colon carcinoma cells (7pg Fe(II)/(III)/cell) was 95% of non-treated

controls [22, 27] after intracellular NP delivery. Similar results were found for

mesenchymal (8.3pg Fe(II)/(III)/cell) or hematopoietic stem cells (2.6pg Fe(II)/

(III)/cell) [21]. Nevertheless, labeled cell populations exposed to magnetic separa-

tion can experience a drop of their viability as shown in Fig. 7. The drop in viability

is particularly visible for labeled cells but independent on the strategy of cell

labeling (magnetic delivery compared to sedimentation). Such effects could arise

from specific interactions of the cell membrane with the filling material of the

columns or the applied shear stress [28].

Even though iron oxide nanoparticles are considered to be of no harm in terms of

viability and functionality of stem cells, in several cases an inhibition of

chondrogenesis [29, 30], a decrease in migration capacity, colony formation ability

[31], and inhibition of osteogenic differentiation [32] were observed. Accordingly,

specific manipulation procedures necessary for cell labeling require an adequate

postlabeling analysis to ensure cell viability and functionality after the nano-

particles are attached to their target.

Fig. 6 The labeling efficiency of human adenocarcinoma cells decreases distinctly after separa-

tion using magnetic columns. BT-474 cells were exposed for 24 h to iron oxide nanoparticles

(up to 1300 μg Fe(II)/(III)/cm2 growth surface) without (labeling by sedimentation) or in the

presence of a 83 mT magnet (magnetic labeling). After washing off unbound nanoparticles, cells

were harvested. Labeled cells were separated from non-labeled ones using a magnetic column.

Inset: magnified presentation of data obtained after magnetic separation of labeled cells

Probing the Cytotoxicity of Nanoparticles: Experimental Pitfalls and Artifacts 41



4 Conclusion

In conclusion, experimental data from different research groups have shown that

specific interactions between nanomaterials and ingredients of cell viability assays

can lead to distinct over- or underestimations of cytotoxicity. This data suggests

that there is a need to undertake multiple different assays in parallel with appro-

priate controls and the respective nanomaterials should be adequately characterized

in terms of their morphology and chemical composition. Additionally, the limita-

tions of extrapolations to the in vivo situation should be taken into account. With

respect to labeling of cells for biomedical applications, reasonable nanoparticle

concentrations should avoid overestimation of labeling efficiency due to the

formation of large nanoparticle aggregates on the cell surface. The retention and

elution of labeled cells from magnetic columns is prone to affect viability of cells.

These artifacts exemplify potential pitfalls which could hinder the progress of

biomedical applications of nanomaterials in the future.
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without (“labeling by sedimentation”) or in the presence of an 83 mT magnet (“magnetic

labeling”). After removing unbound nanoparticle cells were harvested. Labeled cells were sepa-

rated from non-labeled ones using a magnetic column. After elution from the column, labeled cells

were seeded again on a cell culture plastic matrix and were assessed for cell viability
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Abstract Experimental assays based on living cells have emerged to an indispens-

able tool in the life sciences as a compromise between animal experiments and purely

molecular interactions analysis. Label-free monitoring of such assays is rather new

and its technical progress has been driven by the accumulating evidence that the

molecular constituents of label-based approaches might manipulate the assay cells or

their readout might be affected by the compound being tested in the assay. This has

been particularly evident in the field of nanotoxicology as many nanomaterials are

luminescent or redox active or they inhibit the activity of enzymes that are used to

analyze the cell response. Among the established label-free techniques to monitor

cell-based assays, impedance analysis is the farthest developed with respect to the

available assay formats, throughput, and information content of the raw data. This

chapter will summarize the general principles of impedimetric cell monitoring,

introduce the available assay formats, and show how these have been applied to

unravel the biological response of nanoscale particles on different levels of cell

physiology. The description and interpretation of impedimetric assays will be embed-

ded in a thorough discussion on the pros and cons of label-free versus label-based

monitoring of animal cells in biomedical assays.
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1 Cell-Based Assays in Bioanalysis: Relevance,

Requirements, and Restrictions

Throughout the last decades elaborate experimental techniques to isolate and

culture mammalian cells in vitro have been developed and continuously improved

so that cell cultures from almost any mammalian tissue are available today for

experiments ex vivo (i.e., in vitro). This development has been originally motivated

by the perspective to study one particular cell type apart from the complexity of an

entire organism under well-defined laboratory conditions [1, 2]. Understanding

fundamental cellular physiology on a molecular level often requires this in vitro

environment as an unconditional prerequisite to apply the powerful approaches of

molecular bioanalysis [3]. But cultured cells are not just simplified study objects to

understand the molecular mechanisms of life, they also serve as valuable tools in

bioanalysis when used as sensory elements in cell-based assays (CBAs). In CBAs

the cells are exposed to a chemical, biological, or physical challenge along a well-

defined protocol, and the response of the cells to this challenge is used as a

biomarker. When the cell type, the assay protocol, and the readout approach,

which is used to quantify the cell response, are properly selected, CBAs provide a

first and valuable estimate for the corresponding tissue response within the living

organism. In this sense, CBAs are considered to be an intermediate between

complex testing in living animals and simple, binary, or ternary molecular assay

systems. Compared to animal testing, cell-based assays (CBAs) provide a
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significantly improved reproducibility and much more control over the experimen-

tal conditions. But CBAs will never be capable of replacing in vivo experiments

entirely as they cannot mimic the systemic interplay between the various organs

and tissues of a multicellular organism including organ-specific metabolization.

However, the latter may contribute significantly to a compound cytotoxic profile,

bioactivity, or bioavailability.

Besides the scientific arguments for cells as useful model systems with reduced

complexity, the sheer number of tests required by legislature or professional

compound screening campaigns makes an alternative to animal testing mandatory

for ethical, economic, and practical reasons. Compound libraries, which are regu-

larly screened in pharmaceutical research for biological activity, easily contain

more than 106 different drug candidates that need to be tested. Here, living cells

derived from the target organ have become indispensable test objects to scan these

huge libraries with sufficient throughput and at acceptable cost [4, 5]. Nowadays

CBAs are not only applied in initial screening, they also contribute increasingly to

the subsequent compound profiling (lead optimization) and the establishment of

structure-activity relationships. They are an accepted strategy to reduce animal

experiments in drug development to a minimum and confine them to later stages

within this process.

Monitoring the specific activities of drug candidates is one major application of

cell-based assays. Moreover, they are enormously valuable to identify unspecific

impacts or unintended side effects on living organisms – independent of whether

these are of chemical, biological, or physical origin [1]. Studies addressing the

general cytotoxicity aim to quantify the dose or formulation of a given compound or

treatment that living organisms can tolerate without any significant impairment of

viability or functionality [6, 7]. A mechanistic understanding of the harmful

reaction is often neglected in these studies that are solely focused on identifying

biological impact or response to chemicals or treatments. Among others, these

kinds of biosafety tests have been enforced by the REACH regulation within the

European Union for an enormous amount of existing chemicals so that cell-based

testing is without alternative. CBAs are also applied to test physical challenges for

their potential influence on cell physiology. The impact of weak electromagnetic

fields on living cells, for instance, has received considerable attention in the current

era of ubiquitous wireless communication [8, 9]. There is also a strong demand to

screen for bio- or cyto-compatibility of man-made materials that are converted to

active or passive implants for the human body [10]. The surfaces of these materials

have to be compatible with cell settling and cell anchorage in order to be fully

integrated into the organism [11].

This tremendous need for biological testing has been further increased in recent

years by the amazing scientific progress in nanotechnology. Over the last two

decades, nanotechnology produced a myriad of different nanosized structures

with enormously interesting material and functional properties. Quantum dots

(QDs), carbon nanotubes (CNTs), carbon dots (CDs), gold nanoparticles, and soot

and pigment particles are among the most well-known representatives. But also less

“famous” nanomaterials made from polymers, noble metals, or inorganic materials
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have raised considerable interest for applications in the biomedical field and other

areas of our daily life. Despite of their undisputed usefulness in certain areas, there

is a constant and justified concern that these nanomaterials may have unwanted

biological effects on cells and organisms that have not yet been discovered and

understood entirely. Research into the toxicological impact of nanoparticles on

human health and possible hazards for the environment is still in its infancy

[12]. Among other indicators, the importance and relevance of understanding the

biological effects of nanomaterials is expressed by the fact that the entire journals

have been founded and dedicated to this particular aspect of nanosized objects. So

there is obviously a strong need for assays and devices that are capable of reporting

quantitatively on the response of living systems to nanomaterials [12]. In this new

field of nanotoxicology, cell-based assays have been and will be performed heavily.

They have contributed significantly to the current state of our knowledge [13–

15]. The majority of studies has applied those well-established assay formats that

read cell viability, activation of signal transduction pathways, or other enzymatic

cascades with the help of colorimetric or fluorescence-based staining protocols.

Over the years evidence accumulated that these label-based assays have a some-

what limited applicability in nanotoxicology as most nanomaterials scatter or

absorb light, show an inherent luminescence, or interfere otherwise with the assay

reagents. Thus, techniques and approaches to read out cell-based assays without

using labels or additives became more and more relevant and accepted – in

particular as they provide continuous monitoring of the cells instead of a sole

endpoint analysis. The following chapters provide a thorough discussion on label-

based versus label-free readout approaches for cell-based assays with special

emphasis on nanotoxicology before impedance analysis is introduced as powerful

and multi-model technique to measure the response of living cells exposed to

nanomaterials. A short survey about the core component of any cell-based assay,

the sensor cells, is placed upfront.

2 Cells as Sensors

The cells that are used as sensors in cell-based assays are the most critical and

delicate component that determines the performance of any CBA. They have to be

uncompromised by the experimental procedure so that the observed biological

impact is unambiguously attributable to the test compound and not a consequence

of improper assay conditions. This statement may look trivial, but it requires that

the entire experiment fulfills the rather stringent conditions of cell culture: 37�C,
physiological pH, isotonic solutions, sufficient oxygenation, and aseptic environ-

ment. Moreover, routine propagation of the sensor cells has to be standardized on

all levels to ensure reproducible performance, sensitivity, and composition of the

cell population. It has to be emphasized that cultured cells continuously adapt to the

external conditions by clonal selection such that inappropriate cell culture
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techniques or cell handling sooner or later result in irreversible changes of the cell

population.

The cell types that are used as sensors in CBAs strongly depend on the question

to be answered and the technical requirements of a given assay format. Several

classes of cultured cells are used as test objects that differ with respect to their life

span in vitro, the ease of their maintenance in a laboratory environment, and most

importantly their differentiation, i.e., the expression of a highly functional and

specialized phenotype. Primary cultured cells are used immediately after their

isolation from the donor organism. Accordingly, they are very similar to the cells

in the original tissue in vivo [16]. They most closely mimic the enzymatic activities

and overall physiology of their correspondents in the body. However, using primary

cells in CBAs is commonly avoided as they have to be isolated from donor animals

for every experiment which is time consuming, tedious, and expensive. Moreover,

these cells are very sensitive to the in vitro environment and dedifferentiate easily.

Finite cell lines result from primary cultured cells upon extensive and long-term

propagation in the laboratory and they are often derived from tumor tissue. They are

easy to grow in the lab, metabolically active, and usually undergo cell senescence

after approximately 65 doublings. After that this cell lineage loses its ability to

proliferate and dies out. When genetic transformation occurs along their life span in

the lab, these cells lose their growth limitation and they become immortal. Such

immortalized cell lines can be propagated infinitely so that they are available for

assays and experiments in unlimited quantities. The most famous example of such a

cell line is the human cell line HeLa. It is the most widely used cell line in

biomedical research worldwide and the first human cell ever grown in vitro in the

1950s [17]. Pharmaceutical assays often rely on genetically engineered cell lines
that express a cell surface receptor or an enzyme of interest with much higher copy

number than their wild-type correspondents. This overexpression of the target

protein turns these cells into very sensitive indicators for the interaction of the

target protein with its ligand. Accordingly, engineered cell lines are heavily used in

pharmaceutical screening campaigns. In other cases the cells are additionally

engineered to express an easy-to-detect reporter gene product (e.g., EGFP, lucifer-

ase, or galactosidase) as a response to the presence of a compound with a given

bioactivity. For instance, cells have been described that express a fluorescent

protein whenever they experience genotoxic stress [18]. The reporter gene is placed

under the control of a stress-sensitive promoter so that gene expression is switched

on when genotoxic stress arises. These cells do not provide information with respect

to the molecular origin of the genotoxicity, but they reliably indicate this very

specific biological response independent of the stressor. It has been demonstrated

that certain nanomaterials are capable of activating this kind of response in selected

cell types [18]. Stem cells have a very important and valuable role as sensing

elements in cell-based assays [19]. These cells can be experimentally stimulated

to differentiate into highly specialized phenotypes like neuronal cells or

cardiomyocytes. When a test compound (chemical, nanoparticle, etc.) is present

during this differentiation process, it is possible to identify any deviation from the

regular, unperturbed differentiation path and thereby unravel any impact on
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developmental processes. Embryonic stem cell lines derived from animals are

commercially available, whereas human stem cells are only accessible in the

form of induced pluripotent stem cells (iPS) that are derived from somatic tissues.

3 Label-Free Versus Label-Based Assay Strategies

The number of applications for cell-based assays (CBAs) is huge and steadily

increasing. For a successful assay format, it is indispensable but not sufficient to

have an appropriate cell culture model available. It is equally important to have

sensitive experimental strategies to monitor the behavior of these cells upon

exposure to drugs, toxins, nanomaterials, or other stressors. Moreover, the response

of the cells to a given stimulus needs to be measured quantitatively in order to

determine threshold concentrations, to establish structure-activity relationships, or

to compare different classes of compounds within one assay. Two different strat-

egies have evolved to monitor and analyze cell-based assays. They are classified as

label-based or label-free readout approaches dependent on whether they rely on

auxiliary compounds (fluorescent probes, antibodies, chromophores, etc.) to make

the cell response measurable or not. Label-free approaches do not rely on chemical

detection principles but measure physical quantities (impedance, refractive index,

viscoelasticity, etc.) to quantify the cell response. Both approaches differ signifi-

cantly with respect to the characteristics of their analytical performance and are,

thus, discussed and compared briefly in this chapter.

3.1 Label-Based Analysis of Cell-Based Assays

Many different biochemical and cytological assays have been developed over the

years to measure the cells’ viability, metabolic status, or proliferative activity

quantitatively. Most of them rely on chromophores, fluorescent, or otherwise

luminescent probes that recognize a given molecular biomarker (ATP, NADH,

etc.) that is unequivocally associated with the biological function to be studied.

The probes (labels) change their optical properties (absorbance, luminescence)

upon biomarker binding and allow for a quantitative determination. Hence, these

assays are dependent on exogenous additives to be incubated with the cells.

However, using probes or labels that are either (1) consumed along the analytical

assay, (2) bioactive [20], or (3) (photo)toxic [21] is problematic and restricts the

application of these label-based assays to so-called endpoint readings. In endpoint

assays the exposure time with the test compound is predefined by the experimenter,

and the cells are commonly sacrificed for subsequent analysis at the end of

exposure. Dependent on the details of the assay, it is often necessary to lyse or

permeabilize the cells in order to release the endogenous biomarker (e.g., ATP,

NADH), which is indicative for the current status of cell viability or metabolic
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activity, from the cytoplasm, and to determine its concentration extracellularly.

Continuous observation of one cell population is impossible for these assays. Time-

dependent information requires running multiple replicates for any exposure time to

be analyzed in parallel. These assays typically report with very high molecular

specificity on the concentration of the preselected biomarker like ATP, NADH, or
products of enzymatic conversion. They show typically very low cross-reactivity.

But they miss any other unforeseen response of the cells. In a sense these assays

must be considered as being biased as they only read what has been planned to read
before starting the experiment. If the response of the cells is different than expected,

the assay may be blind or provides false-negative results. Nevertheless, these easy-

to-perform low-tech assays have proven their usefulness in uncounted studies

around the world and contributed considerably to our current understanding of

basic physiological and pathophysiological processes.

Table 1 summarizes the most widespread label-based, biochemical assays to

measure cell viability. They are categorized in two classes: (1) assays addressing

membrane integrity and (2) assays addressing the metabolic activity of the cells.

Whereas the first category refers to the fact that dying cells loose the integrity of

their plasma membranes, the latter reads the decrease of the cells’ metabolic

activity as an indicator for cell death.

1. Membrane integrity assays either measure the uptake of a membrane-

impermeable probe from the extracellular fluid into the cytoplasm of the cells

or the efflux of intracellular molecules into the supernatant. Typical probes for

membrane integrity that are applied to the extracellular fluid are trypan blue or
naphthalene black. The characteristic staining of cells that have lost the integrity
of their membrane and accumulated either one of the two dyes is easily visible in

bright-field light microscopy. The microscopic identification of dead cells is

more sensitively achieved using fluorescent probes like propidium iodide (PI) or

ethidium homodimer (EHD). If membrane integrity is compromised, these dyes

get access to the nucleus, intercalate into the DNA, and mark dead cells with a

bright nuclear fluorescence which can be easily detected microscopically or by

cytometry. In contrast, the LDH assay is based on measuring the activity of the

cytoplasmic enzyme lactate dehydrogenase in the extracellular supernatant.

LDH can only be present in the extracellular buffer, if the membrane diffusion

barrier has been compromised and efflux of enzyme molecules has occurred.

The readout requires adding the enzyme’s substrates to the supernatant and

coupling the enzymatic reaction to the formation of a colorimetric or fluorescent

dye so that quantification is accessible by optical means. Monitoring the leakage

of a cytosolic enzyme as an indicator for a loss of membrane integrity is

significantly more sensitive than following the influx of a stoichiometric color-

imetric probe given the inherent amplification that is associated with enzyme

detection.

2. The so-called MTT assay – with the MTS and WTT variants being closely

related – is the most widely applied assay to measure cell viability via their

metabolic activity [22]. The assay reads the cells’ pool of the redox coenzymes,

Monitoring the Impact of Nanomaterials on Animal Cells by Impedance Analysis. . . 51



Table 1 Label-based assays to monitor cell viability of cultured cells in vitro

Indicator Reagent(s) Mechanism Detection

Increase in biomass

Total protein Coomassie brilliant

blue G

Sulforhodamine B

Naphthol blue-

black

Crystal violet

Dyes bind to cellular pro-

teins; the amount of bound

dye is proportional to the

biomass of cells

Absorbance of cell

extract or fixed cell

layer

Total DNA DAPI

Hoechst 33258

Hoechst 33342

Dyes bind to DNA; the

amount of bound dye is

proportional to the DNA

content of cells

Fluorescence of cell

homogenate or fixed

cell layer

Proliferation activity

DNA synthesis 3H-Tymidine
125I-Deoxyuridine

Incorporation of (radio)

labeled nucleotide ana-

logue during DNA replica-

tion in dividing cells

Scintillation

Br-dU (5-bromo-

20-deoxyuridine)
Anti-Br-dU antibody,

ELISA, microscopy

EdU (5-ethynyl-

20deoxyuridine)
Click reaction with

fluorescent dyes

Protein

synthesis

3H-Leucine,
35S-methionine

Incorporation of

radiolabeled amino acid in

proliferating cells

Scintillation

Markers for cell

proliferation

Antibodies to

Ki-67, PCNA,

cyclins, and others

Immunological detection

of characteristic proteins in

proliferating cells

Immunocytochemistry,

ELISA

Metabolic activity

Reducing coen-

zymes (NADH,

NADPH;

FADH, FMNH)

Tetrazolium salts

MTT; XTT; MTS;

WST-1;INT

Reduction of tetrazolium

salts in the presence of

reducing coenzymes forms

colored water-soluble or

insoluble formazan dyes

Absorbance of solubi-

lized formazan

Resazurin The blue, nonfluorescent

resazurin is reduced by

living cells to give the pink

fluorescent dye resorufin

Absorbance of educt or

fluorescence of product

in the extracellular

medium

Enzyme activ-

ity, e.g., cellular

esterase activity

E.g., calcein AM,

fluorescein

diacetate

Intracellular hydrolysis of

fluorogenic probe precur-

sor by cellular esterases

Fluorescence of stained

cells

ATP level Luciferase,

luciferin

ATP-dependent conversion

of luciferin to luminescent

oxyluciferin

Luminescence in cell

hydrolysate

pH gradients

(ATP level)

Neutral red Neutral red accumulates in

lysosomes due to

ATP-driven pH gradients

in living cells

Absorbance of cell

extract
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NADH and FADH2. It is chemically based on the reduction of colorless tetra-

zolium salts to deep red formazan by NADH/FADH2 which is easily quantified

by photometry. Variants of this assay like alamarBlue™ or PrestoBlue™ follow

the same strategy but use fluorogenic detection of the redox reactions. Another

class of metabolic assays is based on membrane-permeable but nonfluorescent

reagents like calcein AM that get hydrolyzed by esterases inside metabolically

active cells. The resulting calcein is green fluorescent but no longer membrane

permeable so that it accumulates in the cytoplasm. Dead cells are unable to

catalyze the conversion of calcein AM and thereby do not accumulate green

cytoplasmic fluorescence as an indicator for cell viability. A variant of this assay

is based on the same principles but uses fluorescein diacetate instead of calcein

AM [22]. But please note that Knight et al. recently reported a strong phototox-

icity in the test cells after excitation of intracellular calcein [21]. Hence, contin-

uous observation of the cells along the time course of exposure to a given

stressor may be paralleled by the phototoxicity of the calcein probe itself and

may lead to false-positive readouts. Other metabolic assays read the ATP levels

inside the cells as an indicator for viability. A direct quantification of ATP is

achieved by measuring the chemiluminescence associated with ATP-dependent

conversion of luciferin to oxyluciferin. More indirect is the neutral red

(NR) uptake assay. NR accumulates in the lysosomes as long as the pH inside

the lysosomes is lower than in the rest of the cell due to the activities of

ATP-driven proton pumps. Thus, the more ATP is available, the more pro-

nounced is the pH gradient across the lysosomal membrane and the stronger is

the NR uptake. Thus, a colorimetric measurement of NR uptake quantifies the

amount of ATP indirectly as the concentrations of both compounds are

correlated [14].

Although toxicologists have traditionally associated cell death with necrosis,
emerging evidence suggests that different types of environmental contaminants

exert their toxicity, at least in part, by triggering apoptosis [23]. Whereas necrosis is
defined as cell death in response to unfavorable external conditions (heat, pH,

toxins), apoptosis is the genetically encoded cell suicide. Once a cell triggers for

internal or external reasons the apoptosis pathway, a sequence of well-defined and

orchestrated steps of self-digestion occur that can be monitored by specific assays

that are not included in Table 1. The assays in Table 1 are general viability assays,

but they are not capable of distinguishing between apoptosis and necrosis. A

concise review about bioanalytical assays to distinguish between apoptosis and

necrosis has been recently given by Vanden Berghe and colleagues [24].

Table 2 provides a survey of the most widely accepted label-based assays to

measure cell proliferation, i.e., the ability of a cell to divide and to multiply.

Obviously cell proliferation and its up- or downregulation by exogenous chemicals

or nonchemical stressors are important parameters to decide on their biological

impact. The assays in Table 2 are grouped in three categories: (1) assays reading an

increase in biomass as the ultimate biomarker for proliferation, (2) assays

addressing more specific molecular hallmarks of cell proliferation, and (3) assays
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reading metabolic activity. The assays in group (3) are essentially the same as they

are used to measure cell viability. The experimental protocols are just slightly

different with respect to the cell culture. Please note: viability assays are recorded

at the end of an exposure time relative to an untreated control in order to quantify

Table 2 Label-based assays to quantify the proliferative activity of cultured cells in vitro

Indicator Reagent(s) Mechanism Detection

Membrane integrity

Dye exclusion

assays

Naphthalene

black

Cytoplasm of dead cells with

permeable membranes is stained

by the dye which is not mem-

brane permeable

Bright-field

microscopy of

blue-black stained

dead cells
Trypan blue

Propidium

iodide

Dead cells with permeable mem-

branes are stained by the

membrane-impermeable dye. If

cell membranes are damaged,

dye stains nucleic acids by inter-

calation in double-stranded DNA

Red fluorescence

from nuclei of

dead cellsEthidium

homodimer-1

Enzyme leakage

assay, e.g., lactate

dehydrogenase

(LDH)

Lactate, NAD+,

diaphorase,

resazurin

Cytosolic housekeeping enzyme

LDH is released from cells with

damaged membranes and cata-

lyzes oxidation of lactate to pyru-

vate in extracellular buffer

producing NADH; NADH then

reduces resazurin to fluorophore

resorufin catalyzed by diaphorase

Fluorescence or

absorbance in

extracellular

medium

Metabolic activity

Reducing coen-

zymes (NADH,

NADPH; FADH,

FMNH)

Tetrazolium

salts

MTT (is)

MTS (s)

Reduction of yellow water-

soluble tetrazolium salts by

reducing coenzymes to colored

water-insoluble (is) or water-

soluble (s) formazan dyes

Absorbance of

solubilized

formazan

Resazurin (e.g.,

alamarBlue ©,
PrestoBlue ©)

Reduction of nonfluorescent

membrane-permeable resazurin

(blue) by reducing coenzymes to

membrane-permeable

red-fluorescent resorufin

Fluorescence or

absorbance in

extracellular

medium

Enzyme activity

(e.g., intracellular

esterase activity)

Fluorescein

diacetate

Intracellular hydrolysis of

membrane-permeable precursor

(fluorescein diacetate, calcein

AM) by cellular esterases to

membrane-impermeable

fluorophore (fluorescein, calcein)

which is trapped in the cell

Green cytoplasmic

fluorescence of

stained viable

cells
Calcein AM

ATP level Luciferase,

luciferin

ATP-dependent conversion of

luciferin to luminescent

oxyluciferin

Luminescence in

cell hydrolysate

pH gradients (ATP

level)

Neutral red Neutral red accumulates in lyso-

somes due to ATP-driven pH

gradients in living cells

Absorbance of

solubilized stain
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the fraction of living cells in a given population. Proliferation assays based on

measuring metabolic activity rely on the fact that total metabolic turnover is

directly proportional to the number of contributing cells so that readings do no

longer report on viability but cell number. When the assay is repeated in well-

defined time intervals, it reports on the change in cell number with time. Obviously

these assays run into problems when cell proliferation is supposed to be studied in

the presence of a stressor that also affects the individual cell’s metabolic turnover.

This ambiguity between cell number and cell-specific metabolic activity is difficult

to sort out. The underlying chemical principles of the assays grouped in category

(3) are the same as described above.

Those assays grouped together in category (1) measure the total amount of

protein or DNA within a given cell population. Both quantities are directly propor-

tional to cell number and therefore report on population dynamics. The probes that

are used to quantify total protein or DNA have been selected because of their ability

to bind to protein or DNA stoichiometrically. Absorbance or fluorescence readout

then reports on the probe concentration and, thus, on cell number.

Group (2) summarizes those assays that more specifically probe proliferative

activity by measuring the amount of newly synthesized DNA or protein. In these

assays the cells are incubated with radiolabeled nucleotides or amino acids, respec-

tively. The amount of radioactivity introduced into the cells’ protein or DNA pool

after a well-defined exposure time reports on DNA or protein biosynthesis. These

assays, however, require the handling of isotopes in specialized laboratories and a

disposal system for radioactive waste. Due to these extra efforts and requirements,

fluorescence-based assays are preferred. The Br-dU assay is such a fluorescence-

based analogue. It relies on incubating the cells of interest with the thymine

analogue Br-dU which becomes incorporated into newly synthesized DNA. The

nonnatural Br-dU is later recognized by fluorophore-labeled antibodies so that the

total amount of newly synthesized DNA can be estimated from readings of fluo-

rescence intensity.

Both types of assays addressing either viability or proliferation have been

applied heavily to report on the biological response of cultured cells to

nanomaterials and they have proven to be valuable. However, it requires caution

and the proper controls to ensure that the nanomaterials themselves do not interact

with the ingredients of the assays and thereby cause false-positive or false-negative

readings. Recently Holder et al. [25] reported that carbon-based nanomaterials like

soot or diesel soot reduce MTT to formazan under cell-free incubation conditions

and produce significant artifacts in MTT-based viability assessment. The same

particles showed absorbance of LDH on their surface so that membrane rupture

of cells was heavily underestimated. Similar effects have been reported for other

nanomaterials like Ag nanoparticles [26] or TiO2 nanoparticles [27]. Moreover, the

readout for most assays summarized in Tables 1 and 2 are based on absorbance or

fluorescence intensity measurements. Optical detection is, however, often disturbed

by light scattering imposed by nanosized objects in the test solution. Absorbance

measurements may read too high, whereas fluorescence intensity measurements

may read too low in the presence of scatter centers. This phenomenon is often
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overlooked when optical probes are used to quantify cell behavior in the presence of

nanomaterials.

3.2 Label-Free Analysis of Cell-Based Assays

Label-free readout approaches monitor the cell response without colorimetric,

fluorogenic, or radiolabeled additives. These techniques are based on physical

rather than on chemical transduction principles. They integrate to various degrees

over the entire cell body and report on holistic parameters like cell shape, the

average refractive index, or the integral electrical resistance of the cells in the assay.

These optical or electrochemical measurements are performed with low amplitude

physical signals and they have proven to be noninvasive in nature. Thus, label-free

cell observation approaches allow for continuous cell monitoring for hours, days, or

even weeks without sacrificing the cells at any point. Accordingly, a single exper-

iment provides additional information on the dynamics of the cell response to a

given compound or stressor. Moreover, the readout is entirely unbiased as it reports

on the cell response in a holistic, integrative manner without making any a priori

assumptions about the molecules involved downstream to the primary event.

Independent of the exact molecular mechanism of action, the cell response will

be recorded unspecifically by the integrative physical measurements. In return the

experiment does not provide any molecular information on a possible mechanism

of action by itself. Figure 1 sketches the most prominent label-free readout tech-

nologies that are used to monitor cell-based assays. In all but one approach, the cells

are grown on surfaces that are part of the physical transducer system, like the gate of

a transistor or a planar gold-film electrode. The detection principles are optical,

electrochemical, or piezoelectric. Other approaches that are not included in Fig. 1

have also been published occasionally, but they have not yet evolved beyond the

proof-of-concept status and are not yet considered a routine technology.

The most obvious and straightforward label-free approach to study cells during

their exposure to drugs, toxins, or nanomaterials is transmission light microscopy

which is noninvasive and reports on changes in cell morphology and optical

thickness [28]. As cells do not absorb visible light to an analytically useful degree,

it requires phase contrast, digital interference contrast, or digital holography to

visualize the cells on appropriate supports without using chromophores or

fluorophores. In all these microscopic techniques, cell morphology/cell shape is

the integral, holistic bioanalytical indicator for any impact on cell physiology but

without molecular specificity or any detailed indication about the mechanisms

involved [29]. Among the microscopic techniques, one approach has attracted

considerable attention throughout recent years: digital holographic microscopy

(DHM, cp. Fig. 1a) [30, 31]. DHM provides 3D images of transparent objects

like living cells and is, thus, ideally suited for time-resolved phenotypic screening

based on cell morphology [32]. Holographic imaging is diffraction limited in the

xy-plane (perpendicular to optical axis), but it provides a much better resolution in
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Fig. 1 Label-free transducer techniques to monitor cell-based assays. SPR surface plasmon

resonance, RI reflected intensity, RE reference electrode, Iph photocurrent, LAPS light addressable
potentiometric sensor, ISD source–drain current, ISFET ion selective field effect transistor, OCP
open circuit potential, QCM quartz crystal microbalance, CE counter electrode
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z-direction (parallel to optical axis) on the order of just a few nanometers so that

very accurate, 3D cell shape information is available for analysis.

Please note, traditional phase contrast or bright-field images of living, unstained

animal cells are sometimes difficult to analyze and interpret with respect to cell

morphology as (1) these micrographs do not provide 3D information of the cell

bodies and (2) cell borders are often blurred by complex optical effects. The only

limitation of DHM is the need for sophisticated image analysis software and

expertise to extract quantitative parameters from the recorded micrographs. How-

ever, quantitative analysis is the indispensable basis to evaluate the biological

impact of chemicals, nanomaterials, or other stressors and to compare the tolerable

doses. DHM has been described just recently for 96 well formats [31], a develop-

ment that paves the way for high-throughput applications.

Even though it is commonly not considered as a classical light microscopy

technique, surface plasmon resonance imaging (SPRi, cp. Fig. 1b) has also dem-

onstrated its potential to image cell-based assays noninvasively [33]. Published

examples comprise successful monitoring of the cell response to the stimulation of

cell surface receptors [34, 35] or allergen encounter [36]. SPRi in the most

commonly applied setup reads changes in refractive index (RI) within 100–

200 nm from the growth surface. Changes in RI during cell-based assays are

generally attributed to a “dynamic mass redistribution” (DMR) that is most often

caused by a rearrangement of the cytoskeleton and the accompanying changes in

cell morphology [37]. Thus, the information content of SPRi is similar to light

microscopy-based readouts but more sensitive and confined to changes close to the

growth surface. Conventional, non-imaging SPR [38–40] or devices based on

resonant waveguide grating [41, 42] have proven their outstanding performance

in monitoring cell-based assays just recently [41, 43]. Waveguide devices have

been brought into 384-well format and contributed significantly to pharmacology as

a transducer for the activation of intracellular signaling pathways. It is noteworthy

that the cells have to adhere tightly to the culture surface as the method is blind for

any change in refractive index that originates farther away from the surface than

100 nm (evanescent field technique). The analysis of 3D cell aggregates will, thus,

be impossible.

Very different label-free transducer concepts have been proposed to measure the

physiological response of living cells to any kind of external challenge via the

associated changes in energy metabolism [44]. Since (1) energy metabolism is

ubiquitous in all cells and (2) the rate of energy metabolism has proven to be very

sensitive to a broad range of physiological modulations [45], holistic devices

reading metabolic activity are applicable to a huge number of bioanalytical prob-

lems and screenings. Since enhanced metabolic activity commonly goes hand in

hand with the production and secretion of acids, it can be readily monitored by

pH-sensitive devices that measure extracellular acidification rates after proton

efflux from the cytoplasm, e.g., based on ISFETs (ion selective field effect transis-

tors, cp. Fig. 1c) [46, 47] or LAPS (light addressable potentiometric sensors,

cp. Fig. 1d) [48–51]. In pH-sensitive ISFETs, the proton concentration at the gate

surface controls the gate potential and, thus, the source-to-drain current which is the
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readout quantity. In contrast, the working principle behind LAPS devices requires

backside illumination with a laser diode to locally create charge carriers in the

semiconductor layer. The resulting photocurrent (Iph) depends on the potential in

the pH-sensitive depletion layer facing the solution which often consists of Ta2O5.

It is a unique feature of LAPS devices that readings can be taken with lateral

resolution just dependent on the position of the illuminating LED. Thus, the

technique allows for visualizing the lateral distribution of extracellular acidifica-

tion, whereas ISFET readings integrate over the entire cell population adhered to

the gate. In a comparative study, ISFETs and LAPS showed very similar analytical

characteristics like sensitivity, drift, and response to pH shifts [52]. Both techniques

have in common that the system needs to get flushed with fresh assay buffer in

regular cycles to reconstitute original pH conditions. It is the rate of pH shift after

every flushing cycle that is sequentially recorded and used for quantitative meta-

bolic analysis. Thus, phases of pH measurement alternate regularly with phases of

buffer exchange along the entire assay. Accordingly, the experimental setup

requires pumps and tubing that may cause experimental problems due to leakage,

plugging, or contamination. On the other hand, the repeated flush with assay buffer

allows for a very simple and well-defined administration of the test compound. In

contrast to measurements of the oxygen consumption rate (OCR) – determined, for

example, by classical Clark oxygen electrodes or optical readings based on lumi-

nescence quenching – extracellular acidification is sensitive to both glycolytic

metabolism and respiration. The most recent devices combine oxygen partial

pressure pO2 measurements and pH readings within one setup based on ISFET

technology [47]. Optical readouts of pH and pO2 are technically much simpler and

make use of luminescent probes that either change their spectral properties upon

proton binding or get quenched in the presence of oxygen, respectively (Fig. 1e).

Sensor spots impregnated or decorated with the pH- or pO2-sensitive probes have

been deposited in the culture dish, and the analytical readout is performed by

optical fibers from the outside [53].

Besides reading extracellular acidification of adherent cells, ISFETs are also

used to monitor the functional activity of electrically excitable cells, most notably

neurons [54–56]. Compared to patch clamping, which is the golden standard for

recording action potentials, the cells are not mechanically stressed by adhering to

the flat and passivated gate of an ISFET. In this sense, ISFET-based recordings are

clearly less invasive and capable of reading the impact of almost all kinds of

stressors on neuronal activity. Extracellular recording of action potentials with

planar metal electrodes has been known for decades as another noninvasive tech-

nical option to study excitable cells [57]. When several of these electrodes were

grouped to form multielectrode arrays, a spatially resolved analysis of neuronal

networks became possible. More recently, Wooley et al. [58] have introduced a

related technology by growing adherent but electrically non-excitable cells on the

surface of gold-film electrodes. When the potential of these cell-covered electrodes

is measured relative to a reference electrode (e.g., Ag/AgCl) in the bath (Fig. 1f),

cell-type-specific voltage readings have been reported and these voltages vanish

when the cells die and retract from the electrode surface. Apparently, living cells
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produce a cell-type-specific ionic environment between the lower plasma mem-

brane and the electrode surface that influences the electrode potential. These

so-called open circuit potential (OCP) measurements were robust enough to mon-

itor the time course of cell death when the sensor cells were exposed to drugs that

are in routine clinical use for chemotherapy [58].

Another class of label-free approaches to monitor CBAs uses piezoelectric

resonators and the associated acoustic waves. The quartz crystal microbalance
(QCM) is by far the most widely known and most often applied device from this

category [59]. The QCM has a long track record as a mass-sensitive tool to study

adsorption reactions at the solid–liquid interface. It operates noninvasively and with

a superb time resolution that is much better than necessary for most cell-related

studies. The core component of this technique is a thin, disk-shaped piezoelectric

(AT-cut) quartz crystal sandwiched between two gold-film electrodes (Fig. 1g).

When an oscillating potential difference is applied between the surface electrodes,

the piezoelectric resonator performs mechanical shear oscillations parallel to the

crystal faces at the resonator’s fundamental resonance frequency. This mechanical

oscillation is highly sensitive for any changes at the resonator surface, so that

adsorption or desorption processes are measurable as decrease or increase of the

resonance frequency [59]. More detailed information about the material in contact

to the crystal surface is provided by analyzing the shear oscillation of the resonator

using principles of impedance analysis [60, 61]. The amplitude of the mechanical

shear oscillation depends on the driving voltage and the resonance frequency. When

the device is operated in physiological fluids, it is commonly below 1 nm in the

center of the resonator and falls off toward the periphery. This low mechanical

displacement together with an oscillating frequency in the MHz regime renders the

QCM a truly noninvasive transducer for cell-based assays. Within the 1990s it was

first recognized that the QCM signal is sensitive to cell attachment and spreading

[62, 63]. Accordingly, the device was used to record the time profiles of cell

adhesion under various experimental conditions in order to test surface composi-

tions for their biocompatibility or to analyze the molecular details of cell surface

interactions [64]. Later it has been recognized that QCM readings of confluent cell

layers report on cellular micromechanics which is dominated by the intracellular

cytoskeleton [65]. Recognizing this connection has led to many applications of

QCM devices in cell-based bioanalytics [66]. For instance, the QCM has been used

as a transducer in cell-based cytotoxicity assays [67, 68] as well as to analyze the

cellular response to nanomaterials [69, 70]. However, the results are sometimes

difficult to interpret and leave considerable ambiguities – in particular when the

resonance frequency is the only parameter being measured.

Figure 1h sketches the principle of a very special label-free device to monitor

cell-based assays that is in the focus of this contribution: impedance analysis of

cell-covered gold electrodes. The technique has been referred to as ECIS for

electric cell-substrate impedance sensing [71, 72]. In ECIS cells are grown on

planar gold-film electrodes that are deposited on the bottom of a regular cell culture

dish or a multiwell plate. The electrical impedance of such an electrode increases

when mammalian cells attach and spread on its surface as the current is forced to
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flow around the insulating cell bodies. With the current bypassing the cell bodies on

extracellular ionic pathways, impedance arises in the narrow cleft underneath the

cells and in the intercellular cleft between adjacent cells before it escapes into the

bulk. In a nutshell, the recorded impedance signal is predominantly sensitive to two

distinct contributions: (1) coverage of the electrode with cells and (2) changes in

cell morphology. It is obvious that the impedance increases when the electrode is

gradually filled with cells since the surface area available for unrestricted current

flow is decreasing accordingly. This correlation is the physical basis for using ECIS

as a device to monitor cell attachment [73], cell proliferation [74], and also cell

migration [75] noninvasively and time resolved. Sensitivity of ECIS to cell mor-

phology relies on the fact that any change in cell shape alters the extracellular ionic

current pathways and it thereby alters the impedance of the cell-covered electrodes

[72]. It has been estimated by model calculations that cell shape changes far below

the resolution of an optical microscope are measurable and detectable using the

ECIS technique. This capability of monitoring cell shape changes with a time

resolution from milliseconds to hours makes ECIS a very versatile and multimodal

tool to monitor adherent cells while they are exposed to drugs, toxins, or xenobi-

otics in general [76–79] including nanomaterials. State-of-the-art commercial

devices allow for impedance-based assays in 96-well or even 384-well format.

The details of the ECIS technology and a review about its application to monitor the

biological impact of nanomaterials are in the focus of this chapter.

3.3 Comparison of the Different Assay Strategies

Figure 2 illustrates the difference between both assay philosophies – label-based

versus label-free – on the example of a compound that binds to its cell surface

receptor and releases an intracellular signaling cascade.

Fig. 2 Hypothetical cell-based assay during which cell surface receptors are stimulated with a

corresponding agonist that induces receptor activation coupled to intracellular signaling cascades.

Eventually the cell will respond by distinct morphology changes
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Please consider the following thought experiment: two different competing

signaling cascades (1) and (2) are coupled to a given cell surface receptor. Cascade

(1) leads to the formation of intracellular messengers A and then B after receptor

activation. In contrast, cascade (2) first generates the messenger C and then

D. Alternative coupling of one receptor to two competing signaling cascades is a

physiological scenario well known from G-protein-coupled receptors (GPCRs). At

the end of either signaling cascade, the activation of the receptor leads to a distinct

change in cell morphology.

A specific label-based assay is tailored to read the concentration of the signaling
molecule A, B, C, or D ideally without any cross talk. The experimenter has to

decide before the experiment which signaling molecule to choose as a biomarker

for receptor activation. Alternatively, four individual assays for A, B, C, and D have

to be performed in parallel. To determine the concentration of any of these

signaling molecules, the cells have to be permeabilized to ensure that the specific

assay reagents and additives reach the analyte in the cytoplasm. If an assay for

biomarker A is selected but the test compound (ligand) triggers the alternative

signaling cascade via C/D or another yet unknown pathway, the assay will return a

false-negative result for the given exposure time. So the experiment is specific, but

biased and invasive, and it only provides information for a single time point.

In contrast, a label-free assay that is sensitive for changes in cell morphology

monitors the cells continuously. As these readout technologies rely on noninvasive

physical measurements (see below), cell physiology is not affected by the mea-

surement itself. Independent of the signaling cascade involved, the cells will change

their morphology when the test compound activates the receptor since animal cells

respond to any intra- or extracellular stimulus or stressor by subtle cell shape

changes. So the assay correctly reports on receptor activation and the time profile

of the associated integral, holistic cell response independent on the signaling

cascade involved. However, the assay does not specify the signaling pathway –

not even whether a yet unknown pathway has been activated. It is important to note

and to recognize that coupling of receptor activation to a yet unknown pathway is

only observable by such holistic label-free approaches that do not require a priori

knowledge about the nature of the signaling molecules involved. Recently, several

strategies have been developed to overcome the inherent lack of specificity of label-

free readout approaches and their inability to identify a signaling pathway. For

instance, direct and receptor-independent experimental modulation of the intracel-

lular concentrations of either A, B, C, or D is used to specifically trigger one

particular pathway. When these well-defined signaling experiments are monitored

by label-free transducers, the system can be trained in the sense that the time

profiles of cell shape changes indicate the underlying signaling pathway without

any specific molecular assay [37, 80, 81]. Moreover, engineered cell lines that carry

a genetically encoded suppression of one or more signaling pathways are used for

training label-free readout technologies. Ideally, pattern recognition of the dynamic

response profile will later indicate the signal transduction cascade without any

specific probes involved.
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With the individual advantages and limitations of both label-based and label-free

readout techniques in mind, it is straightforward that they should be thought as

complementing but not as competing techniques. Whereas label-free detection is

strong in reporting a yet ill-defined biological response with broadest specificity but

very high sensitivity, only label-based approaches are capable of identifying

unequivocally a molecular mechanism of action for a given perturbation of cell

status. Whereas label-free analysis of cell-based assays provides the time course of

the cell response and thus the system’s dynamics, label-based assays offer a

significantly higher throughput. So when both approaches are used in parallel

with their individual advantages and strengths, they can provide a rather compre-

hensive and efficient analysis of a cellular response to any kind of stress or stimulus.

4 Basics and Concepts of Electric Cell-Substrate

Impedance Sensing (ECIS)

The idea of electric cell-substrate impedance sensing (ECIS) has been introduced

by Giaever and Keese, who were the first to grow mammalian cells directly on the

surface of gold-film electrodes and to record the concomitant changes of the

electrode’s complex electrical impedance [71, 72, 82, 83]. The first paper was

published in 1984 so that the technique is nowadays in its thirties. In the meantime

the original approach has been modified and adapted in many ways by other

researchers who defined new names or acronyms for the different variants. But as

they all go back to the pioneering work of Giaever and Keese, this article will use

the name ECIS in general for impedance-based monitoring of adherent cells. As

already outlined in a preceding chapter, ECIS readings are sensitive to (1) the

coverage of the electrodes with cells and (2) the 3D shape of the cells on the

electrode. These rather generic sensitivities are used for a broad range of different

assays addressing several key features of cell physiology. Thus, ECIS is considered

a multimodal cell monitoring platform.

4.1 Basic Concept of the Measurement

Figure 3 sketches the basic concept of the ECIS technique in more detail than

provided by Fig. 1. In ECIS the cells of interest are grown on the surface of planar

gold-film electrodes that are deposited on the bottom of a regular cell culture dish.

The electrochemical impedance Z of the two-electrode arrangement is the readout

parameter to monitor the cells and to describe their potential response to any kind of

external stimulus.

Originally the electrodes were prepared on the bottom of individual Petri dishes

of several-milliliter volume. Nowadays, the electrode pairs are produced as arrays
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in 8-, 16-, 96-, or even 384-well formats to allow for sufficient parallelization and

throughput. When cells are inoculated in these wells, they attach and spread on the

electrode surfaces and grow to a confluent monolayer with time under regular cell

culture conditions (37 �C, 5–10 % CO2). The electrical connection between the two

coplanar cell-covered electrodes is provided by regular cell culture medium that

contains all nutrients and growth factors the cells require. The original approach by

Giaever and Keese makes use of two electrodes that differ with respect to their

surface area. By making the “counter electrode” at least 100 times larger than the

“working electrode,” the impedance of the latter dominates the readout of the entire

system (cp. Fig. 3) as the impedance scales with the inverse of the electrode area.

Thus, the observed changes in electrical impedance arise predominantly from

changes that occur at the surface of the working electrode in the original

layout [72].

To achieve sufficient sensitivity even for cells providing weak signals, the

working electrode should be kept small [72]. Most data available in the literature

has been recorded with circular working electrodes of 250 μm diameter in combi-

nation with a 500–1,000 times larger counter electrode as indicated in Fig. 4a.

Fig. 3 Schematic representation of the ECIS principal. The cells are grown on planar gold-film

electrodes deposited on the bottom of a cell culture dish. They are bathed in ordinary cell culture

medium. The working electrode is made significantly smaller than the counter electrode so that the

total impedance of the entire system is dominated by the impedance of the cell-covered working

electrode. The insert to the left shows an electron micrograph of the cell-free, circular working

electrode (top) of 250 μm diameter together with a phase contrast micrograph of a cell-covered

electrode (bottom). The electrodes are produced by cutting a corresponding hole in a photoresist

overlayer that insulates the rest of the gold film from the electrolyte
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Instead of using a coplanar counter electrode, it is also possible to work with a

dipping electrode reaching into the culture medium from above. As long as the

surface of the dipping electrode is large and the associated interface impedance low,

the readout of the system is not affected by this change in electrode geometry [84],

but the coplanar arrangement holds significant practical advantages [85].

Other electrode layouts have been established over the years that are tailored for

assays with a focus on specific aspects of cell physiology. Figure 4b sketches an

electrode arrangement with two electrodes of the same size. Here the impedance

readout reflects the averaged response of the cells on both electrodes. As both of

them are still small, this arrangement provides a similar sensitivity than the classical

arrangement shown in Fig. 4a. With the distance between the electrodes 1 and

2 being on the order of the electrode diameter, the electrodes can be integrated into

a micro-well (dashed line) to allow for experiments in volumes of less than 20 μL.
Both electrode layouts (Fig. 4a, b) provide the response of a rather small cell

population which is just a fraction of all the cells in the entire well. This may create

problems whenever the cell population is not distributed homogeneously across the

well but shows a position-dependent difference with respect to cell size, cell

density, or the cells’ responsiveness to a given stimulus. Moreover, assays reporting

on cell attachment or cell proliferation are affected by the initial density of cells on

the electrode which might be stochastic for small electrodes. Thus, in both cases

interdigitated electrode arrangements like the one shown in Fig. 4c provide signif-

icant improvement. They integrate over a much bigger fraction of the entire well

such that local differences are averaged out and the signal originates from a much

bigger fraction of the entire cell population. In return, the increase in total electrode

area is disadvantageous for certain assays that require high sensitivity or the use of

invasive electric fields for electroporation or cell wounding as will be discussed

below.

The complex electrical impedance Z of the cell-covered electrodes is the phys-

ical parameter reporting on cell behavior (cp. Fig. 3). Its measurement relies on

currents (~ μA) and voltages (~ mV) that have proven not to be invasive or harmful

to the cells on the electrode [86]. In the literature the time course of the magnitude
of the complex impedance |Z| is the most widely used descriptor for cell behavior.

Fig. 4 Different electrode layouts as they are used in impedance-based cellular assays. (A) Small

working (1) and big counter electrode (2); (B) small working (1) and small counter electrode (2)
with the option to be integrated in micro-wells (dashed line); (C) interdigitated finger electrodes

(1 and 2)
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Some commercial devices only provide |Z| as a readout parameter. When the

complex impedance Z is available from more advanced instrumentation, it can be

broken down into its real1 and imaginary2 components which are expressed as the

resistance R (real) and capacitance C (imaginary)3 of the system, respectively. It

depends on the type of assay which quantity is the most well suited and the most

sensitive parameter to monitor cell behavior. For instance, it has been shown that

the total capacitance of the system is linearly dependent on the fractional surface

coverage of the electrode so that capacitance readings are the most direct parameter

reporting on cell spreading or cell proliferation [73, 74]. In this article we will only

use the magnitude of the impedance |Z| as a quantitative descriptor of cell behavior.
When time course data is reported, the impedance magnitude is commonly nor-

malized. One common way of normalization is to set the first data point as 1 (100%)

and the dimensionless physical observable is then called “normalized impedance”:

Norm: Zj j ¼ Zj j tð Þ= Zj j 0ð Þ: ð1Þ

One manufacturer of impedance devices for cell analysis has introduced the term

“cell index” to describe cell behavior. The “cell index” is calculated by subtracting

the impedance of the cell-free electrode from the actual reading before normaliza-

tion to the value of the cell-free electrode:

Cell Index ¼ Zj j tð Þ � Zj j 0ð Þcell-free
� �

= Zj j 0ð Þcell-free: ð2Þ

As a consequence all experiments have to start with a cell-free electrode in this

system to get the reference values |Z|(0)cell-free. Please note that the “cell index”

commonly starts at 0, but it may go negative dependent on the equilibration of the

electrodes before the experiment.

Another very important and often underestimated parameter in ECIS-type

recordings is the AC frequency used for the experiment. The AC frequency controls

the current pathway across the cells that are adherently grown on the electrode

surface, and thus, it significantly influences the outcome of the experiment as

sketched in Fig. 5.

At low frequencies ( f< 1 kHz) the cells behave essentially like insulating

particles forcing the current to flow around the cell bodies on paracellular pathways

(solid line in Fig. 5). Current leaving the electrode has to flow through the confined

and narrow channels between the lower plasma membrane and the electrode surface

before it can escape through the paracellular shunt between adjacent cells into the

bulk medium. With the current bypassing the cell bodies, it picks up impedance

contributions in the cell–electrode junction as well as in the contact area between

neighboring cells. Whenever the cell changes its shape, the geometry of these

1 Impedance for the fraction of the total current that is in phase with the voltage
2 Impedance for the fraction of the total current that is 90� out of phase with the voltage
3C¼ 1/[2·π·f·Im(Z )] with f as the AC frequency.
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current pathways and the associated impedance will change accordingly. At high

frequencies ( f> 10 kHz), the current can capacitively couple through the cell

membranes (dashed lines in Fig. 5) passing the lower and the upper membrane in

the form of a displacement current. Accordingly, high-frequency impedance read-

ings can be used to measure the membrane capacitance. Please note: the specific

capacitance of the unfolded plasma membrane is app. 1 μF/cm2 independent of the

cell type. Deviations from this value are solely caused by membrane protrusions

like microvilli or invaginations which may increase the true surface area of the

membrane significantly over the projected area. Thus, measurements of the mem-

brane capacitance report on membrane topography. Moreover, as (1) the impedance

of the cell-covered electrodes is dominated by the capacitance of the cell mem-

branes at high frequencies and (2) the total membrane capacitance scales with the

number of cells on the electrode, high-frequency impedance (or capacitance) read-

ings are favorably used to monitor changes in electrode coverage as, for instance,

during cell spreading or cell proliferation. At intermediate frequencies

(1 kHz< f< 10 kHz), the total current leaving the electrode is split up and it uses

both pathways trans- and paracellular. In a sense the AC frequency plays a similar

role in ECIS as the focus level in microscopic imaging. The focus level determines

which part of the cells is predominantly visible in a microscopic image (top, center,

bottom) just like the AC frequency determines in ECIS which cell functionality is

mirrored in the datasets (cell shape changes, membrane topography, or electrode

coverage).

Recognizing the importance of the AC frequency for the information content of

impedance-based cellular assays suggests to measure the impedance along a range

of frequencies in order to collect a maximum of information about the cells under

Fig. 5 Frequency-dependent current pathways across a patch of cells adherently grown on the

electrode surface. Solid lines indicate paracellular current flow underneath and between adjacent

cells at low AC frequencies ( f< 1 kHz for the systems described here), whereas dashed lines

describe transcellular currents across the plasma membranes at high AC frequencies (f> 10 kHz)
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test. In a sense repeated frequency scans are similar to scanning a biological

specimen microscopically at different focus levels for later 3D image reconstruc-

tion. Thus, monitoring time-dependent cell responses in this measurement mode

requires recording of repeated frequency scans of the cell-covered electrodes for the

time of the experiment. The meaningful frequency range for ECIS-like experiments

stretches from 1 Hz to 1 MHz. Dependent on the cell type, this frequency range can

get adjusted and confined – in particular as the poorer the time resolution of the

repeated measurements, the broader the frequency range to scan. Figure 6 shows the

impedance raw data for a typical experiment in which the time course of cell

spreading to an initially cell-free ECIS electrode is monitored by repeated fre-

quency scans.

The center graph (Fig. 6b) shows a waterfall plot of the measured impedance

magnitude |Z| as a function of AC frequency and experimental time. At t¼ 0 h the

impedance spectrum |Z|( f ) corresponds to the impedance spectrum of the cell-free

electrode. At the end of the experiment, the recorded impedance spectrum repre-

sents a fully cell-covered electrode. The red lines indicate individual spectra at any

given time point t (t1, t2, t3, . . .). The blue line indicates the change in impedance

magnitude |Z| for one fixed frequency f1 along the experiment. Figure 6a, c provides

a 2D perspective on the time-dependent impedance at frequency f1 (Fig. 6a) or the
frequency-dependent impedance at time point t1. The latter is like a snapshot of the

cell status with a maximum of information, whereas the former describes the

change of one cell functionality that is mirrored in the impedance magnitude |Z|
at f1. Once the complete information (Fig. 6b) is recorded, any type of 2D presen-

tation can be created after the experiment.

Most literature studies on impedance-based cellular assays present time course

data of the impedance magnitude |Z| at one particular frequency as shown in Fig. 6a.
The AC frequency of the experiment is often predefined by the manufacturer of the

device to some average value. Optimization of the AC frequency to the assay and

the cell type is only rarely described even though this could potentially pave the

Fig. 6 Evolution of the frequency-dependent impedance magnitude (b) of a planar gold-film

electrode of 250 μm diameter when initially suspended MDCK-II cells are seeded to confluence on

the electrode surface at time zero. Red lines indicate frequency spectra of the impedance at

individual time points along the experiment (c). The blue line highlights the time course of the

impedance at one frequency (a) [87].
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way to many more experimental options and improved data quality. In the current

example, the impedance magnitude |Z| at f1 mirrors the time course of spreading of

initially suspended cells to the electrode surface (Fig. 6a). The frequency-dependent

impedance data (Fig. 6c) cannot be interpreted directly. A detailed analysis of the

data requires modeling and least-square optimization of the model parameters. This

particular mode of the measurement will be briefly discussed in Sect. 4.3 even

though only a very limited number of researchers have yet made use of this

powerful tool.

4.2 Impedance-Based Cell Monitoring: A Multimodal
Platform Technology with Broad Applicability

With its generic sensitivity to electrode coverage and morphology changes of the

cells on the electrode, ECIS can be applied as a monitoring tool in many different

assays that are routinely performed in biomedical research. This chapter introduces

the various modes of impedance-based assays and illustrates their individual

performance with the help of sample data. Figure 7 sketches the different assays

Fig. 7 A collection of different impedance-based cellular assays has been developed capable of

monitoring (a) the rate of cell spreading; (b) the rate of cell proliferation; (c) the cytotoxicity

profile for a given drug or toxin; (d) the micromotility of the cells; (e) the time-dependent response

of the cells to any kind of stressor (e.g., ligand for cell surface receptor, magnetic field, virus load);

(f) the barrier function of epithelial and endothelial cell monolayers; (g) the rate of cell migration;

and (h) the loading of adherent cells by in situ electroporation (ISE). The blue flashes indicate the

application of invasive electric fields as part of the assay
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for adherent cells that are all monitored by noninvasive readings of the electrode

impedance. The assays illustrated in Fig. 7g–h are special in the technical sense that

they represent a combination of noninvasive cell monitoring and invasive cell

manipulation by invasive electric fields (indicated by blue flashes). The cell migra-

tion assay (Fig. 7g) is based on killing those cells of a confluent monolayer that

reside on the electrode surface with the help of a lethal electrical field [75]. The field

irreversibly destroys the plasma membranes. Once the cells on the electrode are

dead, cells from the periphery of the electrode, which were not exposed to the

electric field, start to migrate into the open space (electrode) within the culture

vessel. Repopulation of the electrode by cells that migrate in from the periphery is

then again monitored by noninvasive impedance readings. Thus, the elevated

electric field is used to create a well-defined lesion within the cell layer similar to

the well-known scratch assay in which the wound is created mechanically. When

strength and duration of the elevated electric field are carefully adjusted, it is

possible to reversibly open the plasma membranes of the cells on the electrode

(instead of irreversible wounding) to inject membrane-impermeable molecules or

nanomaterials into the cytoplasm (Fig. 7h). This in situ electroporation (ISE) is

typically sandwiched between two phases of impedance monitoring before and

after the ISE pulse so that the response of the cells to the introduction of extracel-

lular material is monitored in real time [88, 89].

The implementation of (invasive) electric field-assisted cell manipulation

expands the range of accessible cell-based assays. These extra modes are tailored

to study different hallmarks of cell physiology. Please note that the ECIS assays

shown in Fig. 7 can also be applied as sequences instead of just a single assay. For

instance, an assay reading the time course of cell spreading (Fig. 7a) can be

followed by an assay reading cell motility (Fig. 7b) before cell migration is studied

in a wound healing assay (Fig. 7g). These or similar sequences of assays can be

applied to one and the same cell population since the impedance-based readout is

noninvasive (except for the cell killing) and does not require any labels.

Figure 8 shows typical datasets for the various assays illustrated in Fig. 7. The

data will be individually discussed in subsequent paragraphs. All of these assay

types have also been applied to unravel the biological impact of nanomaterials, as

will be detailed below. Considering the enormously wide applicability of ECIS-

based assays to such diverse aspects of cell physiology suggests that in the long run

ECIS might play a similar role for the analysis of adherent cells as flow cytometry

does for the analysis of suspended cells.

4.2.1 Kinetics of Cell Spreading

Recording the kinetics of cell spreading is often used as a quantitative descriptor of

cell matrix interactions. ECIS is ideally suited to monitor the time course of cell

attachment and spreading with a time resolution down to seconds. To run the assay,

monodisperse suspensions of cells are inoculated into the wells of an ECIS
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Fig. 8 Typical time courses for selected impedance-based cellular assays addressing (a) the

kinetics of cell spreading to different extracellular matrix proteins (MDCK cells; FN fibronectin,

VN vitronectin, LAM laminin, BSA bovine serum albumin); (b) the time course of cell proliferation

for different seeding densities (NRK cells); (c) cytotoxicity assessment for exposure of NRK cells

to cadmium chloride; (d) cell form fluctuations (micromotion) of two different cell lines; (e) time-

resolved response profiles of bovine aortic endothelial cells to stimulation with the adrenaline-
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electrode array. Attachment and subsequent spreading of the cells on the electrode

surface is mirrored by a concomitant increase of the measured impedance with

time. This time course data is then used for a quantitative analysis of the spreading

process [73]. Figure 8a shows the typical time course of the normalized impedance

(every value is normalized to the first data point) when suspended MDCK cells

(Madin-Darby canine kidney) attach and spread on electrodes that have been

pre-coated with different proteins like fibronectin (FN), vitronectin (VN), laminin

(LAM), or bovine serum albumin (BSA). The data reveals a preferred and accel-

erated spreading of MDCK cells on FN-coated electrodes completed within 4 h,

whereas it takes more than 10 h before the cells even start spreading on BSA-coated

electrodes [73]. Cell spreading is preferably recorded at a frequency>10 kHz when

the signal is dominated by the gradual increase of electrode coverage. Please note

that the impedance magnitude |Z| does not scale linearly with the gradual surface

coverage. If the geometrical spreading rate of the cell body is required for further

analysis, the capacitance should be used as a readout parameter instead as it pro-

vides the fractional surface coverage at any time point of the measurement directly.

It has been described recently that this rate of cell spreading s is proportional to the
ratio of cell-to-substrate adhesion energy WE and the cortical membrane tension τ
(s/WE/τ) that counteracts the flattening of the cell body [91].

4.2.2 Cell Proliferation

Figure 8b shows the typical time course of the normalized impedance over a total of

80 h when proliferation of NRK cells (normal rat kidney) is monitored with a

continuous increase of the cell number on the electrode surface. Four different cell

densities have been inoculated in this example in individual wells to demonstrate

the different population dynamics. “0.5x” cell density means that the inoculum was

adjusted such that the number of cells is sufficient to cover app. 50% of the

electrode surface without the necessity for any further cell division. The initial

cell number is then titrated down to 1/50 of the highest cell inoculum. Cell

spreading of the initially seeded cells is completed within the first 5 to 10 h. The

subsequent time course mirrors cell proliferation. The continuous and time-

resolved observation of electrode coverage provides access to the cells’ doubling
times and how this might change upon exposure to toxins or other experimental

stimuli. It is noteworthy that all curves in Fig. 8b show a change in slope approx-

imately 35 h after inoculation. These dips in the impedance time traces indicate a

synchronized cytokinesis of the cells on the electrode as the cells were grown to

contact inhibition before they were collected for the proliferation experiment.

Fig. 8 (continued) derivative isoprenaline (ISO); (f) impact of cytochalasin D on epithelial barrier

function (MDCK); (g) the impact of daunomycin on the rate of cell migration in an ECIS-based

wound healing assays; and (h) influence of sodium azide on viability of NRK cells after delivery to

the cytoplasm via ISE. Adapted from [90]
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Similar observations have been made for synchronized HeLa cells in the

literature [92].

4.2.3 Cytotoxicity (Apoptosis, Necrosis)

Monitoring the cytotoxicity of drugs, toxin, and pollutants in contact to adherent

cells is one of the most important and widely applied impedance-based cellular

assays [76, 93, 94]. The spectrum of stressors comprises chemical, biological, and

physical challenges to the cells. The biggest asset of noninvasive and label-free

devices in this respect is the opportunity for continuous and automated observation

over extended time periods so that there is no need to predefine the exposure time a

priori. When the cells are followed continuously for a prolonged time, dose–

response relationships can be established for different exposure times from a single

experiment providing significant extra information. Upon exposure to eventually

lethal challenges, the cells will undergo either apoptosis or necrosis. During

necrosis the bodies swell and eventually rupture. Apoptotic cells disassemble

themselves, shrink, and retract. In either case the electrode impedance will decrease

from the values of cell-covered electrodes to values of cell-free electrodes as soon

as the toxic response is complete. Figure 8c shows typical time traces of the

impedance magnitude |Z| for confluent NRK cells that were exposed to increasing

concentrations of cadmium chloride after an initial 12 h of baseline recording. The

cytotoxic impact of the cadmium ions is clearly dose dependent, and for the highest

concentrations, the cells round up from the electrode surface immediately. For

30 μM CdCl2 the NRK cells seem initially unaffected for more than 60 h of

exposure before even these cells die presumably due to an accumulation of harmful

impact. Cadmium concentrations equal or lower than 10 μM do not induce any cell

response within the observation time. From datasets like this, EC50 values can be

extracted for any exposure time from a few minutes to almost 72 h.

4.2.4 Cell Motility (Micromotion)

Even in confluent monolayers with no open spaces for lateral cell migration, the

individual cells are constantly in motion. Intracellular organelles are changing

positions and the cell bodies perform stochastic shape fluctuations that are meta-

bolically driven and mediated by the cytoskeleton. These fluctuations become

visible in time-lapse video microscopy with single cell resolution. They are also

mirrored in subtle fluctuations of time-resolved impedance readings of cell-covered

ECIS electrodes. When they were first discovered, the term micromotion was

invented for this kind of cell body dynamics. Micromotion is most sensitively

detected by the associated impedance fluctuations at intermediate AC frequencies

when the signal is sensitive for both changes in extracellular current pathways and

membrane topography. The impedance fluctuations scale with the amplitude of cell

body dynamics. Thus, ECIS provides a quantitative and automated experimental
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access to such cell shape fluctuations as a bioanalytical descriptor of cell behavior

that has proven to be very sensitive to nutrient supply, cytoskeleton-active drugs,

and the inherent and individual motility of different cell types [95–97]. Figure 8d

shows micromotion time traces of two different cell lines with a distinctly different

inherent motility: bovine aortic endothelial cells and NIH-3T3 fibroblasts. Whereas

the latter show a rather smooth resistance profile, the former create a very noisy

time series which is like an imprint of their cell body dynamics. Please note that

micromotion datasets are typically recorded for only a few minutes. Thus, they

must be considered as being a “snapshot” of cell motility.

4.2.5 Time-Resolved Response Profiles

The term “time-resolved response profile” (TRRP) refers to an assay type that

provides an unbiased observation of the cells’ response to any kind of stimulus

inducing a cell shape change. In a sense the cytotoxicity assay described above is a

special case of a TRRP along which the cells eventually die. But the general term

TRRP also comprises assays that record non-harmful changes in cell physiology

like the onset of intracellular signal transduction cascades [37], cell volume

changes [98], or changes in cell differentiation [99]. Recording a TRRP to a yet

unknown challenge or stimulus is most meaningful performed by recording

repeated frequency scans in order to gather a maximum of information about the

cell response. Later on, during analysis, an appropriate frequency can be selected to

create and analyze the time course data. As an example, Fig. 8e shows the response

of confluent layers of bovine aortic endothelial cells when exposed to a 10 μMbolus

of isoprenaline (ISO) relative to a vehicle control. ISO is a derivative of adrenalin

that binds to the β-adrenergic cell surface receptors stimulating the associated

intracellular signal transduction cascade. The time profile of intracellular signal

transduction after receptor activation is mirrored in the time course of the imped-

ance magnitude |Z|. Repeated performance of this assay with other doses of ISO

provides the database to establish dose–response relationships that characterize the

ligand–receptor interaction [100]. Similar assays can be performed to study entirely

different cell physiological phenomena, but they always return a time-resolved

response profile for the experimental stimulus.

4.2.6 Monitoring Epithelial and Endothelial Barrier Function

Time-resolved response profiles as introduced in the preceding paragraph are

typically recorded at an intermediate AC frequency providing the highest sensitiv-

ity of the measurement. It is the rationale of this strategy to detect even the smallest

cell response to a given stimulus regardless of which part of the cell body is

responsible for the observed signal change. For assays addressing a more specific

question, it may be advantageous or even necessary to “zoom in” on certain parts of

the cell body and make the overall signal being dominated by this particular cell
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structure. The AC frequency at which a TRRP is recorded provides control over the

current pathway across the cell layer, as will be detailed in Sect. 4.3. Thus, selecting

a tailored frequency provides the experimental option to prefocus the impedance

readout to the point of interest within the cell layer. Monitoring epithelial or

endothelial barrier function is one example for such a scenario. These interfacial

tissues line all inner and outer surface of the body. By virtue of their location, they

serve as a diffusion barrier between the two compartments that they are separating

and restrict the diffusion of solutes along the paracellular shunt between adjacent

cells. The structural basis of this barrier function is provided by the so-called tight

junctions, a special type of cell junction occluding the paracellular shunt at the most

apical pole. When ECIS readings are performed below a threshold frequency that

depends on electrode size and cell type, the measurement predominantly mirrors

the tightness of these junctions [101]. Figure 8f shows the time course of the

normalized impedance |Z| when a layer of kidney epithelial cells (MDCK) is

exposed to the fungal toxin cytochalasin D (CD). CD is known to inhibit actin

polymerization but to leave depolymerization unaffected such that a net contraction

of the filaments occurs. The shortening and disassembly of the filaments is accom-

panied by an opening of the tight junctions and a corresponding loss of barrier

integrity. The time course of the impedance shown in Fig. 8f reports on the

breakdown of the epithelial barrier completed within 2 h. Cells under control

conditions remain largely unaffected by a corresponding dose of the solvent only.

As nanomaterials enter the human body by permeating across epithelial and/or

endothelial tissues depending on their site of entry and their final destination, this

special type of TRRP is an important ECIS-based assay to evaluate the interaction

of nanomaterials with the inner and outer surfaces of the body. It is noteworthy that

even with a perfect frequency selection, ECIS readings will only be dominated but

not exclusively determined by the tight junctions. A clear and unambiguous anal-

ysis of barrier function in response to some experimental stimulus requires

multifrequency impedance recordings followed by quantitative data analysis

using a physical model [85, 102]. This aspect of ECIS data recording and analysis

is addressed in the subsequent section (Sect. 4.3.)

4.2.7 Cell Migration/Wound Healing

Cell migration is commonly studied with the help of so-called wound healing

assays. Several variants have been developed that all have in common that a

geometrically well-defined lesion or cell-free area is introduced (scratch assays)

or maintained (barrier assay) within a confluent cell monolayer, respectively. When

the assay is started by introducing the lesion or removing the barrier to the cell-free

area, the cells start to migrate into the open space such that a confluent cell layer is

formed at the site of the initial lesion. Closing of the lesion is followed and analyzed

by video microscopy to determine the speed of migration. Compared to the well-

established scratch assay, the ECIS-based wound healing assay replaces

(1) mechanical by electrical wounding of the cell layer and (2) microscopic
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observation of wound closure by noninvasive impedance measurements. Electrical

wounding is performed by applying a voltage of several volts (4–5 V) for several

seconds (20–30 s) to the cell-covered electrode which leads to irreversible mem-

brane electroporation and cell lysis. Figure 8g shows the time course of the

normalized impedance of confluent NRK cell layers before and after the cells on

the electrode are killed by an electrical voltage pulse. After pulse application the

impedance decreases immediately to values of a cell-free electrode as the cells on

the electrode have been irreversibly permeabilized. Within the next hours, the

impedance slowly recovers to pre-pulse values as the cells from the periphery of

the wound start to migrate into the open space under control conditions (black)

[75]. The experiment in Fig. 8g compares the time course of wound healing for

NRK cells that were exposed to increasing concentrations of daunomycin, a

compound used in chemotherapy. Small doses of just 0.1 μM slow down the healing

process; at higher concentrations of 1 and 10 μM, wound healing is completely

inhibited. Obviously cell migration is efficiently compromised by daunomycin

concentrations higher or equal to 1 μM. Time course data like the one shown in

Fig. 8g can be analyzed for characteristic parameters describing the healing process

in quantitative terms (e.g., time necessary for 50% impedance recovery t50%) such
that dose–response relationships are accessible.

4.2.8 In Situ Electroporation

Section 4.2.7 describes the use of elevated electric fields to kill the cells on the

electrode and introduce a well-defined lesion into the cell layer to initiate cell

migration and wound healing. In this assay the cells are killed by an irreversible

dielectric breakdown of their plasma membranes that get permeabilized and lose

their function as a diffusion barrier. When the voltage pulse is carefully adjusted –

in particular with respect to pulse duration – it can be used to reversibly
permeabilize the membrane for a short time. This phenomenon is called electropo-
ration as the membrane is thought to be porated during field application. Reversible

permeabilization or electroporation can be used to introduce membrane imperme-

able compounds from the extracellular fluid into the cytoplasm by facilitated

diffusion through the electropermeabilized membrane. Whereas cell wounding

works best and very efficient with pulses of 20–30 s duration, electroporation

pulses are only applied for 100–200 ms to ensure reversibility of membrane

permeabilization. The voltage or field strength is similar in both assays as wounding

and electroporation require the membrane potential to exceed approximately 1 V

for dielectric breakdown. Under these conditions, the pores created in the mem-

brane are thought to have diameters in the nanometer range that are small enough to

heal as soon as the field is switched off. Electroporation is commonly applied to

suspended cells in cuvette-like chambers with electrodes on opposing sides. When

the electric field is applied to adherent cells with the help of planar electrodes that

the cells grow on, the technique is referred to as in situ electroporation (ISE). ISE

has been integrated in ECIS experiments such that the impedance of a cell-covered
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electrode is measured before and after the ISE pulse [88, 89]. With this integration

of ISE in ECIS-based cell monitoring, the cell response to the ISE pulse and the

concomitant introduction of membrane impermeable compounds from the extra-

cellular fluid is directly measurable. There is an unavoidable overlay of the cell

response to the ISE itself and the compound injection. But the cells recover from the

ISE alone within less than an hour so that any cell response later than this is caused

by the compound that has reached the cytoplasm by diffusion through the

electropores. Figure 8h illustrates the outcome of combined ECIS-ISE assays.

Normal rat kidney (NRK) cells were grown to confluence on ECIS electrodes,

before they were exposed to 15 mMNaN3 in the extracellular fluid. Without ISE the

cells do not show any significant response to the presence of NaN3 (black curve)

even though it is a well-known inhibitor of the electron transport chain (ETC).

However, NaN3 is not membrane permeable and is therefore excluded from the

cytoplasm. Upon ISE (40 kHz, 4.0 V, 200 ms), the azide is introduced into the

cytoplasm and it gets access to the ETC (red curve). Accordingly, the cells respond

immediately by a significant drop of the measured impedance that just poorly

recovers along the time course of the experiment. ISE alone (blue curve) does

also lead to an impedance drop as the homeostasis of the cells has been disturbed by

the electroporation pulse. The impedance recovers, however, to pre-pulse values

within less than an hour. This assay can be used to introduce nanomaterials into the

cytoplasm on membrane-independent mechanism and study their impact on cell

physiology.

4.3 Modeling the Impedance of Cell-Covered Electrodes

Recording time course data of the impedance at one particular frequency is one

experimental option to monitor, analyze, and interpret the cell response within the

various impedance-based assays described above. By careful selection of the

monitoring frequency, the measurement can be tailored to report predominantly

on a given cell structure (e.g., barrier forming tight junctions, membrane topogra-

phy). Even though ECIS readings are dominated by the electrical properties of this

particular cell structure under these conditions, there will always be contributions

from other sources included in the signal. Exclusive information is only available

from multifrequency impedance readings and subsequent analysis of the recorded

impedance spectra by physical modeling. The modeling breaks down the overall,

holistic impedance of the cell layer into contributions of the different cell structures.

When impedance spectra have been recorded repeatedly along the time course of

the experiment (cp. Fig. 6), each single spectrum may get analyzed by this model

yielding the time courses of the individual impedance contributions or cell-related

parameters derived from these. An analogy to optical microscopy might again be

helpful in this context: when the AC frequency in ECIS experiments is considered

as an equivalent to the focus level in microscopy, then time course data at a single

frequency corresponds to time-lapse video microscopy at a constant focus level.
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Within this context repeated frequency scans resemble a time-resolved 3D recon-

struction of the cells. Physical modeling of the data is similar to a deconvolution

algorithm in this comparison that provides the observation of individual cell

structures with improved resolution.

The analysis of the overall frequency-dependent impedance is preferentially

performed by fitting a physical model that was originally derived by Giaever and

Keese [72] to the experimental data using least-square optimization. The transfer

function of the model is derived by considering the cells as circular disks with

radius rc hovering in a distance d above the electrode surface (Fig. 9a). It is assumed

that the extracellular current flows radially along the electrolyte-filled space formed

between the lower membrane of the cell and the electrode surface (cell–electrode

junction) before escaping into the bulk solution through the paracellular shunt. The

impedance arising in the cell–electrode junction underneath the cells is represented

in the model by a parameter α which is defined as follows:

α ¼ rc � ρ= dð Þ½: ð3Þ

Herein, ρ denotes the specific electrolyte resistivity within the cleft between

membrane and electrode, and d represents the height of the cleft. The unit of α is

Ω½ cm. With respect to units, it might be more intuitive to use α2 as a measure for

the resistance of the cell–electrode junction as the latter is measured in units of

Ω cm2. Further up in the paracellular shunt between adjacent cells, impedance

arises at the level of the cell-cell junctions which is accounted for in the model by a

resistance Rb (resistance between cells).

As indicated in Fig. 9a and also Fig. 5, there is a fraction of the current flowing

across the plasma membranes through the cells on transcellular pathways. This

current has to overcome the impedance imposed by the plasma membranes Zm.
Plasma membranes are typically characterized with respect to their dielectric

Fig. 9 (a) Schematic to visualize the electrochemical model that is used to analyze the frequency-

dependent impedance of cell-covered gold-film electrodes. (b) Frequency-dependent impedance

of a cell-free gold-film electrode ( filled circles) compared to the frequency-dependent impedance

of a cell-covered gold-film electrode (open circles). The solid line represents the transfer function
of the model after parameter optimization
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behavior by resistive and capacitive properties. As the membrane resistance is

typically several orders of magnitude higher than the capacitive impedance, the

model simplifies the membrane impedance by a simple capacitor. Thus, the third

parameter of the model Cm accounts for the specific capacitance of the plasma

membrane. Comparing the specific capacitance of the unfolded plasma membranes

of very different cell types returns a rather constant value of 1 μF/cm2 for all of

them indicating that the specific dielectric properties are rather similar independent

of the cell type. If the measured value for Cm deviates significantly from 1 μF/cm2,

this is a strong indication that the plasma membrane is folded by microvilli or

membrane invaginations. Membrane folding produces a significant increase of the

true plasma membrane surface area compared to the projected area of the cell body.

This is an important mechanism of cell types involved in active solute transport,

like transporting epithelia, to increase solute transfer rates. Accordingly, the numer-

ical value of Cm reports on membrane topography and its changes along the time

course of an experiment.

Bringing all contributions together, the total impedance of the cell-covered

electrode is described by the equation

Ztotal ¼ 1

Zn
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In these equations Zn is the impedance of the naked (cell-free) electrode, Zm is the

total impedance of the apical and basolateral plasma membranes with Zm¼ 2/

(i�ω�Cm), and I0 and I1 are modified Bessel functions of the first kind of order

0 and 1, respectively. The impedance of the cell-free electrode is available from

corresponding measurements or by analysis of the low-frequency end of the

spectrum assuming a constant phase element behavior (CPE), so that Zn¼ZCPE

[85, 102]. More details about the derivation of this model are given elsewhere [72].

Figure 9b compares the frequency-dependent impedance magnitude of a cell-

covered electrode (open circles) with the impedance of the same electrode but

without cells (filled circles). The solid black line in Fig. 9b represents the calculated

values of Eq. (4) after the parameters of the model were adjusted to the experimen-

tal data by least-square optimization. Good agreement between experimental and

model data is apparent and underlines that the three-parameter model derived by

Giaever and Keese describes the impedance of the cell-covered electrode

completely using a minimum number of parameters. Accordingly, time-resolved
impedance readings are not only suitable to track changes in cell morphology, a

detailed analysis of the frequency-dependent impedance also provides information
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which part of the cell body responds to the stimulus. Up to now time-lapse video

microscopy is the only experimental alternative to disclose similar information

[103]. However, ECIS is significantly more sensitive than optical microscopy [72],

and it is capable of reporting on subtle morphology changes in the nanometer range.

A note of caution is added here with respect to the modeling of ECIS-like

impedance data: in the literature models with a higher number of parameters have

been described which supposedly derive more cell-related parameters from the

same type of raw data. But closer inspection of the fitting results always confirms

that those models are more or less overparameterized and some parameters are

redundant. The ECIS model described above does not suffer from these shortcom-

ings and is the best, nonredundant model available till now [76].

To underline this statement, Fig. 10 shows a set of numerical simulations based

on the transfer function given in Eq. (4). These curves illustrate the response of the

frequency-dependent impedance to changes in any one of the three cell-related

parameters Rb, α, or Cm. The black curve in all three figures (Fig. 10a–c) represents

a somewhat arbitrary reference cell layer attached to a gold-film electrode of

0.03 cm2 surface area. The reference cell layer is characterized by the following

triple of ECIS parameters: Rb¼ 50 Ω cm2; α¼ 10 Ω0.5 cm; Cm¼ 1 μF/cm2. In this

calculation the impedance of the cell-free electrode (Zn) including the bulk elec-

trolyte was set to typical values that we know from the pool of our data. In Fig. 10a

the resistance between cells Rb representing the cell–cell junctions is sequentially

increased from 50 Ω cm2 to 200 Ω cm2, whereas all other parameters were kept

constant. The figure shows that the almost frequency-independent, horizontal part

of the spectrum that separates the two dispersions is shifted to higher |Z| values with
no changes to the internal structure of the spectrum. However, when the parameter

α is sequentially increased (Fig. 10b) from 10 to 40 Ω0.5�cm, while all other

parameters are kept constant, it is the slope in this center region of the spectrum

that increases and makes this part more and more frequency dependent. As Rb

determines the height of the central “step” in the impedance spectrum, whereas α
dictates the slope in that regime, both parameters are distinguishable and can be

quantified independently. Figure 10c finally demonstrates that the impedance

spectrum changes in the region of the high-frequency dispersion when the

Fig. 10 Numerical simulations of the frequency-dependent impedance for cell-covered electrodes

assuming different cell-related parameters. (a) Variation of the parameter Rb: α¼ 10 Ω0.5 cm,

Cm¼ 1 μF/cm2. (b) Variation of the parameter α: Rb¼ 50 Ω cm2, Cm¼ 1 μF/cm2. (c) Variation of

the parameter Cm: Rb¼ 50 Ω cm2, α¼ 10 Ω0.5 cm
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membrane capacitance Cm is sequentially altered from 1 to 4 μF/cm2, while the

parameters Rb and α were kept constant.

These simulations illustrate that the ECIS model fully describes all spectral

features for the frequency-dependent impedance of a cell-covered electrode in the

frequency regime that is affected by the presence of cells on the electrode. The

high- and low-frequency regime of the spectra shown in Fig. 10 is determined by

the impedance of the electrode–electrolyte interface or the resistance of the culture

medium, respectively. Both are not affected by morphology changes of the cells on

the electrode. In order to extract more than three cell-related parameters from the

frequency-dependent impedance of cell-covered electrodes, other electrode lay-

outs, frequency regimes, or well-defined chemical manipulations of the cells on the

electrode are required.

It is important to recognize that the acquisition of repeated frequency scans

requires time and is only applicable to assays and cell responses that do not occur on

timescales of seconds or a few minutes. This ECIS mode provides a maximum of

information about the cells under study but at the cost of a rather poor time

resolution. As a compromise the frequency range, the number of frequencies per

sweep, or the number of wells followed in parallel can be reduced and adapted to

meet the time resolution that is needed for later analysis.

5 Measuring the Biological Impact of Nanomaterials by

Impedance Analysis: A Multimodal Approach

Analyzing the biological impact of nanomaterials by label-free approaches is still in

its infancy. Researchers all over the globe have just started to recognize the

advantages of label-free cellular assays for the assessment of nanomaterials’ bio-
logical effects in vitro. This development will persist as it has been shown that some

of the most established label-based assays suffer from interferences of the

nanoparticles with the reagents of the assay. The subsequent paragraph summarizes

some of the results that have been obtained from impedance-based assays when

adherent cells encounter nanomaterials in different situations along their life span.

This overview is, however, not meant to provide a complete survey about all the

literature to the subject but much more a cursory collection to highlight their

potential. It is important to recognize that to the best of our knowledge, all the

impedance-based assays described above have been only applied individually.

Another level of understanding might become available when sequences of these

assays are applied to one given cell population exposed to a nanomaterial of

interest, yielding a complex response profile with information from different

aspects of cell physiology (e.g., adhesion, micromotion, migration).
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5.1 Nanoparticle Impact on Cell Adhesion

When anchorage-dependent mammalian cells are suspended as single cells in

solution, the natural tissue architecture including the extracellular matrix materials,

cell-to-matrix junctions, and cell-to-cell junctions and the organization of the

intracellular cytoskeleton are changed dramatically – to mention just a few struc-

tural features. Nanoparticle encounter in this situation may have a significant

impact on their normal attachment and spreading to a protein-decorated surface

and their later maturation into a polarized and differentiated phenotype. When the

particles are severely harmful, the cells might not even be able to spread but die

close after their interaction with the nanomaterial. Hondroulis et al. studied the

impact of six different nanomaterials on the physiology of such a diverse pair of cell

types as human lung fibroblasts and rainbow trout gill epithelial cells [104] that

were exposed to the nanomaterials in suspension prior to inoculation. The rationale

for this selection of test cells has been the notion that nanomaterials are likely to be

absorbed by the human body via the airways when they are released into the

atmosphere. Under these conditions, lung cells are the first to encounter these

materials. Moreover, when nanoparticles get access to the ecosystem, they may

end up in ground water and eventually in the aquatic system. This latter scenario is

modeled by using rainbow trout cells. The homemade electrode arrays were

produced according to the specifications of the commercial arrays bearing a small

circular electrode of 250 μm and a much bigger counter electrode. Instead of

reporting the impedance magnitude |Z|, the authors monitor cell behavior by the

real part of the complex impedance, the resistance, at an unspecified frequency. The

cells were seeded in a rather high inoculum so that a complete monolayer was

formed within 20 h under control conditions. The nanoparticles were mixed into the

cell suspension prior to inoculation. Thus, this assay reports on the nanomaterial

impact on cell adhesion and spreading upon the extracellular matrix proteins as well

as subsequent cell maturation. The raw data is therefore rather similar to a cell
spreading assay, as it is depicted in Fig. 8a. Both cell types did not attach and spread
on the electrodes at all when CdO nanoparticles were present in the seeding solution

indicating their very toxic potential. In contrast, neither 10 nm nor 100 nm Au

particles showed any impact on the time course of cell spreading and maturation.

The toxicity of silver nanoparticles and single wall carbon nanotubes was in

between these two extremes. The smaller silver nanoparticles with 10 nm diameter

were found to be significantly more toxic than the bigger ones (100 nm). Please note

that this impedance-based assay reports on the response of the cells to

nanomaterials when their cytoskeleton fibers are largely disassembled and the

cell body is in an entirely unpolarized state. A comparison to the response of mature

cell monolayers is therefore quite difficult.

This general assay scheme of monitoring changes in the time course of attach-

ment, spreading, and maturation of adherent cells in the presence or absence of test

compounds has been applied to other pairs of nanomaterial/cell type as well. For

instance, Male et al. [105] studied the time course of cell spreading and maturation
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by resistance readings at 4 kHz when Chinese hamster lung fibroblasts V79 cells

were exposed to different types of quantum dots (CdTe, CdSe, InGaP). Whereas

CdTe- and CdSe-based quantum dots affected V79 cells significantly in this assay,

the InGaP-based QDs did not induce any cell response. The latter did not show any

indication for toxicity at all. Surprisingly the initial rate of resistance increase

during cell spreading within the first hour of the experiment was not affected in

any case. But the impact of the toxic particles changed the time course drastically

after that. Compared to the control population, the CdTe-QDs induced a transient

maximum in the resistance exceeding the control curve and a subsequent dose-

dependent decrease toward resistance values of a cell-free electrode by the end of

the 20 h observation time [105]. In contrast the CdSe-QDs did not induce such an

overshooting of the resistance and the subsequent decrease was less pronounced

and almost linear in time. InGaP-QDs did not affect the shape of the time-dependent

resistance curves at all. Thus, the different time course patterns may reflect different

mechanisms of action of the different types of QDs. Moreover, the raw data allowed

the calculation of a time-dependent EC50 which decreased with increasing exposure

time as observed for other materials as well.

The same protocol was applied by the same group to study the cytotoxicity of

TiO2 particles of different shape and different crystal structure (rutile versus

anatase). V79 cells were again used as test system together with the very popular

insect cell line Sf9 [106]. The V79 cells showed a dose-dependent sensitivity to

rutile-type TiO2 nanoparticles (EC50� 300 ppm), but they were entirely insensitive

to anatase-type particles indicating that the crystal structure of the material might be

decisive for its biological response. It is very likely the surface of the particle that

changes with the crystal lattice so that the cells respond differently to particle

encounter. Comparing the resistance time courses of these experiments to the

ones reported for quantum dots above [105] reveals that the TiO2 particles produce

an individual time course pattern that is strikingly different from the one recorded

for QDs even though the same cell line was used in the very same experimental

setting. Thus, the shape of time course data in ECIS-like experiments may contain

extra information about the mechanism of cell-nanoparticle encounter. When insect

cells Sf9 were used in this assay, the cell response was also individually different

for the different TiO2 forms, anatase and rutile. Similar to the mammalian test

system, the insect cells responded more sensitively to the rutile-type TiO2 particles

(EC50� 158 ppm) but were also affected by anatase-type particles with EC50 values

between 200 and 400 ppm dependent on the anatase content of the test

material [106].

Another type of assay [107] seeds the test cells at rather high inoculum such that

there is only very little room for further cell proliferation. The cells are allowed to

settle on the electrode for 16–20 h before the nanomaterials are added to the system.

The control curves show that the cells have not reached an equilibrium impedance

value after this preincubation indicating that a mature cell monolayer has not yet

formed. When the nanomaterials are added to the system, the final impedance

increase compared to control conditions and its subsequent time course are affected

dependent on the dose and the material under test. Severe interference of the
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nanoparticles with cell physiology brings back the impedance to values of a cell-

free electrode. Otero-Gonzales et al. performed this assay using human bronchial

epithelial cells (cell line 16HBE14o) as test cells and screened eleven different

inorganic nanoparticles for their impact on cell maturation. The observation time in

the presence of the particles was 60 h. Particles made from Fe0, CeO2, Fe2O3, HfO2,

TiO2, and ZrO2 were found to have no significant bioresponse below 1,000 mg/mL.

In contrast, particles produced from Al2O3< SiO2<Ag0�Mn2O3�ZnO were

increasingly invasive to the human lung epithelial cells. The analysis of the time

course data after 48 h of exposure was in close agreement with MTT assays

performed in parallel except for the Al2O3 particles. This material showed a

strikingly decreased invasiveness in the MTT assay which might be due to an

interaction between the particles and the assay reagents [107]. It is noteworthy

that none of the nanomaterials produced any change in the measured impedance in

the absence of cells indicating that there is no interference with the electrodes or

any other part of the experimental setup.

5.2 Nanoparticle Impact on Cell Proliferation

Studying cell proliferation is among the most widely applied cell-based assays as it

addresses the most relevant hallmark of tumor progression. Drugs that have a

potential to be used as cytostatic in chemotherapy are often tested in such assays

to substantiate their biological activity and unravel their potency. Moreover,

chemicals that are suspected of interfering with cell proliferation are screened for

their cytostatic activity to define threshold concentration below which these com-

pounds are safe to use. Figure 7b sketches the ECIS-based proliferation assay which

is easy to perform and simply relies on the sensitivity of the measured impedance on

electrode coverage. Since the impedance mirrors the coverage of the electrode, its

change with time is an indicator for the proliferation rate of the cells under test.

Thus, the cells are commonly seeded in low density at the beginning of the

experiment to produce an initially sparse coverage of the electrode. As soon as

the initially seeded cells start to proliferate, the overall impedance increases with

time due to the increasing number of cells on the electrode. Figure 8b provides

sample data for the outcome for such an impedance-based proliferation assay for

different seeding densities and a total experiment time of 72 h. When the experi-

ment is repeated for a given dose of a test compound, the slope of the impedance

curve reveals a potential change in cell proliferation. Cell proliferation assays are

heavily performed when the biological activity of nanomaterials is tested and

considered. Most studies prefer the more classical label-based approaches, but as

the evidence accumulates that many nanomaterials interact with the different

constituents of such assays [108], label-based approaches are catching up.

In one of the earliest studies in this respect, Huang et al. [109] used impedance-

based proliferation assays to study the impact of commercially available silica

particle mixtures that had a wide distribution of diameters (0.35–3.5 μm). Two
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different human lung carcinoma cell lines (A549 and SK-MES-1) were used as test

systems. The authors carefully optimized the experimental protocol to ensure that

particle exposure was timed such that the cells were in exponential growth phase

and particle impact on cell proliferation was studied. These preexperiments to

establish the proper assay conditions were of the same type as shown in Fig. 8b.

The individual seeding densities for both cell lines were adjusted to yield exponen-

tially growing cells on the electrode surface after 24 h. At this point in time, the

particles were added in increasing concentrations. The experimental data nicely

shows that particle impact is cell type dependent with the SK-MES-1 cells being

more sensitive to nanoparticle encounter. Whereas the data shows just a slowdown

of cell growth with an EC50 value of 0.21 mg/mL for A549 cells, the impedance fell

below the starting values for SK-MES-1 cells indicating that they were not just

slowed down in their proliferation, but a fraction of the cells must have retracted or

even rounded up which is indicative for the onset of cytotoxicity. Accordingly, the

EC50 values for particle impact were found to be 0.04 mg/mL after an exposure

time of 36 h [109].

Chuang et al. studied the impact of gold nanoparticles on the proliferative

capacity of six different cell lines derived from different tissues (the colon, lung,

connective tissue, kidney) applying impedance-based assays [108]. They used three

types of gold nanoparticles as model compounds which differed only slightly with

respect to their sizes: (a) 10� 39 nm, (b) 10� 41 nm, and (c) 10� 45 nm. The cells

were seeded in low inoculum, allowed to attach and spread on the electrode surface

before they were exposed to the different nanoparticles for 72 h, while the

proliferation-based increase in cell number on the electrode surface was monitored

by impedance readings. The six different cell lines were differently affected in their

growth. The lowest dose that was tested in these experiments was 72 ng/mL, and

some cell types were slowed down in their growth rate significantly by this particle

concentration, as, for instance, A549 cells derived from the lung (10� 45 nm).

Other cell types responded to the nanoparticle encounter when concentrations were

equal or higher than 180 ng/mL as, for instance, AGS cells derived from the colon

(10� 39 nm). NIH-3T3 fibroblasts were found to be the least sensitive as they could

take 360 ng/mL before a slowdown of their growth rate was observed (size not

specified). One conclusion of these experiments has been highly anticipated: the

impact of gold nanoparticles on cell proliferation is dependent on cell type and

tissue origin.

Much less anticipated is when one cell type was exposed to the same doses of

gold nanoparticles that differ by just 2–4 nm in size (e.g., 10� 41 nm versus

10� 45 nm), the particles’ impact on cell proliferation was found to be strikingly

different. For instance, the proliferation rates of A549 cells (lung) were heavily

affected by 72 ng/mL of 10� 45 nm particles, whereas they showed just a very

moderate response when exposed to 360 ng/mL of 10� 41 nm particles [108]. The

other cell types in this study were also able to differentiate between particles of such

a slightly different diameter. In all cases gold particles with an intermediate size of

10� 41 nm were the least invasive. This astonishing result was confirmed by

classical MTS assay that provided EC50 values for the different particle types.
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Similar to the impedance-based readings, the MTS assays returned that the particles

with the intermediate size of 10� 41 nm are the ones with the smallest biological

impact and their EC50 value was almost two orders of magnitude higher than the

corresponding value for the other two particle sizes. Thus, a difference of 2–4 nm in

size supposedly changes the toxicity of gold rods drastically. According to this

study, the impact of the particles on cell proliferation does not correlate with their

intracellular accumulation, but an alternative mechanism of action explaining the

extreme size sensitivity of the different cell types has not been described. A side

note is worth mentioning: MRC-5 cells (human lung) were reliably tested for their

sensitivity toward gold nanoparticles by impedance-based assays. For reasons that

were not specified, the same cells could neither be tested in MTS, trypan blue, nor

colony formation assays [108]. This finding underlines the broad and generic

applicability of impedance-based assays to almost all cell types as long as they

grow adherently.

With a similar experimental strategy, Moe et al. [110] studied the impact of TiO2

and Ag nanoparticles on the proliferation of the two human lung carcinoma cell

lines, A549 and SK-MES-1, mentioned before as well as the widespread Chinese

hamster ovary cell line (CHO-K1). Cell proliferation in the presence and absence of

the particles was monitored by impedance readings. In addition, the viability of the

three cell lines was tested by the well-known neutral red uptake (NRU) assay in the
absence and presence of the particles after 24 or 48 h of exposure, respectively. The

NRU assay quantifies the intracellular ATP stores and thereby reports quantita-

tively on cell viability. However, the TiO2 particles interfered significantly with the

NRU readout such that the cell response to the presence of the particles was not

accessible. Accordingly, the NRU assay was only helpful as a reference assay when

silver nanoparticles were studied.

To study the impact of the two types of nanoparticles on cell proliferation,

suspended cells of either type were first seeded into the electrode containing

wells such that the coverage of the well was close to 50% after an overnight

incubation. Once this situation was established, the cells were exposed to the

different nanoparticle loads and monitored continuously for a total of

60 h. Similar to the previously discussed report by Chuang et al. [108], the

impedance of the individual electrodes was increasing due to cell proliferation at

the time point when the particles were added. Dependent on the particles’ impact on

the cells, the time course of the measured impedance was not affected relative to an

untreated control, retarded, stalled, or inverted. The threshold concentration EC50

for the Ag nanoparticles ranged between 5 and 70 μg/mL for all three cell lines

(A549>CHO-K1> SK-MES-1), whereas EC50 values for TiO2 particles range

between 15 and 200 μg/mL (A549 > CHO-K1 > SK-MES-1). The NRU assay

correlated favorably with the impedance data for the Ag nanoparticles. However,

please note: EC50 values reported here are considerably higher than the ones

reported by Chuang et al. [108] for the same cell lines.

It is one of the strengths of time-resolved cell monitoring to be able to create a

dose–response relationship for any exposure time along the experiment. The

authors made use of this option and produced dose–response relationships at any
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hour of the experiment such that an EC50 value was accessible for each exposure

time. Plotting these EC50 values as a function of time visualized the change of EC50

with increasing contact time between cell and nanomaterial. The following conclu-

sions were drawn from the time course of the EC50s: (1) For all combinations of cell

types and particles that were studied in this report, the EC50 value decreased by one

to two orders of magnitude as the exposure time increased. (2) In all cell lines Ag

nanoparticles were found to be more toxic to the cells than TiO2 nanoparticles.

(3) The EC50 values for Ag or TiO2 nanoparticles were found to be cell type

dependent. (4) Impedance-based assays provided approximately the same EC50

values compared to the NRU assay when both assays could be applied in parallel.

(5) According to the authors, the shape of the EC50 time course data may contain

information on the mechanism of action by which the nanoparticles affect cell

physiology. Thus, impedance-based proliferation assays as described by Moe

et al. including several cell lines and particle types provide the concentration-,

time-, cell-, and material-dependent response of cell proliferation to nanomaterial

encounter [110].

Due to their omnipresence in our daily lives (e.g., coating of food containers and

refrigerators) and their use for nutritional purposes in particular, Boehmert

et al. addressed the impact of Ag nanoparticles on cells of the digestive system

[111]. The colon carcinoma cell line CaCo2 was used as a physiological model.

Similar to the experimental studies described above, the cells were seeded in low

inoculum to provide cells in logarithmic growth phase on the electrode surface.

After a 24 h preincubation, two types of peptide-coated nanoparticles with a

diameter of 20 or 40 nm, respectively, were added to the wells in increasing

concentrations ranging between 5 and 100 μg/mL. Even for the lowest concentra-

tion of particles of either size, the impedance decreased down to the cell-free

electrode values within 45 h of total exposure. The higher the concentration of

the particles, the faster the observed impedance decrease. For the highest concen-

tration applied, the impedance returned to cell-free values within 5 h indicating the

severe toxicity of the peptide-decorated Ag nanoparticles [111]. Control experi-

ments showed that the peptides alone in soluble form were not bioactive at all. No

significant difference for the different particle diameters was observed. Interest-

ingly, soon after nanoparticle addition to the maturing cells, the impedance

increased, reached a transient maximum, and decreased below the starting values.

The transient maximum in impedance was a constant, dose-dependent feature in all

these studies but has not been fully understood yet.

5.3 Time-Resolved Response Profiles: Cytotoxicity

Assays addressing the time-resolved response profiles, as defined here, are

performed on mature monolayers of cells that have been grown to confluence on

the electrode surface. The stationary monolayer was then exposed to a well-defined

dose of nanomaterials and followed with time by noninvasive, single-frequency
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impedance readings. Figure 11a, b summarizes the interaction of the human breast

cancer cell line MCF-7 exposed to increasing concentrations of commercial silica

nanoparticles with different diameters (Fig. 11a, 150 nm; Fig 11b, 2 μm) as

monitored by impedance readings at a sampling frequency of 4 kHz.

The cell response was found to depend on the diameter of the particles. Whereas

the cells do not show any measurable response along the exposure to 150 nm silica

particles up to a concentration of 0.25 pM (Fig. 11a), they undergo a significant

morphological change in the presence of 2 μm particles when concentrations are

higher than 0.12 pM (Fig. 11b). The cell response starts within 2–3 h after particle

addition. Within the observation time of 24 h, impedance readings for the highest

particle load approached values known for cell-free electrodes indicating a severe

response of the cells to the silica microparticles. Similar experiments were

performed with normal rat kidney (NRK) cells using the same particles at the

same concentrations (Fig. 11c, d). These cells were neither affected by the

nanoparticles nor by the microparticles indicating that the bioresponse to nano-/

micromaterials is very much dependent on the cell type as has been documented in

the preceding chapters as well. This is part of the reason why it has been so

tremendously difficult throughout the last decade to define generic rules for the

Fig. 11 Time course of the normalized impedance (4 kHz) when confluent MCF-7 cells (a, b) or

confluent NRK cells (c, d) were exposed to increasing concentrations of silica particles with a

diameter of 150 nm (a, c) or 2 μm (b/d). Addition of the particles is indicated by the arrows at time

zero. All experiments have been performed at least twice (average� SD)
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impact of nanomaterials on living cells and to derive design rules for nanomaterials

based on such in vitro studies. From a more technical viewpoint, the data shown in

Fig. 11 highlights again that impedance readings provide continuous information

about the cell response for 24 h with no measurable impact of the measurement on

the cells themselves as proven by the stationary time course under control condi-

tions. The observation time is easily expanded to several days and only limited by

the cell culture.

Among the organic nanomaterials, polystyrene-based nanoparticles have been

used frequently as model systems to study the impact of nanoparticles of different

diameter or different surface charge on diverse bio-systems. The surface charges

are controlled by chemical modification with amine groups on the one hand and

carboxylate or sulfate groups on the other. Figure 12 shows the response of

Fig. 12 Time course of the normalized impedance when confluent NRK cell layers are exposed to

increasing concentrations of polystyrene beads with 200 nm (A/B) or 50 nm (C/D) diameter. NPs

were either decorated with positively charged amino groups (A/C) or negatively charged carbox-

ylic groups (B/D). The impedance was recorded at an AC frequency of 40 kHz and normalized to

the first data point
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confluent layers of normal rat kidney (NRK) cells when they were exposed to

commercial polystyrene (PS) beads of two different diameters (Fig. 12A, B,

200 nm; C, D, 50 nm) that were decorated either with amino (Fig. 12A, C) or

carboxy (Fig. 12B, D) functionalities, respectively, to test for size and charge

effects. Impedance measurements were conducted at an AC frequency of 40 kHz

such that any retraction or permeabilization of the cell bodies was sensitively

reported. Polystyrene particles of 200 nm diameter (Fig. 12A, B) do not show any

impact on the adherent NRK cells independent of their surface charge (Fig. 12A

positive; Fig. 12B negative) up to a particle concentration of 4 nM. Along the entire

exposure time of 20 h, there is no significant change in the normalized impedance

indicating no morphological response of the cells to the presence of the particles. At

first glance one may conclude that the missing cell response may be explained by a

negligible particle uptake. But even though there was no measurable change in cell

morphology, the fluorophore-labeled particles had been internalized by the cells

during the experiment as demonstrated in Fig. 13 for the lowest concentration of

1 nM. The positive surface charge led to a much more pronounced particle uptake

compared to their negatively charged correspondents. But even the rather high

concentrations of polystyrene beads inside the cytoplasm did not cause any

measureable reaction of the NRK cells studied here.

In contrast, when the same cells were exposed to polystyrene beads of 50 nm

diameter (Fig. 12C, D), positively charged particles (Fig. 12C) induced an imme-

diate and dose-dependent response within 12 h of exposure even for the lowest

concentration applied. Please note that the impedance increases for a 1 nM expo-

sure before it decreases to values of a cell-free electrode. Negatively charged

polystyrene beads of the same size do not induce a toxic response for the same or

significantly higher concentrations (Fig. 12D) suggesting that the positive charge

density on the particle surface might be responsible for the severe interaction with

cell viability shown in Fig. 12C. In particular, the immediate response of the cells to

5 and 10 nM of positively charged polystyrene beads suggests that a direct mem-

brane interaction is likely to be responsible for the observed effects rather than any

intracellular effects after particle ingestion. Increasing the concentration of nega-

tively charged NPs (d¼ 50 nm) up to a final concentration of 50 nM (Fig. 12D) did

still not provide any measurable cell reaction. Accordingly, the particles are

biologically inactive in this assay for the concentration range under test. The

interested reader is referred to the analysis of NRK cell migration upon exposure

to the same particles described in the next paragraph. Under conditions of the

migration assay, the particles do affect the cells in a measurable way.

Section 6 of this book describes the synthesis, characterization, and some

bioanalytical applications of so-called carbon dots (CDs). CDs are carbon

nanomaterials prepared by hydrothermal synthesis from starch and amino acids.

The particles have an amorphous core structure and a small amount of sp2-hybrid-

ized carbon atoms along the particle surface that renders these materials lumines-

cent. CDs prepared from starch are extremely small with a diameter of just 2–3 nm

and a slightly negative surface potential. When these particles were tested for
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cytotoxicity, the corresponding ECIS readings returned the data summarized in

Fig. 14a.

Concentrations of 0.4 mg/mL and below the normalized impedance ( f¼ 4 kHz)

behaved rather stationary along the entire 24 h of exposure. Thus, concentrations up

to 0.4 mg/mL do not induce any acute cytotoxicity. The situation changes for

slightly increased concentrations of CDs that led to a severe response within the

time-resolved response profile. 0.5 mg/mL are already sufficient to induce a severe

decrease of the normalized impedance starting app. 8 h after the cells encountered

CDs. Amazingly, the impedance increased by roughly 10% within these first hours

of the experiment before it started to descend. Higher concentrations of CDs

produced a similar time course characterized by a transient increase of the

Fig. 13 Fluorescence mircrographs of confluent NRK cells after incubation with positively (a) or

negatively (b) charged polystyrene NPs (d¼ 200 nm) for 24 h at 1 nM concentration. Beads were

labeled with a red emitting fluorophore. Nuclei are counterstained by the intercalating dye DAPI

Fig. 14 (a) Time course of the normalized impedance at a sampling frequency of 4 kHz when

confluent NRK cells are treated with increasing concentrations of carbon nanodots (CD). The

normalized impedance of a cell-free electrode is indicated by a dashed line. (b) Cytotoxicity index

for confluent NRK cell monolayers that were exposed to increasing concentrations of CDs. The

cytotoxicity was assessed using the commercial PrestoBlue™ assay. Quantitative analysis pro-

vides an EC50 value of (0.48� 0.02) mg/mL
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impedance before it decreased to values of a cell-free electrode. Accordingly,

concentrations of 0.5 mg/mL of CDs and higher killed confluent NRK cells within

24 h of exposure providing an estimated EC50 value between 0.4 and 0.5 mg/mL.

In order to confirm the dose–response function obtained from label-free imped-

ance monitoring, the assay was repeated with respect to particle concentration,

incubation time, and cell type under test but with a biochemical readout

(PrestoBlue™ assay which is a variant of the MTT assay) that measures the

metabolic activity of the cells (cp. Table 1). For a 24 h exposure time, the

biochemical analysis provided an EC50 value of (0.48� 0.02) mg/mL which com-

pares favorably with the outcome of the ECIS-based assay. Repeating these exper-

iments with a different, large-scale production batch of C-Dots revealed that there is

some batch-to-batch variation in toxicity. This might be caused by slight changes

introduced into the production parameters or the subsequent purification steps by

the scale-up. This new batch showed an EC50 value of (1.1� 0.1) mg/mL in both

toxicity assays, the biochemical PrestoBlue and the label-free ECIS profiles. Thus,

this data confirms what has been hypothesized and found before: nanoparticle

functional properties may be slightly affected when synthesis and purification

steps are scaled up and they need to be reconfirmed for every little change in the

preparation scheme.

A similar time-resolved response profile as the one shown in Fig. 14a for NRK

cells exposed to CDs has been observed for A549 cells (pulmonary epithelium)

during exposure to CuO or ZnO nanoparticles using a very different electrode

layout and instrumentation [112]. Thus, the initial increase in the time course of

the impedance shortly after nanoparticle encounter, as observed in both studies,

seems to be a more general phenomenon associated with cell stress. We have

observed this prelude to the cytotoxicity-induced impedance decrease also for

other chemical stressors that were capable of killing cells within the next 20 h. At

this point we can only speculate about the mechanistical basis for this observation.

But it seems straightforward to conclude that exposure to the various nanoparticles

leads to necrotic cell death which is characterized by an initial cell swelling before

the membrane ruptures. Cell swelling would transiently reduce the width of all

paracellular current pathways before the membrane is permeabilized. Thus, a

transient increase in impedance may indicate transient cell swelling as a hallmark

of necrotic instead of apoptotic cell death. It is noteworthy that these mechanistical

details are only available from time-resolved cell monitoring; they would have been

overlooked by traditional endpoint assays.

The study of Seiffert et al. [112] is particularly interesting in this context from a

quantitative and a mechanistic perspective. As mentioned above, the study reports

on the biological impact of CuO, ZnO, and TiO2 nanoparticles on A549 cells.

Whereas CuO and ZnO were found to be toxic, TiO2 was not at all harmful to the

cells within 24 h. The EC50 values for the toxic metal oxide particles were found to

be 28 μg/mL for CuO and 55 μg/mL for ZnO. It is noteworthy that both values are at

least one order of magnitude smaller than the EC50 value found for CDs. Moreover,

the authors addressed the transient increase in impedance magnitude starting within

2 h after nanoparticle addition in more detail. By established label-based assays,
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they found no nanoparticle impact on membrane integrity within the time of the

transient impedance increase, a slight upregulation of apoptosis, morphological

changes of the nucleus, production of reactive oxygen species (ROS), and eventu-

ally an increased efflux of glutathione from the cytoplasm into the extracellular

space mediated by ATP-dependent multidrug resistance efflux pumps (MRP-1).

Since glutathione is involved in several cellular detoxification strategies, its

involvement is not surprising. However, it remains to be elucidated why the cells

pump glutathione out of the cytoplasm as a response to the presence of intracellular

stressors [112]. A reasonable explanation considers glutathione as a second mes-

senger of apoptosis. Once it has left the cytoplasm, there is a stronger increase in

reactive oxygen species pushing the cell along the apoptotic pathway. It is, how-

ever, unclear how these molecular processes inside the cell lead to an increase in

impedance – in particular as apoptosis is known to shrink cells and reduce their

volumes.

5.4 Nanoparticle Impact on Cell Migration

The capacity of cells to close an experimental wound is commonly used to quantify

their ability to migrate. In the so-called scratch assay, cells are grown to confluence

before a scratch of a few hundred microns (equal to several cell diameters) is

introduced into the cell layer. The cells from the periphery migrate into the open

space and wound closure is commonly followed by time-lapse video microscopy.

This technique is labor intense and suffers from problems of creating reproducible

wounds. Alternatively, instead of scratching a wound into a confluent cell mono-

layer, the initially suspended cells are seeded in special cell culture dishes that

contain a removable barrier. Once the cell layer has reached confluency, the barrier

is removed and the cells start migrating into the open space. The wound size is

much better controlled and reproduced by the barrier assay, but it still requires

tedious time-lapse video microscopy for analysis with its limited throughput. The

ECIS-based migration assay as described above avoids many of these problems.

The wounds match always exactly the size of the electrodes and the experiment can

be performed entirely automated in 96-well format without opening the incubator

door providing a time resolution in the order of a few minutes. Thus, the assay is

very well suited to study the impact of nanomaterials on cell migration in quanti-

tative terms.

From the data in the previous paragraph, we have learned that negatively

charged polystyrene nanoparticles of 50 nm diameter did not show any measurable

effect on cell viability. The time-resolved response profile did not reveal any

morphological reaction of the cells to nanoparticle encounter even though micro-

scopic inspection clearly indicated that even negatively charged nanoparticles were

taken up by the cells. So the hypothesis was pursued that the nanoparticles may not

have any harmful impact on resting cells that neither proliferate nor migrate but

may affect more active cells. Thus, confluent layers of NRK cells were incubated
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with the negatively charged polystyrene nanoparticles in the same concentration

range that has been applied in the viability studies. The cells were allowed to

internalize the particles for a total of 24 h before the wound healing assay was

applied. Figure 15 summarizes the outcome of this experiment. After 4 h of baseline

recording, the cell layers were wounded by an elevated electric field pulse (arrow in

Fig. 15). The parameters of the field (4.0 V, 30 s, 40 kHz) had been optimized for

quantitative killing of the cells on the electrode before. The impedance magnitude

at a sampling frequency of 40 kHz was used for monitoring. After pulse application

the normalized impedance dropped to values of a cell-free electrode immediately

but started to recover after a short lag phase due to the repopulation of the electrode

by cells from the periphery.

The black curve shows the time course of the normalized impedance under

control conditions, whereas the colored curves show the results of experiments with

increasing concentrations of the negatively charged polystyrene nanoparticles. It is

obvious from the data that negatively charged NPs, which had no measurable effect

on the viability of resting cells, retard wound closure and, thus, the migration of

cells from the periphery into the center of the wound in a dose-dependent manner.

Accordingly, these experiments indicate that it might not be sufficient to look only

for the (integral) toxicity of NPs but to study also their impact on more specific,

supposedly more vulnerable key events of cell physiology like cell migration.

Studying the time-resolved response profiles of confluent NRK cells exposed to

increasing concentrations of C-Dots revealed that concentrations equal or higher

than 1.1 mg/mL (scale-up batch, please compare Sect. 5.1) induced a severe

toxicity. When the cells were treated with lower concentrations, no significant

changes of the normalized impedance occurred indicating no impact on cell mor-

phology or physiology. Based on the experience with the polystyrene nanoparticles

described in the preceding paragraph, subtoxic concentrations of CDs were tested

for their impact on cell migration using the ECIS-based migration assay. Figure 16

shows the time course of the normalized impedance, when confluent layers of NRK

Fig. 15 Time course of the

normalized impedance

(32 kHz) during an

automated wound healing/

migration assay in the

presence of increasing

concentrations of negatively

charged polystyrene

nanoparticles with 50 nm

diameter
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cells were first exposed to increasing concentrations of CDs for 4 h before the

wounding pulse (2.4 mA, 32 kHz, 30 s) was applied.

Immediately after pulse application, the impedance dropped to values of a cell-

free electrode before it recovered to pre-pulse values with time. However, recovery

times were found to be strongly dependent on a preincubation of the cells with CDs.

The higher the concentration of the nanoparticles that was added to the cells, the

slower is the healing process and the more affected is cell migration relative to

control conditions. Please note that CD concentrations were adjusted to be below

the threshold concentration of 1.1 mg/mL that induced cytotoxicity directly. Thus,

the same conclusion applies for the C-Dots that has been described for the poly-

styrene nanoparticles above: the impact of nanoparticles strongly depends on the

status of the test cells. Different cell functions or different cell states are obviously

individually sensitive to nanoparticle encounter.

Figure 11c of the previous chapter has shown the tolerance of confluent NRK

cells with respect to silica particles of 150 nm diameter. Concentrations were

increased up to 0.25 pM, and no significant morphological response of the cells

was observed by ECIS readings. Similar to the scenarios described above for

polystyrene particles and CDs, we were interested to find out whether the rather

inert silica particles might be capable of affecting cell migration. Accordingly,

NRK cells were grown to confluence on the ECIS electrodes. The cells were then

exposed to silica particles in three concentrations (same as in Fig. 11c) and studied

by the automated, ECIS-based migration assay. The results are summarized in

Fig. 17. In contrast to polystyrene particles and CDs, we could not observe any

impact of the silica particles on the migration of NRK cells. The observed differ-

ences in the time traces shown in Fig. 17a are just due to the unavoidable data

Fig. 16 Time course of the normalized impedance at a sampling frequency of 32 kHz when

confluent NRK cells were first exposed to increasing but sublethal concentrations of carbon dots

(CDs) before the elevated AC electric field (2.4 mA, 32 kHz, 30 s) was applied (arrow) to wound

the cells. Cell migration was found to be highly sensitive to the preincubation with CDs 4 h prior to

pulse application even though these concentrations were shown not to induce an acute toxicity

within 48 h
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scattering but are averaged out for the pool of our data summarized in Fig. 17b. The

wound healing efficiency (WHE) plotted in Fig. 17b is defined as the value of the

normalized impedance 4 h after the wounding pulse was applied. It therefore

mirrors the recovery of the impedance and, thus, the number of cells that have

migrated into the wound from the periphery.

Taken together, the experiments described above clearly indicate that nanopar-

ticle doses that are not causing an immediate toxicity may still affect the migration

of the same cells significantly. This observation underlines that it is not sufficient to

study just cytotoxicity measured as membrane leakage or metabolic activity for a

comprehensive judgment on the biological impact of nanoscale particles. Highly

specialized cellular functions like cell migration might still be compromised. On

the other hand, the example of silica particles in contact to NRK cells (Fig. 17)

indicates that even this is not a general rule but must be individually addressed for

every nanoparticle–cell combination. With the number of physiological key events

like migration, the number of different tissues and cell types, plus the number of

different nanomaterials in mind, it is obvious that there is an enormous demand for

high-throughput testing and screening.

5.5 Nanoparticle Impact on Cell Motility (Micromotion)

In contrast to cell migration, the term cell motility does not denote a net lateral

movement of the cells but simply the dynamics of the cell bodies. As described in

Sect. 4.2.4, the cell body is constantly undergoing metabolically driven shape

fluctuations that are caused by corresponding activities of the cytoskeleton, by the

intracellular movement of organelles, and by thermal motion of different cell

Fig. 17 (a) Time course of the normalized impedance at a sampling frequency of 32 kHz when

confluent NRK cells, preloaded with silica nanoparticles of 0.15 μm diameter in increasing

concentrations, were studied in the ECIS-based migration assay. The wounding pulse (4.0 V,

32 kHz, 30 sec) was applied as indicated by the arrow. (b) Synopsis of all migration assays

performed under replicate conditions. The wound healing efficiency is defined as the normalized

impedance 4 h after pulse application (n¼ 2; average� SD)
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constituents. Since these cell shape fluctuations change the extracellular current

pathways correspondingly, cell motility or “micromotion” can be recorded by

single frequency ECIS readings. When data acquisition is limited to 15–20 min,

the observed impedance fluctuations provide a snapshot of the actual cell body

dynamics that can be analyzed quantitatively. Figure 8d shows a typical dataset

recorded in micromotion mode for two different cell lines. The question has been

pursued whether or not micromotion experiments might be useful and sensitive

enough to report on a potential impact of nanoparticles on cell physiology. This

idea was driven by a more recent literature report indicating that micromotion reads

the onset of cytotoxicity to molecular toxins significantly more sensitive than

regular ECIS readings [78, 97].

ECIS data acquisition inmicromotionmode is straightforward. The instrument is

set to a designated frequency and the complex impedance is recorded with a time

resolution of one second or even faster for a time period between 10 and 20 min.

The observed impedance fluctuations mirror the dynamic rearrangements of the cell

body and are not due to poor electronic equipment. Figure 18a compares the time

course of the normalized resistance (real part of complex impedance) at a frequency

of 4 kHz for vital cells and cells that were killed by formalin fixation prior to

micromotion readings. Whereas the vital cells show a seemingly chaotic fluctuation

pattern with time, the dead cells only provide a drift in the impedance signal which

might be due to a slight evaporation of water. Obviously the fixation of all cell

protein has ceased the ability of the cells to be motile and dynamic. Electronic noise

would be persistently visible even in the data for the dead cells, but it can be hardly

observed.

Fig. 18 (a) Micromotion data recorded for vital and dead MDCK cells at a sampling frequency of

4 kHz. The fluctuations in cell shape are most sensitively mirrored in the real part of the complex

impedance (R) which is here normalized to the time average value. Whereas vital cells show

chaotic resistance fluctuations which are associated with their cell body dynamics, the signal for

the dead cells is just a slight drift. (b) The graph illustrates the calculation of the standard deviation

of increments (SDI) for different “time resolutions.” The black curve shows the original data. The
red curve just connects every 16th data point, and the blue curve connects just every 64th data

point. The standard deviation of the associated increments (SDI) mirrors the fluctuation amplitude

at the different timescales (16 s¼> SDI-16; 64 s¼> SDI-64)
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The tricky part about micromotion is data analysis and data reduction. It is the

goal to process the raw data such that the intensity of the fluctuations is represented

by a single number. Several algorithms have been tested and described that all have

their individual advantages and disadvantages. The interested reader is referred to

the publications by Lo and co-workers for a thorough over- and review [96, 113,

114]. Here we will only describe experiments that made use of the two most

straightforward analysis procedures returning (1) the standard deviation of incre-

ments SDI or (2) the slope of the power spectrum computed for the micromotion

raw data. Both methods are only described briefly below:

1. To calculate the SDI value, the raw data is first normalized to the time average of

the dataset and detrended – if necessary – by subtracting a linear regression line.

Then the increments between two subsequent data points i and (i+ 1) are

calculated along the entire dataset (Fig. 18b). Finally all increments are averaged

and the standard deviation of the average is computed. When the fluctuation

within the time trace is big, the standard deviation of the increments (SDI) is big.

It scales with the intensity of the fluctuations in the raw data. Thus, the numerical

value of the SDI is a direct measure for cell micromotion. Since fluctuations

should be considered on different timescales for later analysis and interpretation,

the procedure is repeated with every data point i and (i+ 3) omitting the data

points in between (cp. Fig. 18b). The calculation now returns a measure for

impedance noise on a timescale of 4 s, whereas the first calculation expresses the

noise on a timescale of 2 s. These two quantities are then defined as SDI-2 or

SDI-4. Performing the calculation with data point i and (i+ 63) returns the

SDI-64 which quantifies the noise in the impedance time course on a timescale

of 64 s. We have arbitrarily chosen the SDI-64 to describe the outcome of

micromotion experiments as SDI-64 had shown the best sensitivity for changes

in cell motility in our hands. Please note that we could have also measured the

impedance only every 64 s to calculate the SDI-64. By reading the impedance at

every second, however, it is possible to calculate SDI-2, SDI-4, SDI-8, and so on

for every experiment later on – without any a priori selection of the time

resolution. The most suitable parameter can then be selected after the experiment

for best possible interpretation or highest sensitivity.

Using this mode of micromotion analysis, we studied the impact of silica

nanoparticles on MCF-7 and NRK cells that were also examined in the other

ECIS assays described above. Thus, confluent layers of MCF-7 and NRK cells

were exposed to different concentrations of silica nanoparticles (d¼ 150 nm) for

24 h before data acquisition in “micromotion mode” was started. The

preincubation allows for particle uptake and intracellular processing. After this

preincubation cell motility was monitored by micromotion recordings with a

time resolution of 1 s. After sequential data acquisition for every electrode, the

data was evaluated by computing the SDI-64 for every condition. Figure 19

summarizes the impact of silica nanoparticles on MCF-7 and NRKmicromotion.

Neither for MCF-7 (Fig. 19a) nor for NRK cells (Fig. 19b), we observed a

significant impact of the particles on cellular micromotion. Obviously the cells

98 M. Sperber et al.



are indeed not affected in their cell body dynamics by the presence of the

particles when they are in some kind of a resting state within a cell monolayer.

The observed changes were not significant.

2. Another approach of data evaluation detrends the impedance raw data and then

calculates the power spectral density function of the time series by fast Fourier

transformation (FFT), i.e., FFT transforms the time-dependent information of

the impedance fluctuations into a frequency-dependent information. In other

words, micromotion time course data is broken up into a series of individual

periodic contributions (sine, cosine) that would add up to the original time

course data upon superposition. The amplitudes of the individual periodic

contributions are provided by the value of the power spectral density function

at the corresponding frequency. Thus, the power spectrum identifies dominating

periodic recurrences within the time traces quite easily by peaks. However, no

such dominating periodicities in the impedance time course have ever been

observed during nanoparticle encounter in our hands. With no dominating

periodicities in the power spectrum, we extracted the slope of the peak-free

power spectrum m as a quantitative parameter to describe the pattern of

micromotion data. The slope m reports on how periodic contributions to the

experimental micromotion time series are on average smeared over a given

frequency range. When white noise is subjected to FFT, for instance, the

corresponding power spectrum shows that all individual periodic contributions

independent of frequency have the same amplitude. Thus, it provides a power

spectrum with a slope of zero. In contrast, signal fluctuations caused by

Brownian motion are characterized by a slope of m¼ (�2) in the power spec-

trum indicating that higher-frequency contributions have a smaller amplitude. In

a more recent study, we found that cellular micromotion is characterized by a

slope ofm¼ (�2.5) in the power spectrum – quite heavily dependent on cell type

Fig. 19 Synopsis of micromotion experiments with confluent layers of (a) MCF-7 or (b) NRK

cells in the presence of silica particles of 150 nm diameter. The cells were incubated with the

particles for 24 h before micromotion readings were taken. The raw data (resistance normalized to

the time average) was analyzed as described in the text to extract the standard deviation of

increments for a timescale of 64 s (SDI-64). The sampling frequency was set to 4 kHz
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and culture conditions [115]. This led to the idea to use the slope m as a

descriptor for micromotion when the cells are exposed to different kinds of

nanoparticles in different concentrations. Based on the calculated slope values

for every nanoparticle dose, EC50 values were extracted for the concentration-

dependent impact of the particles on cell motility. Table 3 compares the EC50

values derived from micromotion experiments with the outcome of biochemical

MTT assays that were performed in parallel [70]. The comparison includes

multi-shell quantum dots (QDs; 5–6 nm) and gold nano-rods (17� 39 nm)

with different surface decorations: cetyltrimethylammonium bromide (CTAB),

carboxy-terminated PEG, or amino-terminated PEG.

Based on Table 3, the MTT assay did not report any response of the cells to any

of the particles under test for an exposure time of 24 h. Accordingly, redox

metabolism was not affected to any measurable extent. Micromotion analysis,

however, did show a measurable impact for two out of four particle types with

EC50 values of 0.2 nM for CTAB-coated Au-rods or 0.3 μM for multi-shell

quantum dots. The two PEGylated particle types did not induce any measurable

change in cell physiology according to both assays. For the 48 h exposure exper-

iment, both assays returned again no effect for the PEG-coated particles indepen-

dent on whether they were decorated by amino- or carboxy-groups. CTAB-coated

rods and the multi-shell quantum dots were found to be biologically active with

individual EC50 values. Whereas both assays returned an EC50 value of 0.1 nM for

the CTAB-coated particles, there was a striking difference in EC50 for the multi-

shell QDs. ECIS-based micromotion analysis returned an EC50 of 0.15 μMwhich is

in the same range as the outcome of the 24 h experiment. The MTT assay

surprisingly provided an EC50 value which was 200� higher than the one from

micromotion analysis in the order of 30 μM. The reasons for this discrepancy are

unclear in particular as both assays returned similar results for the CTAB-coated

rods. Whether or not the multi-shell QDs might have any interference with the MTT

reagents is unclear but does not seem to be very likely. An alternative yet specu-

lative explanation for the observed differences might be that the QDs interfere with

another cellular structure or function other than redox metabolism that is crucial for

Table 3 Comparison of EC50 values for confluent layers of MDCK cells (strain II) that were

exposed to different types of nanoparticles as indicated in the table

ECIS EC50/24 h MTT EC50/24 h ECIS EC50/48 h MTT EC50/48 h

CTAB-Au-rods 0.2 nM nr 0.1 nM 0.1 nM

HOOC-PEG-Au-

rods

nr nr nr nr

H2N-PEG-Au-rods nr nr nr nr

Multi-shell QDs 0.3 μM nr 0.15 μM 32 μM
The analytical readout was performed by ECIS-based micromotion analysis or the classical MTT

assay after exposure times of 24 or 48 h, respectively [70]. The gold rods had a long axis of 39 nm

and a short axis of 17 nm. The diameter of the multi-shell quantum dots was 5–6 nm

CTAB cetyltrimethylammonium bromide, PEG polyethylene glycol, QDs quantum dots, nr no

measurable response of cells for all concentrations studied
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micromotion and very sensitive for any interference by particles. If this hypothesis

holds true, the MTT assay is blind for this primary interaction of the QDs with

cellular structures or functions and only reports on the less sensitive impact on

redox metabolism. The integrative nature of the ECIS signal might have detected

even this high sensitive interaction as it reads any disturbance of cell physiology

that eventually changes cell body dynamics. Technically it is noteworthy that the

24 h and 48 h exposure experiments were performed sequentially with one and the

same cell population using the ECIS readout, whereas MTT assays had to be

performed separately for either exposure time. The most striking differences

between label-based (MTT) and label-free readouts (ECIS micromotion) become

very obvious from the micromotion experiments.

6 Conclusion and Outlook

The present contribution was meant to highlight the specific merits and limitations

of impedance-based cell monitoring for the analysis of cell-nanoparticle interac-

tions in vitro. The noninvasive and quantitative nature of the measurement together

with the outstanding time resolution provides a very special and differential per-

spective on the cellular response to nanomaterial encounter with several insights

that are not accessible from other assay formats. The examples discussed in the

preceding paragraphs also showed that there are no simple rules describing the cell-

nanomaterial interactions as there are so many variables that contribute to the final

outcome. Cell types, culture conditions, extracellular environment, buffer compo-

sition, and presence of serum proteins are just a few experimental parameters

affecting this complex molecular interplay. From the nanomaterial side, we have

to consider size, surface decoration, stability, adhesiveness for proteins or other

biomolecules, and the long-term chemical stability, to mention just a few. The

inclusion of all aspects from the biological and material side creates a

multidimensional parameter matrix that is hard to oversee and to handle. Any

attempt of getting closer to more generic rules describing the cell-nanomaterial

interactions requires an enormous amount of additional in vitro testing. Thus,

throughput of bioanalytical assays is becoming a more and more serious issue on

the way to a better understanding of the potential harm of nanomaterials for the

biosphere. But throughput is not enough. It also takes multiparameter experiments

to tackle this complex problem from different sides providing different descriptors.

Thus, we need a combination of high-content and high-throughput approaches for
the analysis of in vitro assays. This chapter showed that impedance-based cell

monitoring is indeed multimodal with the capacity to provide a multiparameter

description of cell-nanomaterial encounter.

A huge variety of different impedance-based assays can be performed that are

neither invasive to the cells nor do they rely on additives or reagents. Instead of

running these assays individually, they can be pursued in sequences on one and the

same cell population such that different perspectives on cell-nanomaterial
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interactions become accessible – all for the same cells. The analysis of sequentially

performed, time-resolved assays on one cell population will yield a collection of

descriptors and their dynamics, thus a significantly improved information content

which is badly needed regarding the complexity of the system under test. As an

example, it seems straightforward to (1) study the adhesion of cells to pre-coated

electrodes in the presence of nanomaterials, (2) follow their proliferation to a

confluent monolayer, and (3) measure their micromotion as a measure for cell

body fluctuations before (4) the cells are exposed to an ECIS-based migration assay

to probe the impact of the particles on cellular migration. Dependent on the

invasiveness of the particle under study, this sequence may end before all assays

have been performed due to the extended exposure time, but this would make an

information by itself. Since assay sequences run entirely automated and

preprogrammed without any input by the user, sequential assays seem very valuable

in particular for those materials that are considered less aggressive and that might

be of use in the biomedical field.

Independent of whether different assays are performed sequentially on one and

the same cell population or individually on different batches of the same cell line,

meaningful data reduction seems to be another possible target to reduce the

complexity of the problem. Therefore, we suggest establishing interaction score
cards or interaction profiles that provide an overview over the outcome of all assays

for one particular cell type in contact to different nanomaterials. Figure 20 illus-

trates this idea of such an interaction profile for the above-given sequence of four

assays that are performed in the presence or absence of different nanomaterials. The

interaction profile has four dimensions, one for every assay. The outcome of the

Fig. 20 Scheme for an

interactions score card that

summarizes the interactions

between different

nanomaterials and one

selected model cell line as

derived from different

impedance-based assays

that are performed

individually or sequentially.

The descriptors of every

assay are ranked relative to

the particle-free control
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assay is scored for every material on a relative scale with the no particle control

serving as the internal reference. The descriptors of the individual assays (e.g., EC50

values) are ranked relative to the internal control and the ranking is denoted in the

4D profile line as shown in Fig. 20.

This formalism will compare the bioresponse of different materials not just assay

by assay but will provide an overview at a glance and highlight the interaction

points of the different nanomaterials with cell physiology. This formalism can be

scaled up or down dependent on the number of assays belonging to the pool of

experiments, and it may open our eyes for yet unidentified correlations or depen-

dencies. Every piece of understanding will help along the long and winding road

toward sustainable design rules for nanomaterials that can guide process develop-

ment and provide a first line of defense against the potential threats of

nanomaterials – simply by avoiding the generation of harmful species up front.
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Interaction of Nanoparticles with Lipid

Monolayers and Lung Surfactant Films

Mridula Dwivedi, Amit Kumar Sachan, and Hans-Joachim Galla

Abstract It has been shown that the interactions of nanoparticles with lipid and

lipid–peptide monolayers mimicking the lung surfactant strongly depend on the

physical properties of the nanoparticles, their size, and on the physical properties of

the surface film. Hydrophobic nanoparticles have been found inserting into fluid

phases of lipid monolayers. They have an adverse effect on the functional proper-

ties of the pulmonary surfactant, which strongly depends on the nanoparticle size.

But how NPs disturb or inhibit this surfactant function still remains unclear.

Experimental evidences gathered under physiologically relevant conditions or

from in vivo studies are still lacking. The present review summarizes systematic

investigations on simplified model systems of the lung surfactant using high-

resolution bioanalytical techniques that have provided valuable hints and indica-

tions about the interactions of NPs with the surfactant layer at the molecular level.

Further studies are needed in particular for a more detailed understanding of the

mechanism by which NPs are capable of crossing the surfactant barrier even though

they experience a very different and individual free energy barrier at the interface.
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Abbreviation

AFM Atomic force microscopy

BODIPY-PC 2-(4, 4-difluoro-5-methyl-4-bora-3a, 4a-diaza-s-indacene-3-

dodecanoyl)-1-hexadecanoyl-sn-glycero-3-phosphocholine

CL Cholesterol

CTAB Cetyltrimethylammonium bromide

DMAB Didodecyldimethylammonium bromide

DPPC Dipalmitoyl phosphatidylcholine

DPPE Dipalmitoyl phosphatidylethanolamine

DPPG Dipalmitoyl phosphatidylglycerols

DPPS Dipalmitoyl phosphatidyl serine

DTAB Dodecyltrimethylammonium bromide

EMM Endothelial model cell membranes

Hepes 2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid

LC Liquid-condensed phase

LE Liquid-expanded phase

LS Lung surfactant

NPs Nanoparticles

PBS Phosphate-buffered saline

PI Phosphatidylinositol

POPG Palmitoyl oleoyl phosphatidylglycerol

PVA Polyvinyl alcohol

SM Sphingomyelin

SP-B Surfactant-specific protein B

SP-C Surfactant-specific protein C

1 Introduction

Due to the rapid development of nanotechnology, nanoparticles are nowadays

widely used in different areas of normal life as, for instance, in food, as surface

coatings, in packing materials and household tools like refrigerators or medical

instruments, in skin lotions to protect against sun, or in clothing to avoid bad smell

[1–7]. Moreover, nanoparticles are used as carriers for drugs or as diagnostic tools

in medicine as well as in research. For example, functionalized quantum dots are

used as fluorescent markers to label specific structures in living cells [8–12]. Thus,

humans come in contact continuously with nanoparticles that might enter the body

via the skin, the intestine, or the lung. Independent of the route of entry, those

nanoparticles have to cross biological interfaces and cellular barriers and thus come

into contact with the lipids and proteins of the cellular membranes. Due to these

interactions the nanoparticles may be coated by different membrane components

that may alter their physicochemical surface properties. This, in turn, may modify

their biocompatibility or cytotoxic potential. Therefore an understanding of the
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interactions of nanoparticles with lipid membranes is crucial for a better assignment

of their effects on biological systems. Lipid monolayers are the most simplified

model membranes to investigate such interactions. Compared to bilayer membranes

these systems are much more sensitive to the modification of fluidity and

nanoscopic lateral organization. Moreover, tools like fluorescence microscopy

[13, 14], atomic force microscopy [15, 16], or even spatially resolved secondary

ion mass Spectrometry [17] could be used to analyze the topology, the structural

organization, and the chemical composition, even within domain structures. Thus,

lipid monolayers are excellent tools to study the biophysical aspects of membranes

under the influence of nanoparticles.

One of the main entry routes to the human body, the lung, contains a lipid–

protein monolayer at the air-alveolar interface, which is called the lung surfactant.

This is the first barrier/line of defense that nanoparticles encounter before entering

the alveolar subphase and reaching the lung epithelium. Thus, protein-doped lipid

monolayers are not only a suitable model system to study the interactions of

nanoparticles with lipid membranes, but their behavior upon nanoparticle encounter

is also of physiological relevance. Since the major task of the lung surfactant is the

maintenance of a low surface tension preventing the collapse of the lung,

nanoparticles may cause functional disturbances that could lead to a reduced ability

to breathe when they interfere with the structural organization of the surfactant.

2 Interaction of Hydrophobic Nanoparticles with Lipid

Monolayers

Numerous studies have been performed to elucidate the effect of nanoparticles on

the lipid monolayer films at the air–water interface. The different Physico-chemical

properties of the nanoparticles, like size, shape, and surface characteristics

including charge and functional groups, influence their interactions with the lipid

monolayers. Harishchandra et al. investigated the effect of 24 nm hydrophobic

polymeric nanoparticles (AmorSil20) on DPPC (dipalmitoylphosphatidylcholine)

and DPPG (dipalmitoylphosphatidylglycerol) lipid films [18]. These hydrophobic

nanoparticles were dissolved in a chloroform/methanol solution along with the

model lipids and spread onto the aqueous subphase using a microsyringe. The

influence of nanoparticles on the interfacial properties of the lipid monolayer was

studied using a surface pressure versus area-per-molecule isotherm which provides

information regarding the molecular organization at the air–water interface (Fig. 1).

The typical DPPC isotherm shows a liftoff pressure at around 85 Å2 (area-per-

molecule) value followed by a characteristic coexistence region of the liquid-
expanded (LE) and the liquid-condensed (LC) phase which is indicated by a plateau
in the surface pressure–area isotherm. The phase behavior of the lipid monolayer is

significantly influenced by the nanoparticles in the lipid film. The DPPC isotherm is

consistently shifted towards higher area-per-molecule values at low surface
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pressure values (<25 mNm�1) with increasing concentration of nanoparticles in the

film. Also, the area per molecule along which phase coexistence occurs is dimin-

ished with increasing nanoparticle concentration (Fig. 1b). The surface pressure–

area isotherm of pure nanoparticles shows retention of the nanoparticles at the air–

water interface until it reaches a maximum surface pressure of 21 mNm�1 and

collapses into the subphase (Fig. 1a). This indicates that hydrophobic nanoparticles

are surface active and can form a monolayer at the air–water interface, probably due

to the high free energy barrier preventing the nanoparticles from entering into the

subphase. The DPPC isotherm in the presence of a very high concentration of

nanoparticles exhibits a “kink” at the 25 mNm�1 surface pressure implying squeeze

out of material into the subphase. This squeeze out is thought to indicate the

migration of the nanoparticles along with the lipids into the subphase. The presence

of nanoparticles in DPPG films showed similar effects compared to DPPC films

(Fig. 1c). However, the impact of the nanoparticles on the isotherm was much larger

in the case of DPPG. Also, a kink due to the squeeze out of material was observed in

the presence of high concentrations of nanoparticles similar to DPPC films. In a

binary mixture of DPPC/DPPG, the isotherm was again observed to be shifted

towards higher area-per-molecule values along with the presence of the kink

Fig. 1 Surface pressure–area (π–A) isotherms for (a) pure AmorSil20 NPs (solid line) and

mixtures of (b) DPPC, (c) DPPG, (d) DPPC/DPPG (4:1 mol ratio), and AmorSil20 NPs (with

permission from Harishchandra et al. [18])
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implying escape of the material into the subphase (Fig. 1d). Another interesting

observation in the lipid–nanoparticle isotherm was the decreased slope of the curve

in the region representing the liquid-condensed phase. This implies an increased

compressibility of the lipid film and hence a decreased cooperativity between the

lipid molecules due to the presence of nanoparticles. The nanoparticles are thought

to possibly disrupt the molecular organization of the lipid molecules, thus making

the interaction between the lipid molecules weaker.

A lipid monolayer phase separates depending on the surface pressure forming

different phase domains. The domain morphology can be studied using

epifluorescence microscopy when the lipid monolayer is doped with a fluorescent

probe. This probe cannot enter the tightly packed liquid-condensed phase and,

hence, preferentially partitions into the liquid-expanded phase allowing visualiza-

tion of the phase domains. DPPC monolayers have been shown previously to form

differently shaped domains at different surface pressures. The most interesting

region is the LE–LC coexistence region with the multilobed liquid-condensed

domains forming islands in the liquid-expanded phase. In the presence of

nanoparticles, these LC domains display a rounder rather than a multilobed mor-

phology and a reduction of the domain size in the phase coexistence region (Fig. 2).

This observation is in accordance with the surface pressure isotherms where the

molecular area of the phase coexistence region is diminished or disappeared in the

presence of nanoparticles. A similar effect of nanoparticles is observed in the phase

Fig. 2 Fluorescence micrographs of DPPC monolayers containing different concentrations of

AmorSil20 NPs spread on pure water at 20 �C. Images taken at different surface pressures are

shown. An additional image shows the aggregates of NPs surrounding the rigid domains at the

interface of the two phases. All samples were doped with 0.5 mol% fluorescent dye BODIPY-PC.

Scale bar, 50 μm (with permission from Harishchandra et al. [18])
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behavior of DPPC/DPPG binary mixtures where a domain size reduction is

observed along with reduced nucleation and formation of domains. Nanoparticle

aggregates are also observed to be localized at the phase domain boundaries.

The equilibrium shapes and sizes of the isotropic coexisting liquid phases in a

monolayer have been rationalized using mainly two competing factors: (1) the line

tension present between the adjacent domains (λ) and (2) the difference in the

dipole densities in these phases (μ) [18–21]. Line tension arises due to the hydro-

phobic mismatch between the coexisting phases; hence, it favors the formation of

large circular domains. The dipole density difference or the long-range dipolar

forces favor the formation of small noncircular domains. These forces compete with

each other to determine the shape and size of the domains based on the ratio λ/μ2

which is proportional to Req, the equilibrium radius. If the actual radius of the

domain is smaller than Req, the domains formed are circular, and in the case where it

is greater than Req, the domains formed are noncircular and extended. With

increasing surface pressure this ratio decreases so that the equilibrium radius

decreases such that R becomes >Req and large noncircular and multilobed domains

are formed. In the presence of the nanoparticles, the domain size decreases with

R becoming <Req implying a decreased dipole density difference or an increased

line tension. The dipole density difference is also a function of packing order of the

lipid molecules. Hence, the nanoparticles most probably disrupt the molecular

packing order of the lipid monolayer, thus causing altered phase behavior of the

lipid film.

Another study performed by our group illustrated the influence of nanoparticle

diameter on their effect on DPPC monolayers [22]. Polymeric hydrophobic

nanoparticles with a diameter of 136 nm are able to cause a change of slope of

the DPPC isotherm within the liquid-condensed region, and they diminished the

LE–LC coexistence plateau region (Fig. 3). The compressibility of the monolayer
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Fig. 3 Surface pressure–area isotherm for (a) DPPC exposed to increasing concentrations of

small nanoparticles (~12 nm) and (b) DPPC exposed to increasing concentrations of large

nanoparticles (~136 nm) with 25 mM Hepes + 3 mM CaCl2 as the subphase (with permission

from Dwivedi et al. [22])
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film is apparently increased, and hence, the cooperativity between lipid molecules

is decreased in the presence of 136 nm nanoparticles. The presence of 12 nm

nanoparticles, however, does not have any significant effect on the phase behavior

of the DPPC film.

Furthermore, the morphology of the phase domains formed during the compres-

sion of DPPC monolayers was studied by epifluorescence microscopy. In the

presence of large nanoparticles (136 nm), the LC phase domains were highly

branched and formed network-like structures for the lowest concentration of NPs.

While in the presence of the small nanoparticles (12 nm), the LC domain size

decreased (Fig. 4). The presence of large nanoparticles mainly decreased the line

tension between the phase domains, thus leading to the formation of highly

branched domains. However, small nanoparticles, most probably, affected the

packing of the lipid molecules, thus, causing formation of smaller domains with

localized outgrowth at the domain periphery.

Peetla et al. [23] studied the interaction of 60 nm hydrophobic polystyrene

nanoparticles of different surface chemistry with endothelial model cell membranes

(EMM). The model membrane consisted of dipalmitoyl phosphatidylcholine

(DPPC), dipalmitoyl phosphatidylethanolamine (DPPE), phosphatidylinositol

(PI), dipalmitoyl phosphatidyl serine (DPPS), sphingomyelin (SM), and cholesterol

(CL) lipid mixture spread onto a phosphate-buffered saline (PBS) subphase forming

a monolayer at the air–water interface. The interaction of the differently

functionalized nanoparticles with the monolayer was studied at a constant surface

pressure of 30 mNm�1, which is around the surface pressure in a bilayer lipid

Fig. 4 Epifluorescence micrographs for DPPC films in the presence of increasing concentrations

of (a) small nanoparticles (~12 nm) and (b) large nanoparticles (~136 nm) on water as the

subphase at 20 �C. The DPPC monolayer is doped with 0.5 mol% BODIPY-PC which preferen-

tially partitions into the liquid-expanded phase. The red region indicates the 12 nm nanoparticles.

The images are taken at 10 mNm�1 surface pressure. Scale bar is 50 μm (with permission from

Dwivedi et al. [22])
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membrane. The amino-modified nanoparticles were shown to increase the surface

pressure of the EMM lipid film much more over time than the carboxylated or the

plain nanoparticles (Fig. 5). The increase in surface pressure was smaller in the case

of the carboxylated compared to aminated nanoparticles. In the case of plain

nanoparticles, the surface pressure values decreased significantly. The authors

stipulate the electrostatic interactions between the anionic lipids in the film and

the positively charged amino groups to be responsible for the higher level of

interaction between the aminated nanoparticles and the EMM. The carboxylated

nanoparticles are speculated to have minimum interaction with the EMM, whereas

the plain nanoparticles, which are hydrophobic in nature, are thought to cause a loss

of phospholipids from the interface into the bulk, thus decreasing the surface

pressure values. The hydrophobic nanoparticles are believed to interact with the

hydrophobic acyl chains of the lipid molecules thus mobilizing them from the

interface into the bulk. Moreover, surface pressure–area isotherms of EMM in the

presence of these differently functionalized nanoparticles were recorded to study

the penetration of the nanoparticles into the EMM film. The presence of aminated

nanoparticles shows a significant shift of the isotherm towards higher area-per-

molecule values, whereas it remained unaffected by the presence of carboxylated

nanoparticles (data not shown). In the presence of plain nanoparticles, the isotherms

shifted to lower area-per-molecule values at higher surface pressures. AFM analysis

supported the presence of higher numbers of aminated nanoparticles in the EMM

monolayer film as compared to the carboxylated and plain nanoparticles. The

Fig. 5 Effects of NP surface groups on surface pressure of endothelial cell model membrane. A

50 μL portion of a diluted suspension of NPs was injected below the EMM through the injection

port using a Hamilton digital microsyringe without causing disturbance to the membrane. Change

in surface pressure π was recorded continuously with time. NP size¼ 60 nm.

Concentration¼ 10 μg/mL. Key: blue, aminated; red, carboxylated; green, plain; black, water
control without NPs (with permission from Peetla et al. [23])
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observed increase in surface pressure for positively charged particles is, however,

rationalized by electrostatic interaction between the nanoparticles and the nega-

tively charged headgroups of the monolayer rather than their penetration into the

monolayer. This interaction was assumed to lead to the condensation of the

monolayer film causing an increase in the surface pressure. Therefore, the interac-

tion of the nanoparticles with the partly anionic monolayer film was shown to be

dependent on the functional group and the cationic charge on the surface of the

nanoparticles. The plain hydrophobic nanoparticles were shown to destabilize the

lipid monolayer by causing loss of the material into the bulk phase.

In another study using the same model system, it was consistently shown that the

functional groups covering the surface of the nanoparticles are critical and deter-

mine their interaction with the lipid monolayer films [24]. The surface of the

130 nm polystyrene nanoparticles was coated with cationic surfactants like

di-chained didodecyldimethylammonium bromide (DMAB); single-chained

cetyltrimethylammonium bromide (CTAB), or dodecyltrimethylammonium bro-

mide (DTAB). Also, polyvinyl alcohol was used as a nonionic polymeric surfactant

to cover the surface of the nanoparticles. The surface pressure of the EMM

monolayer increased significantly over time with the addition of the DMAB-

covered nanoparticles. Whereas the surface pressure of the EMM monolayer

increased only slightly and then decreased back to the baseline level in the presence

of CTAB-, DTAB-, and PVA-covered nanoparticles (Fig. 6). With the addition of

plain hydrophobic nanoparticles, the surface pressure decreased rapidly.

Fig. 6 Changes in surface pressure of the EMM with time caused by interaction of the membrane

with different surfactant-modified NPs. Fifty microliters of a 1 % NP suspension were injected into

the subphase below the EMMwithout causing a disturbance to the membrane itself. Any change in

surface pressure over time was immediately recorded. Final nanoparticle concentration in

subphase was 10 μg/mL. Key: 1, DMAB-modified NPs; 2, CTAB-modified NPs; 3, DTAB-
modified NPs; 4, PVA-modified NPs; 5, unmodified NPs. Representative data from at least three

repeats are shown (with permission from Peetla and Labhasetwar [24])

Interaction of Nanoparticles with Lipid Monolayers and Lung Surfactant Films 117



The higher level of hydrophobicity of the DMAB-covered nanoparticles was

thought to facilitate an increased interaction with the EMMmonolayer. The surface

pressure–area isotherm of the EMM was recorded to more deeply understand the

penetration of the nanoparticles into the membrane. The study showed that all the

cationic surfactant-covered nanoparticles penetrated the monolayer at low lipid

densities. However, at higher lipid densities only DMAB-covered nanoparticles

were retained. This was concluded from the observation that the surface pressure–

area isotherm got shifted towards higher area-per-molecule values in the presence

of DMAB-covered nanoparticles, whereas CTAB-, DTAB-, and PVA-covered

nanoparticles caused a shift of the isotherm towards a higher area only at low

surface pressures. AFM scans showed the presence of DMAB-covered

nanoparticles homogeneously distributed across the EMM monolayer without any

preferential partitioning to lipid phases. The number of CTAB-covered

nanoparticles was smaller compared to DMAB, and these NPs were mainly

anchored to the liquid-condensed domains. This led to the conclusion that the

DMAB-covered nanoparticles were able to enter the monolayer film, and since

they interact hydrophobically with the lipid film, they are dispersed throughout the

monolayer. CTAB-covered nanoparticles were thought to interact electrostatically

with the condensed phase and hence are found to be localized in that area. Thus, the

authors could show that the more hydrophobic cationic surfactants provided stron-

ger interaction of the nanoparticles with the EMM monolayer and increased their

penetration into the lipid film. The higher interaction of DMAB as compared to

CTAB is rationalized as follows: one of the acyl chains of DMAB is thought to

anchor to the surface of the hydrophobic nanoparticles, whereas the other acyl chain

is free to anchor to the monolayer film. This interaction is not possible for the

single-chained CTAB- and DTAB-covered nanoparticles. Hence, in these cases,

electrostatic interactions are dominant. It is important to note that the plain

nanoparticles, which are hydrophobic in nature but do not have a hydrophobic

acyl chain to anchor, cause a loss of lipid material from the interface into the bulk.

A schematic representation illustrating the individual effects of different

nanoparticles on EMM monolayers is shown in Fig. 7. Thus, not only the surface

charge but also the structure of the molecule at the surface of the nanoparticle

affects its interaction with the monolayer.

Likewise, a number of studies have been performed to investigate the effects of

hydrophilic nanoparticles on lipid monolayers. Stuart et al. [25] investigated the

effect of hydrophilic gelatin nanoparticles on DPPC monolayers. The surface

pressure–area isotherm is shifted towards higher area-per-molecule values in the

presence of gelatin nanoparticles in the subphase. The collapse pressure of the lipid

monolayers did not decrease in the presence of nanoparticles indicating that the film

is not destabilized by the nanoparticles.

Another study performed by the same group addressed the effect of gelatin

nanoparticle size on their interactions with the DPPC monolayers. It turned out

that particles with a diameter of 236 nm have the strongest interactions with the

lipid film [26]. The surface pressure–area isotherms displayed a shift towards

higher area-per-molecule values in the presence of all nanoparticles. However,
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the alteration in the phase behavior of the DPPC monolayer was different for

differently sized nanoparticles.

Kelvin probe microscopy had been employed to observe the surface potential

changes due to the presence of nanoparticles in the subphase. The orientation of the

lipid headgroups in contact to the aqueous subphase and the oriented water mole-

cules just beneath the lipid headgroups cause the generation of dipole potentials.

Kelvin probe microscopy can be used to measure these dipole potentials. The

surface potential curve increases sharply for DPPC monolayers when phase transi-

tion occurs, possibly due to a rearrangement of the acyl chains of the lipid

molecules and the reorientation of water surrounding the DPPC molecules. In the

presence of gelatin nanoparticles, the surface potential curve is quite different from

that of pure DPPC. The steep increase observed for pure DPPC monolayers during

phase transition is diminished in the presence of nanoparticles, and a rather gradual

increase of the surface potential is observed. Also, the maximum surface potential

achieved by the DPPC film is significantly reduced in the presence of nanoparticles,

and this effect is independent of the particle size. Hence, it was inferred that the

reorientation of the acyl chains of the lipid molecules during phase transition is

delayed significantly in the presence of gelatin nanoparticles. Owing to the size of

individual nanoparticles, a large number of lipid molecules are affected simulta-

neously. Also, gelatin nanoparticles are hydrophilic in nature and hence can

reorient the dipole of water molecules themselves, thus, causing the dipole potential

Fig. 7 (i) Schematic representation describing the interaction of NPs decorated with different

surfactants endothelial model membranes (EMM). (ii) (a) EMM alone and schematic representa-

tion of the individual interactions of (b) DMAB-, (c) CTAB-, (d ) DTAB-, and (e) PVA-modified

NPs with the model membrane. DMAB-modified NPs penetrate the EMM, whereas CTAB-

modified NPs interact with phospholipid liquid-condensed domains through electrostatic interac-

tions. DTAB- and PVA-modified NPs did not interact. Corresponding AFM phase images of

Langmuir–Schaefer (LS) films show that DMAB-modified NPs become embedded in between

phospholipids, whereas CTAB-modified NPs attach to the condensed phospholipid domains (with

permission from Peetla and Labhasetwar [24])
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of the monolayer film to change. With this study, the authors could conclusively

prove that the nanoparticles could interact with the lipid molecules and alter their

orientation with respect to the water molecules and consequently alter the phase

behavior of the lipids, irrespective of their size.

Degen et al. [27] showed the influence of charges within the monolayer film on

the absorption of positively charged ϒ-Fe2O3 nanoparticles. The surface pressure–

area isotherm of stearylamine monolayers showed a much more pronounced shift of

the isotherm towards higher area-per-molecule values compared to stearyl alcohol

monolayers and in particular compared to stearic acid monolayers. This behavior

was thought to be due to the repulsion between the amino group and the positively

charged nanoparticles leading to an expansion of the isotherm. X-ray reflectivity

measurements were employed to investigate the adsorbance of the nanoparticles to

the monolayer film. The diffraction pattern remained unchanged over time for

stearylamine and stearyl alcohol. However, it showed formation of an adsorbed

layer of nanoparticles beneath the stearic acid monolayer film with time. This was

again explained by electrostatic interaction which provide attractive forces between

the Fe2O3 nanoparticles and the stearic acid monolayer, but repulsive forces

between the stearylamine monolayers and the particles. This was also supported

by surface potential measurements which increased significantly over time for

stearic acid monolayers rather than stearylamine and stearyl alcohol monolayers

(Fig. 8).

The afore mentioned and many more studies have been carried out indepen-

dently with the common goal to understand the interactions between a lipid mono-

layers and nanoparticles. The degree to which lipid monolayers are affected by

dispersed nanoparticles depends on the physicochemical properties of the

nanoparticles and, to some extent, of the lipid monolayer. The presence of plain

hydrophobic nanoparticles mixed with an uncharged lipid monolayer seems to

affect the phase behavior of the monolayer in a size-dependent manner. The large

Fig. 8 Surface potential

isotherms of stearic acid (a),

stearyl alcohol (b), and

stearylamine (c) spread on a

subphase containing γ-
Fe2O3 nanoparticles (W

%¼ 0.7 g/L) at 30 mNm�1

surface pressure (with

permission from Degen

et al. [27])
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nanoparticles with diameter of around 150 nm tend to severely disrupt the phase

behavior of the lipid film as compared to the smaller 12 nm nanoparticles. However,

both hydrophobic nanoparticles are consistently retained in the lipid film

irrespective of their size. The presence of charged nanoparticles in the subphase

below a slightly anionic lipid film shows predominantly electrostatic interactions

governing the observed changes in the phase behavior of the lipid film. The

electrostatic attractive force of the anionic lipid film with cationic nanoparticles

has been assumed to cause condensation of the lipid film, whereas nanoparticles

with repulsive electrostatic force do not cause significant change in the phase

behavior. Likewise, it has also been proposed that the presence of positively

charged nanoparticles in the subphase below a positively charged monolayer affects

the phase behavior owing to the repulsive interaction. The presence of plain

hydrophobic nanoparticles causes destabilization of the ionic lipid film due to the

interaction of the nanoparticles with the acyl chains of the lipids. Hence, electro-

static interactions have been shown to be much more dominant than the hydropho-

bic interactions. Functionalization of the nanoparticle surface also significantly

affects the interaction of the nanoparticles with the lipid films. Presence of a free

acyl chain provides an anchoring group to the lipid film thus facilitating insertion

into the lipid membrane and alteration in the phase behavior. Adsorption or

insertion of nanoparticles to the lipid film can also be facilitated by electrostatic

attraction between the lipid film and the nanoparticles. Hence, it is essential for the

appropriate and efficient usage of nanotechnology in the different medical and

commercial applications that the major physicochemical properties of

nanoparticles (size) and their surface decoration (hydrophobicity, charge, structure

of surface-immobilized molecules) are considered and expected to have an indi-

vidual impact on biological membranes. The available data do not allow deriving

general and broadly applicable interaction rules yet, but the tendencies described

above provide a first line of evidence.

3 The Pulmonary Surfactant Film at the Air–Alveolar
Interface

Lungs are the essential respiratory organ in mammals. It is the principal function of

the lungs to transport oxygen from the atmosphere into the blood circulation and to

release carbon dioxide from the blood circulation to the atmosphere. The lungs of

mammals consist of highly branched structures that terminate into the millions of

tiny membranous sacs called alveoli, the functional units of mammalian lungs

(Fig. 9).

Each alveolus needs to cyclically inflate and deflate for a mechanically efficient

breathing process. At the air-side surface of each alveolus, there exists an air–

aqueous interface. The existence of surface tension at the air–aqueous interface can

render the inflation process of alveoli energetically as well as mechanically
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unfavorable and consequently can cause alveolar collapse, i.e., atelectasis. This,
however, does not occur in a healthy lung respiratory system, since the surface

tension is minimized by the presence of a thin film at the air–aqueous interface of

each alveolus. This thin film consists of a complex and highly surface-active

mixture of lipids and proteins and is referred to as “lung surfactant” or “pulmonary

surfactant” [28–30].

The pulmonary surfactant film at the air–alveolar interface is considered to be a

monomolecular film of surfactants. However, various studies involving in vivo,

in vitro, in situ, and ex situ experimental approaches and employing different

biophysical techniques, such as electron microscopy, atomic force microscopy,

fluorescence microscopy, captive bubble tensiometry, X-ray reflectivity, and neu-

tron reflectivity measurements, have accumulated strong evidence that at least some

parts of the pulmonary surfactant film are more than just a monolayer [31–37]. The

interfacial surfactant monolayer contains closely associated discrete patches of

surfactants in multilamellar/multilayer form, with a minimum of one extra bilayer

(Fig. 10). These multilayered patches have been named as the surface-associated

reservoirs (SARs) of surfactants, which have been proposed to be functionally vital

for the continuous integrity and functioning of the film.

Fig. 9 Schematic of the human lungs, showing its highly branched substructure containing

numerous terminal alveolar sacs to maximize the surface area for gas exchange (http://www.

goldiesroom.org)
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The main physiological function of pulmonary surfactant is the reduction of

surface tension at the air–aqueous interface of each alveolus. The presence of the

pulmonary surfactant film limits the surface tension to ~0–25 mNm�1 during

dynamic compression and expansion cycles of the interface and avoids the alveolar

collapse. In general, three crucial physicochemical phenomena are required at the

air–aqueous interface for an efficient functioning of the pulmonary surfactant film

during a regular breathing process: (1) rapid adsorption of the surfactant materials

from the aqueous subphase to the interface, (2) reduction of the surface tension

close to 0 mNm�1 upon respiratory surface area compression at expiration, and

(3) rapid re-spreading of the compressed film without much elevation of the surface

tension during surface area expansion at inspiration [30, 39, 40].

Besides helping the lungs to maintain patency, the pulmonary surfactant film

possesses a number of other important functions. Due to the continuous exposure of

the lungs to the environmental air, this film serves as a first barrier and line of

defense against invading pathogens, particles, and/or allergens reaching the inner

alveolar space, thus providing a specific as well as nonspecific host defense [41,

42]. It also inhibits the leakage of serum or alveolar fluid into the airways, which

otherwise would cause pulmonary edema [43, 44].

As mentioned above, pulmonary surfactant is an unconditional prerequisite for

lung function and a smooth breathing process. Therefore, deficiency, dysfunction,

and/or absence of an operative pulmonary surfactant system at the air–alveolar

interface can cause multiple respiratory dysfunctions, such as respiratory distress

syndrome (RDS) in infants [45–47] and acute respiratory distress syndrome

(ARDS) in adults [48–50].

Fig. 10 (a) Schematic of a cross-sectional view of an alveolus. (b) An electron micrograph

showing the multilamellar structures in the pulmonary surfactant film of guinea pig lungs (with

permission from Schurch et al. [31] and Scarpelli and Mautone[38])
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4 Deposition of Nanomaterials Along the Pulmonary Route

and Their Interaction with the Pulmonary

Surfactant Film

Human lungs inhale and exhale around 10,000 L of air from the environment per

day [51]. Due to the continuous contact with the environment, exposure of the lungs

to the airborne particles and microorganisms is inevitable. With the advent and

constant expansion of nanotechnology in diverse aspects of life, such as food,

cosmetics and pharmacology to medicines, (bio)chemical and mechanical engi-

neering, optics to electronic engineering, and space science, nanosized as well as

microsized particles/materials are omnipresent in society [8–10, 12, 52].

After inhalation, deposition of these particles can take place at different units of

the respiratory tree, i.e., the large conducting airways, the small conducting air-

ways, and the alveoli. The mechanism and the deposition rate of differently sized

particles vary in different parts of the lung and depend largely on the thermody-

namic and/or aerodynamic diameter of the inhaled particles.

There are three main mechanisms by which particle deposition can occur in the

pulmonary system: sedimentation, inertial impaction, and diffusion [53]. Unlike

impaction and sedimentation, diffusion deposition is inversely related to the parti-

cle size. Therefore, drag forces, such as gravity, inertial force, and resistant force of

the inhaling air, are negligible in case of nanosized entities (NSE, particles below

0.1 μm in diameter); the diffusion process for NSEs predominates in the lung

airways and carries them to the inner parts of the lungs (Fig. 10) [54]. Despite the

differences in the breathing characteristics and the structure of the respiratory tract

in humans and animals (rodents, monkeys, dogs, and minipigs), similar particle

deposition patterns in the lungs have been observed with the smaller particles being

preferably deposited in the internal regions of the lungs [55, 56]. This higher

tendency of the NSEs to reach alveolar regions begets their interaction with the

vitally important pulmonary surfactant film.

But there is also a positive and useful aspect of pulmonary deposition. The

respiratory system, especially the alveolar region, provides an enormous surface

area of around 140 m2 in humans [57, 58]. Thus, the pulmonary route for drug

administration is of great interest not only for the local treatment of lung diseases

(e.g., lung cancer or asthma) but also for the fast and efficient systemic delivery of

drugs. The bioavailability of peptides and proteins targeted through the pulmonary

route has been shown to be 10–200 times more efficient compared to other

noninvasive routes [59]. Nanocarriers may be used to deliver drugs to the lungs.

Hence, a detailed investigation of the interactions between the pulmonary surfac-

tant film and the NSEs/NPs is essential to understand their impact on the structural

and functional characteristics of this lipid–peptide layer. However, the highly

dynamic, thin, and vulnerable nature of this film makes it cumbersome and com-

plicated to perform any real-time study of the pulmonary surfactant in vivo. There-

fore, the major research on pulmonary surfactant films has been conducted in vitro,

by spreading of natural surfactants, modified natural surfactants, or synthetic
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(model) pulmonary surfactants on the aqueous subphases to study the air–aqueous

interface [60–64]. Similarly, investigations of the impact of different types of

NSEs/NPs on the functional and structural organization of the pulmonary surfactant

film have been performed primarily in vitro. It has been found that the interaction of

NPs with the model pulmonary surfactant film as well as its individual components

can compromise the biophysical characteristics of the film, including its molecular

nature, its vital impact on surface tension, and its lateral compressibility and

re-spreadibility. Besides, these interactions can also have indirect effects causing

lung surfactant film dysfunction.

5 Impact of Nanoparticles on the Adsorption of Surfactant

to the Air–Water Interface and Surface Activity

of the Film

The surface activity of the film is, as mentioned before, very often analyzed by

recording the surface pressure versus area per lipid molecule isotherm of the film at

the air–aqueous interface. As previously discussed, exposure of various-sized

gelatin-based nanoparticles (136, 197, 221, 236, and 287 nm diameters) has

shown a shift of the isotherm along the x-axis towards higher values of the area

per molecule compared to the pure DPPC monolayer film with no destabilization

effect; however, the surface potential of the film was found to be dramatically

affected [25, 26]. Similarly, polyorganosiloxane NPs (~20 nm diameter) do not

alter the surface activity of a DPPC/DPPG/SP-C (80:20:0.4 mol %) containing

model pulmonary surfactant film up to a certain dose of exposure [16]. Another

study examined the influence of polymeric nanoparticles, including poly(styrene),

poly(D,L-lactide-co-glycolide), and the cationic polymer poly(butylmethacrylate-

co-(2-dimethyl-aminoethyl)methacrylate-co-methyl methacrylate) (Eudragit E100)

with distinct physicochemical properties (zeta potential and surface hydrophobic-

ity) on the adsorption to the air–water interface and the resulting surface tension of

bovine surfactant (Alveofact). Reduction of surface tension was observed to be

dose dependent: Eudragit E100� poly(D,L-lactide-co-glycolide)� poly(styrene).

Positively charged Eudragit E100 nanoparticles showed almost no effect [65]. Gold

NPs (~15 nm core diameter) have shown a dramatic destabilization effect on a

DPPC/POPG/SP-B (70:30:1; wt/wt/wt) containing semisynthetic pulmonary sur-

factant film even at low concentration. These NPs have also been shown to impair

the adsorption of surfactants to the air–aqueous interface and subsequent formation

of a surface-active film [66]. However, the hydrophobic hexadecanethiolate-capped

gold (C16SAu) NPs at concentrations of 0.2 mol % in DPPC and 16 wt% in

Survanta, a naturally derived clinical pulmonary surfactant film, have no influence

on their surface pressure–area isotherms [67]. Moreover, nanosized titanium diox-

ide (TiO2) particles, but not microsized TiO2 particles, as well as nanosized

polystyrene particles reduce surface activity of Curosurf, a natural porcine
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pulmonary surfactant preparation [68]. Nanoparticles (~90 nm diameter) made of

hydrophilic hydroxyapatite, a biocompatible and biodegradable material, have also

shown a significant time-dependent inhibition of Infasurf, a natural pulmonary

surfactant preparation [69] in vitro.

A major point of investigation is the impact of nanoparticles on the structural

organization of the film at low and high surface tensions. Pulmonary surfactant

films at and below equilibrium surface pressures form phase-separated domains,

referred to as the liquid-condensed (LC) and the liquid-expanded (LE) domains. At

higher compression, i.e., higher surface pressures or lower surface tensions, the

pulmonary surfactant film undergoes a transition from its two-dimensional nature

into the third dimension and forms uniformly distributed areas with multilayer

structures of surfactant in the LE phase, associated with a densely packed mono-

layer of LC domains. In vitro studies on clinical and synthetic pulmonary surfactant

preparations have reported that metal NPs (e.g., Au and TiO2) significantly disturb

the ultrastructure of the surfactant film. Bakshi et al. have shown by captive bubble

tensiometry that Au NPs reduce the adsorption of surfactants to the air–aqueous

interface and, thus, forming a surface-active film that could otherwise provide a low

surface tension during compression of the film [66]. Recently, hydrophobic

hexadecanethiolate-capped Au (C16SAu) NPs were exposed to Langmuir mono-

layers of pure DPPC lipid and Survanta, a naturally derived clinical pulmonary

surfactant. Addition of C16SAu NPs shows almost no discernible impact on the

domain structures of Survanta monolayers; however, monolayer structures of

DPPC are affected [16]. Moreover, Schleh and coworkers studied the influence of

particle size by using micro- and nanosized TiO2 particles. These authors reported

using pulsating bubble surfactometer measurements that TiO2 NPs can induce

surfactant dysfunction, but not TiO2 microparticles [25, 26]. They have concluded

that the particles’ size and their surface area can play an important role with respect

to the biophysical response of the surfactant in the lung even though the underlying

mechanism of surfactant inhibition still remains elusive. Kanno et al. used pure

DPPC and surfactant isolated from mouse lung lavage as pulmonary surfactant

model systems and reported that interaction of eicosane NPs also causes dysfunc-

tion of the surfactant [70]. Recently, the interactions of hydrophilic hydroxyapatite

NPs (biocompatible and biodegradable) with a natural pulmonary surfactant

(Infasurf) were investigated. Fan and coworkers observed a reduction of surfactant

activity upon NP encounter. They investigated the cause of surfactant inhibition and

found that the adsorption of surfactant proteins on the surface of the hydroxyapatite

NPs is primarily responsible for the inhibitory mechanism rather than the particles’

direct interference with the film at the interface [69]. It is important to note that the

surfactant proteins play a pivotal role in accelerating the adsorption and

re-spreading of the phospholipids at the air–aqueous interface. Moreover they

facilitate the surfactant film’s compression to avail surface tension to near-zero

values, which is a prerequisite for a normal breathing process [30, 71].

Sachan et al. [16] studied the impact of 24 nm hydrophobic polyorganosiloxane

nanoparticles on the integrity and structural organization of a model pulmonary

surfactant film. By using scanning force as well as electron microscopy, it was
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shown that these nanoparticles are localized primarily in the fluid phase at low

surface pressure, similar to pure lipid films. At high surface pressure, when three-

dimensional protrusions form, these nanoparticles are embedded within the surface-

associated structures (Fig. 11). Moreover, the authors showed that the majority of

the nanoparticles remained at the interphase and are not released into the aqueous

subphase even under repeated compression and re-expansion cycles. In another

paper Sachan and Galla [72] showed that this strong retention is due to an intense

coating of the nanoparticles with lipids. This causes a rearrangement of the lateral

organization of the surfactant surrounding the nanoparticles whereby the lipid

molecules around nanoparticles prefer a more upright orientation due to

hydrophobic–hydrophobic interaction, whereas the tilted tails are preferred by the

background monolayer. Such a shift in lipid arrangement has also been proposed by

MD simulations [73].

Fig. 11 (a) High-resolution intermittent contact mode topography images of pulmonary surfac-

tant films containing 50 μg/mL hydrophobic polyorganosiloxane NPs transferred at 52.5 mNm�1.

Inset shows evident close interactions of NPs with the surfactant bilayer “b,” tetralayer “t,”

hexalayer “h,” and octalayer “o” structures. (b) High-resolution phase images of pulmonary

surfactant film containing 50 μg/mL NPs. The inset shows a magnified view (phase shift contrast)

on the top of NPs present within the pulmonary surfactant film. (c) Dark-field electron microscopy

image of (unstained) pulmonary surfactant film containing 50 μg/mL NPs transferred at

52.5 mNm�1 from pure water subphase. In the image, B and T represent bilayer and tetralayer

protrusion structures, respectively (with permission from Sachan et al. [16])
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Moreover, a molecular simulation study has shown that carbonaceous NPs

(hydrophobic, carbon rich) alter the structure and packing of the individual com-

ponents of a surfactant film composed of DPPC lipids and the protein SP-B

reducing its functionality. Interestingly, they also observed that these hydrophobic

carbonaceous NPs exhibit a high free energy barrier at the interface in the presence

of a surfactant film [74]. In conclusion, a number of studies using organic NPs,

inorganic NPs, metal NPs, and NPs engineered otherwise have shown mild to

drastic impacts on the different model systems for the pulmonary surfactant film.

Based on the finding that the 24 nm AmorSil20 particles did not substantially

affect the structural organization of the lung surfactant up to a given threshold

concentration, Dwivedi et al. [22] investigated whether the same hydrophobic

nanoparticles, just bigger in diameter, would have an impact. As described above,

they were able to show that 136 nm nanoparticles induce a drastic decrease in the

line tension between phases of pure DPPC monolayers leading to reduced phase

separation (Fig. 4). Added to an artificial lung surfactant film, the 136 nm

nanoparticles cause a drastic change in the surface activity of the lipid film. In the

presence of these bigger NPs, the surface pressure–area isotherm showed an

extended plateau region. Apparently an increase in the surface pressure as seen

under particle-free conditions was effectively inhibited which is equivalent to a

potential lung surfactant dysfunction (Fig. 12).

To further investigate the structural reorganization of the multilayer protrusion

structures in the presence of 136 nm NPs, atomic force microscopy was applied.

The topology of the film was studied at a surface pressure value where the plateau

region is formed. At the low-pressure side of the plateau region, the molecular

arrangement of the multilayer protrusion structures is intact. However, at the high-

pressure side of the plateau region, the network structure is completely disrupted,
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Fig. 12 (a) Surface pressure–area isotherm for a DPPC/DPPG/SP-C (80:20:0.4 mol%)

monolayer + 12 nm nanoparticles. (b) Pressure area isotherm for a DPPC/DPPG/SP-C

(80:20:0.4 mol%) monolayer + 136 nm nanoparticles. All measurements were done on 25 mM

Hepes + 3 mM CaCl2 as the subphase at 20 �C (with permission from Dwivedi et al. [22])
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and formation of multilayer protrusions is enhanced (Fig. 13). Hence, the constant

surface pressure during compression is attributed to the enhanced formation of

multilayer protrusion structures.

Since DPPC is the major component of this artificial lung surfactant film, the

reduced phase separation effect of 136 nm nanoparticles on the DPPC film has been

reproduced by this artificial lung surfactant film. The enhanced multilayer protru-

sion formation and the disruption of the network structure are attributed to the

decreased phase separation between the fluid and the rigid phases of the film. The

12 nm nanoparticles showed similar effects compared to 20 nm nanoparticles; in

both cases surface activity and structural organization of the artificial lung surfac-

tant film were preserved. Furthermore, 136 nm and 12 nm nanoparticles were found

to form clusters associated with the multilayer protrusions, and they were retained

in the film even after repeated compression/re-expansion cycles. Additionally,

Fig. 13 AFM topography images of (a) pure DPPC/DPPG/SP-C (80:20:0.4 mol %) monolayer

lipid film; (b) with 100 μg/mL 12 nm nanoparticles at surface pressures within the plateau region;

(c) with 100 μg/mL 136 nm nanoparticles transferred to a solid support at the low-pressure end of

the plateau region; (d) with 100 μg/mL 136 nm nanoparticles transferred to a solid support at the

high-pressure side of the plateau region. The film was compressed on 25 mMHepes + 3 mMCaCl2

as the subphase at 20 �C. The clusters of nanoparticles around the protrusion structures are marked

by arrows. Scale bar 5 μm (with permission from Dwivedi et al. [22])
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vesicle insertion kinetic studies showed that 136 nm nanoparticles severely

inhibited the vesicle insertion process and caused a drastic effect even at low

concentrations compared to 12 nm nanoparticles of the same type. Hence, the

size of the nanoparticles does indeed have a large impact on the functionality of

an artificial lung surfactant.

This interaction study of NPs with the pulmonary surfactant film is important not

only to provide insight into the harmful effects of NPs on the pulmonary surfactant

film, but also to understand their potential toxicity for the underlying cells and their

clearance from the cellular and circulatory system. During interaction, the adsorp-

tion of pulmonary surfactant components on Au, TiO2, and polystyrene NPs as well

as on quartz, diesel soot, and kaolin has been demonstrated [66, 68, 75]. This

adsorption process leads to a change in surface decoration and modified physico-

chemical properties of the NPs providing an altered behavior in vitro or in vivo. The

surface chemistry change is represented as change of “molecular signature” or

“biological identity,” which defines cellular toxicity, activity, and clearance rate.

Therefore, these interaction studies are equally important as safety and efficacy

considerations of drugs delivered to the pulmonary system by nanoparticles,

nanocarriers, or nanoprobes.
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Carbon Nanodots: Synthesis,

Characterization, and Bioanalytical

Applications

Michael-M. Lemberger, Thomas Hirsch, and Joachim Wegener

Abstract Carbon dots (CDs) are a new class of carbon-rich nanoparticles with

exciting physicochemical properties that make them an interesting material for

bioanalytical applications. Since their first description in 2004, several preparation

techniques have been developed and described in literature, either starting from

carbon raw materials (e.g., soot, graphite) or molecular precursors (e.g., carbohy-

drates, citric acid). The resulting particles are typically only a few nanometers in

size, and their surfaces are decorated with functional groups that are rich in oxygen.

The presence of oxygenated functionalities on the surface renders the particles

dispersible in water. Carbon dots contain a fraction of carbon atoms that are sp2

hybridized with delocalized electrons on the surface – the basis for the particles’

characteristic photoluminescence. The wavelength of the emitted light is dependent

on the wavelength of the excitation source and shows remarkable photostability.

Carbon dots are also readily excited in the NIR but still emit visible light

(upconverted photoluminescence) which provides significant advantages for

in vivo imaging. Nowadays CDs are considered as emerging tools in

luminescence-based bioanalytics with their full potential yet to be discovered.

Keywords Bioanalytics • Carbon dots • Live-cell imaging • Nanoparticles

• Nanoprobes • Photoluminescence
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1 Introduction

Nanobiotechnology has emerged as a major area of fundamental and applied

research due to the enormous potential and unprecedented performance of nano-

scale tools in analytics, diagnostics, and therapy [1]. Nanostructures are by defini-

tion between 1 and 100 nm in size, which is one of the reasons for their ability to

manipulate and study biological objects on-site as well as to measure compounds

with biomedical relevance in situ [2]. Nanoscale particles have been modified in

many different ways so that they can accommodate multiple functionalities needed

for their site-specific targeting within a biological system, e.g., by binding to cell-

surface receptors and local operation like measuring the concentration of an analyte

of interest or releasing a cargo compound. In contrast to organic molecules,

nanoparticles are commonly very stable, and they are rather resistant to oxidation

or degradation processes in living organisms. Accordingly, targeted interactions

between the nanoparticles with their inherent functionalities and biological struc-

tures open up a new avenue of applications in biomedical research. Throughout the

last decade several types of nanoparticles have been developed and studied in

detail. Their most important classes are metal oxide particles (such as TiO2 or

Fe3O4), polymer particles like latex beads, silica particles, colloidal gold, and

quantum dots (Q-dots) [3].
Among them, Q-dots are particularly interesting, since they exhibit intrinsic

fluorescence which makes them attractive candidates for imaging applications. The

particles themselves are nanocrystals of semiconducting material, such as ZnSe,

CdSe, or CdTe, typically in a size range between 1 and 10 nm [4]. A special feature

of Q-dots is that their optical properties can be tuned by varying the particle

diameter [5]. Furthermore, they show high brilliancy, photostability, and rather

broad excitation spectra that allow for simultaneous excitation of several different

Q-dots and thus multicolor fluorescence colors with a single excitation source

[6]. However, these particles also have certain disadvantages such as their hydro-

phobicity, making it impossible to use them without further surface modification in

a physiological environment. Therefore, Q-dots have to be encapsulated in silica or

in polymers, such as polyethylene glycol (PEG), rendering them water dispersible
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[7]. This, in turn, leads to increasing particle sizes and limits their application

in vitro and in vivo. Additionally, it was found that certain Q-dots exhibit a

significant cytotoxicity, which can be caused by very different mechanisms [8]:

(i) Q-dots often contain toxic elements (e.g., with the exception of ZnSe), such as

cadmium or other heavy metals, which may leach out of the particle and enter the

cells during particle degradation [9]; (ii) Q-dots can catalyze the formation of

harmful free radicals, particularly reactive oxygen species, upon incubation with

living cells [10].

Dealing with those disadvantages drives the search for alternative nanomaterials

with similar luminescence properties but lower toxicity and better stability in

aqueous dispersions. The search for new materials brought carbon nanoallotropes

into the focus of researchers. After the discovery of fullerenes [11], other carbon-

based materials like nanodiamonds [12], carbon nanotubes [13], carbon nanofibers

[14], and graphene [15] have been described and characterized. Most recently, a

new allotrope with strong intrinsic luminescence has been named carbon nanodots
or carbon dots (CDs). CDs were first described in the year 2004 as “fluorescent

carbon” in a fraction of electrophoretically purified carbon nanotubes derived from

arc discharge soot [16]. Nomenclature of these new particles was not uniform in the

very first years of their discovery, calling them “fluorescent carbon nanoparticles”

or “carbon nanocrystals.” In the meantime the term carbon (nano)dots became most

common, emphasizing their similarity to Q-dots.

Since CDs were first mentioned in the literature, several different preparation

methods have been developed, and the full characterization of the resulting material

has made considerable progress. Typically, CDs are in a size range of just a few

nanometers. They are mostly described to have a graphitic sometimes amorphous

core with a surface passivated by oxidation processes or by a polymer layer

[17]. Figure 1 shows high-resolution transmission electron microscopy (TEM)

images of CDs, prepared from natural gas soot [18].

The particles show an amorphous structure with only small areas of regular

lattice-like order. They can even contain other elements such as hydrogen, oxygen,

or nitrogen [19]. The presence of these elements, especially oxygen, leads to very

good water dispersibility and is the chemical basis for the particles’ luminescence

properties. CDs show high photostability and do not contain toxic elements, such as

heavy metals, and they can be synthesized at low cost [20]. These unique properties

make CDs interesting for various scientific applications in (bio)analytics or opto-

electronics to mention just two [21]. Figure 2 supports this notion strongly by

presenting the number of publications per year that deal with carbon dots and their

use in various fields of science.

Among all possible applications it has been predicted that CDs have their highest

potential as a contrast agent in fluorescence imaging of biological systems, like

cells or even living organisms [22].
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Fig. 1 Typical

transmission electron

micrographs of CDs

recorded at (a) low and (b)

high resolution. The insert

in (a) shows the particle size

distribution. Crystalline

lattices are identified in (b).

With permission from [18]

Fig. 2 The number of

publications per year

according to SciFinder®
when the terms “carbon

dots” or “carbon nanodots”

are used for searching the

database from 2004 to Oct.

2014
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2 Synthesis and Particle Preparation

Starting from the first identification of CDs [16] in the year 2004 as luminescent

fraction (“fluorescent carbon”) in an electrophoretic purification of carbon nano-

tube fragments that had been exposed to arc discharge, a lot of methods were

developed to produce this material. In the first publication describing the prepara-

tion of CDs only two years later, Sun et al. used laser ablation of carbon targets,

which is similar to the fabrication of carbon nanotubes [23]. The resulting

nanometer-sized carbon particles, characterized by electron microscopy, had to

be passivated by a polymer layer (such as PEG) to obtain stable aqueous suspen-

sions of CDs with bright luminescence. Polymer coating is one out of several

techniques for the preparation of CDs from raw carbon nanoparticles through

passivation (Fig. 3). CDs are also obtained by oxidative passivation of raw carbon

nanoparticles. As such, ordinary (candle) soot oxidized with nitric acid or hydrogen

peroxide yields luminescent CDs that are stable in aqueous suspensions

[24]. According to these studies surface passivation is a major requirement for

photoluminescence (PL) of CDs as it provides emissive surface states, described in

detail in the luminescence properties chapter.

A lot of other, very different techniques to prepare CDs have been described.

The reason for this great variety of preparation techniques is the lack of a precise

definition of the CDs’ molecular composition and structure. In general, CDs can be

prepared like many other nanomaterials in top-down or bottom-up approaches

(Fig. 4). The top-down approaches apply methods like arc discharge, laser ablation,

and electrochemical exfoliation to break down macroscopic carbon materials and

obtain nanometer-sized CDs. In contrast, the bottom-up approaches make use of

molecular precursors or complex mixtures of precursors that are exposed to micro-

wave radiation, heat, ultrasound, or harsh chemicals to form CDs [17]. The various

methods are discussed in detail below.

Fig. 3 Passivation of CDs (a) by surface oxidation or (b) or by decoration with polymers
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2.1 Top-Down Preparation of CDs

Top-down approaches apply physical methods to prepare CDs from carbon macro

material. Laser ablation has been the first technique applied for CD preparation as

mentioned before. Sun et al. used a Nd:YAG laser (1,064 nm) for the ablation of a

carbon target under a flow of argon and water vapor at 900�C [23]. These raw

carbon nanoparticles showed no photoluminescence (PL) and had to be oxidized

with nitric acid under reflux in a second preparation step. Afterwards they were

passivated with PEG or poly propionylethylene-imine-co-ethyleneimine (PPEI-EI),

respectively, before they showed PL in aqueous suspensions. The estimated size of

the CDs obtained from this protocol was about 5 nm with a quantum yield in the

range of 4%. A similar approach was described by Li et al. [25]. Here commercially

available carbon nanoparticles were dispersed in solvent and irradiated by an

unfocussed Nd:YAG laser (532 nm) under stirring. The laser irradiation passivated

the surface of the carbon nanoparticles and decorated it with oxygen-containing

groups which renders the CDs photoluminescent. This method was a simplification

to the one of Sun et al., since CDs could be prepared in liquid medium by laser

irradiation without an additional complex setup.

Another top-down technique is the electrochemical exfoliation from graphite

[26]. Here CDs are released into aqueous solution from a graphite rod as a working

electrode during cyclovoltammetry (�3.0–+3.0 V vs. Ag/AgCl). On such high

potentials water is decomposed under formation of radicals which attack the

electrode. These CDs have an average size of 2.0 nm, emit blue luminescence

under UV excitation, and also show electrochemiluminescence (ECL). With a

similar strategy carbon paste electrodes have been used as starting material for

electrochemical preparation of CDs by oxidation at +9 V vs. standard calomel

electrode potential (SCE) in 0.1 M NaH2PO4 aqueous solution [27]. The formation

Fig. 4 Top-down and bottom-up reparation methods for CDs
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of CDs is also possible through the electrochemical oxidation of water which leads

to the formation of hydroxyl and oxygen radicals that attack the anode and generate

water-soluble CDs. These electrochemically formed CDs darken the initially col-

orless solution gradually from yellow to brown [28]. The particles show a high

surface density of oxygen-containing functional groups which explains their good

water dispersibility. Electrochemical preparation methods provide another interest-

ing synthetic option: tuning of the luminescence properties of CDs [29]. In one

strategy bundles of carbon fibers were used as working electrodes, and different

potentials were applied relative to a reference electrode. It was found that the

applied voltage had significant influence on the release time of the particles

(darkening of the suspension), on their size and – most interestingly – on their PL

properties. It turned out that higher potentials lead to an increased oxidation of the

CDs’ surfaces and, thus, influence the nature of the emissive sites on their surface

which significantly alter their photophysical properties (see below).

2.2 Bottom-Up Preparation of CDs

While the top-down approaches deal with the preparation of CDs from carbon

macro materials, the bottom-up approaches start from molecular precursors. One of

the simplest ways to do so is thermal carbonization of the starting material.

Bourlinos et al. reported “surface functionalized carbogenic dots” through thermal

decomposition of different ammonium citrate salts [30]. Citrate served as carbon

source, while different organic amines act as surface modifier. The educts were

mixed in solution, dried, and calcinated at 300�C in air for 2 h to obtain

functionalized CDs. Hydrophobic CDs were prepared by using octadecyl ammo-

nium citrate, while hydrophilic ones were obtained from 2-(2-aminoethoxy)-etha-

nol citrate. These CDs were characterized by a size below 10 nm, a quantum yield

between 4 and 10%, and dispersibility in different solvents depending on their

functionalization. When tris(hydroxymethyl)aminomethane (TRIS) is used as a

carbon source and betaine hydrochloride as a surface modifier, the resulting CDs

carry quaternary amine groups on their surface with a corresponding positive zeta

potential of +43 mV. The particles show luminescence at λmax~460 nm with a

quantum yield of app. 4% and anion exchange properties [31]. Thermal decompo-

sition is described for single precursor molecules or salts only. In this line the

calcination of the complex ligand ethylenediamine-tetraacetic acid (EDTA) has

turned out to be very useful. Typically, EDTA is calcinated at 400�C under nitrogen

atmosphere for 2 h. Through the decomposition, especially decarboxylation,

nitrogen-doped CDs are formed. These were described to have an average size of

about 7.5 nm and to show blue luminescence at λmax~400 nm with a quantum yield

of about 40% [32–34].

Another bottom-up strategy is to perform the decomposition of molecular pre-

cursors not under dry conditions but in solution. This allows for a very homoge-

neous carbonization of the starting material, obtaining CDs which are already well
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dispersed in the solvent. One of the most popular CD preparation methods in

solvents is the dehydration of carbohydrates. As implied from the name of these

molecules, they formally consist of hydrated carbon so that dehydration provides

pure carbon as a remnant (Scheme 1). These dehydration reactions are often

catalyzed by acids or bases, ultrasound exposure [35], microwave heating [36], or

hydrothermal treatment [37]. Practically, the dehydration process is not complete at

all towards the end of the CD preparation, but the relative carbon content has

increased considerably compared to the starting material. Under these conditions

CDs are formed with delocalized electron systems and a surface decoration that

stems from the functional groups of the precursor molecules. In the case of

carbohydrate starting materials, surface groups are often hydroxyl-, aldehyde-,

and carboxyl- groups, and the carbon to oxygen ratio depends on the dehydration

rate [38]. These functional groups provide high water dispersibility on the one hand

and the possibility of surface modification on the other hand.

The simplest way for the preparation of CDs from carbohydrates in aqueous

solution is the acidic dehydration of glucose with concentrated sulfuric acid under

stirring [39]. Following this route Peng et al. obtained “black carbonaceous pow-

der,” which was further oxidized with nitric acid in a second step and passivated

with 4,7,10-trioxa-1,13-tridecanediamine (TTDDA). These CDs emit blue lumi-

nescence at λmax ~440 nm with a quantum yield of 13% and an average size of 5 nm.

Modified preparation routes that basically follow the same strategy use different

experimental conditions such as ultrasound exposure of the reaction mixture. A

one-step route from carbohydrates to luminescent CDs using ultrasound was

reported by Li et al. [35]. Typically, an aqueous glucose solution (1 M) is mixed

with aqueous NaOH solution (1 M) and sonicated for 4 h. Within the reaction time

the colorless solution turns gradually from yellow to dark brown due to CD

formation. This preparation method does not require any passivation but provides

directly blue luminescent CDs (λmax~450 nm) with a size below 5 nm and a

quantum yield of about 7%. A similar procedure was reported by Ma et al. who

treated a mixture of glucose and ammonia with ultrasound for 24 h [40]. Those CDs

had an average diameter of 10 nm with very similar optical properties.

Microwave irradiation is also a very popular technique to assist a quick and easy

carbonization of carbohydrates and other precursor molecules. For example, CDs

may be obtained by treating a mixture of glycerol (as carbon source) and TTDDA

(as passivation agent) for only 10 min at 700 W in a microwave oven [41]. CD

reparations via microwave heating have been performed using different pairs of

carbon source and passivation agent such as glycerol and polyethylene imine (PEI)

[42], glucose and PEG [43], amino acids and PEG [44], or citric acid and PEI

[45]. Such microwave treatment of these combinations has been shown to open up a

direct route to passivated CDs. It is noteworthy that passivation of CDs is not

Scheme 1 Bottom-up preparation of CDs by dehydration of carbohydrates
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strictly required as pyrolysis of only one precursor, sometimes acid or base cata-

lyzed, has also been performed. Examples for such a synthetic route are microwave

heating of glycerol [36], dextrin [46], polymers [47], citric acid [48, 49], amino

acids [50], or even complex material such as egg shell membrane [51], respectively.

Microwave-assisted pyrolysis is one of the most popular preparation techniques of

CDs due to its high reproducibility and simplicity only outperformed with respect to

the number of publications by hydrothermal synthesis.

Hydrothermal preparation of CDs offers several distinct advantages which are

the reason for its popularity. First and most important, hydrothermal synthesis is

rather simple. Reactions are typically carried out in stainless steel autoclaves with

Teflon lining. The precursors are suspended or dissolved (mostly) in water and

transferred into the autoclave, which is tightly closed afterwards. Then the auto-

clave is heated in an oven or a muffle furnace. Carbonization takes place in a

solution assisted by high temperature and pressure provided within the closed

system. Hydrothermal synthesis is fairly mild compared to microwave treatment,

for example. Accordingly, this preparation method does not require sophisticated

instrumentation and provides CDs with rather high reproducibility. Please note that

the experimental conditions (high temperature, high pressure) enable the carboni-

zation and dehydration of rather stable materials so that a lot of different precursors

can be used to prepare CDs with a broad range of chemical compositions. Synthetic

routes starting from carbohydrates are the most popular ones among all published

hydrothermal procedures, since carbohydrates are a low-cost, sustainable mass

material. For instance, He et al. reported the hydrothermal preparation of CDs

from glucose, sucrose, and starch by using several acidic/alkaline additives

[37]. The obtained CDs were highly water dispersible, and their photoluminescence

properties differed widely dependent on the additives in the reaction mixture. Yang

et al. [38] showed that the hydrothermal formation of CDs from glucose is

influenced by the addition of KH2PO4, affecting particle size and photolumi-

nescence. N-doped CDs with amino functionalization have been obtained directly

from chitosan as precursor [52]. However, not only carbohydrates may serve as

precursors, several other classes of (bio-)molecules can be used in hydrothermal

synthesis as well. Citric acid has been used as a carbon source which gets

decarboxylated during the process providing one of the brightest CD preparations

so far with a quantum yield of up to 80% (λmax~450 nm). The average size of these

particles was 2.8 nm [53]. Other examples for useful precursors are amino acids

[54], dopamine [55], or tetrachlormethane [56]. Surprisingly not only purified

molecules have been used as precursors in hydrothermal preparation of CDs, but

also complex biological materials like watermelon peel [57], orange juice [58],

pomelo peel [59], coffee grounds [60], or grass [61].

A meaningful comparison of the different synthetic routes to luminescent CDs

requires a first categorization: top-down approaches need to be separated from

bottom-up approaches. The physical approaches providing top-down preparation

of CDs require sophisticated instrumental devices such as arc discharger or laser

setups for ablation. Moreover, ablation or exfoliation of CDs from macroscopic

carbon targets does not allow for doping CDs with other elements, such as nitrogen.
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And please note that both top-down approaches do not provide control over the

CDs’ surface functionalization in contrast to bottom-up approaches using well-

defined molecules as precursors. Precursor fragments often remain on the CDs’

surface so that surface decoration can be tailored by the selection of precursors.

Another big advantage of bottom-up procedures is the experimental option to dope

CDs with other molecules or elements and their excellent reproducibility.

According to the available literature, doping is the key to high luminescence,

quantum yield, and functionalization for bioanalytical applications. Because of

these tremendous advantages, microwave- and hydrothermal-assisted CD prepara-

tions have become the most popular among the available preparation techniques.

Table 1 summarizes the established synthetic routes to luminescent CDs including

individual advantages and disadvantages as well as the reported quantum yield.

Table 1 Comparison and summary of different preparation methods for carbon dots (QY:
quantum yield)

Type Method Advantage Disadvantage Typical QYs

Top-down Arc discharge – Complex setup, low

reproducibility

2% [16]

Laser ablation – Complex setup 4–10% [23]

Chemical

oxidation

Simple (exp.) Precursor material

undefined

2–12% [18,

24, 62]

Electrochemical

exfoliation

Oxidation level

easily

controllable

Precursor needs

to be conductive

2–12% [28,

29, 63]

Bottom-up Ultrasonification Degree of

carbonization

well controllable

Limited in choice of

educts

~7% [35,

40]

Acidic/alkaline

dehydration

Simple (exp.) Limited in choice of

educts, no control

of dehydration

grade

~13% [39]

Thermal

carbonization

Simple when only

one precursor is

needed

Inhomogeneity in

mixing solid

educts

4–40% [30–

33, 64]

Microwave

irradiation

Fast (<10 min) Temperature range

depends on sol-

vent (aqueous

solutions)

5–45%

[36, 49–

51]

Hydrothermal

treatment

Mild carbonization of

various materials,

good

reproducibility

Complex

optimization

Up to 80%

[19, 53]
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3 Luminescence Properties

3.1 Photoluminescence

Among all properties of CDs identified and reported so far, their intrinsic lumines-

cence is the most interesting one. Compared to organic fluorophores CDs show

improved photostability, and their luminescence is stationary and non-blinking in

contrast to Q-dots. Furthermore CDs possess a very broad excitation band, and it is

possible to tune their emission. Even though their optical properties have been

described and characterized from many different perspectives, the quantum

mechanical origin of CDs’ luminescence properties is far from being understood

and still under intense investigation.

Typically, CDs have their absorbance maximum in the UV, and their spectrum

bottoms out over the whole visible light region up into the near infrared. It is a

special feature of CDs in this respect that the excitation wavelength may be varied

to induce emission of differently colored light (Fig. 5). Researchers suggest two

different mechanisms to explain this behavior: (i) CD preparations contain particles

of different size, and these show a size-dependent luminescence. Upon excitation at

a given wavelength, only a fraction of the entire population is excited and emits

fluorescence [65]; (ii) multicolor photoluminescence arises from a distribution of

different emissive trap sites on the particle surface [66]. To date there is no

completely convincing explanation available that verifies one mechanism and

excludes the other.

In the first publication about the systematic preparation of CDs, Sun

et al. compared the particles’ photoluminescence with that from silicon

nanocrystals [23]. In this study the photoluminescence was attributed to surface

energy traps which become emissive through their stabilization by surface passiv-

ation. This requirement for surface passivation is similar to that of silicon

nanocrystals whose luminescence emission originates from radiative recombination

of excitons [67]. The conclusions made by Sun et al. were the first attempts to

explain the luminescence properties of CDs which were challenged and improved

by more in-depth studies over the years.

Q-dots are often used as a reference material to compare CDs with. The

luminescence of semiconducting Q-dots depends on the size of the individual

crystals. The smaller the crystal, the larger is its band gap, and thus, the higher is

the frequency of the emitted light after excitation. Accordingly, the color of the

light shifts from red to blue (to shorter wavelengths) with decreasing size of the

Q-dots [68]. However, such a strict size-dependent luminescence has not been

observed in general for CDs. Lee et al. reported of a red-shift for larger CDs by

exfoliation from a graphite rod after size separation of the resulting particles by

column chromatography [63]. In contrast Lu et al. reported of an inverse depen-

dency between luminescence and particle size for CDs exfoliated from graphite

rods in ionic liquid [28]. Other authors claim that it is not the size but the functional
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groups decorating the particle surface which has the most significant influence on

the electronic characteristics of CDs [29].

CDs have a more disordered solid state structure compared to crystalline Q-dots

or nano-sized graphene. This has to be taken into account when different

photoluminescence mechanisms are discussed [69]. A comprehensive description

and explanation of CD luminescence has to include their internal composition, any

surface functionalizations as well as the size of the particle itself. Thinking of the

structure of CDs as an amorphous or crystalline carbon core – mostly consisting of

sp2 carbons – and an oxidized carbon shell, it is generally considered that PL is

likely to originate from the sp2 carbon [17]. Those confined and delocalized sp2

carbon clusters exhibit PL due to recombination of electron-hole pairs acting as

luminescence centers [70].

Yu et al. investigated the temperature-dependent luminescence of CDs from

77 to 300 K [71]. The authors observed asymmetric peaks in the luminescence

spectra at each temperature, which they attributed to a superposition of two

different luminescent species. One emission band originates from the CD core,

and another band describes emission from the particle surface. The individual

emission bands (I and II) have been fitted with two Gaussian functions, resulting

in a low and a high energy band peak (Fig. 6). Furthermore, the authors demon-

strated that CDs show rather weak electron-phonon scattering, as there is only a

very small red shift of the band gap for increasing temperatures. Since bands I and II

Fig. 5 Absorption (ABS)

and emission spectra of CDs

in an aqueous suspension

(for progressively longer

excitation wavelengths

from 400 nm on the left in

20 nm steps). The emission

spectral intensities are

normalized to spectral

peaks in the inset. With

permission from [23]
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are virtually temperature independent, mostly electron-electron scattering pro-

cesses dominate the luminescence mechanism.

Other groups directed their research on the influence of surface states on CD

luminescence [72]. As such, CDs were examined in different oxidation states.

Zheng et al. used CDs prepared from soot which were oxidized with nitric acid

before spectral characterization. Then these CDs were treated with the reducing

agent NaBH4 to bring all surface moieties to their reduced state. The spectroscopic

properties of both particle types were compared to each other [73]. While the

original CDs showed only weak PL at a wavelength of 520 nm with a quantum

yield of 6%, the reduced CDs emitted at 440 nm with a drastically increased

quantum yield of about 60% (cp. Fig. 7). The NaBH4-based reduction process

was found to be reversible by oxidation. Switching between reduced and oxidized

states has been repeatedly performed in several cycles. The authors attribute the

increase in quantum yield found for the reduced species to the increase of hydroxyl

groups on the surface of the CDs, since hydroxyl groups act as electron donors.

Moreover, the emission of green luminescence is associated with the existence of

surface energy traps [23], while blue emission arises from so-called zigzag sites on

the reduced CDs [32, 74]. Zigzag sites are pathways along the C-skeleton that go

zigzag (“/\/\”) in comparison to others that describe an armchair shape (“\_/”). It is

noteworthy that the enhancement of PL through chemical reduction is not a unique

phenomenon for one individual CD preparation, but it has also been reported for

other preparation methods as well [75, 76].

The oxidation state of CDs is only tuned by chemical reduction, but also by

electrochemical means. Bao et al. exfoliated CDs from carbon fibers applying

different potentials resulting in CDs with potential-dependent spectroscopic prop-

erties [29]. The higher the applied potential, the higher is the oxidation state of the

resulting CDs and the more red shifted is the emission peak. The authors attributed

their observation to a change in the distribution of oxygen-containing emissive sites

Fig. 6 Left: CD luminescence originates from two different luminescent species: CD core and

surface. Right: fitting of CD photoluminescence spectra peak by two Gaussians attributed to either

core or surface, respectively. With permission from [71]
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on the surface. Very similar observations were made by Long et al., who used

carbon paste electrodes for the electrochemical fabrication of CDs [27]. They were

able to control the CD surface to either show spectral red shifting of their lumines-

cence or not.

Although many aspects of the CD PL have been worked out, the mechanism is

still not fully understood. It may arise from a combination of emissive traps,

excitons of carbon, quantum-confinement effects, free zigzag sites, edge defects,

and/or aromatic/oxygen-containing functional groups. A full understanding of the

photophysical mechanisms is still in its infancy and requires further research

endeavors [21].

3.2 Electrochemiluminescence

In addition to their photoluminescence, CDs also show electrochemiluminescence

(ECL) similar to Q-dots [77] and silicon nanocrystals [78]. According to the other

nanostructures, the mechanism of CD ECL was explained as follows: exposing CDs

to a repeatedly cycling electrochemical potential, the oxidized state (R˙+) and the

reduced state (R˙�) of CDs are formed. Undergoing electron transfer annihilation

of these two oppositely charged carriers leads to the excited state (R*). Eventually

the excited CDs return to the ground state under emission of photons [79]

(Fig. 8). Electrochemically released CDs from graphite were shown to produce

ECL when the electrochemical potential is cycled between �1.5 and +1.8 V

[26]. The ECL emission maximum peaked at 535 nm, while the peak of the PL

was at about 455 nm. The authors claim that the energy gaps between ground and

Fig. 7 Preparation of reduced state CDs (r-CDs) with blue luminescence from original CDs. Inset:
photographs of aqueous suspensions of the CDs (left) and the r-CDs (right) under UV light

(360 nm). With permission from [73]
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excited states are smaller for emissive sites on the CD surface (which is responsible

for ECL emission) than the band gaps of emissive sites in the CD core (which

determines the PL emission). This fits very well to the observations from other

semiconducting nanomaterials, since their ECL was shown to originate from

surface states and it is mostly red shifted from the PL peaks due to defect states

in the band gap [78, 80].

3.3 Upconversion Photoluminescence

Probably the most interesting optical feature of CDs is their ability for upconversion
photoluminescence (UCPL), i.e., low energy excitation followed by high energy

light emission. The use of low energy radiation – mostly near-infra red photons

(NIR) – as excitation source offers several advantages, especially in bioanalytical

applications like (i) increased tissue penetration depth (>500 μm), (ii) low

autofluorescence and self-absorption within the matrix, (iii) reduced photodamage

and photobleaching, as well as (4) the possibility of localized excitation [81].

UCPL of CDs was demonstrated very early after their first well-defined prepa-

ration using laser ablation of a carbon target in the year 2007 by Sun et al. [82]. The

resulting CDs emit visible light upon excitation with an argon-ion laser (458 nm) as

well as upon two-photon excitation with a femtosecond-pulsed laser emitting in the

NIR (800 nm). The authors demonstrated that both emissions arise from the same

CDs by overlaying the individual luminescence images. Other groups made similar
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Fig. 8 Typical ECL response (a) without and (b) with CDs at an ITO electrode in 0.1 M PBS

(pH 7.0). Inset: anodic ECL response during a continuous potential scan, v¼ 0.1 V s�1. With

permission from [79]
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observations, so that UCPL was more and more described as a rather general

phenomenon associated with CDs derived from sources according to different

preparation schemes including microwave-treated mixtures of citric acid/PEI [45]

and ultrasonicated mixtures of glucose and ammonia [40] to CDs from an alkali-

assisted electrochemical exfoliation [63]. UCPL of CDs is often attributed to

multiphoton processes that involve surface or trap states [20]. Regarding the fact

that the luminescence of CDs may arise from defect states on the particles’ surface,

CDs and Q-dots probably share common upconversion mechanisms [83].

4 CDs as Tools in Bioanalytics

Luminescent nanoparticles, for instance, Q-dots, have found widespread and mul-

tiple different applications in modern bioanalytics, and they helped to solve several

experimental challenges. QDs have been used in several ways as a label in optical

imaging in vitro and in vivo due to their unique spectroscopic properties [84]. How-

ever, Q-dots often contain toxic heavy metals that may leach out from the particle,

and moreover QDs have been recognized as being phototoxic [85]. CDs by contrast

are an entirely organic material with no heavy metals involved, but they share very

similar optical properties with QDs such as general photoluminescence, high

photostability, and upconversion photoluminescence (through NIR excitation). In

addition to that CDs have several advantages: non-blinking luminescence, absence

of toxic elements, and high water dispersibility [20]. Considering all those proper-

ties CDs are obviously very promising candidates to be used as labels in optical

imaging. The next paragraphs provide an overview over CDs’ biocompatibility and

published applications as a contrast agent in optical microscopy.

4.1 Cytotoxicity

In order to use CDs as a label for live-cell imaging in vitro or as tracer in living

organisms during in vivo imaging, these particles need to be inert and biocompat-

ible with no significant cytotoxicity. Even though CDs mostly consist of the

nontoxic element carbon, their surface is decorated with a complex mixture of

functional groups arising from oxidation or passivation processes. Thus, biocom-

patibility of CDs has become an import issue, and it has been addressed very

prominently.

As CD preparations and the individual experimental conditions differ widely,

the resulting particles are most likely not perfectly alike with respect to their

physicochemical properties and also with respect to their biocompatibility/cytotox-

icity. So it is no surprise that many groups have studied CD cytotoxicity. Amino-

functionalized CDs prepared through hydrothermal treatment of chitosan [52] were

prepared and tested for their cytotoxicity using A549 human lung adenocarcinoma
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cells and the well-established MTT assay [86]. MTT assays read the metabolic

activity of living cells and are therefore well suited to indicate any cytotoxic effect.

The authors concluded from their experiments that CDs can be categorized as a

material with low cytotoxicity. However, this study was confined to concentrations

smaller or equal 200 μg/mL, which is low compared to other reports. Similar

observations were made by Liu et al. who incubated human liver carcinoma cells

(Hep-G2) with passivated CDs from microwave heating of glycerol and TTDDA

[41]. MTT assays revealed cell viability of about 100% for concentrations below

240 μg/mL. Higher concentrations of CDs, however, induced a significant cytotoxic

response (Fig. 9).

By contrast, Hsu et al. prepared CDs through calcination of coffee ground and

evaluated the impact of these particles on the viability of pig kidney cells (LLC-
PK1) for concentrations between 0 and 2.4 mg/mL [60]. The authors reported about

uncompromised cell viability (>95%) as long as CD concentrations were below

1.8 mg/mL which renders them more biocompatible than Q-dots which get toxic

beyond 100 μg/mL [87, 88]. Other CDs like those exfoliated from graphite elec-

trodes were shown to be nontoxic up to concentrations of 400 μg/mL for human

kidney cells (293T) [65], and a similar threshold concentration was reported for

CDs from citric acid and ethylene diamine (hydrothermally) [53]. Yang et al. [89]

performed a comprehensive analysis of CD cytotoxicity (Fig. 10) and concluded

that CDs are “nontoxic and high-performance fluorescence imaging agents.”

In this study human breast cancer cells (MFC-7) and human colorectal adeno-

carcinoma cells (HT-29) were incubated with PEG1500N-passivated CDs from laser

ablation [23]. The cellular response was evaluated in terms of proliferation, mor-

tality, and viability via MTT assay. As a control the authors treated the same cells

with PEGmolecules alone under otherwise identical conditions. The results suggest

that cell physiology is barely affected by CDs in comparison to the PEG molecules

alone (Fig. 10). The toxic effect at high concentrations arises from the passivation

agent itself which is known to induce cell fusion above certain threshold

Fig. 9 Viability of Hep-G2
after exposure to CDs.

Viability was measured by

the established MTT assay.

Mean� SD, n¼ 3. With

permission from [41]
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concentrations. As live-cell imaging works well with lower concentrations of CDs

and requires significantly shorter exposure times, CDs were considered as nontoxic

for those applications, especially in comparison to Q-dots. Similar studies with

Q-dots revealed a decrease in cell viability of about 25% for human epidermal

keratinocytes after exposure to PEG-passivated CdSe/CdS Q-dots (10 nM) for 24 h

[90]. For comparison, viability of cells derived from the proximal tubules of a

porcine kidney was compromised by 50% after a similar exposure to

PEG-passivated CdSe/ZnS Q-dots [91].

Fig. 10 Cytotoxicity evaluation for the incubation of MCF-7 and HT-29 cells with

PEG-passivated CDs ( filled bars) or PEG1500N alone (open bars) for 24 h. All readings are

based on the MTT assay in different experimental settings. Mean� SD, n¼ 4. With permission

from [89]
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In conclusion, it is difficult to make a general statement about the cytotoxicity of

CDs for multiple reasons: (i) The term “CDs” defines a rather broad class of

materials with very different individual particles dependent on the educts and the

preparation process. Polymer-passivated CDs may be almost inert, while CDs

produced by oxidation processes have rather complex surfaces which may induce

toxic effects or not dependent on the individual surface composition.

(ii) Cytotoxicity studies have been performed with a wide variety of different cell

lines. Some of these cell lines are less sensitive and tolerate more xenobiotic impact

than others. Accordingly, a general judgment on CD cytotoxicity requires an

endless number of studies pairing all the different CDs with all kinds of different

cell lines. CDs share this problem with all other nanomaterials that are considered

for biomedical applications. (iii) Cytotoxicity studies using higher concentrations

of CDs may be affected by low molecular weight pyrolysis products that are

difficult to separate from freshly prepared CDs. It is almost impossible to rule out

that these contaminants are inherently included in CD suspensions.

But the most severe cytotoxic effects have been observed for concentrations

higher than required for biomedical imaging applications. Thus, CDs can be

considered as useful tools for labeling cells in live-cell imaging or as tracers for

in vivo studies. At the appropriate concentration they don’t seem to be significantly

more harmful to cells than regular organic fluorophores and fluorescent probes, but

they are less invasive and of better biocompatibility than Q-dots.

4.2 In Vivo Biocompatibility

The “systematic safety evaluation on photoluminescent carbon dots” (2013) by

Wang et al. studied the in vivo biocompatibility of CDs prepared through nitric acid

oxidation of raw carbon soot after passivation with PEG2000N [92]. Acute toxicity

was evaluated after a single intravenous injection of 51 mg/kg CDs into mice

(BALB/c). For a period of 14 days, no obvious clinical symptoms of toxicity

could be observed. Biochemical serum parameters as, for instance, levels of

glutamic oxaloacetic transaminase (GOT), glutamate pyruvate transaminase
(GPT), urea, cholesterol, triacylglyceride (TG), blood glucose, albumin, and creat-

inine (CR) were all similar to levels of the control groups. Subacute toxicity was

investigated on Wistar rats in three test groups after intravenous injection of 0.2,

2, and 20 mg/kg CDs, respectively. Within an observation time of four weeks, no

symptoms of toxicity were detected. Biochemical and hematological tests were

performed at day 1, 3, 7, and 28. The hematological tests included the following

parameters: number of white blood cells, number of red blood cells, number of

platelets, number of lymphocytes, number of neutral cells, number of other cells,

hemoglobin concentration, and hematocrit (HCT). All blood-related parameters of

treated animals were similar compared to the control groups (cp. Fig. 11). The

concentration of blood-borne biochemicals confirmed this analysis. The data in

Fig. 12 shows no relevant difference for animals that were exposed to CDs
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compared to untreated controls. From a purely statistical viewpoint, some biochem-

ical parameters showed a significant difference between the treated group and

control, but the authors could not conclude on any biological impact. After

30 days the rats exposed to the highest dose of 20 mg/kg CDs were histopatholog-

ically examined. Histological inspection comprised the heart, liver, spleen, stom-

ach, kidneys, lungs, brain, stomach, intestine, ovaries, and testes. As shown in

Fig. 13, no obvious organ damage or abnormality from the control group was

observed. Accordingly, this in-depth analysis of CD biocompatibility did not find

any significant toxic effects of the CDs under test.

Tao et al. studied biodistribution and in vivo toxicology of CDs in mice

[93]. Experimentally 125I-labeled CDs prepared from multiwalled carbon

nanotubes were injected intravenously, and the accumulation of the particles in

the organs was examined. It turned out that CDs mainly accumulate in the organs of

the reticuloendothelial system, such as liver and spleen. Moreover CDs were found

to reach the kidneys rather rapidly, pass through the glomeruli filter, and get

excreted via the urine. In vivo toxicology using a dose of 20 mg/kg provided no

indication for a biological response of the animals within 90 days of observation

time. The mice did neither die nor loose weight. Biomarkers of liver (Alanine

Transaminase, ALT; Aspartate Transaminase, AST; Alkaline Phosphatase, ALP;

Control

Test group

Brain Stomach Intestine Ovary Testis

Heart Liver Spleen Lung Kidney

Control

Test group

Fig. 13 Histopathological analysis of rats 30 days after treatment with 20 mg/kg CDs. With

permission from [92]
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Albumin/Globulin ration, A/G) and kidney function (blood urea nitrogen, BUN) did

not show any significant change due to the exposure to CDs. Thus, CDs were

characterized as being nontoxic to the liver and kidney. The results have been

supported by histopathology of the liver, spleen, kidney, and heart which showed no

indication for a tissue response to CDs.

In a similar study PEG1500N-passivated CDs with a 13C-enriched core were

injected intravenously into mice applying doses of 8 or 40 mg/kg, respectively [89].

Along an observation time of 28 days, no clinical symptoms have been observed.

In contrast to the results described above, the authors found a rather low accumu-

lation of CDs in the liver, spleen, and kidneys as determined from the isotope ratio

(13C/12C) in mass spectra of the tissue. Comparing the concentration or activity of

blood-borne chemicals like (i) ALT and AST as liver markers or (ii) uric acid (UA),

BUN or Cr as kidney markers did not show any significant impact of CDs relative to

untreated controls. Histopathology of the liver, spleen, and kidney did not provide

any indication of tissue damage and thereby confirmed the biocompatibility of CDs.

Thus, the yet uncontested biocompatibility of CDs is a major advantage com-

pared to Q-dots [22]. In this respect CDs are even competitive to FDA-approved

organic fluorophores like indocyanine green, which has an LD50 value of 60 mg/kg

for intravenous injection in mice [94]. Accordingly, CDs may also become impor-

tant as a contrast agent for biomedical imaging in vivo.

4.3 Live-Cell Imaging

Since CDs show a unique photoluminescence, outstanding photostability, and yet

uncontested biocompatibility, they used labels and probes in live-cell imaging

applications. The first approach in this respect was reported in 2006 by Sun

et al. [23]. The authors incubated Escherichia coli ATCC 25,922 bacteria with

PEG1500N-passivated CDs by adding the particles to the bacteria suspension. After

18 h of incubation the suspension was centrifuged, the bacteria got washed and

resuspended before they were examined by confocal laser scanning microscopy

(CLSM, Fig. 14a). Similarly mammalian cells (Caco-2) were incubated with PPEI-
EI-coated CDs by adding the particles to the culture medium. After 1.5 h the cells

were washed with PBS and examined via CLSM (Fig. 14b). The labeling of both,

bacteria and human cells, was clearly visible and attributed to the incorporation of

the particles into the cytoplasm. Remarkably, the nuclei of most human Caco-2

cells remained dark, indicating that CDs may not be able to enter the nucleus.

Likewise, Liu et al. incubated E. coli bacteria andMurine P19 progenitor cells with
their CDs that were prepared through carbonization of resols. The authors reported

about similar observations as described above with respect to uptake and distribu-

tion of CDs in prokaryotic and eukaryotic cells [66].

CDs prepared according to the same procedure of laser ablation and passivation

via PPEI-EI have also been described and tested as multiphoton luminophores for

live-cell imaging [82]. The authors incubated MCF-7 cells with the particles for 2 h
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at 37�C and examined the cells under two-photon excitation with a femtosecond

laser pulse at 800 nm. Under these conditions the cells exhibited bright green

luminescence in their cytoplasm with almost completely dark nuclei (Fig. 15). In

contrast, Ray et al. observed a homogeneous staining of the whole cell when

Ehrlich ascites carcinoma cells (EAC) were exposed to CDs from carbon soot [95].

Moreover, the uptake mechanism for CDs into the cytoplasm of mammalian

cells has been addressed. Here, cells were incubated with CDs at 37�C and 4�C,
respectively. All other experimental parameters except temperature were kept

constant. Upon cooling the cells down to 4�C, endocytosis-mediated particle uptake

is disabled. Accordingly the authors did not observe any significant luminescence

inside the cells indicating that endocytosis is the most-likely mechanism for the

internalization of CDs into cells.

With new preparation methods for CDs coming up providing similar but not

identical particles, several different unique species were analyzed with respect to

Fig. 14 Optical z-sections recorded by CLSM (488 nm exc.) through (a) Escherichia coli and (b)
Caco-2 cells after incubation with CDs for 18 or 1.5 h, respectively. With permission from [23]

Fig. 15 Optical sections through MCF-7 cells with internalized CDs upon excitation with a

femtosecond laser pulse at 800 nm. With permission from [82]
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their potential as a contrast agent for live-cell imaging. Zhu et al. prepared CDs

hydrothermally from graphene oxide and dispersed this material in cell culture

medium for uptake experiments [96]. Internalized CDs showed bright green lumi-

nescence upon laser excitation at 405 and 488 nm from inside the cytoplasm of

human bone osteosarcoma cells (MG-63). However, the authors also reported about
a different, more complex uptake mechanism when a murine pre-osteoblast cell line

(MC3T3) was used in such uptake experiments.

To gain further insight into the question whether or not, CDs are taken up by

endocytosis HeLa cells and were incubated with CDs in presence of several

different molecular inhibitors of endocytosis. Since endocytosis is an energy-

dependent cellular activity, low temperatures [97] and NaN3 [98] are known to

suppress this process. Moreover, it is well known that the addition of sucrose or

Methyl-β-cyclodextrin (MβCD) inhibits clathrin-mediated or caveolae-mediated

endocytosis, respectively [99]. However, analysis of intracellular fluorescence

intensity after CD exposure in presence of the various inhibitors did not show any

significant difference indicating that endocytosis may not be involved (Fig. 16).

Taken together, there are conflicting results regarding the uptake mechanism of

CDs into adherent mammalian cells. The same is true for other nanomaterials as

well as whose uptake route has not been identified unequivocally [97, 101,

102]. Since CDs are extremely small, a non membrane-mediated, passive diffusion

of the particles across the membrane along their concentration gradient is not

entirely ruled out but awaits further experimental support.

The distribution of CDs after internalization in vitro has been extensively studied

by Li et al. [100]: human cervical carcinoma cells (HeLa) were incubated with CDs
and the luminescence distribution inside the cells was analyzed. According to these

experiments the CDs were primarily entrapped in endosomes, multivesicular bod-

ies, and lysosomes with aggregation at the perinuclear region, which usually results

Fig. 16 Intracellular

fluorescence intensity of

HeLa cells incubated with

CDs in copresence of

different inhibitors of

endocytosis. (NS¼No

statistic difference). With

permission from [100]
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from nanoparticle endocytosis. Such an intracellular distribution across different

organelles might explain the inhomogeneous CD luminescence intensity observed

in fluorescence micrographs with local intensity maxima. In a follow-up experi-

ment, HeLa cells were incubated with CDs, and the lysosomes/endosomes, Golgi

apparatus, mitochondria, and endoplasmic reticulums were counterstained with

specific, fluorescent organelle markers. Merging the fluorescence images of both,

the CDs and the organelle-specific dyes provided a more precise intracellular

localization of the particles. Besides diffuse distribution across the cells, a signif-

icant fraction of the internalized particles has been localized to the lysosome/

endosome compartment. However, CD luminescence was never found exclusively

in one organelle just preferentially.

Although the internalization of CDs is not completely understood, the particles

can certainly be used for imaging applications and replace existing labels whenever

they perform better. Fang et al. compared the photostability of CDs with that of

CdTe Q-dots, fluorescein isothiocyanate (FITC), and Hoechst 33342 inside human

embryonic kidney cells (HEK 293) [103]. After 25 min of continuous observation in

the fluorescence microscope (CLSM), the CD label inside the cells was still

detectable, whereas the luminescence of the reference materials was not. Thus,

CDs obviously provide a significantly improved photostability compared to well-

established fluorescence labels. Another interesting feature and added value of CDs

is their multicolor emission which is dependent on the details of the experimental

procedures [41, 46, 53, 66, 104]. For instance, Liu et al. incubated Hep-G2 cells

with TTDDA-passivated CDs (0.1 mg/mL) for 24 h and examined the cells via

CLSM afterwards [41]. As summarized in Fig. 17, the cells showed blue (a), green

(b), and red (c) luminescence upon laser excitation at 405, 488, or 543 nm,

respectively.

As the surface of CDs is decorated by a variety of functional groups that arise

from the oxidation or passivation steps during synthesis. These functional groups

have been used as anchors to attach CDs to biomolecules or indicator dyes. The

whole set of established bioconjugation techniques can be used to couple and

functionalize CDs with other molecules such as N-hydroxysuccinmide (NHS) or

1-ethyl-3-(3-dimethyl-aminopropyl)-carbodiimide (EDC) chemistry. Biofunction-

alization of CDs may enable the particles (i) to report on the concentration of

intracellular analytes when coupled to indicators, (ii) to be targeted preferentially to

predefined intracellular structures when coupled to recognition sequences, or (iii) to

label individual cell types by interaction with their unique cell surface receptors

when coupled to the corresponding ligands. Several examples for bioanalytical

applications of CDs that are based on a preceding biofunctionalization of their

surface have been described already. Selected examples are highlighted below.

One of the first modifications of CDs to comply with a given bioanalytical

strategy has been reported by Li et al. in 2010 [105]. PEG-passivated CDs with

amino termini were conjugated to transferrin via EDC chemistry to specifically

target cancer cells. transferrin is a serum glycoprotein that is internalized by

receptor-mediated endocytosis using the transferrin receptor. The transferrin
receptor is commonly overexpressed by cancer cells so that it may serve as a
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label to preferentially address cancer cells but ignore non cancer cells

[106]. According to this study transferrin-conjugated CDs showed a significantly

stronger internalization into HeLa cells than non-conjugated CDs within identical

exposure times. Moreover, the authors demonstrated that the uptake was mediated

by transferrin receptors, since HeLa cells pre-saturated with transferrin did not

show any internalization of CDs. A similar targeting strategy for cancer cells was

pursued by Song et al. who conjugated CDs with folic acid (FA) [107]. The CDs

themselves were prepared via microwave treatment of an aqueous solution of

glucose and TTDDA. Conjugation of FA with amino groups present on the CD

surface was achieved using NHS chemistry as shown in Scheme 2.

FA-conjugated CDs were used to distinguish between normal and cancer cells,

based on the overexpression of folate receptors on the surface of cancer cells. In a

proof-of-concept study, a mixture of human cervical carcinoma cells (HeLa) and
non-transformed mouse fibroblasts (NIH-3T3) was incubated with the

FA-conjugated CDs. As shown in Fig. 18 luminescence and thus, internalization

of CDs was only observed for the cancerous HeLa cells (Fig. 18a). Receptor-

mediated endocytosis was confirmed as the primary uptake mechanism by

Fig. 17 Optical sections through Hep-G2 cells after incubation with CDs. Cells show blue (a, exc
405 nm), green (b, exc. 488 nm), and red (c, 543 nm) luminescence dependent on the excitation

wavelength. (d) Three-color overlay from (a), (b), and (c). With permission from [41]
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pre-saturation of the HeLa folate receptors with free FA. These particular samples

showed no luminescence inside the cells after incubation with FA-conjugated CDs.

Other CD surface modifications were aiming for the detection of analytes inside

living cells. One of them uses modified CDs for a ratiometric measurement of the

intracellular pH [108]. Here CDs were prepared from citric acid and TTDDA. As

shown in Scheme 3, the particles were then conjugated to the pH-sensitive fluores-

cein-isothiocyanate (FITC) and the pH-insensitive reference dye rhodamine B

isothiocyanate (RBITC). The pH-sensitive CD probe was used to quantify the

intracellular pH of HeLa cells, while the latter was manipulated by the H+/K+

ionophore nigericin. Nigericin integrates into the plasma membrane and makes it

permeable for protons such that the cytosol equilibrates with the pH of the extra-

cellular medium [109]. As shown in Fig. 19, the intensity of the green luminescence

Scheme 2 Conjugation of

folic acid to the amino

groups on the surface of

TTDDA-passivated CDs by

NHS-chemistry. Adapted

from [107]

Fig. 18 Fluorescence micrographs of a mixture of NIH-3T3 and HeLa cells (a) after incubation

with FA-conjugated CDs (50 μg/mL) for 6 h or in the absence of the particles (b). Exposure of

NIH-3T3 alone to FA-conjugated CDs (50 μg/mL) did not provide any indication for particle

uptake. (d–f) Phase contrast micrographs that correspond to fluorescence micrographs in (a–c). (d)

White arrows mark NIH-3T3 cells. Scale bar: 20 μm. With permission from [107]
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(FITC channel) increases with pH, while the intensity of the red luminescence

(RBITC channel) remains roughly unaffected. The ratio of those two fluorescence

intensities allows generation of a calibration curve for the intracellular pH value.

Applying this calibration allows measuring the intracellular pH of HeLa cells that

was determined to be 7.4� 0.2. The intracellular pH value of MCF-7 cells was

found to be 7.2� 0.2. Both pH values agree favorably with the results recorded with

a commercially available pH probe (SNARF-1).

Zhu et al. used a dual emission nanohybrid of CDs and Q-dots in order to image

the concentration of copper ions [110]. These ratiometric nanohybrid probes consist

of silica-coated CdSe Q-dots that are conjugated with CDs. While the CD fluores-

cence is quenched by copper ions, the Q-dot emission is inert and serves as

reference. The probe was successfully applied for the imaging of Cu2+ concentra-

tions in HeLa cells. After exposing the cells to exogenous copper by adding Cu2+

ions to the culture medium, the fluorescence emission of the probe turned from

green yellow to red.

Yu et al. developed a ratiometric probe for hydrogen sulfide (H2S) through

modification of CDs for a Förster resonance energy transfer (FRET)-based readout
[111]. The H2S sensor is based on a naphthalimide-azide which was covalently

attached to the surface of amino-terminated CDs via EDC chemistry. In the absence

of H2S, the CDs emit blue light at 425 nm. The presence of H2S leads to the

reduction of the azide, inducing a FRET from the CDs’ emissive states to the

naphthalimide and the emission shifts from blue to green at 526 nm. The CD-based

probe was successfully applied to detect H2S in living cells, namely, HeLa and

murine aneuploid fibrosarcoma cells (L929). As a proof-of-concept H2S was added

to the culture medium and the luminescence inside the cells shifted from blue to

green.

CDs have also been shown to assist the delivery of extracellular substances

across the plasma membrane into adherent cells. Liu et al. reported about polyeth-

ylene imine (PEI)-passivated CDs for imaging and as nano-carriers for gene

delivery [42]. Due to their PEI-coating, these CDs have a highly positive surface

charge, which enables electrostatic interactions between the CDs and DNA. These

CD-DNA-complexes were used for plasmid transfection into COS-7 cells and

Hep-G2 cells. The subsequent expression of the reporter gene encoded on the

plasmid was similar compared to the transfection of the same plasmid with

PEI25k. As an added value the carrier CDs were used for optical imaging of the

Scheme 3 Preparation of

dual-label CDs (DLCDs).
(a) TTDDA, 220�C, 3 h; (b)
FITC, RBITC, room

temperature, overnight.

With permission from [108]
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transfected cells, as shown in Fig. 20. The CDs emit blue, green, and red lumines-

cence upon laser excitation at 405, 488, or 543 nm, respectively. In this study the

CDs were found to be predominantly localized in endosomes without entering the

nucleus.

Another set of CD-based drug delivery experiments was conducted by Lai

et al. using CDs incorporated inside mesoporous silica particles (CDs@mSiO2)

[112]. These nano-composites were prepared via the calcination of glycerol inside

mSiO2 particles. The resulting CDs@mSiO2 were subsequently passivated by PEG

and loaded with the anticancer drug doxorubicin. Exposing HeLa cells to these

particles revealed that the particle-mediated incubation was more toxic for the

cancer cells than incubation with free doxorubicin, indicating a delivery into the

cells. Moreover, the blue emission of the CDs inside the mesoporous silica particles

together with the red emission of doxorubicin provided the opportunity to track the

drug release from the particles inside the cells.

In conclusion, existing studies have identified that CDs have a considerable

potential as a flexible and versatile contrast agent in live-cell imaging. As their

surfaces are accessible for established bioconjugation chemistry, they can be easily

modified, tailored, and customized for specific bioanalytical applications. Even

though CD research is still in its infancy, these particles have the potential to

become a standard fluorescence label for bio assays, maybe even replacing

Fig. 20 Optical sections through COS-7 cells recorded by CLSM. (a) Non-transfected cells as

negative controls and (b) transfected cells. CD emission was recorded upon excitation at 405, 488,

and 543 nm, respectively. All scale bars correspond to 20 μm. With permission from [42]
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Q-dots in selected applications. However, CDs are commonly not as bright as their

inorganic counterparts, so that laser-based excitation is required. So it is obvious

that a wider use of CDs as a contrast agent in microscopic imaging requires

improvements in specific absorbance and quantum yield.

4.4 In Vivo Imaging

Besides their application in live-cell imaging, CDs have also been used as a contrast

agent for in vivo imaging aiming for new concepts in image-based diagnostics and

even therapy (photodynamic therapy, PDT). However, the controlled use of

nanoparticles in living organisms is a highly complex issue that has many different

facets: distribution inside the organism, metabolic conversion or modification, and

excretion. The first application of CDs as a fluorescence contrast agent in vivo was

reported by Yang et al. in 2009 [113]. Among others the authors used PEG1500N-

passivated CDs from oxidized carbon soot in aqueous solution for the injection into

mice. Subcutaneous injection of the CDs led to easily detectable green or red

emission in the injection region. Intravenous injection was performed as the next

step to determine the distribution of the CDs after circulation through the whole

body. Whole body imaging showed the bladder to be brightly fluorescent. Within

3 h after injection, the urine became luminescent as shown in Fig. 21. The results

suggest that CDs are primarily excreted via the urine following intravenous injec-

tion. This pathway has been reported for other PEG-passivated nanoparticles, such

as Q-dots, before [114]. The organs were harvested for analysis ex vivo 4 h after

injection. Significant luminescence was only found in the kidneys and in the liver

(cp. Fig. 21). As the primary excretion pathway is from the kidney into the urine,

luminescence was the brightest here. The marginal intensity detected inside the

liver was considered as an indication of low-level accumulation of CDs in the

organism. These observations are in contrast to those reports describing significant

hepatic uptake of nanoparticles and nanotubes [115]. Probably, the rather low

accumulation of CDs can be attributed to the surface passivation with PEG which

is known to reduce interactions with proteins and other biomolecules.

Tao et al. performed similar in vivo studies using CDs that were prepared

through acidic oxidation of multiwall carbon nanotubes [93]. Here, a nude mouse

was subcutaneously injected with CDs at three different spots as shown in Fig. 22a.

Afterwards the mouse was analyzed via fluorescence imaging using blue, green,

yellow, orange, red, deep red, and NIR light with wavelengths of 455, 523,

595, 605, 635, 661, and 704 nm, respectively. The background autofluorescence

(green) has spectrally subtracted the CD fluorescence in the injection spots (red), as

these were seen at all excitation wavelengths. The resulting signal-to-background

ratio was best at higher wavelengths (595 nm and above) due to the decreased tissue

autofluorescence background. Although CD luminescence decreases for higher

wavelength excitation, the background autofluorescence is even weaker leading

to an increased signal-to-noise ratio under red light and NIR excitation. Optical
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imaging in vivo is commonly performed at higher wavelengths due to the improved

tissue penetration and reduced background fluorescence [116]. Since CDs are

readily excited in the NIR, they are well suited as a contrast agent for in vivo

imaging.

Li et al. performed ex vivo imaging after tail injection of blue luminescent CDs

into mice using a 405 nm excitation source [100]. Blue luminescence was observed

in all organs, including the heart, liver, spleen, lung, kidney, intestine, and brain at

6, 16, and 24 h after injection. Among the various organs, the spleen showed the

brightest luminescence due to accumulation of CDs. Interestingly, significant

fluorescence was also observed in the brain indicating that non-functionalized

CDs may cross the blood-brain barrier. This observation is noteworthy since

delivery of Q-dots into the brain requires a surface decoration with TAT

[117]. TAT stands for trans-activating transcriptor, and it is a small peptide,

which enables nanoparticles to pass the blood-brain barrier after conjugation [118].

A direct comparison between CDs and Q-dots in fluorescence imaging applica-

tion in vivo has been provided by Cao et al. [119]. CDs prepared through oxidation

Fig. 21 In vivo imaging after intravenous injection of CDs into a mouse: (a) bright field, (b)

fluorescence (Bl: bladder; Ur: urine), and (c) pseudo-color images encoding luminescence inten-

sity. Bright field, fluorescence, and pseudo-color micrographs of the kidneys (a0 � c0) or the liver
(a00 � c00) ex vivo. With permissions from [113]
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of raw carbon nanoparticles were passivated with PEG1500N. For a fair comparison

CdSe/ZnS Q-dots were also passivated by PEG. Both particle types were subcuta-

neously injected into mice. The aqueous suspensions had similar optical densities,

and the subsequent fluorescence imaging was performed using band-pass filters

Fig. 22 (a) In vivo fluorescence images of a mouse after injection of CDs upon excitation at

455, 523, 595, 605, 635, 661, and 704 nm, respectively. Red and green are the fluorescence signals
of CDs or the tissue autofluorescence, respectively. (b) Signal-to-background ratio of the spectral

image taken upon NIR (704 nm) excitation. With permission from [93]
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centered at 470 nm for excitation and 525 nm for emission. Both injection spots

showed similar luminescence intensity. According to this comparison CDs may

serve as an alternative to Q-dots for in vivo imaging. Their organic nature devoid of

heavy metals makes them particularly attractive.

The results of the in vivo imaging studies using CDs clearly show their potential

in this field. Injected CDs are easily detectable in the organisms under study.

Concerning their luminescence properties in fluorescence imaging, they do not

seem to be inferior to Q-dots. Moreover, CDs are water dispersible; they can be

readily modified by surface conjugation chemistry and exhibit lower toxicity. Since

CDs are excitable for luminescence by NIR sources, they are capable of providing

information from deeper layers of the tissue with a good signal-to-background ratio.

However, more work needs to be done to clarify the distribution of CDs in the

organisms under study. It is very likely that there is no general rule about tissue

distribution. The outcome will probably be dependent on the details of particle

composition and synthesis. But there are good chances that the zoo of different CDs

will contain a few species that bring together all physicochemical properties to

serve as an in vivo contrast agent for a range of imaging applications.

5 Summary

In summary, chances that CDs will evolve into a routine and widely accepted tool

for imaging biological specimens are promising and justified based on the existing

literature. The preparation of the particles CDs is straightforward and performed

under simplest experimental conditions. Low-cost and sustainable mass materials,

for instance, carbohydrates, have been successfully used as precursor material.

Processing of precursors and raw materials does not require any sophisticated and

expensive instrumentation. The key step of CD preparation is a simple carboniza-

tion procedure. The resulting nanoparticles are highly stable, between 1 and 10 nm

in diameter, and do not contain any heavy metals like Q-dots.

CDs feature astonishing optical properties like an extremely broad range of

suitable excitation wavelengths from ultraviolet light (UV) to visible (VIS) and

further on to the near infrared (NIR). In particular NIR excitation and upconverting

photoluminescence (UCPL) are of predominant interest for in vivo imaging as both

phenomena synergistically increase tissue penetration and decrease the tissue’s

autofluorescence. The emissive properties of CDs can be tuned and customized

for a given application. Electrochemiluminescence (ECL), based on potential-

dependent changes of the emissive sites on the particles’ surfaces, paves the way

for using CDs as reporters in redox assays and sensors.

The interaction of CDs with living cells has been intensively studied throughout

the last years. It has been found that CDs are easily internalized into the cell interior.

The exposure time required for CD uptake tends to be shorter than for other

nanomaterials. The ease with which CDs enter the cell interior makes them

interesting base materials for intracellular probes after surface functionalization.
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Even though the uptake process has been attributed mechanistically to classical

endocytosis, the full explanation seems to be more complex with other mechanisms

involved. The existing cytotoxicity studies for carbon dots need to be handled with

care and a good sense of proportion, as CDs are often prematurely described as low-
toxic imaging reagents. As long as they are applied in reasonably low concentra-

tions that are, however, sufficient for in vitro and in vivo imaging, the material is

indeed harmless. But cell viability was shown to be affected for concentrations

much higher than needed for bioassays. When CDs were tested for their suitability

as contrast agent for in vivo imaging, they showed similar imaging characteristics

compared to the well-established Q-dots with no significant evidence of toxicity. As

the number of studies using CDs as tracers in living organisms is still low, their

broad application in this respect awaits further characterization. Taken together, the

long-range prognosis for CDs to become a standardized label and fluorescence

marker in biomedical assays and similar applications are euphoric and optimistic.
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Abstract Due to readily adaptive sizes, shapes, compositions and large surface

area to volume ratios, nanoparticles (NPs) are increasingly prevalent in biomedical

applications. In recent times, a plethora of NPs have been investigated specifically

regarding how they can be exploited for drug delivery, bioimaging agents and

theranostic tools. In this article, lipid-based, inorganic, dendrimeric and polymeric

nanoparticles serving these applications are described. The ease of synthesis of

these NPs, coupled with an enhanced stability, reduced toxicity and ability to

conjugate with diverse molecules (peptides, proteins, antibodies, aptamers) for

biocompatibility and biotargeting, indicates that all the key components are being

met for their advances towards approved therapies. For their successful applications

as drug delivery systems, smart polymeric NPs responding to stimuli such as heat,

pH and light to provide controlled release have been introduced. Upconverting

nanoparticles and molecularly imprinted polymers, often termed plastic antibodies

because of their high affinity and selectivity towards their target molecules, are

further discussed as novel bioimaging materials.

Keywords Drug delivery • Molecularly imprinted polymers • Nanoparticles •
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1 Introduction

Nanotechnology is a rapidly developing field which incorporates the use of mate-

rials with submicron dimensions, usually between 1 and 100 nm in size although

some schools of thought accept particles that have dimensions less than 1,000 nm.

This confers them a high surface area to mass ratio, which make them valuable tools

in biology and medicine when combined with well-engineered surface character-

istics and functionalities. The amalgamation of polymer science and pharmaceuti-

cal sciences has therefore focused on the design and development of novel drug

delivery and theranostic systems based on such materials.

As pertains to nanotechnology in the food and pharmaceutical industries, it is

interesting to note that there is no ‘official’ Food and Drug Administration (FDA:

US regulatory body) definition of a nanoparticle. Nevertheless, nanoparticles of

various sources have been and are currently being used in a number of biomedical

applications (Fig. 1). Their advantages include the ability to target specific organs

and/or cells, when conjugated to biologically relevant ligands. Moreover, they can

improve the pharmacokinetic profile of the encapsulated drug by protecting the

drug from degradation and/or early release. This increases the concentration of the

drug at the site of action. A lower toxicity profile is also anticipated as there should

be minimal systemic exposure of the drug.

Ideally, nanoparticles for use in biomedical applications should possess reduced

cytotoxicity profiles, long-term physical stabilities and high loading capacities. The

efficacy of nanomaterials is often linked to their ability to penetrate the plasma

membrane and be internalised in cells following administration using the paren-

teral, oral, ocular, mucosal or dermal delivery routes. However, due to the complex

and heterogeneous nature of functional nanoparticles, it is difficult to predict

behaviours in vitro. Nevertheless, overwhelming opportunities for precise particle

engineering and the renewed drive towards personalised medicines is currently

steering nanoparticles to the forefront of biomedical and biotechnological research.

In this article, a number of nanoscale materials and their applications in the

biomedical field, more particularly as drug delivery, bioimaging and theranostic

tools, will be reviewed.
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2 Lipid-Based Nanoparticles

The first nanoparticles used for drug delivery were lipid-based nanoparticles; two

well-explored examples are discussed here.

2.1 Solid Lipid Nanoparticles and Nanostructured Lipid
Carriers

Solid lipid nanoparticles (SLNs) are lipophilic colloidal nanoparticles made from

solid lipids (i.e. their phase transition temperature is higher than 37�C). They are

commonly used as drug delivery systems with the first patents being published in

1993 and 1996 [2, 3]. Second-generation SLNs known as nanostructured lipid

carriers (NLCs) are fabricated with a blend of solid and liquid lipids, this blend

staying solid at room and body temperature. The formation of a crystalline structure

with more imperfections resulted in higher drug loading (Fig. 2a) [4, 5].

The production process is identical for SLNs and NLCs; they are prepared

mainly by high-pressure homogenisation or microemulsion technology. The high-

pressure homogenisation method is analogous to the oil/water emulsion methods

used for parenteral administration. Two basic production methods are used: hot

homogenisation and cold homogenisation. In both instances, the drug is dissolved

or solubilised in the lipid which is heated to 5–10�C above its melting temperature.

Fig. 1 Various types of nanomaterials used for biomedical and drug delivery applications

(Reproduced with permission from [1])
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Using the hot homogenisation technique, the drug is dissolved directly in the melted

lipid before it is added to a hot aqueous surfactant solution. The pre-emulsion is

then homogenised under high pressure. The resulting oil in water emulsion is

cooled to room temperature and the lipid recrystallises to yield solid lipid

nanoparticles. For the cold homogenisation method, the drug containing lipid

melt is mechanically ground to produce microparticles which are then suspended

in a cold surfactant solution and finally homogenised at or below room temperature.

This method is more suitable for temperature labile drugs.

SLNs have been used to deliver hydrophilic, hydrophobic, small molecules and

biomacromolecules. SLNs loaded with the antibiotic tobramycin used to treat

bacterial infections (2.5% drug loading with respect to lipid weight) were assessed

as an ocular delivery system and proved to provide higher bioavailability than

reference eye drops (Fig. 2b) [6]. Almeida et al. demonstrated SLNs’ suitability for
peptide delivery and further reported that the lipid matrix improved their stability,

avoided proteolytic degradation and facilitated controlled release [8]. Since then,

further reports have confirmed the incorporation of biomacromolecules in SLNs

[9, 10]. Immediate or controlled release of drugs can be tailored by the lipid matrix,

surfactant concentration, homogenisation parameters and final particle size [11].

SLNs are widely used in drug delivery because they have adopted GRAS

(generally regarded as safe) status. Thus, their large-scale production can be

facilitated by manufacturing units currently available for parenteral drugs. Indeed,

a very comprehensive review by the Müller group focused entirely on the use of

solid lipid nanoparticles for parenteral drug delivery [12]. Their disadvantages

include the potential partitioning of hydrophilic drugs in the aqueous phase during

the preparation process, therefore leading to poor drug loading and/or the expulsion

of drugs from the matrix following polymorphic transition during storage (Fig. 2c).

Fig. 2 (a) Graphical representation of crystallisation of lipids in SLNs (left) and NLCs (right)

[4]. (b) Concentration profiles of the drug tobramycin when administered as eye drops in form of

tobramycin-loaded SLNs ( filled diamonds) compared to a reference solution ( filled squares)
[6]. (c) Three drug incorporation methods which depend on the saturation solubility of incorpo-

rated drugs at the recrystallisation temperature of the lipid [7]. Adapted from [4, 6, 7]
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2.2 Liposomes

Liposomes are artificial vesicles composed of phospholipids. The word vesicle is

derived from the Latin vesicula which means small bladder. Small unilamellar

vesicles (SUVs, 30–50 nm), large unilamellar vesicles (LUVs, 100–200 nm) and

giant unilamellar vesicles (GVs, 5–50 μm) [13] have been studied extensively as

carriers of both small molecules [14, 15] and biologically relevant macromolecules

[14, 15]. Liposomal delivery of pharmaceutically relevant compounds has also been

the subject of numerous patents [16, 17] and it has experienced exponential growth

in recent times.

Following their initial report discussing the diffusion of univalent ions across

phospholipid bilayers [18], Bangham et al. further presented the preparation and

use of liposomes as membrane models in 1974 [19]. The amphiphilic nature of

phospholipids allows them to self-aggregate in aqueous solutions and form spher-

ical structures. Liposomes are described as unilamellar or multilamellar, depending

on the number of phospholipid bilayers present, and they can incorporate hydro-

philic compounds in their aqueous compartment(s) and hydrophobic compounds in

their lipid bilayer(s).

Liposomes are produced mainly by sonication, extrusion and reverse-phase

evaporation. The original liposome preparations by Bangham et al. [19] were the

basis for the development of sonication methods used for unilamellar vesicle

preparation. Here, the lipid(s) being used are dissolved in an organic solvent and

then dried to a thin film under an inert atmosphere. The thin film is then rehydrated

with the aqueous phase and ultimately probe- or bath-sonicated to yield unilamellar

vesicles. The sonication method can yield vesicles with sizes smaller than 50 nm.

However, such small vesicles are dramatically limited in terms of the encapsulation

capacity of aqueous space per mole lipid, which is often in the range of 0.1–1%

[20]. The extrusion of lipid suspensions through polycarbonate membranes was

reported to yield liposomes with a well-defined size and distribution [21]. Typically,

the process follows that of the previously explained sonication method up to the

rehydration step. The rehydrated lipids are then extruded through polycarbonate

membranes in order of decreasing pore size so that unilamellar vesicles can be

obtained between 50 and 5,000 nm. Liposomes can also be produced by reverse-

phase evaporation where the phospholipids are dissolved in an organic solvent; an

aqueous buffer is then added to the phospholipid containing solvent and the solvent

is subsequently evaporated under reduced pressure [22, 23]. This method was

offered as a means to obtain larger aqueous lumens for higher aqueous loading

capacity.

The physicochemical properties of liposomes are regularly exploited for drug

delivery. Liposomes have been used to encapsulate small molecules [25–28] and

macromolecules [29–31]. Composed of phospholipid building blocks, they are

biodegradable and easily modifiable to render them more biocompatible or facili-

tate specific cell targeting. Liposomal charge can be easily tuned by changing the

lipid(s) or lipid ratios, and pH-sensitive release [32, 33] can be achieved by the
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incorporation of pH-sensitive components in the lipid bilayer. There have also been

reports of temperature- [28, 34] and photo-sensitive [35] liposomes. Long circulat-

ing liposomes (Fig. 3c) are usually surface-modified with natural or biocompatible

polymers, such as poly(ethylene glycol) [36, 37] to shield them from opsonin

interactions, hence prolonging the circulating time and increasing the possibility

that they will deliver their cargo before being trafficked out of the circulatory

system or degraded. Additionally, liposomes can be functionalised with surface-

attached ligands such as oligonucleotides [38], biotin, aptamers [39], lectins [40]

and antibodies [41] for biorecognition and binding to cells of interest.

The first FDA-approved nanodrug was Doxil® in 1995 [42], a PEGylated

liposome formulation which contained doxorubicin�HCl mostly in the aqueous

core, for the treatment of solid tumours. Doxorubicin is an anticancer drug which

retards or prohibits the growth of solid tumours by intercalating into the DNA. It is,

however, extremely cardiotoxic. The use of PEGylated liposomes, 80–90 nm in

diameter, was proven to prolong drug circulation time while concurrently avoiding

clearance by the reticuloendothelial system and reducing the cardiotoxicity of the

free drug. Two factors were recognised to positively influence Doxil as an efficient

drug delivery system: (1) high and stable remote loading of doxorubicin and (2) the

physical state of the lipids used in the liposome. The lipid composition (egg

phosphocholine/cholesterol/methyl poly(ethyleneglycol)–distearoylphosphatidyl

ethanolamine) ensured the liposome to be in the ‘liquid-ordered’ phase. Doxil®

passively targeted tumours using the enhanced permeation effect.

Interestingly, it took almost three years after the expiration of Doxil-related

patents (March 2010) for the first generic form of Doxil to get FDA approval. There

are a number of reasons for this. Foremost, it is the challenge of understanding each

nanoparticle-drug system to the extent where critical physicochemical characteris-

tics can be identified and exploited to achieve the desired in vivo effect. Secondly,

there is the need to establish adequately specific analytical techniques to charac-

terise in vitro and in vivo properties and thirdly the cost associated with bringing

liposomal formulations to market. Another important consideration is the increas-

ing use of multifunctional and multicomponent liposomes. The complexities of

Fig. 3 Evolution of liposomes from simple lipid-based structures (a) to more complex vesicles

which (b, d, e) incorporate antibodies for targeting of specific cells, (c, d, e) are decorated by PEG

to improve biocompatibility or (e) are designed with an increased lumen size for higher cargo

capacity (e) (Reproduced with permission from [24])
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(1) site-specific targeting, (2) inclusion of biomarker and imaging capabilities,

(3) tailored delivery against the backdrop of increased importance of combinatorial

therapies, mean that the development and manufacturing of liposomal formulations

are becoming more and more complex. Increased complexity relates to increased

developmental costs and higher regulatory standards regarding quality control and

even extended timelines due to the intellectual property limitations.

The FDA’s latest approved liposome formulation was Marqibo® in 2012, a

sphingosomal/cholesterol (58:42 mol/mol) encapsulation of vincristine sulphate

for the treatment of Philadelphia chromosome-negative (Ph-) acute lymphoblastic

leukaemia. The therapy is available to heavily pretreated patients and consists of a

once-a-week injection of liposomes (~115 nm) by a healthcare professional.

Parenteral administration, and in particular intravenous administration, is the

preferred route of administration for liposomal formulations, although ocular and

transdermal routes have also been exploited. Oral delivery is generally not consid-

ered due to gastrointestinal degradation of the carrier and poor bioavailability of

associated drugs. This consequently limits the therapeutic areas where liposomal

formulations will be considered as most patients are not amenable to self-injections.

Yet, considering that liposomes have been scientifically explored for more than

four decades, there are only a limited number of liposomal drugs approved for

clinical use or in clinical trials [24]. The restrictions regarding liposomal delivery

include their miniscule encapsulation space, short half-life, leakage, fusion of

encapsulated drug molecules and high production costs. This highlights the fact

that gains in liposomal formulations relate more to reduced toxicity than improved

efficacy. An excellent example is the previously discussed doxorubicin, where

liposomal encapsulation of the drug results in a significant reduction in the irre-

versible cardiotoxicity of free doxorubicin. Moreover, the encapsulation of nucleic

acids requires the use of cationic lipids for efficient association of the cargo with

liposomes. However, the toxic effects of cationic liposomes rapidly became appar-

ent, and due to the large size of the DNA–lipid complexes and its high surface

charge, they get rapidly cleared from the circulatory system [43].

3 Inorganic Nanoparticles

3.1 Iron Oxide

Inorganic colloidal nanoparticles have been extensively used in imaging systems

because they possess size-dependent electronic, optical and magnetic properties. As

an example, superparamagnetic iron oxide nanoparticles (SPIONs) attracted atten-

tion due to their high potential in a number of biomedical applications, namely,

tissue repair, drug delivery, magnetic resonance imaging, hyperthermia and cell

labelling [44]. As far as their preparation is concerned, the co-precipitation of Fe2+
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and Fe3+ ions from aqueous salt solutions in the presence of a base allows for better

control over size, composition and shape as compared to physical methods such as

gas phase deposition and electron beam lithography [45]. Magnetite nanoparticles

obtained by different synthetic protocols may exhibit very different magnetic

properties. One of the major practical disadvantages of such nanoparticles is that

anisotropic dipolar attraction causes them to aggregate to large clusters unless large

quantities of surfactant are added to stabilise them in suspension. However, it is

obvious that high concentrations of surfactant are not compatible with applications

in life sciences or in the presence of living cells. Additionally, it has been shown

that the reactivity of iron oxide particles increases significantly when their geomet-

rical dimensions are reduced. On the other hand, smaller particles undergo more

rapid biodegradation in biological environments than bigger ones. Hence, various

strategies have been developed for the fabrication of iron oxide nanoparticles and

their surface modification with various inert materials that improve biocompatibil-

ity and interactive functions at the particle surface. Coating materials include

synthetic polymers, natural polymers and silica. Natural polymers such as dextran,

poly (D,L-lactide) [46] and chitosan [47] are known to stabilise ferrous colloidal

solutions and improve bioavailability by enhancing blood circulation time.

Dextran-coated iron oxide nanoparticles have been used as magnetic resonance

imaging (MRI) contrast agents for many years [48]. Two SPION agents are

clinically approved: ferumoxides (marketed as Endorem in Europe and Feridex in

the USA ever since it has been approved in 1995) and ferucarbotran (marketed as

Resovist) for MRI of the liver. Endorem® is composed of superparamagnetic iron

oxide nanoparticles coated with dextran or carboxydextran. The final size of the

particles is between 120 and 180 nm. They are administered as a slow infusion of

11.2 mg of Fe/mL which renders these formulations only suitable for delayed-phase

imaging. Resovist® has a particle size of about 60 nm and can be administered as a

rapid bolus so that it is used for both dynamic and delayed imaging. In the liver,

these particles are sequestered by phagocytic Kupffer cells as part of the normal

reticuloendothelial system, but they are not retained in lesions lacking Kupffer cells.

The development of a facile means of functionalising dextran-stabilised iron

oxide nanoparticles [49] paved the way to covalently bind various biomolecules

such as antibodies, proteins, peptides, polysaccharides and aptamers to the particle

surface meant to enhance cell targeting.

Theranostic applications of SPIONs coated with mesoporous silica layers

[50, 51] are also receiving widespread attention. Surface silanol groups that can

easily react with alcohols and silane coupling agents [52] stabilise the dispersions in

nonaqueous solutions and provide the possibility to covalently attach ligands of

interest. Mesoporous silica possesses large pores which can be exploited to phys-

ically trap drugs, as investigated by Vallet-Regi et al. [53]. These authors demon-

strated that mesoporous silica of type MCM-41 was loaded with up to 30% (w/w)

Ibuprofen [53]. Lu et al. [54] further described a sol–gel approach for the coating of

SPIONs with uniform shells of amorphous silica. Here, fluorescent dyes were

incorporated in the shell by covalent coupling with the sol–gel precursor. The

shell thickness was controlled by varying the concentration of the sol–gel solution.
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In a very interesting report, drug delivery, magnetic resonance and fluorescence

imaging, magnetic manipulation and cell targeting were all simultaneously

achieved using mesoporous silica nanoparticles [55]. Briefly, mesoporous silica

spheres were synthesised around iron oxide nanocrystals using a condensation

method. Fluorescein isothiocyanate was incorporated into the pore walls and the

particle surface to minimise any increase in particle size due to the loading process.

Drug cargo was loaded by soaking the particles in a concentrated drug–dimethyl-

sulphoxide solution followed by a purifying centrifugation before the particles were

resuspended in aqueous solution. Moreover, folic acid was immobilised on the

particle surface to target cancer cells which overexpress the α-folate receptor.

Finally, confocal scanning laser microscopy was used to visualise the

internalisation of these particles into human pancreatic cancer cells.

The images on the left of Fig. 4 show internalisation of iron oxide nanocrystals

(green fluorescence) coated with mesoporous silica by both human foreskin fibro-

blasts (HFF) and human pancreatic cancer cells (PANC-1). Functionalisation of

Fig. 4 Internalisation of folic acid-modified NPs (green fluorescence). Cell nuclei were stained by
DAPI (blue) and cell membranes were stained with wheat germ agglutinin (red). Top images:
human foreskin fibroblasts (HFF) treated with NPs (left) and folate-modified NPs (right). Bottom
images: human pancreatic cancer cells (PANC-1) treated with NPs (left) and folate-modified NPs

(right). The figure has been reproduced with permission from [55]
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nanoparticles with folic acid resulted in enhanced accumulation in PANC-1 cells

which overexpress α-folate receptor. This finding confirms a molecularly specific

delivery of the multifunctional particles to their target cells.

An example for a clinical application of these materials is Rienso® (ferumoxytol),

available in Europe for the treatment of iron deficiency-based anaemia in adult

patients with chronic kidney disease. Rienso® is made from carbohydrate-coated

superparamagnetic iron oxide nanoparticles [56]. Available as a preparation for

intravenous injection, the total dose of 1,020 mg is administered over about 10 days.

Ferumoxytol also shows potential as a theranostic tool as there is currently a clinical

trial recruitment process to examine whether administration of ferumoxytol at the time

of magnetic resonance imaging can aid in cancer detection [57]. Long-term clinical

trials will unravel potential long-term effects of this therapy but the most common

adverse effects reported so far occurred at the site of injection and include bruising and

erythema. Furthermore less than 2% of patients reported additional adverse effects

such as dizziness, nausea and headaches. These reports are encouraging for the clinical

application of iron-based nanoparticles.

3.2 Quantum Dots

Quantum dots (QDs) are colloidal nanocrystals with size ranging from 2 to 20 nm.

They are made from semiconductor materials (chalcogenides of metals, e.g. CdSe,

CdS, CdTe) which exhibit very unique properties as their photo- and electrolumi-

nescence can be tuned by simply changing the crystallite size (Fig. 5) [58]. QDs

present a better alternative to traditional organic fluorescent dyes because their

excited state lifetime (20–50 ns) is almost one order of magnitude longer than that

of organic dyes (2–5 ns) and they are less sensitive to photobleaching.

Monodisperse QDs ranging from 2.3 to 5.5 nm can be synthesised via the

pyrolysis of organometallic precursors (e.g. dimethylcadmium and trioctyl-

phosphine selenide) in a coordinating solvent like trioctylphosphine oxide

(TOPO). The precursors are injected at temperatures between 340 and 360�C and

initially form seeds which are allowed to grow at temperatures between 290 and

300�C. These CdSe dots are collected as powders using size-selective precipitation.
They are redispersed in TOPO and trioctylphosphine (TOP). For the ZnS shell,

diethylzinc and hexamethyl-disilathiane are commonly used as Zn and S precur-

sors, respectively. Equimolar amounts of each are dissolved in TOP under an inert

atmosphere and then this shell precursor solution is added dropwise to the CdSe

cores which were heated under an inert atmosphere to 140–220�C. The higher the
temperature at which the precursors are added, the larger the final diameter of the

CdSe/ZnS core-shell QDs [58].

While their widespread use is limited due to toxicity concerns, various capping

strategies are currently being employed to minimise this. The first involves ‘cap
exchange’where native TOP/TOPO is replaced by bifunctional ligands. The second

capping strategy employs inert silica in the form of silica shells which can further

186 J. Maximilien et al.



be functionalised. Finally, the conjugation of ‘diblock’ and ‘triblock’ copolymers

and phospholipids to TOP/TOPO on QDs’ surfaces is used for shielding the core of
the particle from the environment. The capping strategy of choice depends on the

final application of the QDs and takes into consideration the individual limitations

of each method. For instance, while silica and organic polymer shells confer a

greater stability onto quantum dots, they also substantially increase the particle

diameter. CdSe/ZnS coated with siloxane shells is still modifiable by surface

functionalisation using thiol and/or amine groups to mention just two [60].

Derfus et al. [61] reported that QDs’ toxicities are enhanced when they have

prolonged exposure to oxidative environments which could lead to the release of

free cadmium. They proposed the use of strategies which prevent surface oxidation

and the storage of QDs under an inert atmosphere. In addition, they showed that

CdSe quantum dots which were capped with 1–2 monolayers of ZnS, coated with

methacrylic acid and further rendered biocompatible with the conjugation of bovine

serum albumin, provided a reduced toxicity compared with bare CdSe QDs.

In another study, core-shell CdSe/ZnS QDs were protected by both TOPO and an

amphiphilic triblock copolymer (Fig. 6). The hydrophobic interactions between

TOPO and the polymer hydrocarbon backbone are strong enough to resist hydro-

lysis and enzymatic degradation. Moreover, the triblock copolymer was found to

Fig. 5 Different emission spectra of QDs depending on the size of the CdSe core (Reproduced

with permission from [59])
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prevent aggregation of QDs [62]. In addition, QDs were further surface-modified

with antibodies to target the prostate-specific membrane antigen (PSMA) and poly-

ethyleneglycol (PEG) to improve biocompatibility and increase blood circulation

time. In vivo, it was found that encapsulation with PEG improved the circulation

time of conjugated QDs but decreased the rate of organ uptake, while conjugation

with PSMA resulted in the delivery and retention of QDs in tumour xenografts.

One major disadvantage of QDs is their blinking. Blinking occurs when a

fluorophore’s emission intensity fluctuates between bright and dark states. The

“quantum jump” theory proposed by Niels Bohr goes as follows: since electrons

Fig. 6 Methods of functionalising QDs to render them biocompatible and facilitate active

targeting (Reproduced with permission from [62])
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cannot reside between states, they must undertake instantaneous leaps from one

state to another [63]. In experiments on single fluorescent molecules, the occur-

rences of these quantum jumps are seen as interruptions of the fluorescence signal.

Although all factors that contribute to blinking frequency and duration are not

completely understood yet, there have been moves to design fluorophores with

suppressed or no blinking. Mahler et al. [64] reported the fabrication of a novel type

of CdSe/CdS core-shell QD with a 5 nm crystalline CdS shell which exhibited

suppressed blinking at frequencies lower than 33 Hz in 68% of the nanoparticle

population. Blinking was monitored using a CCD camera and analysis was based on

images acquired continuously over 5 min.

3.3 Upconverting Nanoparticles

Upconverting nanoparticles (UCNPs) are lanthanide-doped nanocrystals. Lantha-

nide ions are unique materials that can convert infrared excitation light to shorter

UV/visible light by a process which is known as photon upconversion. Contrarily to

the conventional fluorescence process which involves one ground state and one

emission state, the upconverting process relies on the existence of multiple inter-

mediate states to accumulate the low-energy excitation photons [65]. Efforts to

apply UCNPs as bioimaging and diagnostic tools have proven their versatility as

fluorescent probes and are reflected by a significantly improved and facilitated

fabrication process. This provides better quality UCNPs that are small and homo-

geneous. UCNPs have distinctive superior properties compared to other

fluorophores. For instance, organic dyes have broad emission spectra unsuitable

for multiplex biolabelling and they often suffer from photodegradation on exposure

to external illumination. Quantum dots offer great features like large molar extinc-

tion coefficients, high quantum yields, narrow emission bandwidths, size-

dependent tunable emissions and high photostability. Nevertheless toxicity con-

cerns of QDs based on the potential leakage of toxic components from the particles

under certain conditions remain a matter of debate. Organic dyes and QDs are

excited by UV or visible light. Absorption of UV/Vis light by biological samples is

often associated by autofluorescence that interferes with the signal obtained from

the fluorophore. In addition, UV exposure can cause photodamage and DNA

mutation. UCNPs avoid all these drawbacks due to their near infrared excitation

where biological matrices have no photoactivity. Moreover, they have sharp emis-

sion bandwidth, long lifetime, tunable emission, high photostability and low

cytotoxicity.

There is increasing interest in the use of UCNPs as theranostic agents due to their

improved fluorescence and toxicity profiles compared to quantum dots. Figure 7

reports loading and release studies of doxorubicin (DOX) from PEG-functionalised

UCPs [65]. The authors reported pH-dependent loading and release of the encap-

sulated drug.
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Fig. 7 (A) Drug loading and release using a UCNP-DOX carrier system. (a) UV–Vis spectra of
UCNPs loaded with DOX at different loading pH values. (b) Quantification of DOX loading at

different pHs. (c) Quantification of DOX loading at different DOX concentrations (loading at pH

8). (d ) DOX release from UCNPs over time in buffers at pH 5 and 7.4. (B) HeLa cells incubated

for 2 h with UCNP-DOX at 37�C prior to washing. Confocal images have been taken at indicated

time points after washing (adapted from [65])
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All of the aforementioned examples reinforce the use and importance of natural

and synthetic polymers to create biocompatible shells around inorganic

nanoparticles which can improve their toxicity profiles [66] and enable the

multifunctional use of these nanoparticles [66–69].

4 Dendrimers

Dendrimers are highly branched, globular macromolecules with many arms ema-

nating from a central core. They are fabricated via a stepwise process which yields

molecules possessing a core, interior layers composed of repeating units, and an

exterior with terminal functionalities attached to the outmost generations. The first

article using the term ‘dendrimer’ was published in 1984 from the company Dow

Chemicals, detailing the synthesis of monodisperse poly(amidoamine) (PAMAM)

dendrimers [70], after the initial report by V€ogtle’s group in 1978 reporting the

‘cascade-chain-like’ synthesis of molecules [71].

Figure 8 shows a comparison of Starburst™ PAMAM dendrimers of generations

four (G¼ 4.0) to seven (G¼ 7.0) with various biomacromolecules. The number of

assembled β-alanine monomers is 3, 9, 21, 45, 93, 189, 381, 765 and 1,533 for

dendrimers from generations 0 to 8, and the mass is expected to double from

generation to generation [70].

Fig. 8 Comparison of the structure of Starburst PAMAM dendrimers from generations 4 to 7 with

a variety of biomacromolecules including proteins, DNA and a typical lipid bilayer (Reproduced

with permission from [72])
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In recent years, several advantages of dendritic molecular architecture have been

identified as relevant for use in drug delivery applications. Namely, the controlled

multivalency of dendrimers can be used favourably to attach several drug mole-

cules, and the low polydispersity that is obtained for the synthesis of dendrimers is

advantageous for reproducible pharmacokinetic profiles. Therapeutic agents can be

loaded either in the branched interior by electrostatic interactions, hydrogen bond-

ing or hydrophobic interactions. Alternatively, they might be attached to the

dendrimer surface by electrostatic or covalent bonds. Various reviews and articles

have reported the functionalisation of dendrimers for the transport of macromole-

cules and hydrophobic drugs such as doxorubicin [73] and as contrast agents for

magnetic resonance imaging [74].

Cationic PAMAM dendrimers were complexed with DNA and efficient trans-

fection of cells was shown to be related to the dendrimer/DNA ratio, dendrimer

diameter and the conjugation of a water-soluble, membrane-destabilising protein

onto the exterior surface of the dendrimer [75].

In another study, polyethylene glycol monomethyl ether chains of 550 and

2,000 dalton molecular weight were attached to third- and fourth-generation

PAMAM dendrimers via urethane bonds. The authors used adriamycin and meth-

otrexate (MTX) (Fig. 9) as test molecules, as they are known as efficient, hydro-

phobic cancer drugs fitting nicely in the hydrophobic interior part of the PAMAM

dendrimer. External PEG units provided biocompatibility. Although the main

driving force for encapsulation of the drug is hydrophobic interaction, the length

of the PEG units also plays a role on the encapsulation efficiency. Fourth-

generation PAMAM, conjugated with PEG2000, showed better encapsulation than

the corresponding PEG550. The authors claimed that longer PEG units surround the

dendrimer better and prevent leakage of the drug from the interior part of the

dendrimer. The other explanation could be the conformation change of the

PAMAM after PEG conjugation as longer PEG chains can make the inner part of

the dendrimer larger. Encapsulation behaviours of fourth-generation PAMAM-

PEG2000 for adriamycin and methotrexate provided the best encapsulation effi-

ciency. In average, 6.5 adriamycin and 26 methotrexate molecules were encapsu-

lated per dendrimer [76].

The release profile of adriamycin from the fourth-generation PAMAM PEG2000

was compared to that of free adriamycin in PBS buffer by dialysis. Both profiles

Fig. 9 Structures of adriamycin (left) and methotrexate (right)
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were not significantly different. This was explained by weak hydrophobic interac-

tions between PAMAM and adriamycin. The same behaviour was also observed for

a third-generation PAMAM-PEG2000 carrier. In the case of methotrexate, the drug

was tightly bound to the dendrimer by electrostatic interactions, causing its slower

release as compared to that of a free drug. However, in the presence of 150 mM

NaCl, the same release rate was observed for free drug and the drug encapsulated in

dendrimer (Fig. 10), indicating the role of electrostatic interactions between drug

and dendrimer.

Table 1 provides a brief summary of some of the aforementioned nanoparticles

which are currently approved by the FDA as drug delivery systems or diagnostic

tools. Engineering of new nanoparticles for well-controlled and defined delivery of

therapeutic drugs is an exciting and rapidly developing field in which polymeric

nanoparticles are becoming increasingly relevant.

5 Polymeric Nanoparticles

Polymers are very large molecules comprised of smaller building block units called

‘monomers’. Two main groups can be distinguished: natural and synthetic poly-

mers. Natural polymers include polysaccharides (agarose, chitosan and hyaluronic

acid) or protein-based polymers (collagen, albumin and gelatin). Synthetic poly-

mers are particularly attractive as they offer the opportunity to specifically engineer

materials with a given set of properties for one particular application.

Fig. 10 Release of MTX

from fourth-generation

PAMAM-PEG2000. The

MTX-loaded fourth-

generation PAMAM-

PEG2000 (circles) or free
MTX (triangles) dissolved
in 1 mM Tris–HCl buffer,

pH 7.4 containing (open
symbols) or not containing
(closed symbols) 150 mM

NaCl upon dialysis against

the same solution

(Reproduced with

permission from [76])
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5.1 Natural Polymers

Natural polymers have undergone extensive studies due to their inherent biocom-

patibility and their low toxicity.

5.1.1 Natural Cationic Polymers

Natural cationic polymers are attractive candidates for therapeutic applications as

they are generally non-toxic, biocompatible and biodegradable and possess low

immunogenicity. Very often they also carry chemical moieties that are suitable for

conjugation chemistry to improve targeting or bioavailability. Consequently, they

are the subject of enormous research focus, particularly with respect to non-viral

gene delivery systems due to their flexible properties, easy synthesis, robustness

and potential for efficient gene delivery. They exhibit unique physicochemical

properties for enhanced targeting and bioavailability and form electrostatic com-

plexes with anionic biomacromolecules, like nucleic acids and proteins. When used

as gene delivery vehicles, they mediate genetic transfection of cells via the com-

plexation of nucleic acids, and they protect the cargo from enzymatic degradation

and facilitate cellular uptake. Commonly used natural cationic polymers include

Table 1 Examples of nanocarrier-based drugs and diagnostics on the market or in clinical trials

Compound

Commercial

name Composition Indications

Approved

by FDA

Doxorubicin Doxil®/

Caelyx

Injectable

PEG-liposomes

Recurrent breast cancer,

ovarian cancer, refrac-

tory Kaposi’s sarcoma

1995

Ferumoxides Endorem/

Feridex

Superparamagnetic

iron oxide

nanoparticles

MRI contrast agents 1996

IL2 fused to

diphtheria

toxin

Ontak

(Denileukin

diftitox)

Immunotoxin (fusion

protein)

Cutaneous T-cell

lymphoma

1999

Paclitaxel Abraxane Albumin-bound pacli-

taxel nanoparticles

Metastatic breast cancer 2005

Ferumoxytol Feraheme Carbohydrate-coated

superparamagnetic

iron oxide

nanoparticles

Iron deficiency anaemia

Chronic kidney disease

2009

Vincristine Marqibo® Liposomes Philadelphia

chromosome-negative

(Ph-) acute lymphoblas-

tic leukaemia

2012

Docetaxel Docetaxel

PNP

Injectable polymeric

nanoparticle

Solid tumours Phase 1

Adapted from Peer et al. 2007 [77] and FDA.gov [78]
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chitosan and poly-L-lysine, both of which have inherent positive charges. Further

interesting candidates include dextran derivatives after chemical introduction of

cationic moieties.

Chitosan

Chitosan is a polycationic, natural polymer composed of D-glucosamine and N-
acetyl-D-glucosamine linked by β-(1,4)-glycosidic bonds (Fig. 11). Industrially, it is
obtained by hydrolysing the aminoacetyl groups of chitin from crabs or shrimps in

aqueous alkaline solution. Since the term chitosan is applied to chitins in various

stages of deacetylation and depolymerisation, it is not easily defined in terms of

exact composition. Its degradation by enzymes such as lysozyme and chitosanase

into oligomers and further to N-glucosamine, which is endogenous to the human

body, renders it non-toxic [79]. Often described as biocompatible, chitosan also

possesses mucoadhesive [80] and antimicrobial properties, chelates toxic metals

(e.g. mercury, cadmium, lead) and shows good coagulation ability and immunosti-

mulating activity [81]. The fact that chitosan can be sterilised adds to its list of

attributes and explains why it has been used as a pharmaceutical excipient in oral

formulations and in cosmetics.

The high charge density of chitosan at pH below its pKa of around 6.5 [81, 82]

aids polyelectrolyte formation and a low charge density around neutral pH reduces

its cytotoxicity. However, the low charge density also results in diminished solu-

bility, aggregate formation and poor stability of chitosan-based formulations. It has

been shown that the degree of deacetylation of chitosan nanoparticles has a greater

influence on cellular uptake and cytotoxicity than its molecular weight. Indeed

chitosan nanoparticle uptake decreased by 26% when the polymer molecular

weight was reduced from 213,000 to 10,000 daltons and by 46% when the degree

of deacetylation was reduced from 88% to 46% [83].
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Fig. 11 Chemical structures of chitin and its deacetylated derivative, chitosan

Nanoparticles in Biomedical Applications 195



Chitosan has a strong electrostatic affinity for anionic biomacromolecules such

as DNA and RNA in saline or acetic acid solution. It spontaneously forms micro-

spheres via complex coacervation [84]. This drug delivery system is advantageous

as it has the added benefit of protecting DNA and RNA from degradation and it

enables the controlled release of therapeutic compounds [85–88]. The transfection

efficiency of chitosan–DNA complexes is quite low in comparison with viral

vectors and is shown to depend on numerous factors including the structure of the

polycations used, the cell type being transfected and nanoparticle size and compo-

sition, in addition to the previously mentioned poor solubility at physiological

pH. Free amino groups in chitosan have been used to improve transfection of

chitosan–DNA complexes and to graft various ligands and complexes including

folic acid [89], transferrin and protein conjugates [90].

Quaternisation of chitosan is a strategy which has been used by many research

groups to control the cationic character of the polymer without altering its pH

independency. One way of achieving this is to react the amino groups of chitosan

with aldehydes to form a Schiff-base intermediate; this Schiff base is then reacted

with methyl iodide to yield quaternised chitosan [91]. This process improves the

mucoadhesive properties of chitosan, depending on the degree of quaternisation

[92]. Moreover, chitosan hydrogels have been investigated as drug delivery vehi-

cles for immediate and sustained release of therapeutic compounds [93]. The use of

a hydrogel allows the incorporation of rigidifying linkages within the polymer

matrix which reduces rapid swelling and immediate release of the payload. It was

noted that addition of drugs before or after cross-linking and the degree of cross-

linking contributed to the resulting release profile of the encapsulated drugs [94].

Cationic Dextran

Dextran is an FDA-approved highly water-soluble branched polysaccharide com-

posed of glucose units mainly linked by α-(1,6)-glycosidic bonds. It is biodegrad-
able, its solubility is not affected by pH and it is easy to modify and widely

available. Cationic dextran derivatives have been developed as a delivery vehicle

for nucleic acids. Dextran–spermine-based conjugates are prepared by the reductive

amination between oxidised dextran and spermine. Spermine is a naturally occur-

ring linear oligoamine which is a polycation at physiological pH. In a study

comparing more than 300 different polycations prepared from polysaccharides

and oligoamines having two or four amino groups, it was found that the dextran–

spermine conjugate displayed the highest transfection rate in perfused rat lungs

[95]. Data showed that changes in spermine content and the extent of grafting can

have a severe impact on the DNA-compaction properties, which in turn impacts the

effectiveness of cell transfection [96]. Moreover, low percentages of PEGylation of

the dextran–spermine gene carrier were studied for improved functionality. It

turned out that 3 and 5% PEGylation of the dextran–spermine gene carriers showed

the highest transfection rates.
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5.1.2 Anionic Natural Polymers

Anionic polymers have the ability to form ionic complexes with cationic biomol-

ecules, basic peptides and blood proteins for several therapeutic indications. How-

ever, the number of literature reports is smaller for the use of anionic polymers

compared to cationic polymers.

5.2 Synthetic Polymers

Nature has long been the major inspiration behind extraordinary advances in

science. The investigation and elucidation of the role and mechanism of action of

natural polymers have propelled interest and growth in the synthetic polymer field.

It is now widely accepted that synthetic polymers are a versatile group of materials

applicable to various fields of research. In particular, polymer-based nanoparticles

(NPs) have attracted increasing attention from the scientific community in recent

years because they show promising applications in in vitro and in vivo diagnostics,

as drug delivery vehicles, bioanalytical probes and imaging tools. Synthetic poly-

mers offer flexibility in terms of different polymer architectures, physical states,

shape, size and surface properties [97] and are divided into two main groups:

biodegradable and non-biodegradable polymers. They can be engineered as

mono-, co- or oligo-polymers with repeating units of one, two or more monomer

units, respectively.

Biodegradable synthetic polymers include poly(glycolic acid) (PGA), poly(lac-

tic acid) (PLA) and their copolymer poly(lactic acid-co-glycolic acid) (PLGA),

poly(p-dioxanone) as well as copolymers of trimethylene carbonate and glycolide.

In the synthetic polymer family, polyesters are particularly attractive in biomedical

applications due to their ease of degradation by hydrolysis of ester linkages. Their

structure can be tailored to alter degradation rates and moreover the degradation

products are sometimes precursors in metabolic pathways.

Nondegradable biocompatible polymers have a long history in medical applica-

tions. The spectrum of use includes but is not limited to coatings on devices,

implants, catheters, membranes and porous scaffolds for tissue regenerative appli-

cations, injectable drug delivery and imaging systems [98]. Implanon™ is a

non-biodegradable, etonogestrel-containing single sterile rod implant approved by

the FDA as a contraceptive in 2006 [99]. Each Implanon™ rod consists of an

ethylene vinyl acetate (EVA) copolymer core containing 68 mg of etonogestrel,

surrounded by an EVA polymer skin. The release rates are 60–70 μg/day in the first
6 weeks, 35–45 μg/day at the end of the first year and 25–30 μg/day at the end of the
third year.

One of the most attractive features of synthetic polymers is the ability to

engineer them in such a way that allows stimuli responsiveness. This may be
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critical for encapsulation of molecules of interest or may play a role in drug-release

mechanisms. The key parameter defining a responsive or ‘smart’ polymer is that it

has a non-linear response to an external signal and by judiciously choosing or

designing monomers, one can synthesise polymers which are responsive to a

number of physical (temperature, ultrasound, light and electricity) or chemical

(pH, ionic strength) or even biological stimuli (antigens).

5.2.1 Thermoresponsive Polymers

Temperature sensitivity arises from the balance between hydrophobic and hydro-

philic segments of a polymer. Typically, most solutes and solvents are miscible if

the temperature is higher than the so-called upper critical solution temperature

(UCST).

If the temperature is below the UCST, the system exhibits a phase transition and

the solute precipitates. A number of polymers show contrasting behaviour in

aqueous solution, where they are soluble in aqueous solution until the temperature

exceeds a critical point where they become insoluble (Fig. 12a). This lower critical
solution temperature (LCST) corresponds to the region in the phase diagram at

which the enthalpic contribution of water, hydrogen-bonded to the polymer chain,

becomes less than the entropic gain of the system as a whole and is therefore largely

dependent on the hydrogen-bonding capabilities of the constituent monomer units.

Examples include poly (N-isopropylacrylamide) (pNIPAM), poly(vinyl-methyl-

ether) and poly(vinyl-methyl-oxazolidione) with LCSTs of ~32�C, 34 �C and

40 �C, respectively [101]. It should be noted that for polymer gel systems, the

volume-phase transition temperature is widely used to describe the transition

instead of LCST since such polymers swell instead of dissolving in solution. In

cases where the polymer is only soluble above a certain critical temperature, this

critical point is known as the upper critical solution temperature (UCST) (Fig. 13).

The most widely studied synthetic, thermally responsive polymer is pNIPAM.

pNIPAM is soluble in water below its LCST because of the predominance of hydro-

philic interactions, mainly hydrogen bonds between amide groups and water; these

water molecules are released from the polymer hydration layer into the bulk water as

the temperature increases past the LCST; hence the polymer becomes insoluble and

phase separation occurs (Fig. 12b). The LCST can also be ‘tuned’ by the addition of

hydrophobic or hydrophilic co-monomers and/or by controlling the molecular weight

of the polymer. Hydrophilic monomers such as acrylic acid induce an increase in the

LCST of pNIPAM while the opposite is true for hydrophobic monomers. This pro-

vides versatility in the choice of co-monomers which can be tailored to achieve

controlled release close to the body temperature of 37�C [103–105].

While it has been well established that the NIPAM monomer is cytotoxic,

in vitro [106] and in vivo [107], assessments using pNIPAM indicate that the

polymer is neither toxic to endothelial, epithelial, fibroblast or smooth muscle

cells nor to mice. However, further studies regarding cytotoxicity are required to

investigate short- and long-term effects of the polymers and copolymers before

their full potential in pharmaceutical formulations can be exploited.
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5.2.2 pH-Responsive Polymers

Within the human body, there are many regions with differential pH gradients.

While the pH of body tissue is maintained around 7.4, the pH of gastric acid in the

stomach is between 1.5 and 3.5. In the small intestine, the pH ranges from 6 in the

duodenum to 7.4 in the terminal ileum and 5.7 in the caecum. It is also well

established that tumour microenvironments are hypoxic and acidic [108], features

which can be exploited to design therapeutics which are more effective at targeting

harmful tumour cells. Intracellularly, pH ranges from ~7.4 in the cytosol to 6.0–6.5

Fig. 12 Schematic of ‘smart’ polymer response to temperature (Reproduced with permission

from [100])
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in early endosomes and 4.5–5.5 in late endosomes and lysosomes. Since most

polymeric nanoparticles between 100 and 200 nm are thought to be internalised

via endocytosis, this is an important consideration in drug delivery design to avoid

premature release of cargo or expulsion from cells.

Ionisable moieties such as carboxylic acid, amine, phenylboronic acid, imidaz-

ole, sulphonamide and thiol groups can confer pH sensitivity. Acrylic acid and its

corresponding polymers are commonly used as pH-sensitive synthetic polymers,

because at pH values above its pKa (~4.5), acrylic acid is deprotonated and becomes

reactive. For example, poly(propylacrylic acid) (PPAA) is not haemolytic at pH 7.4

but displays pH-dependent haemolytic behaviour that rises dramatically as the pH

drops below 6.5 [109]. It was further reported that the conjugation of targeting

ligands onto the polymer did not alter its pH-responsive character. Dong et al. 1991

reported the fabrication of hydrogels based on poly(hydroxyethyl-methacrylate-co-

acrylic acid) and poly(acrylamide-co-acrylic acid) which were sensitive to both

temperature and pH [110]. In vitro drug-release studies performed using indometh-

acin showed negligible release at pH 1.4 in 24 h but more than 90% release at pH

7.4 over 5 h. Nanospheres of cross-linked networks of methacrylic acid grafted with

poly(ethylene glycol) and acrylic acid grafted with poly(ethylene glycol) showed a

pH-dependent increase in size from 200 nm at pH 2.0 to 2,000 nm at pH 6.0. Insulin

was entrapped in the nanospheres at pH 3.0 and released at pH 7.0 and in vivo

studies with diabetic rats indicated a successful lowering of serum glucose levels

for those treated with insulin-loaded polymers compared with the control

group [111].

The selective reversal of surface charge of copolymers formulated from PLGA

nanoparticles (d ~70 nm) in the acidic environment of endosomes was determined

to promote interaction of nanoparticles with endo-lysosomal membranes which

ultimately facilitated escape from the trafficking/recycling vacuoles into the cytosol

Fig. 13 Schematic showing phase transition associated with lower critical solution temperature

(LCST) and upper critical solution temperature (UCST). The dark blue line represents the phase

separation boundary which produces a cloud point in solution (Reproduced with permission from

[102])
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in less than 10 min [112]. This has important implications for the effective delivery

of cargo into cells and holds a potential disadvantage. pH-sensitive polymers need

to be effective at very narrow pH ranges or they run the risk of inducing severe toxic

effects due to drug burst or poor therapeutic efficacy by incomplete drug release at a

target site.

5.2.3 Photoresponsive Polymers

Photoresponsive polymers have attracted attention due to their ability to change

their chemical or physical properties upon exposure to light of a given wavelength.

Applications include optical storage elements, biosensors, drug delivery and bio-

activity switching of proteins [113].

The three main categories of photoresponsive molecules are (1) photoisome-

risation, (2) photodimerisation and (3) photocleavage. Photoisomerisation can be

performed, for instance, with azobenzenes which undergo fully reversible

isomerisation when irradiated by a suitable light source. Azobenzene-containing

polymers are well-studied systems which undergo significant changes in geometry

and polarity due to transitions between the trans- and cis-conformations (Fig. 14).

The conformation change is accompanied by a fast and complete change of

structure, geometrical shape and polarity. For instance, while the more stable trans-
azobenzene has no dipole moment, the cis-form is quite polar, having a dipole

moment of 3 debye. Azobenzene moieties can be used to control the hydrophobic-

ity/hydrophilicity of a polymer chain. In addition to polarity, a change in the

conformation of the azobenzenes can induce steric hindrance that results in a

change of polymer morphology.

Kros and co-workers reported the synthesis of a supramolecular gel for con-

trolled protein release [114]. First, maleimide moieties were grafted onto dextran, a

natural polymer as described above. Then, maleimide-grafted dextrans were

functionalised with either cyclodextrin or azobenzene moieties separately. The

two resulting linear polymers were used as building blocks of supramolecularly

cross-linked hydrogels for the light controlled release of proteins. As stated before,

trans-azobenzene is hydrophobic and can be trapped in the central cavity of

cyclodextrins. Upon irradiation with UV light, the conformation changes from

trans- to cis-conformation causing deformation of the physically cross-linked gels

and the simultaneous release of proteins (Fig. 15).

N N

N N

hν

hν or heat

Fig. 14 Reversible

transformation of trans- to
cis-azobenzenes
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Gupta and co-workers used a similar method to obtain nanogels for drug delivery

[115]. Instead of using azobenzene–cyclodextrin complexes as supramolecular

cross-linker, they used hydrophobic interactions between azobenzene moieties.

Aspirin-loaded nanogels were irradiated with UV light and hydrophobic interac-

tions were weakened by conformation change. The resulting loose structure pro-

vided the release of aspirin. In addition, they showed the effect of pH on the release

profile of the nanogels. The drug was released almost two times faster at pH 9.0

than pH 4.0. Cytotoxicity studies revealed that nanogels were toxic to cells above

1 mg/mL.

6 Molecularly Imprinted Polymers

Molecularly imprinted polymers (MIPs) are tailor-made synthetic receptors,

obtained by co-polymerisation of functional and cross-linking monomers in the

presence of a molecular template. The template can be the target molecule or a

derivative thereof. After removal of the template from the polymer, binding sites

are accessible that allow binding of the target molecule with a very high specificity

and affinity, comparable to that of natural receptors [116, 117]. MIPs have consid-

erable advantages over biological recognition materials such as enzymes and

antibodies, as they are more easily prepared and cheaper and they possess greater

chemical, thermal and mechanical stability. Due to these advantages they have

become serious alternatives to biomolecules in solid-phase extraction (SPE)

[118, 119], as recognition elements in sensors [120, 121], as substitutes of anti-

bodies in immunoassays [122, 123] and, more recently, in drug delivery [124, 125],

as therapeutic drugs [126, 127] and for bioimaging [128].

MIPs are interesting for drug delivery applications as the drug’s attractive

interactions with the memory cavities within the polymer network should slow

down its release (sustained release). Sustained release is needed when a drug is

toxic above a certain critical concentration. The water compatibility of MIPs is

essential for their application in the human body. Preparation of water-compatible

Fig. 15 Photoresponsive protein release from a hydrogel composed of trans-azobenzene-modi-

fied dextran and cyclodextrin-modified dextran (Reproduced with permission from [114])
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MIPs with high binding specificity still remains a big challenge; however successful

examples have been described. MIP-based soft contact lenses, which have been

used as drug delivery carriers in vivo, is one of the most elegant examples. The first

application of imprinted therapeutic contact lenses in vivo was reported in 2005

[124]. Poly(MAA-co-DEAA-co-EGDMA) MIP lenses were prepared in the pres-

ence of timolol, a drug used in the treatment of glaucoma, without any porogen and

a very low degree of cross-linking. The resulting lens had a diameter of 14 mm and

a thickness of 80 μm. Timolol release studies carried out in rabbits showed that the

soft contact lenses provided measurable timolol concentrations in the tear fluid for

2.0- to 3.0-fold longer times than the non-imprinted contact lenses and eye drops,

respectively. The time of release, however, did not pass beyond 90 min. Later, in

2012, Byrne and co-workers improved the MIP protocol and obtained a MIP

contact lens (100 μm thickness and diameter 12 mm) which can deliver a steady,

effective concentration of the drug for an extended period of time of 26 h, which is

longer than the time of daily lens wear [129]. The imprinted poly(HEMA-co-AA-

co-AM-co-NVP-co-PEG200DMA) contact lenses could controllably deliver a

sustained four-fold and fifty-fold higher concentration of ketotifen fumarate, an

antihistamine, than the non-imprinted polymer (NIP) and eye drops respectively.

Recently, we described a sol–gel MIP and demonstrated its potential as drug

delivery device for the controlled release of salicylic acid (SA) [125]. Sol–gel

MIPs, obtained by molecular imprinting in silica-based matrices, are synthesised

in the presence of water, such that the recognition sites have a better chance to bind

the ligand in an aqueous environment. Moreover, silica-based materials are bio-

compatible and non-toxic [130]. SA is frequently used as a topical treatment for

skin inflammatory disorders like acne, psoriasis and seborrheic dermatitis. The

main side effects caused by this treatment are acute irritation and moderate chem-

ical burns. One way to control this problem would be to control the delivery of

SA. Sol–gel-based MIPs for SA were hence prepared using the functional mono-

mers 3-(aminopropyl)triethoxysilane and trimethoxyphenylsilane as well as the

cross-linker tetraethyl orthosilicate. The loading capacity was 12 mg of SA per

gram of MIP – or 1.2% of SA – complying with dermatological formulations.

Practically no SA was bound to the non-imprinted polymer (NIP), showing the

remarkable specificity of the sol–gel polymers. In vitro release profiles of the

polymers in water are shown in Fig. 16. Almost quantitative release was observed

after 30 h.

Very recently, we demonstrated the application of MIPs for cell and tissue

imaging [128]. As a demonstration for the detection of glycosylations on cell

surfaces, fluorescent MIP-NPs for glucuronic acid were synthesised.

Epifluorescence and confocal microscopy showed that the MIPs were able to

localise and quantify hyaluronan on the surface of human keratinocytes.

Hyaluronan is a polysaccharide composed of repeating units of glucuronic acid

and N-acetylglucosamine and it serves as a biomarker of certain cancers. Figure 17

shows the confocal microscopy image to localise glucuronic acid MIP-NPs on

human keratinocytes. A more innovative approach using UCNPs-MIP NPs for

bioimaging [131] is on-going in our laboratory.
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Fig. 16 Release profile of salicylic acid-loaded sol–gel MIP ( filled circle) and control polymer

(open circle) in water at room temperature (Reproduced with permission from [125])

Fig. 17 Confocal micrograph of rhodamine-labelled MIP-NPs specific for glucuronic acid after

binding to human keratinocytes. The merge image of three colour channels consists of the blue
DAPI signal from the cell nucleus, the green 3,3’-dioctadecyloxacarbocyanine perchlorate signal
labelling the cell membrane and the red rhodamine signal of MIPs on the cell surface. Scale bar:

20 μm. Adapted with permission from [128]
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In conclusion, while this chapter provides a brief and global overview of

nanoparticles in biomedical applications, the list examined here is by no means

complete. Colloidal gold nanoparticles, gold–silver mixed nanoclusters and carbon

nanotubes are also of interest. It is hoped that from this summary of current trends,

the reader grasps some of the challenges but also exciting developments in the field

of advanced nanoscale materials used in biomedical applications.

Acknowledgments The authors acknowledge financial support from the European Commission,

Marie Curie Actions, Project NANODRUG, MCITN-2011-289554.

References

1. Faraji AH, Wipf P (2009) Nanoparticles in cellular drug delivery. Bioorg Med Chem 17

(8):2950–2962

2. Gasco MR (1993) Method for producing solid lipid microspheres having a narrow size

distribution. US5250236A, USA

3. Müller RH, Lucks JS (1996) Medication vehicles made of solid lipid nanoparticles (SLN).

EP0605497 B1, Germany

4. Müller RH (2007) Nanostructured lipid carriers (NLC) in cosmetic dermal products. Adv

Drug Deliv Rev 59(6):522–530

5. Fang JY et al (2008) Lipid nanoparticles as vehicles for topical psoralen delivery: solid lipid

nanoparticles (SLN) versus nanostructured lipid carriers (NLC). Eur J Pharm Biopharm 70

(2):633–640

6. Cavalli R et al (2002) Solid lipid nanoparticles (SLN) as ocular delivery system for

tobramycin. Int J Pharm 238(1):241–245
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