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Advance Praise for The Illusion of Certainty 

v

“This book does an excellent job of describing how health risks are  
calculated and how different ways of communicating these risks can 
dramatically change how people view these risks. The book is written in a 
way that most interested people can understand. The use of the Risk 
Characterization Theatre (RCT) is innovative and helps explain complex 
concepts in a simple, easy-to-understand fashion. The case studies are 
particularly informative and instructive.” 

– Gene Parkin, Professor, University of Iowa 
 

“The Illusion of Certainty is likely to make a few waves as it reaches the 
reading public. This would be an excellent and welcome outcome, as it is 
the unexamined conclusion that holds the greatest threat to well-being. By 
forcing the discussion of risk appraisal and the ways risk is presented to 

– Patricia Bender, Professor, Washburn University 
 

“Even though I consider myself to be well-informed about health issues, 
their explanation of what they call ‘the illusion of certainty’ was a real 
eye-opener for me…. This book is ‘must’ reading, as patients and their 
families get more involved in making medical decisions and as citizens 
face critical questions about the environment.” 

– Bob Cooke, Writer, Creative Director, Cooke Communications 

the public, Rifkin and Bouwer provide the discussion of risk with the counter-
point that is necessary to its careful consideration.” 



To Elaine 
 

Still my best friend 
after all these many years 

 
E.R. 

and 

To Patricia 
 

For her love, patience, 
and understanding 

 
E.J.B. 



Risk analysis and risk assessment have been with us long enough for the 
terms to sound familiar to most people. Standard fare for the nuclear power 
industry and the military for a half a century or more, risk assessment is 

wider (and younger) audience. Yet, despite all of this extensive and varied 
experience, we the analysts and practitioners have not done nearly enough 

the uncertainly of risk estimates is handled (or mishandled). The conse-
quences of doing this wrong are high. It’s high time that we addressed this 
gap in understanding, and this book is an excellent and important step in 
doing so. 

There is nothing more effective than real stories, well-told, to engage 
readers, expose them to issues and help them to understand the complexity 
and subtlety of concepts. This book does just that, and it does it well. I 
doubt that anyone – especially a parent – will be able to put this book 
down after reading the first paragraph of Chapter 1. 

I have known Erik Rifkin and Ed Bouwer for 25 years. These are two 
outstanding professionals and people, with broad and deep experience in 
risk assessment and its applications. They have been generous with that 

ix

information accurately or completely has had an important and material
impact on decisions and actions. I have been involved in some of these, 
ranging from local plans for water management to national decisions about 

There are many instances in which the failure to communicate risk 

individual medical decision making. There have been popular books on 
risk, and the current poker craze will likely spread risk concepts to an even 

now a routine aspect of environmental management, public health and 

nuclear waste. I have seen first hand the effects of poorly done risk assess-
ments and bad risk communication, and especially the way in which 

to explain to the people who need to know what they need to know – 
especially the uncertainty inherent in risk estimates. 

Foreword
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experience and knowledge, infusing this book with real cases – profes-
sional and personal – in which they’ve been involved. It makes for a com-
pelling and rewarding experience for the reader. 

Rifkin and Bouwer have also been courageous in writing this book. In 
going to the heart of what’s been lacking in risk communication and man-
agement, they have taken on established thinking. As a result, this book 
may be controversial. In my view, a book like this is long overdue, and we 
all will be better for the reflection and debate it is likely to stimulate 
among scientists and policy-makers. 

Jared L. Cohon, Ph.D.* 
Pittsburgh, Pennsylvania 
September, 2006 

 
*President, Carnegie Mellon University 



Preface 

The use of risk assessment to characterize human health and ecological 
risks has become a well-accepted and widely-used practice throughout the 

come a part of our everyday language and is frequently reported in the 

• Individuals living in a Pennsylvania town have a 1 in 100,000 increased 
risk of getting cancer due to the presence of arsenic in the drinking 
water. 

• Chromium contamination in sediments significantly increases the risk  

carcinogen. 
• Evidence confirms that PCBs in the Hudson River have tripled the 

likelihood that certain species of fish will not be able to reproduce in  
8 years. 

• People with elevated blood serum cholesterol levels have a 100% 
greater risk of getting atherosclerosis and heart disease compared to 
individuals with normal cholesterol. 

• Individuals taking statins to lower their blood serum cholesterol levels 
benefit by having fewer heart attacks. 

• Research proves that smokers are 90% more likely to get lung cancer 
than individuals who have never smoked. 

• VioxxTM, a COX-2 anti-inflammatory drug, has recently been withdrawn 

heart attack or stroke for people taking a standard dose for 18 months or 
more.   

tically increased risk of getting lung cancer. 

xi

world. The same principles are also used to evaluate the benefits from 
medical screening tests and drugs. Health benefit and risk portrayal has be-

press, on TV, and on the radio. Here are some typical examples: 

of toxicity to fish and other aquatic organisms. Chromium is a known 

from all world markets. Researchers had found an increased risk of 

• People exposed to elevated radon levels in indoor air have a drama-
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• Screening tests for prostate cancer (PSA) can determine which men are 
at a higher risk for getting this deadly disease. 

assertions mention just a few examples of the issues that many of us face.  
Individuals who are at risk for chronic ailments like heart disease take 
medicines and make dramatic lifestyle changes, hoping they will benefit.  

for advice and guidance on decoding risk pronouncements? 

chance of a health benefit or risk can be reported as a relative number or  

of a positive or adverse effect.  Since the use of risk assessment has become 

The purpose of this book is to provide individuals with the tools to inter-

benefits and risks, as well as an explanation of how communication and 

this book compares and contrasts the differences between risk assessment 
and causality. 

Case studies will be used to illustrate the strengths and limitations of 

reality, and it affects decisions we make in our lives. But where can we go 

Risk assessment is a valid and important scientific discipline, but the
uncertainty in this process tends to be forgotten. Unfortunately, ignoring 
uncertainty has serious results: errors of interpretation, communication of 
misleading information, even dissemination of deceptive statements. The 

an absolute number. It can be presented as a rate, a probability, or the cause 

common-place, proper interpretation of health benefit and risk values is
essential.   

pret health benefit and risk values objectively, and to give the reader an 

will be an explanation of the uncertainty inherent in the assessment of health 

characterization can dramatically alter how those benefits and risks are

understanding and appreciation of the risk assessment process. Included 

perceived. Generally speaking, benefit and risk statements tend to be pre-
sented as if they were authoritative, definitive, and based on clear and
unequivocal evidence. This leads to an illusion of certainty. In this context, 

characterizing certain health benefits and risks. Using the accepted risk
assessment paradigm proposed by the National Research Council, these 
case studies will illustrate which benefit and risk values have merit and 
why other assessments fail to meet basic criteria.   

Are these statements accurate? If so, are they meaningful? The above 

Corporations confronted with risks associated with the presence of envi-
ronmental contaminants incur significant costs. Indeed, risk is an everyday 
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This book was written and designed primarily to assist the public in 

unique, visual presentations to explain the risks and benefits of medical 
screening tests and drugs, as well as the risks associated with exposure to 

and regulatory agencies, politicians, lawyers, engineers, and academicians 

graduate courses. 
 
 

NOTICE:  This book is intended as a reference guide on risk assessment, 

nature in this book is meant to help you make informed decisions about 
your health by providing a more careful and complete understanding of 

treated for a medical condition or are on medication, do not change your 
treatment program without discussing it with your doctor. 

environmental contaminants. This book should also be of interest to pro-

be used as supplemental information for a variety of undergraduate and 

comprehending and interpreting health benefit and risk information. It uses 

fessionals in medicine, nursing, and public health. Government advisory 

should also find this book to be of value. In addition, this book could  

benefits, risks, and uncertainty. If you suspect you need medical treatment, 
you should discuss it with your primary care physician. If you are being 

not as a medical guide to self-treatment. The information of a medical  
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Part I 

_________________ 

The Basics 



1. The Illusion of Certainty 

When scientific uncertainty appears in public science settings, it could 
reduce the perceived authority of science. 

Stephen C. Zehr1 
 
 

We noticed the lump on the back of my seven-year-old son’s calf, just 
below the knee, when he was lying on the living room rug watching 
television. At first we thought it was an insect bite or sting, but we couldn’t 
find a red or elevated spot. Jason Rifkin was not in any pain and had 
absolutely no interest in my wife’s suggestion that we take him to urgent 
care at the hospital “just to be sure.” 

The doctor who examined him wrote a referral to an orthopedic surgeon 
and suggested we make an appointment ASAP. At that point we became 
concerned, though we tried to maintain our composure in front of our son. 
It was Monday and the appointment wasn’t until Thursday. I spent the next 
couple of days reviewing all the medical information I could find that 
seemed to relate to Jason’s lump. 

What struck me, more than anything else, was the uncertainty associated 
with diagnosing this condition. The range of possibilities was vast. It could 
have been a cyst (one of four or more types), a benign adipose tumor, a 
fatty deposit, a reaction to an infection – or it could have been a cancerous 
growth.  

Each scientific article I read indicated that there were probabilities and 
risks of the lump being one thing or another. It became evident that it would 
be hard to predict or define, with any degree of certainty, the origin or 
nature of this lump. Nevertheless, I jotted down the possibilities and some 
notion of a risk level for each one. I thought we were now prepared to 
discuss the situation with the doctor, and I was relatively sure he would be 

3
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able to explain the lump once he had a look at it. After all, he was an 
expert, a specialist, and came highly recommended.  

The surgeon examined Jason and said that it was most likely a fluid-
filled cyst, but without surgery he couldn’t be sure. That was 27 years ago; 
today a noninvasive test, such as ultrasound or a magnetic resonance 
imaging (MRI) scan can help distinguish a simple cyst from other more 
serious possibilities. He ruled out any association with the bone but couldn’t 
rule out cancer, and said the lump could cause problems if it continued to 
grow. In spite of all the uncertainty, he told us that the only reasonable 
option was surgery, and it should be scheduled ASAP. He took the time to 
answer all of my questions about options other than surgery and went on to 
say that surgical removal of the lump involved risks and potential compli-
cations, including permanent nerve damage. 

We were about to say, “Go ahead, whatever you think best.” After all, 
here was a trained medical practitioner giving us advice about one of the 
most important things in the world to us: the health of our son. How could 
we disagree? What did we know? But it just felt wrong. There were 
lingering questions about the insistence on surgery and who should make 
the decision.  

In spite of all the uncertainty, the doctor’s recommendation for surgery 
was unequivocal. He seemed to be convinced that this was the way to go. 
Or maybe he felt we needed the reassurance of a no-doubt-about-it response, 
as is the case with many patients. According to Dr. Atul Gawande, “The new 
orthodoxy about patient autonomy has a hard time acknowledging an 
awkward truth: patients frequently don’t want the freedom that we’ve given 
them. That is, they’re glad to have their autonomy respected, but the exercise 
of that autonomy means being able to relinquish it.”2  

You might assume that, in a case like ours, a physician recommending a 
course of action would base that decision on an understanding of tumors,  
as well as the physiology, morphology, and pathology of bones, nerves, 
muscles, tendons, and ligaments in my son’s leg. In fact, his recommen-
dation had little to do with any of these factors. Rather, it was based solely 
on his assessment of what type of intervention constituted an acceptable 
risk. A second or third medical opinion would most likely be based on the 
very same thing. 
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The need for surgery was far from being a clear-cut decision, like getting 
a shot of an antibiotic for a bacterial infection would have been. There 
were too many unanswered questions related to risks, too many basic 
issues which should have been raised. What was the probability that the 
lump was benign? What were the chances it was malignant? How did the 
cancer risks compare with the risks of surgery? Who should determine if a 
risk is acceptable? When there’s a high level of uncertainty, as in our case, 
can an evidence-based decision be made? What is the risk in absolute 
terms? What is the risk in relative terms? What’s the difference between the 
two? 

The scientific literature was in agreement that this lump was most likely 
a benign cyst, which would disappear over time. But the real issue was the 
risk of cancer and how to weigh that against the risks of surgical 
complications. 

Look at it this way: hypothetically, 

• if we suppose that 1 out of every 1,000 operations results in permanent 
nerve damage, 

• and that 1 out of every 1,000,000 lumps on children’s legs turns out to 
be cancerous, 

• then the risk of an adverse event is 1,000 times greater if you elect to 
have surgery. 

This kind of information is critical for making an informed decision, but 
our orthopedic surgeon didn’t seem to see it that way. At least he didn’t 
see fit to share his views on this matter when we met with him. As a 
scientist, I couldn’t figure out why not. 

Without really thinking, I asked the surgeon, “What would you do if 
your son had the same condition?” 

He stared back at me for a moment, unable to answer. His hesitation 
gave me the confidence to say, “We’ve decided not to opt for surgery. The 
risk of complications is too great. Based on our research, we think it’s 
probably a cyst and, in all probability, it will disappear.” 

The surgeon was taken aback and told us in no uncertain terms that this 
was not our decision to make. He would have the final say in this matter. 
When we respectfully disagreed, he went on to advise us that we would be 
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solely responsible if complications arose as a result of our decision. I 
thanked him for his time, and Jason, my wife, and I went home. 

For months after that day in the doctor’s office, I had sleepless nights, 
misgivings about our decision, contentious discussions with my wife, and 
anxiety about the potential consequences of our choice.  

The Growing Reliance on Risk Assessment 

For many health problems, the decision on how to deal with them is a 
simple one. There’s a reassuringly high level of certainty, made possible 
by major advances in medicine and in our understanding of the impacts of 
exposure to environmental contaminants. For many serious diseases, the 
causative agents have been clearly identified and then either contained or 
eradicated. Books such as Rachel Carson’s Silent Spring3 increased public 
awareness of the human health and ecological risks from contaminants in 
air, water, soil, and sediments. This awareness led to the passage of long-
overdue legislation and regulations designed to protect public health and 
the environment. 

As medical and environmental health concerns were addressed and 
major discoveries allowed us to reduce illness and improve the health of 
ecosystems, expectations became very high. The public, as well as politicians, 

gained momentum, but as the focus turned to chronic debilitating diseases 
such as heart disease, cancer, and diabetes, and to the effects of low levels 
of environmental contaminants like dioxin and PCBs, the results were less 
clear. These were murkier waters. Precise cause and effect relationships 
were not evident. Unverified theoretical models, rather than direct obser-
vation, were used to evaluate problems. In short, the level of uncertainty was 
rising, and it was severely limiting our ability to make confident decisions 
regarding health issues. 

The scientific, regulatory, and medical communities have been forced to 
turn to an analytical technique known as risk assessment for answers. 

anticipated continued success. But science couldn’t keep up with the expect-
ations. The search to find cures and to improve environmental quality
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When cause and effect cannot be delineated clearly, risk assessment is a 
way to navigate in this “iffier” territory. 

The concept of risk is easy to understand. It is, simply, a possibility. Not 
a sure thing, not a certainty, but something that might happen or bring 
about some result. High probability equates to high predictability and 
makes an event more likely. Low probability equates to low predictability 

the outcome is uncertain. 

discussing risks, doctors and other authorities needed to explain uncertainty 
to patients and communities. Unfortunately, this has rarely happened. The 

The public has not been properly educated and informed about uncer-
tainty, so when medical or environmental options are presented, people are 
not equipped to make evidence-based decisions. Today, we are in a 
position where millions of us are being asked to accept medical procedures 
and environmental management practices which are in fact based on 
uncertain scientific findings. And while they may come recommended by 
the authorities, these recommendations reflect someone else’s deter-
mination of what risk is acceptable or unacceptable for us. In effect, 
decisions are made for us. What’s more, those decisions are often less fact-
based than we are led to believe. 

This is not an outright condemnation; risk assessment is a valid and 
important scientific discipline. But the uncertainty in the process tends to 
be ignored. As a result, errors of interpretation are common, and the 
dissemination of misleading or even deceptive information is widespread. 
The chance of a health benefit or risk continues to be reported using terms 
with specific meanings that few people really understand, such as relative 
numbers, absolute numbers, rates, risk factors, death benefits, probabilities, 
and cause and effect. And as more emphasis is placed on chronic debilitating  
 

reasons are manifold, but probably relate to our need for answers. Uncertainty

From the start, this uncertainty inherent in the risk assessment process 

scientists, physicians, and drug companies try to respond by giving us what

has been problematic. Risk assessment specialists pointed out that, when 

causes anxiety, particularly when it involves our health. Environmental

and makes an event less likely. But high or low or anywhere in between, 

we want, but the uncertainty often gets lost in the process. 
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diseases without clearly defined causes, these descriptions of health bene-
fits and risks – undefined and without complete documentation or even suf-
ficient supporting evidence – will appear more and more frequently in 
coming years. 

Since risk assessment is becoming so commonplace, it is essential to 
learn how to interpret health benefit and risk values properly. Though we 

can address these difficult issues. 
About six months after our meeting with the orthopedic surgeon, my 

wife and I were startled by a cry from the backyard, where Jason was 
playing with a couple of friends. One of them had accidentally landed on 
his leg, the one with the lump. The bad news was that it hurt. The good 
news was that the lump was gone. It was, indeed, a harmless Baker’s cyst 
which had broken and released its fluid. 

When we saw the doctor one last time, he acknowledged that my wife 
and I had made the right decision. However, he added that if he were 
confronted with the same situation in the future, he would recommend 
surgery again. I suggested that an objective discussion about risk factors 
and acceptable risk would be helpful. He thanked me for my views. 

What are the Real Risks of Dioxin? 

The phone call was from Spencer, a colleague who was the CEO of a 
department store chain headquartered in the Midwest, and he sounded a bit 
frantic. He had just read an article in the local newspaper about airborne 
dioxin releases from a nearby waste recovery facility. The state regulatory 
agency had assessed the situation. The risks, according to the article, were 
200% higher than the Environmental Protection Agency’s (EPA) acceptable 
limit for this cancer-causing contaminant. He was concerned about how  
the release of this carcinogen might affect his son. Since birth, his two-
year-old boy had been beset with breathing problems and seemed more 
prone to illness than most. Spencer’s question to me was, “What does this 
mean, and what can I do about it?”  

may often shy away from making decisions about our health or the envir-
onment, we really do need to understand risk and uncertainty so that we
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I explained that the EPA had established acceptable risk levels for 
carcinogenic contaminants. These levels were not based on science, but 
rather on value judgments by the EPA regarding what constitutes an 
appropriate level of risk for exposed populations throughout the country. 
The EPA’s acceptable risk levels were usually adopted by state regulatory 
agencies. The philosophy was to err on the side of safety. Therefore, 
acceptable risk levels, particularly for carcinogens, tended to be quite 
conservative, set low to ensure that they were protective of human health. I 
also pointed out that the inherent uncertainty in the risk assessment process 
should be considered before putting too much stock in any newspaper 
article. 

In most instances, the acceptable risk level for substances like dioxin 
that are known to cause cancer in humans is one additional cancer for 
every million individuals over a lifetime of exposure. (Technically, there is 
no such thing as zero risk as long as a single molecule of a contaminant 
can be detected.) By this definition, a risk of two in a million (commonly 
expressed as 2/1,000,000) is unacceptable. 

Spencer was confused. There weren’t even a million people in his city, 
he said, so wouldn’t the acceptable level of exposure impact less than one 
individual? I told him he was correct. As it turns out, a one in a million 
risk would mean that approximately 300 additional lifetime cancers would 

population, I told my friend that he would be well-advised to stay focused 
on the increased risk to his son. 

already been accounted for in the risk number reported in the newspaper. 
Risk levels incorporate factors such as relative toxicity and adjust acceptable 
exposures accordingly. For dioxin, due to its high toxicity, exposure levels 
are set to parts per quadrillion. For other less toxic contaminants, you can 
be exposed to a much higher level (parts per million, billion, or trillion) 
and still have the same acceptable one in a million risk. 

Frustrated, my colleague asked, “But how does all that relate to my 
son?” I then explained how health risk assessments, both medical and 

particular chemical. While the EPA has to evaluate risk for the entire US 

Spencer had more questions. Isn’t dioxin one of the most potent carcino-

occur throughout the country if everyone in the nation were exposed to the 

gens known to man? The answer was yes. However, this high toxicity had 
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environmental, use relative risks – like the 200% figure in the article 
Spencer read – which almost always distort the picture. 

Environmental regulatory agencies use relative risks to accentuate the 
adverse effects of exposure to environmental contaminants, which is 
consistent with their mandate to err on the side of protection. 

describe the benefits of drugs. Why? One of the objectives of the pharma-

to sound more impressive when relative numbers are used. 

that boost ratings or newspaper sales. 
In all these cases, it would be wise to consider the source and be 

mindful of the agenda of any group that’s communicating about risk. The 
discussion and understanding of absolute risk, relative risk, and uncertainty 

I turned to the subject of dioxin. 
Dioxin is formed as an unwanted by-product when organic chemicals 

and chlorine are subjected to high temperatures in waste recovery facilities, 

such as downstream from pulp mills and in soil. Contamination has forced 
the relocation of families from communities like Times Beach and Love 
Canal. 

Exposure to certain levels of dioxin causes a wide range of effects 
including cancer, changes to the nervous system, reduced immunity, skin 
disfigurement, and modifications to the DNA in the nucleus of our cells. 
Scientists studying dioxin believe that health effects will occur at the part 
per trillion level in body fat. Unfortunately, dioxin is very resistant to 
degradation; it settles on crops and contaminates lakes, streams, and the 
ocean. Spencer then repeated his question, “How does all of this relate to 
my son?”  

I suggested we start with relative risk. If 1/1,000,000 is his state’s 
acceptable level of risk for carcinogens, then 3/1,000,000 is expressed as  

Furthermore, relative risks are almost always used in news reports relat-

On the other hand, pharmaceutical companies use relative numbers to 

ing to health risks, perhaps because they result in more sensational stories 

ceutical industry is to sell more drugs, and the benefits of those drugs tend 

pulp mills, and factories that produce PVC plastic and chlorinated herbi-

are essential to objective decision-making. With this in mind, Spencer and 

cides. Improper releases can result in contamination near these sources, 



1. The Illusion of Certainty  11 

a relative risk of 200%. That’s because relative risk is a comparison of the 
numerators in the two fractions, and 3 is 200% greater than 1. 

We then turned to absolute risk, which is a much more appropriate and 
meaningful way to measure health risks for individuals like Spencer’s son. 
Using the same dioxin numbers, the absolute increase in risk would be 
0.0002% (see Chap. 2 for how to calculate absolute risk) – not a very 
significant difference. So even though dioxin is very toxic, exposure levels 
were low enough in Spencer’s city that the rate of increase in health effects 
would be miniscule. What’s more, as I explained to Spencer, the uncertainty 
in the EPA’s risk assessment was very high. As a matter of fact, the dioxin 
release might not increase the risk of cancer at all. According to the EPA 
cancer guidelines document, there is an equal probability that the risk  
is zero. 

Finally, I referred to an article in Science magazine written by William 
Ruckelshaus and published in 1983.4 The former EPA Administrator dis-
cussed how risk assessment suffers from fundamental uncertainties: 

• The actual mechanisms that cause cancer and other hazards are largely 
unknown 

• It is difficult to extrapolate what might happen at very low doses from 
an experiment that only examines the effects of relatively high doses 

• Humans may not be affected in the same way as test animals are 
• It is not always practical or possible for experiments to determine latent 

effects and latency periods 
• Some individuals will be more sensitive to adverse effects, while others 

will be more resistant 
• Exposure to more than one substance at once could have synergistic or 

co-carcinogenic effects 
• It is hard to assess past and present exposure levels and dispersion 

patterns for contaminants 

In short, he asserted that there are uncertainties in virtually every area of 
required knowledge.4 More than twenty years later, the situation remains 
essentially the same. 

Spencer wondered why this kind of information isn’t communicated by 
the state and federal agencies regarding health risks. He wondered why the 
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local journalists weren’t more rigorous in their reporting. He wondered, 
most of all, how people throughout the country could be expected to make 
health decisions based on unverified assumptions and an unacceptably 
high degree of uncertainty. 

The Illusion of Certainty 

Risk assessment is a relatively new and evolving scientific tool. While risk 
analysis can be used to make general predictions regarding health risks and 
risk factors, we must always be aware of its limitations. Risk numbers are, 
by definition, uncertain and based on value-laden assumptions and 
ambiguous models. Unlike accurate predictions in the physical sciences, 
risk values commonly vary by orders of magnitude, i.e., factors of ten, and 
are misleading if the uncertainty associated with them is not made clear. 
The perception is that the benefits of a medical action or an environmental 
cleanup are known with certainty. For various reasons, discussed in this 
book, this is not always the case. 

Medical health and environmental health risk assessments are conducted 
by different groups and institutions that use different formats and methods 
to communicate about risk. With few exceptions, attempts to have these 
groups work together have been unsuccessful. Currently, if the health risks 
are associated with cholesterol levels, smoking, or the presence of prostate 
proteins in the blood, then risk analysis is assumed to be under the 
jurisdiction of the medical community. If, on the other hand, health risk 
concerns relate to cancer, non-cancer effects, or ecological risks from 
exposure to contaminants, then the EPA and state regulatory agencies are 
the primary sources of advice and guidance. Unfortunately, although both 
of these groups apply similar risk assessment principles for assessing 
health risks, neither of them systematically includes an explanation of the 
uncertainty in their evaluation of risks, and neither provides a clear 
explanation of relative and absolute risks. 

The purpose of this book is to provide the reader with an understanding 
and appreciation of the risk assessment process, the ability to interpret 
health benefit and risk values objectively, and the means to use this 
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information in making critical decisions regarding health risk factors. All 
too often, health benefit and risk statements are presented as if they were 
authoritative, definitive, and based on clear and compelling evidence. The 
result is what we call the illusion of certainty.  

Roadmap 

A brief roadmap for this book is provided here to guide the reader through 
the content and organization of the topics. The first part (Chaps. 1-5) 
focuses on background information, on the process of how health benefits 
and risks are characterized, and on the associated uncertainty. Examples 
demonstrating the benefits from mammograms and the risks from dioxin 
exposure appear in Part One. 

The first few chapters set the stage for the second part, containing the 
essence or “meat” of the book: case studies that clearly summarize the 
health benefits and risks associated with medical screening tests, drugs, 
and environmental contaminants. In these chapters, an innovative and 
straight-forward visual aid is used to demonstrate the benefits from pro-
state and colon cancer screening and statins, as well as the risks from 
smoking, elevated cholesterol, VioxxTM, chlorinated drinking water, and 
radon. Part Two also contains chapters on the uncertainty inherent in 
ecological risk assessment, with Asian oysters and chromium as examples. 
The authors have first-hand experience with many of the issues and 
situations presented in these case studies. 

The third part concludes the book with two perspectives on how risk 
assessment is relevant in our everyday lives. The first of these chapters is 
by guest author Bob Sheff, MD. Dr. Sheff is a radiologist and was an 
administrator for one of the largest medical managed-care systems in the 
United States. His chapter emphasizes why it is critically important for 
patients to develop an understanding of how health benefits and risks are 
characterized and communicated. 

Certain sections within the first few chapters describe theory and 
terminology, and may take a little longer to grasp than the more visual case 
studies. While these sections are not essential to the practical examples, 
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they do lay the foundation for understanding the origin of the data and 
concepts in the case studies, which may be read in any order. Even if you 
do not read this book from cover to cover, we believe you will find the 
discussion in the final two chapters particularly informative. 



2. Cause and Effect vs. Risk Factors 

Risk estimates are even more important in evaluating screening and 
preventive care, since individuals are counseled to seek these services. For 
this counsel to be ethical, not only must the action not be harmful, but it 
must have a reasonable chance of benefiting the person. 

Lester B. Lave1  
 
 
Alice went to see her doctor for her annual physical. Noting that Alice was 
now in her forties, her doctor recommended that she get a mammogram. 
But Alice said she wasn’t sure she wanted to do that. She had read that 
some experts questioned whether the benefits of the procedure were worth 
the inconvenience, discomfort, costs, and potential adverse effects from 
intervention, like radiation or biopsies. Before making a decision, she 
wanted more information. Only in the best of all possible worlds would 
Alice’s doctor take the time to discuss all of these issues fully, but let’s 
assume she did. 

She told Alice that a mammogram is only a screening test designed to 
detect abnormalities – lumps – in the breast. She explained that if a lump 
were found, further testing might be necessary to see if it correlated to 
breast cancer. The presence of a lump would not mean that she had breast 
cancer, just that additional procedures might be required. In other words, 
there is no cause and effect relationship because the presence of a lump in 
the breast is not always associated with cancer. 

Seeing that Alice was listening intently, this exemplary doctor 
continued. 

15 
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Cause and Effect 

The doctor explained that when there are two events, with the first con-
sistently resulting in the second, scientists recognize them as cause and 
effect. The cause makes something happen. The effect is what happens. 
She gave Alice some medical examples: 

• HIV is the cause, AIDS is the effect. 

• A type of parasite called a plasmodium is the cause, malaria is the 
effect. 

of certainty that a disease will occur if the agent known to be causative is 
present. By definition of cause and effect, the disease-causing agent must 

diagnosis, and intervention is almost always warranted. 
A number of cause and effect relationships have been confirmed. The 

presence of adequate levels of certain environmental contaminants (like 
asbestos) or specific infectious agents (such as bacteria or viruses) has 
been directly linked to specific diseases or health effects. Unfortunately, 
that’s not the case with many chronic conditions, including cancer. 

Establishing causality for cancer is problematic because cancer doesn’t 
appear immediately after exposure to a cancer-causing substance. It seems 
to require a latency period, and this delay makes it harder – and often 

One typical determinant for causality is exposure to an environmental 

incidence of the disease usually increases as well. But if we can’t quantify 
exposure, it is difficult to determine the relationship between exposure and 

contaminants are very low. In most cases, is it virtually impossible to 
determine the time and degree of initial and subsequent exposures. 

always be present if the effect is to occur. When a specific cause is consist-

• The polio virus is the cause, poliomyelitis is the effect. 

ently linked with a specific effect, there’s little uncertainty about the 

In these instances, medical science has demonstrated with a high degree 

ation when dealing with environmental exposures because relevant levels of 

insult, like a carcinogen. As exposure to the carcinogen increases, the 

disease with any degree of accuracy. We often find ourselves in this situ-

simply impossible – to figure out what caused it. 
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Scientists are more likely to conclude that a particular agent causes a 
particular form of cancer if it can be demonstrated in epidemiological 
studies, which are large, controlled studies of people. But with a few 
exceptions – asbestos exposure causing mesothelioma or radon exposure 
causing lung cancer in miners, for example – we have not yet been able to 
correlate exposure to potential carcinogens with specific types of cancer. 
Without multiple studies showing consistent results that verify causality, 
uncertainty remains. Animal experiments are another commonly used 
approach for determining whether or not exposure to a substance will 
result in cancer. Results from these experiments are used in mathematical 
models to predict the level of exposure which might cause cancer in 
humans, but they often rely on unverified, controversial assumptions that 
leave us with a high level of uncertainty. 

Risk Factors 

If a direct cause and effect relationship cannot be demonstrated between a 
disease and an agent or substance that is present, yet there seems to be a 
statistical association between the two, the agent suspected of being asso-
ciated with an effect is called a risk factor. In other words, a risk factor is 
a biological condition, substance, or behavior that has an association with 
but has not been proven to cause an event or disease. 

With health problems like coronary heart disease, cancer, stroke, and 
diabetes – which typically have long latency periods and no documented 
causative agent – the medical community uses a risk factor approach to 
determine intervention strategies. Yet there is considerable inherent uncer-
tainty when risk factors and risk analysis are part of the equation. Due to 
this uncertainty, we should avoid equating “risk factor” and “cause.” 
They’re simply not the same. Consider these examples: elevated choles-
terol is termed a risk factor but not the cause of coronary heart disease; a 
lump detected in breast tissue is a risk factor but not the cause of breast 
cancer; childhood obesity is a risk factor but not the cause of diabetes. This 
distinction is critically important, since it can be very difficult to prove a 
statistically significant relationship between a risk factor and an effect. 
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Identifying a risk factor is valuable only to the extent that it can be used 
to predict an increased frequency or probability that a particular event or 
disease will occur. So when Alice was told that a lump would be classified 
a risk factor, it meant that a lump in the breast may or may not be associ-
ated with cancer. Her doctor explained that lumps are not necessarily 
cancerous. 

It was becoming clear to Alice that asking the right questions and being 
able to interpret the answers was going to be essential if she was going to 
make an informed decision about having a mammogram. She needed to 
know: 

• How strong is the association between the presence of a lump and 
cancer? 

probability of breast cancer? 
• What is the uncertainty in the studies that have been conducted? 
• Are the benefits of a mammogram worth the time, money, and potential 

negative impacts from intervention? 
• What about the risks associated with radiation from mammograms? 

trivial? 

Ordinarily, people don’t ask questions like these. But they should, since 

Alice was fortunate that her doctor believed in the patient’s right to be 
part of the decision-making process, understood risk analysis, and was 
willing to take the time to explain the basic concepts and answer all her 
questions. The physician proceeded to explain that the widespread use of 
mammograms is designed to reduce the risks and, therefore, the death rates 
from cancer. But, she continued, there is a great deal of controversy sur-
rounding the benefits of mammograms. In fact, a well documented report 
published in the year 2000 by two Danish scientists questioned the 

the answers leave room for people to reach different conclusions, based

• Can that association be used to predict an increased frequency or 

on how they feel about taking risks. Understanding uncertainty and the way

• Why are risks characterized by some as significant and by others as 

health risks are presented is critical to making an informed decision.
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appropriateness of conducting this screening test without first identifying 
the actual benefits and predicted risks.2 

priate medical intervention. 
Alice wasn’t a scientist, and she knew virtually nothing about statistics. 

Was the subject about to get too technical for her to follow? Her doctor’s 
encouragement at this point makes sense for everyone: 

It may get a little complicated, but in a relatively short time you will be 
able to master what you need to know to make an informed decision. Given 
the importance of this matter, it’s worth the effort. 

Absolute Risk versus Relative Risk 

As Alice’s doctor told her, if you understand the concepts of relative risk 
and absolute risk, and nothing else, you’ll be amazed at your newfound 
ability to interpret newspaper articles and TV reports on drug and diet 
benefits, risks, and the value of screening tests like mammograms. 

Absolute risk is your risk of developing a disease over a specified period 
of time. Absolute risk is generally calculated for chronic diseases and can 
be expressed in different ways. For example, if it has been determined that 
1 person in a 100 will get a disease, this can be expressed as a 1% absolute 
risk, a 0.01 absolute risk, or a 1 in 100 absolute risk. 

Absolute risk reduction (ARR) is the difference between the absolute 
risks in two groups. One way of expressing the ARR is as a percentage 
death rate. For example, ARR could refer to differences in breast cancer 
death rates between two groups of women: those who get and those who 
don’t get mammograms over a period of time (typically in the range of five 
to fifteen years). 

Unfortunately, absolute risk and ARR values are rarely provided to the 
public. Instead, when we hear about health risks or risk reduction, we’re 
actually hearing relative numbers. Relative risk reduction (RRR) uses the 

all of these approaches may be scientifically legitimate, the misinterpret-

The public hears about health benefits and risks from many sources, and 

ation of some of the statistical relationships involved can lead to inappro-

there are a number of different ways to talk about their significance. While 



20   The Illusion of Certainty 

ratio of two absolute risk numbers to measure how much the risk is 
reduced in one group compared to another group. With RRR numbers, the 
absolute risk levels for the two groups are not communicated. This is a 
serious problem, because relative and absolute numbers can give very 
different impressions, and you must have absolute risk information in 
order to make an informed decision.  

Calculating relative risks and the relative risk reduction (RRR) is a valid 
statistical method, but it tends to distort the benefits to individuals when it 
is used to explain health risks. The real benefit is usually much smaller 
than it may appear. The benefits of screening tests, including mammo-
grams, are almost always presented in relative terms. The RRR approach 
may be helpful to scientists and public health officials, but patients are not 
really among the beneficiaries. Since RRR is used by drug companies, the 
media, physicians, and others to characterize health risks, it’s important to 
understand how it differs from absolute risk. Hopefully, the following 
hypothetical examples will make this clear. 

A Hypothetical 5-Year Diabetes Drug Study 

• A hypothetical study investigated the effectiveness of a drug in reducing 
deaths from complications due to the onset of diabetes. The study group 
consisted of twenty thousand men, all of whom had diabetes. 

• Ten thousand men were given the drug and the other ten thousand were 
given a placebo. The study went on for five years. 

• By the end of the 5-year study, one individual in the experimental group 
(given the drug) had died of diabetes. In the control (placebo) group, 
two individuals died of diabetes. 

• The absolute risk reduction (ARR), in terms of the percentage death 
rate, is the difference in death rates for the two groups. For the group 
given the drug, the death rate was 0.01% (because 1/10,000 = 0.01%). 
For the control group, it was 2/10,000 (because 2/10,000 = 0.02%). 
When you subtract 0.01% from 0.02%, the answer is 0.01%. So the 
ARR is 0.01%. 
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• Another way to look at these results is to say that of 10,000 diabetics in 
a room, only one would benefit from receiving this drug over a 5-year 
period. 

Unlike absolute risks, relative risks and RRR are, by far, the most 
common and widely used methods for characterizing health risks. These 
are the values you hear and see in the media. In this example of a diabetes 
drug study, this would mean comparing the number of individuals who 
died in each of the two groups. To calculate relative risk reduction you 
would compare the 2 in 2/10,000 and the 1 in 1/10,000. The reduction is 
from 2 to 1; there is one fewer death in the group receiving the drug. Since 
this difference of 1 death is 50% of the 2 deaths observed in the control 
group, the relative risk reduction or RRR is 50%. 

Same study. Same actual results. Expressed as 0.01% ARR or as 50% 
RRR. Quite a difference! Being told that taking a drug will halve your 
chance of dying sounds much better than being told that taking a drug 
would change the death rate by 0.01%, or that one person out of 10,000 
would benefit over a 5-year period! 

To make her point about the problem even clearer, Alice’s doctor posed 
a variation on this hypothetical case. What if the drug was used to treat a 
rare disease rather than diabetes? Assume the death rate without the drug is 
2 out of 1,000,000 and with the drug is 1 out of 1,000,000. The absolute 
percentage rate difference is now 0.0001%, but the relative risk reduction 
is still 50%. The calculation of this RRR is statistically valid, but the 
chance of benefiting from the drug is literally one in a million! 

The Number Needed to Treat 

Alice understood everything so far and was ready for the next technical 
term: the number needed to treat (NNT). This term is used frequently in 
the medical literature and refers to the number of people who need to be 
treated in order for one person to benefit. 

Let’s suppose that 4 out of 100 people will normally become victims of 
a particular disease. A pharmaceutical company reports that a new drug 
reduces the relative risk of getting the disease by 25%. This means that of 
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the original 4 victims, one will be spared if all 100 take the new drug (25% 
of 4 = 1). 

Here is another way to look at the situation: on average, in a group of 
100 people who don’t take the drug, 4 will get the disease. In a group of 
100 people who do take the drug, only 3 people will get the disease. 
Therefore, 100 people need to take the treatment for 1 person to benefit. 
The NNT is 100. 

How to Characterize Risks 

After hearing these examples, Alice wanted to apply her new knowledge 
and determine if mammograms would be appropriate for her. She still 
wanted advice and guidance from her physician, but she now realized that 
she would need to make the final decision based on her own perception of 
acceptable risk. Her doctor cautioned that before making this decision she 
needed to learn more about uncertainty and the different ways to charac-
terize, or define, risks. The lesson continued. 

Let’s say a man reads a report from one of the major wire services in his 
local newspaper indicating that a new drug reduces the risk of getting heart 
disease by 50%. Since his father had heart disease as a relatively young 
man and he is overweight, he’s tempted to buy and take these pills. His 
wife suggests he investigate the claims of risk reduction a little more 
closely. 

The study group consisted of 1,000 men who received the drug and 
another 1,000 men who didn’t receive any treatment. In the group receiving 
the treatment, two individuals were diagnosed with heart disease during 
the eight-year study. In the control group, four individuals got heart disease. 
This represented a 50% RRR (2 is 50% of 4; compare the treated group to 
the control group) and a 0.2% ARR (4/1,000 = an absolute risk of 0.4%; 
2/1,000 = 0.2%; 0.4% minus 0.2% = 0.2%). As is often the case, the drug 
company only advertised the RRR of 50%. According to the study, there 
were also a number of serious side effects associated with taking the drug 
that included possible liver damage, muscular problems, and impotence.  
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He can’t find any written information presenting the risks and benefits 
in a meaningful way that would help him make his decision. He realizes 

He decides to ignore the RRR value and focus on absolute risks instead. 
With his doctor’s help, he finds out that there is a 3 in 1,000 chance of 

on prescription labels). Therefore, while the risk of getting heart disease 
would be decreased to 0.2%, the risk of serious complications would be 
0.3%. A heart attack could be fatal. The side effects would be less likely to 
be fatal. He also has to factor in the prohibitively high cost of the drug. It’s 
a tough decision, but at least he has a factual basis for making an informed 
choice. When patients understand the real potential benefits of a drug or a 
procedure, they may be better able to decide if it is appropriate to forgo a 
treatment that may not only be expensive but also have unwanted or 
dangerous side effects.  

Returning to the subject of Alice’s mammogram, her doctor referred 
back to the Danish study in 2000. Its authors found essentially no meaning-
ful decrease in breast cancer deaths in Sweden, where mammograms to 
screen women for breast cancer had been recommended since 1985. 
Furthermore, their article stated that “screening for breast cancer with 
mammography is unjustified.” 2 

mammograms in the late 1970s and early 1980s and a comparison group of 

cancer were calculated over a twelve-year period. The death rate for the 
group that had mammograms was 0.4% (511 died of breast cancer) and for 
the control group, 0.5% (584 breast cancer deaths). The ARR is the differ-
ence between 0.5% and 0.4%, or 0.1%. This meant that 1,000 women 
would have to get mammograms biennially for twelve years in order to 
prevent one single death from breast cancer. It was on this basis that the 
authors recommended that mammography screening was not justified.2 

In light of this information, Alice wanted to know why mammograms 

on both sides of the issue, some agreeing with the Danish scientists and 

that the payments for this drug will be a burden. What should he do? 

developing serious side effects (which are often termed “contraindications” 

This statement was based on results from 129,750 women who had 

117,260 women who did not have mammograms. Death rates from breast 

are routinely recommended to millions of women every year. Her physi-
cian explained that there have been numerous articles in the last five years 



24   The Illusion of Certainty 

others refuting their findings. Many scientists questioned bias in the studies 
selected for their analysis, and others questioned the experimental design 
of the analysis itself. On the other hand, equally prominent scientists have 
fully concurred with the finding that mammograms are not warranted.  

Much of the controversy centered on the characterization of risk. Alice’s 
physician asked her to use her new knowledge to calculate the RRR, using 
data reported in the study. Alice had learned her lesson well. She said that 
the difference between 0.5% and 0.4% was 0.1%; and that 0.1 was 20% of 
0.5. Therefore, the RRR demonstrated a 20% relative death benefit among 
women who have had mammograms. The difference between a 20% RRR 
and a 0.1% ARR sounded dramatic, even though both numbers described 
the same information.  

Using exactly the same data set, Fig. 2.1 demonstrates the rather striking 
differences in characterizing risk when using RRR and ARR. Using RRR, 
patients would be told that women who have biennial mammograms are 
20% less likely to die of breast cancer. Using ARR, a patient would learn 
that there is a 0.1% reduction in the breast cancer death rate for women 
who have biennial mammograms, and that the NNT is 1,000. When event 
rates are low, ARR becomes smaller. RRR often remains constant. This is 
yet another reason to question the value of relative risks.  

Her doctor then cited another case, which involved the characterization 
of risks and benefits from taking the drug tamoxifen. News headlines like 
“Tamoxifen Cuts Breast Cancer Risk by 50% in Healthy Women!” were 
proclaiming the drug. Of course, the media reported the RRR. In the actual 
medical study, less than 2% of women taking tamoxifen got breast cancer, 
and less than 3% of those taking the placebo got breast cancer. The 
absolute rate difference was about 1%.3 

Alice now understood how important it was to know the absolute risk 
values when making a decision based on risk analysis. But she wondered if 
there were other factors to consider on the risk side of the equation. What 
about radiation risks, or risks from associated procedures like biopsies? 
What about the uncertainty in the large studies that served as the basis for 
the characterization of risk? 
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Fig. 2.1. The bars in both graphs represent the percent death rate for women in 
Swedish mammography trials. It is obvious that graphs A and B represent the 
same data, which are used to calculate both absolute risk reduction and relative 
risk reduction. A. Absolute Risk Reduction (ARR) is 0.1%, B. Relative Risk 
Reduction (RRR) is 20% 
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Alice’s doctor told her that her questions were well-founded, but that 
she was not aware of any report combining all of these factors to determine 
overall risks from mammograms. 

Radiation from repeated mammograms is a real concern. Although 
dosage levels have been reduced thanks to modern equipment, screening at 
an early age and frequent examinations would increase radiation dosage 
and, perhaps, the chance of cancer. Whether that increased chance would 
meaningfully impact the ARR is unclear.  

Her doctor then addressed Alice’s question on associated and potentially 
unnecessary procedures. Doctors will order a number of “additional tests” 
for every 10,000 mammograms given to healthy women. These include 
358 breast examinations by ultrasound, 104 “aspiration” biopsies (where 
fluid and cells from the area of the breast with the abnormality are removed), 
and 209 surgical biopsies (removal of part of the breast containing the 
abnormality). As it turns out, the majority of the “abnormal” mammo-
grams will prove to be false positives, and only about 25 of the women 
will have breast cancer.4 The bottom line was that the risks from these 
procedures didn’t seem to be reflected in the ARR either. 

The doctor thought that Alice’s point about uncertainty in the large 
epidemiological studies of hundreds of thousands of women was a very 
important one and merited some additional discussion. While it is generally 
agreed that there is less uncertainty when studies involve people rather 
than animals, there are still many areas that can be problematic. Were there 
enough people in the control and experimental groups? Was the analysis 

Was bias identified and addressed properly? And so forth. 
The design of the study, how it is conducted, how the results are inter-

preted – these are all areas of potential uncertainty. Without a description 
and explanation of this uncertainty, it’s difficult to characterize absolute 
risks accurately. 

Risk characterization is designed to bridge the gaps between doing a risk 
assessment, choosing risk control options such as medical intervention, and 
determining acceptable risk, i.e., risk management. Theoretically, risk 
characterization describes the risks both to individuals and to populations, 

conducted in a rigorous manner? Was there an appropriate statistical evalu-
ation of the data? Was there a description of the statistical methods used? 
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communicates the results of the risk assessment, develops clear and implicit 
statements of strengths and weaknesses, and evaluates the overall quality 
of the assessment. In characterizing health risks, care must be taken not to 
trivialize or exaggerate risks. Perhaps most important, the objective charac-
terization of risk requires that numerical estimates never be separated from 
the descriptive information about uncertainty, because numbers tend to 
take on a life of their own. 

We want to believe that diagnostic tests must be beneficial. But this 
view does not always properly weigh the merits of a test against other 
factors, such as side effects and the consequences of false positive results. 
Deciding what level of risk is acceptable should involve a value judgment 
on the part of the patient. 

Alice now understood what she really needed to make an informed deci-
sion, so she asked her doctor for objective, written information including 
charts, which would compare individual and population risks and discuss 
absolute risks, absolute risk reduction, decreased life expectancy, risks 
from intervention, uncertainty, and overall benefits from mammography. 
Apologetically, the doctor said she didn’t know where to locate that 
information and doubted whether it could be found in any one place. It was 
clear to both Alice and her doctor that it would be extremely helpful if 
health risk assessments – including a full and open discussion of uncer-
tainty – were made transparent to the public. Such information would lead 
to more appropriate use of screening tests and a greater understanding of 
drug benefits and side effects. 

Alice decided to postpone any decision on having a mammogram until 
she could track down, review, and interpret all the relevant information. 
Her doctor agreed. 

Summary 

It has been estimated that 30 million mammograms are done in the US 
each year. During the past five years, there have been dozens of articles in 
reputable, peer-reviewed medical journals addressing the central question: 
is screening for breast cancer with mammograms justifiable? There are 
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many different views on the subject, but one thing is clear – it is a con-
troversial issue. 

It is likely that a large percentage of women will be satisfied to take the 
recommendation of their physicians and continue to have annual or bien-
nial mammograms. It is also reasonable to assume that many women 
would want to know more about the risks and benefits of mammography 
before making a decision about having the test. Unfortunately, at present 
patients are not given the information they need to make an informed 
choice. And in most cases they don’t even know what they’re missing. 
Risks and benefits associated with screening tests and medical intervention 
in general are almost always characterized in terms of RRR. As a result, 
reports in the popular media, medical literature, and pharmaceutical adver-
tisements often make the benefits seem far more impressive than they 
really are. 

While RRR is a useful yardstick for research scientists, it should not be 
used by the public to assess the risks and benefits of screening tests. Far 
more weight should be given to ARR values. 

ARR is the simple difference between event rates, such as death rates. If 
the reduction in absolute risk is communicated, patients can easily deter-
mine the number of individuals who would have to be screened for one 
person to benefit, known as the number needed to treat (NNT). This may 
well be the most meaningful reference point for patients interested in being 
involved in the decision-making process. RRR values do not provide any 
insight into this very important measure of risk. 

In the case of mammograms, the absolute risk reduction is 0.1%, which 
means that the NNT is 1,000. Using ARR, patients would be told that there 
is a 0.1% reduction in deaths among women who have biennial mammo-
grams when compared to those who have not had biennial mammograms. 
Therefore, 1,000 mammograms would have to be given in order for one 
person to benefit. 

Additional information on other risks from intervention, including biop-
sies, radiation, false positives, and false negatives should also be provided 
to women who are facing a decision on whether or not to have mammo-
grams. A woman would then be in position to consider all the risks and 
weigh the odds that she would be the one individual in 1,000 to benefit 
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from biennial mammograms. Would she make the same decision if the 
NNT were 100,000? What if it were 10? The decision would be personal, 
and it would depend on how risk-averse that woman was. What’s right for 
one woman might not be right for another. 

In light of this situation, the medical community should provide women 
with an accurate assessment of the harm and benefits from screening 
mammography, even if this means acknowledging the overall uncertainty 
in assessing this health risk. Different individuals may well prefer different 
options when it comes to choosing a treatment based on a risk assessment. 

Given the large numbers of women who might welcome and benefit 
from this kind of educational material, it is difficult to understand why it is 
not already being provided routinely. Whatever the reason, it leaves 
women today with two choices: go along with the status quo, or demand 
objective information from their doctors regarding the risks, benefits, and 
uncertainty associated with mammograms. 



3. Reframing the Debate 

First of all, the obvious should be stated. For scientists, science communi-
cation with a lay audience is almost always a secondary issue. 

Christine Russell1 
 

 
The general public is faced with a difficult and perhaps even insurmount-
able task: find and decipher objective information about health benefits 

mental issues. 
Why is it so hard? Because, although there are plenty of articles and    

of exactly what should be done. The complex technical information is not 
translated into a straightforward, simple format that presents the uncer-
tainty, risks, and benefits associated with screening tests, environmental 
risk assessments, and drugs for treating chronic ailments. The public is left 
to sift through contradictory information to find the most “meaningful” 
health benefit and risk statistics presented to them by experts. 

It’s all a matter of “framing.” We’re all familiar with the importance of 

in different ways, it also leads physicians and patients to make different 
choices. They will tend to accept risks when information is presented posi-
tively (e.g., in terms of survival), but not when findings are presented 
negatively (e.g., in terms of mortality). Many patients will accept a drug 
when told there are no serious side effects for 98% of people. But if told 
that 2% of people do experience serious side effects, many of the same   

reports advising people to learn about uncertainty and the differences be-

and risks in order to make the right decisions about medical and environ-

tween absolute and relative risks, there’s virtually nothing giving examples 

swers. Framing not only makes it possible to present the same risk results  
how you frame a question. In this case, the issue is how to frame the an-
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sion.2 
3

Framing health benefit and risk data in a clear and concise format will 
reduce anxiety and controversy and encourage the public to be part of a 
sound, evidence-based decision-making process. Based on our analysis, it 
is not necessary to use intricate equations and numerical data to convey the 
meaning of health risks. Forthright verbal explanations can substitute for 

people to relate health statistics and risk analyses to familiar experiences.  
A paradigm should be developed to portray health risks in an under-

standable and recognizable format. It should not be biased in the direction 
of risk aversion or risk acceptance. It should convey information about the 
differences in uncertainty between situations where cause and effect have 
been established and those where health decisions are based on risk factors 
and risk assessment.  

When health benefits and risks are presented to the public, relative 
numbers and percentage comparisons should be avoided because of their 
distorting effect. Relative numbers can help governmental agencies and the 
medical community understand the national or international incidence of a 
disease. But relative numbers have virtually no value to individuals con-
fronting critical health decisions. The focus should be on absolute benefits 
and risks, absolute risk reduction, and the number needed to treat, because 
these are the most important parameters for individual decisions.  

Finally, people should be able to relate to the visual representation used 
to present uncertainty, risks, and benefits. An easily understood and con-
sistent model should be developed so that health risks associated with  
different diseases or contaminants can be compared and evaluated in the 
context of each person’s level of acceptable risk. We need to reframe the 

not to stop a hypothetical clinical trial. The decisions were influenced by 

patients will refuse the drug. Same data, different framing, different deci-

A 1999 study  analyzed physician-researcher decisions about whether or 

how trial data were displayed and framed. As it turned out, not only does

of risk aversion. 2

ations can be very effective. Data can be framed in a manner that enables 

the presentation make a difference, but it is more likely to bias in the direction

complex data tables and charts. Visual aids depicting recognizable situ-
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illusion of certainty. 

Risk Characterization Theater 

effectively places health benefit and risk information in a familiar format 
that is easy to understand. In order for this model to be successful, it needs 
to include a visual display of data that enables the reader to understand and 
appreciate the outcome of health benefit and risk analyses and the uncer-
tainty inherent in the reported results.  

In other words, the reader should be able to look at an image and be able 
to see the risks and benefits from a screening test (e.g., mammography), a 
drug (e.g., VioxxTM), or a reduction in the level of an environmental con-
taminant (e.g., radon). The selected image should convey the absolute 
chance of benefit or injury, and be able to demonstrate at a glance that a    
1 in 10 risk is very different from a 1 in 100,000 risk.  

It occurred to us that a theater seating chart would be useful. Most of us 
are familiar with the crowd in a typical theater as a graphic illustration of a 
population grouping. With a seating capacity of 1,000, our hypothetical 
Risk Characterization Theater (RCT) makes it easy to illustrate a number 
of important values: the number of individuals who would benefit from 
screening tests, the number of individuals contracting a disease due to a 
specific cause (e.g., HIV and AIDS), and the merits of published risk fac-
tors (e.g., elevated cholesterol, exposure to low levels of environmental 
contaminants). If the necessary information is available, multiple RCTs 
can illustrate the uncertainty associated with the chance of a benefit or risk 
by showing a range of possible outcomes (examples are shown in Chap. 5). 
Ecological risks can also be portrayed using the same theater model. 

We use our RCT to illustrate the specific case studies in this book, but 
we believe it is applicable to a larger set of situations involving health bene-
fit and risk analyses. We use it to represent benefits and risks in a way that 
avoids bias and facilitates understanding. In each instance, absolute risk 

debate by providing informative, empowering materials that shatter the    

Since many individuals concerned with health risks have little or no med-
ical or scientific background, the challenge is to develop a paradigm that  
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(AR) and absolute risk reduction (ARR) will be calculated if the necessary 
data are available. Our primary motivation is to present health benefit and 
risk information to the public in an objective and useful format.  

Mammograms and Breast Cancer 

 

Fig. 3.1. The single darkened seat in the Mammogram RCT represents the 1 
woman out of 1,000 who is likely to benefit from mammogram screening (as per 
the results of the Danish study discussed in Chap. 2) when compared to 1,000 
women who did not have mammograms 

by recognized experts in their field. Since many of these issues are contro-

risk-reducing treatments and interventions. 

sent alternatives to the public. This way, the people who are affected can 
the RCT model will provide those who disagree with a framework to pre-

versial and contentious, we understand that there may be other experts who 

Chap. 2), found that women who have had biennial mammograms have an 

participate in discussions and dialogue with the professionals who design 

Swedish women conducted by two Danish scientists (see discussion in 

The Mammogram RCT (Fig. 3.1) illustrates the benefits of using mammo-

In every case study, the results we present come from research conducted 

grams as a screening test for breast cancer. A comprehensive analysis of 

disagree with the data sets used to determine AR and ARR. Even so, using 
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Our Mammogram RCT is filled with 1,000 women who have had bien-
nial mammograms. The darkened seat represents the one woman out of 
1,000 who would benefit from early cancer detection during mammogram 
screening. The remaining 999 women (99.9%) would not benefit. 

Looking at the Mammogram RCT helps us to imagine the level of bene-
fits from mammography. Considering this level of benefit (1 in 1,000), we 
might suspect that different women could make different decisions about 
how appropriate this screening test is for them. Each woman’s personal 
decision would be based on her own definition of acceptable risk.  

HIV and AIDS 

effect have been established for a serious health problem. 

 

Fig. 3.2. The 500 darkened seats in the AIDS RCT represent the 500 out of 1,000 
individuals who are likely to develop full-blown AIDS within ten years of becom-
ing HIV-positive 

Scientists have estimated that approximately 50% of individuals develop 
AIDS within 10 years after being infected with the HIV virus. The 1,000-

Absolute Risk Reduction (ARR) of 0.1% or 1/1,000 when compared to 
women who did not have mammograms. 

For comparison, let’s use the RCT to illustrate a case where cause and    

seat AIDS RCT (Fig. 3.2) is filled with individuals infected with HIV. The 
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tainty is low and the predictability is high.  

to environmental contaminants. 

Many of the following chapters will include RCTs to illustrate the bene-

cause of AIDS; therefore, HIV is always present when AIDS is diagnosed.  

fits and risks associated with selected screening tests, drugs, and exposure 

darkened seats represent the number of them who would come down with 

tween being infected with HIV and the onset of AIDS. In this case the uncer-

AIDS within 10 years of infection. HIV has been demonstrated to be the 

It is evident from the AIDS RCT that there is a strong correlation be-



4. Assessing Human Health Risks  
from Environmental Contaminants 

We have to expose the assumptions that go into risk assessments. We have 
to admit our uncertainties and confront the public with the complex nature 
of decisions about risk. 

William D. Ruckelshaus1 
 

 
The events and risk assessment results discussed and presented in this 
chapter are accurate in terms of location, organizations involved, analysis 
of data, and interpretation of results. The authors invented the reporter 
and EPA official as a more engrossing way to present this information. 

 
There were over 1,500 irate and concerned people packed into a Northern 
California high school auditorium for a public hearing that would last for 
two and a half days. The purpose of the meeting was to discuss a recently  
released report which described the potential adverse health effects resulting 
from exposure to air emissions generated by two local pulp mills. The odors 
emanating from the pulp mills were certainly objectionable, but the primary 
reason all of these folks attended this hearing was to hear what the “experts” 
had to say about the possible increase in cancer or other diseases. In the 
weeks leading up to the hearing, not a day went by without an article on the 
front page of the local newspapers discussing not only health risks to local 
residents but also the economic implications for the region if the mills were 
forced to close. This was a classic confrontation of jobs versus health and 
the overlying concern of maintaining a quality environment. 

The issues were not unique to this small California town, so what hap-
pened here would be of considerable interest to people throughout the 
country. That’s why the editor-in-chief of a major San Francisco newspaper 

37
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decided to do a series of articles highlighting concerns and impacts for dif-
ferent constituencies. The newspaper sent its chief environmental reporter, 
Joe Phelps, to cover the hearing and get background information from 
groups and individuals with different perspectives. This was the 1980s, a 
time when environmental risk assessment was a fledgling science and cor-
porations were just starting to be held accountable for exceeding pollution 
standards. The stakes were high for all involved. Although there were 
marked differences in philosophy, goals, and objectives, it was generally 
assumed that science would drive the decision-making process. 

Phelps had covered dozens of stories involving potential destruction of 
natural resources and impacts on human health. He understood the need to 
be objective and to avoid allowing his paper’s political perspective to slant 
the way scientific results were presented. This required a rather sophisti-
cated understanding of the scientific issues being debated and the ability to 
communicate complex issues to the general public – skills not all journal-
ists possessed. He also understood that his employer was in the business  
of selling newspapers. This generally meant that the more dramatic and 
earthshaking the news, the better. Even if he could convince his editor that 
anything but a balanced and objective treatment of an issue would be inap-
propriate, the article’s headline would most likely lean to hyperbole and 

Estimating Human Health and Environmental Risks 

Before departing for the hearing, Phelps wanted assurance from his boss 
that he would have a high degree of control over the content of the articles 
and the wording of the headlines. He also asked for approval to research 
the history of environmental risk assessment, the specific contaminants ema-
nating from the pulp mills, and the legitimacy of different and opposing 
perspectives. He was given the go-ahead, even though this would result 
in significant costs to the newspaper. The editor had been around long 
enough to know that there would be a lot of public interest in the issues, 
and that it would be worth it to cover the story thoroughly. 

exaggeration because reporters often don’t get to choose their own headlines.
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As he began digging into the subject, Phelps found that risk analysis and 
risk assessment have been around for a long time, but their application to 
environmental health is relatively recent. Historians believe the first pro-
fessional risk assessors were from ancient Babylon (3200 B.C.) and 
functioned as consultants offering advice on risky, uncertain, or difficult 
decisions in life. Risk assessment has long been practiced in the insurance 
and banking worlds. However, applications to human health and safety 
only began to emerge in the 20th century. Risk analysis is now being used 
to evaluate and manage potential problems on a wide range of issues inclu-
ding natural resource damages and environmental hazards. 

When Phelps arrived for the hearing, it became abundantly clear that the 
stakeholders’ positions spanned the entire spectrum. Those concerned 
about their jobs didn’t think the health risks were real, while those who 
came to the area for the environmental amenities had diametrically opposed 
views. Industry consultants concluded that the risk assessment confirmed 
the absence of an imminent, long-term, or substantial danger from the pulp 
mill emissions, while environmentalists and non-governmental organiza-

straddling the fence. Phelps wondered how these opinions could be contra-
dictory when each party was claiming the use of “sound science” to support 
its own interpretation. Then Phelps remembered something he had read in 
a textbook on environmental science, something that made such a strong 
impression that he never forgot it: if risk assessment is the basis for char-
acterizing human health risks, it would be prudent to assume that a high 
degree of uncertainty is associated with the research results and find-
ings. 

Because the EPA and most other public and private groups conducting 
risk assessments use a “conservative” approach that tends to overestimate 
risks, human health risk assessments seldom approach the level of reliability 
normally expected of scientific findings. Indeed, many estimates are little 
more than educated guesses.2,3 The resulting high level of uncertainty is in 
part due to the application of the “precautionary principle” or so-called 
Wingspread Declaration: “When an activity raises threats of harm to human 

tions sided with the residents who valued the region’s unique natural attrib-
utes. Federal, state, and local agencies appeared to be non-committal and 
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health or the environment, precautionary measures should be taken even if 
some cause and effect relationships are not established scientifically.”4 

The intent of relying on this principle is to help protect human health, 

for significant harm and wasted resources. They have been responsible, in 
part, for a characterization of risks that is often confusing and misleading. 

inability to portray risks accurately from chronic exposures to low levels of 

6

Pulp mill operations have been associated with air, soil, surface water, 
and ground water contamination and very unpleasant odors. These odors 
are classified as a “nuisance” (undoubtedly more than that to those living 
or working near the mills), but other potential impacts to human health and 
the environment are considered to be far more serious. The hearing Phelps 
would cover was focused exclusively on air emissions and the potential for 
increased levels of cancer in the exposed population.  

In order to determine cancer risks to the affected population in Northern 
California from the local pulp mills, data from the US Bureau of Census 
(1980) were used to estimate the current population in the defined study 
area. Then, county growth factors were used to estimate how many people 
would be present in the year 2060. Rather than assume a gradual increase 
in the population, it was conservatively assumed that the year 2060 popu-
lation was present at the time of the analysis and that this population would 
be exposed for a lifetime of 70 years. The affected areas were carefully 
mapped on a grid, and population estimates within that grid were used to 
calculate the potential incidence of cancer. 

Studies concluded that a hypothetical individual’s maximum lifetime 
risk of contracting cancer from a 70-year inhalation exposure to pulp mill 
emissions would be 2 in 1,000,000. In other words, if 1,000,000 people 

contaminants. Risk estimates submitted in the Food and Drug Administration

The resulting risk assessment process has been criticized repeatedly for its 

5

Latin  indicated predictions of the hazards posed by TCE, a drinking water 
contaminant, varied by many millions. This range of variation is the same
as not knowing whether one has enough money to buy a cup of coffee or 

but history clearly shows that “precautionary measures” can also be blamed 

pay off the national debt.6

(FDA) proceedings on saccharin varied by more than a million fold.
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were exposed to these emissions for 70 years, 2 additional people would 
theoretically contract cancer. Phelps noted that this risk estimate was con-
sidered “health protective.” To illustrate this additional lifetime risk with 
the RCT concept, there would be 999 theaters (1,000 seats each) with no 
darkened seats and one theater with 2 darkened seats, as shown in Fig. 4.1. 

 

 
 

Fig. 4.1. The two darkened seats in a total of one thousand RCTs represent the 2 
in a million additional cancers from lifetime exposure to emissions from the pulp 
mills in the California study 

 
The presentation of the risk estimate differed depending on the particu-

lar risk analysis approach. The local newspapers and the environmental 
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community were saying that the calculated risk of 2/1,000,000 individuals 
exceeded the California acceptable cancer risk standard of 1/1,000,000 by 
100% – the relative risk difference, based on a comparison of the fractions’ 
numerators 1 and 2. Using the same data, but a different approach, industry 
representatives concluded that the absolute risk would be 0.0002%. Using 

the manner in which this information was communicated made all the dif-
ference in the world. He realized that in order to get his arms around this 
issue, he needed to understand how the EPA, California, and other states 
developed their acceptable risk level – 1/1,000,000 – and what went into 
an environmental risk assessment. During his research he always kept in 
the back of his mind the caveat regarding the level of confidence associ-
ated with environmental risk assessments.  

For a balanced view of the benefits and disadvantages of the risk  
assessment process, Phelps sought out J.W., an EPA expert from Region IX, 
which includes California. J.W. had a reputation for being a good scientist 
who was direct and upfront regarding controversial issues. Fortunately for 
Phelps, the EPA scientist was in town for the hearing. J.W. agreed to dis-
cuss the paper mill situation because he thought it was important to have 
accurate and unbiased press coverage. 

Risk Management as a Political Activity 

First and foremost, since this hearing was addressing risks from exposure 
to carcinogens, Phelps wanted to know how the EPA came up with their 
acceptable risk level of one in a million. Acceptable to whom? Was the 
designation of acceptable risk part of the formal risk assessment process? 
J.W. explained that there is no such thing as zero risk. Exposure to a few 
molecules would result in some risk value, albeit too low to be meaningful. 
Therefore, when the EPA began calculating and quantifying risks resulting 
from exposure to low levels of suspected carcinogens, it had to come up 

exposed continuously for about 2,500 years. Phelps now understood that 

another statistical technique, industry determined that there would be approx-
imately one cancer case in the area of concern if the population were 
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with a politically palatable – though arbitrary – number of cancers in the 
entire population that would be deemed acceptable.  

The EPA concluded that acceptable would range from 1 in ten thousand 
to 1 in a million over a 70-year lifetime. J.W. stressed that establishing an 
allowable excess risk level is a value judgment. It is not based on scientific 
analysis. The acceptable risk spanned a very large range. Predictably, indus-
try backed the more lenient value of 1 in 10,000, while the environmental 
community supported the more conservative value of 1 in 1,000,000. In 
the end, the EPA gave the states the authority to select their own accept-
able risk value within the EPA’s range, and most chose the 1 in 1,000,000 
level. This means that from the perspective of health protection, practical-
ity, and cost effectiveness, an additional 300 cancers across the country 
over a lifetime are acceptable, considering that the US population is about 
300 million. 

This led Phelps to ask about the acceptable risk level and its relationship 
to the formal risk assessment process. J.W. answered that the designation 
of acceptable risks fell into the category of risk management, a process  
related to, but not part of, a scientific risk assessment. “Many people who 

In the context of human health risk assessments, risk management  
involves weighing policy alternatives and selecting the most appropriate 
regulatory actions or medical interventions to reduce the risk. He defined it 
this way: risk management is a political activity that balances interests 
and values to determine whether human health risks should be considered 
unacceptable or tolerable. 

The primary objective of risk management is to integrate the analytical 
results of risk assessment with social, economic, and political concerns as 
illustrated in Fig. 4.2. The left circle represents the components of risk  
assessment that evaluate a risk in terms of the nature and consequences of 
the adverse impact, the potential causes of the adverse impact, and the 
likelihood that the adverse impact will occur. The knowledge from risk 

Fig. 4.2) to select the appropriate regulatory action. This sharp distinction 
between the scientific process of risk assessment and the social policy 

assessment is used in risk management (illustrated by the right circle in

ically derived.” 
should know better,” said J.W., “think that acceptable risks are scientif-
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dimensions of risk management is reflected in the EPA’s guidelines, which 
state that risk assessments must “use the most scientifically appropriate  

7 
Phelps then asked about the values derived from scientific risk assess-

ments and how they compared to the acceptable risk values. In the case of 
the pulp mills, J.W. explained, scientists concluded that the cancer risk 
from lifetime exposure to airborne pulp mill emissions was 2/1,000,000, 
clearly greater than 1/1,000,000. How was this value obtained? How sure 
were the scientists of their results? Impressed by the questions, J.W. 
thought a little background information would be helpful. 

 

 
 

Fig. 4.2. Comparison of risk assessment and risk management 
 

ations of the consequences of regulatory action.”
interpretation” and should “be carried out independently from consider-
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Risk Assessment as a Scientific Process 

The use of risk assessment to characterize adverse effects on human health 
has become a well-accepted and widely-used approach by environmental 
regulatory agencies and the medical community. It is generally defined this 
way: human health risk assessment is a scientific process that evaluates, 
derives, and predicts the probability of an adverse effect of an agent 
(chemical, physical, or biological), industrial process, technology, or bio-
logical condition (cholesterol level, blood pressure, obesity) on individuals 
and populations. 

For some contaminants and exposure conditions, it has been easy to 
predict acute and chronic health risks. This is true when historical statisti-
cal data are available and when the causal connection between injury and 
exposure to the contaminant is easy to demonstrate. For example, hundreds 
of people have died as a result of eating fish from mercury-contaminated 
coastal areas in Japan.8 Adverse health effects from lead exposure are well-
documented. After ingesting rice oil contaminated with polychlorinated 
biphenyls (PCBs), many individuals in Japan reported health effects that 
included severe dermatitis, excessive pigmentation of the skin, aches and 
pain, peripheral nerve damage, and severe headaches.9 In all these cases, 
the link between contaminant exposure and effect was strong, either because 
the situation involved acute toxicity and the adverse effect was realized 
shortly after exposure, or because chronic effects were clearly related to 
increased dose and specific exposure pathways, such as inhalation, inges-
tion, or contact with skin. 

Predicting health risks from exposure to environmental carcinogens is 
more problematic. In terms of potential cancers resulting from exposure to 
air emissions from the pulp mills in California, the contaminants of primary 
concern were determined to be chloroform, benzene, and dioxin. There 
was ample evidence to list each as a carcinogen. Phelps wanted to know 
how that evidence was gathered, analyzed, evaluated, and interpreted. J.W. 
thought that was a fair question, but he warned that he only had time to 
explain the basic principles of risk assessment. After all, there were entire 
books devoted to each step in the risk assessment process. 
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Steps in Risk Assessment 

The standard paradigm for environmental human health risk assessment 
consists of four steps, as shown in Fig. 4.2.10 This model is used, in one 
form or another, by practically all institutions conducting risk assessments 
in the US. 

The four steps are: 

1. Hazard Identification: does the contaminant cause an undesirable 
effect? 

2. Dose-Response Assessment: what is the relationship between the 
contaminant dose and the adverse health effect? 

3. Exposure Assessment: what exposures are experienced or anticipated 
under different conditions? 

4. Risk Characterization: what is the estimated occurrence of the adverse 
effect in a population?  

The first step in the risk assessment process, hazard identification,  
involves evaluating data on the kinds of health effects that occur after 
exposure to an environmental insult. The purpose is to determine whether it 
is scientifically correct to infer that toxic effects observed in one setting 
will also occur in other settings. For example, are substances found to be car-
cinogenic in experimental animals likely to have the same effect in humans? 

Chemical toxic properties are usually determined through controlled 
laboratory studies with various animal species and through studies of people 
who happen to have been exposed to a chemical (epidemiological investi-
gations). If all the data point clearly in a single direction, decisions about 
the nature of toxicity are easy. Often, however, there are conflicting and 
ambiguous findings. When this happens, scientists cannot be certain about 
environmental risks. Nevertheless, the present focus of environmental 
regulations is to protect humans from exposure to trace levels of poten-
tially hazardous contaminants over long time periods, even when adverse 
effects are not evident. 

The most common and straightforward way to measure acute toxic  
effects is by determining a single oral dose that will kill half of the test  
organisms within 24 hours. This dose, the lethal dose at which 50% of the 
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exposed population will die, is known as LD50. Chemicals requiring a 
higher concentration to achieve the same lethal effect are less toxic. 

At this point, Phelps asked how an LD50 would be determined when  
exposure was by inhalation – the situation that would be discussed at the 
public hearing. J.W. explained that the lethal concentration of a suspected 
contaminant in the air that will cause the death of 50% of the exposed 
population is called an LC50, and is a measure of acute toxicity for gases. It 
generally allows for a time of inhalation of about four hours. 

Studies of hazard identification also attempt to answer the question, 
“does the agent cause cancer in test animals?” In these studies, animals are 
exposed to relatively high doses of the test chemical and observed to see if 
tumors develop. This is because the chance of a test animal getting cancer 
at the lower concentrations found in the environment is extremely small, 
so low-dose tests are not likely to yield positive results for observing a 
health hazard. 

mate the dose-response relationship. This determines the relation between 
the dose of a contaminant received and the incidence of an adverse health 
effect. This step estimates the likelihood that a person will be adversely 
impacted by a given dose of a contaminant, and it relies primarily on data 
obtained from animal studies. With dose-response information, researchers 
are able to compare scientifically calculated health risks with acceptable 
levels of exposure. 

After carrying out animal studies to calculate an LD50 or an LC50, scien-
tists expose test organisms to smaller and smaller doses and for longer  
periods of time in an attempt to establish a dose-response relationship.  
For non-carcinogens, it is assumed that there is a threshold below which 
there is no adverse effect. This is called the no observable adverse effect 
level (NOAEL). J.W. showed Phelps a chart to illustrate the possible  
behavior for a non-carcinogenic substance in an animal study (Fig. 4.3). 
Curve A illustrates a simple dose-response relationship for a theoretical 
non-carcinogenic substance. As the dose decreases, the response also  
decreases until it reaches a point where a response cannot be measured or 
observed: this is the “threshold,” or NOAEL. Exposure to non-carcinogenic 

stances of concern in the hazard identification step, the next step is to esti-
After developing an understanding of the toxicity exhibited by sub-
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contaminants is generally evaluated in terms of a reference dose (RfD). An 
RfD is an estimate of a daily exposure that is assumed to be without adverse 
effect after a lifetime of exposure. RfDs are established from all available 
toxicological data for hundreds of chemicals. 

RfDs are calculated by dividing NOAELs by: 

1. Uncertainty factors – quality and type of animal study used to 
calculate NOAELs  

2. Modifying factors – depend on the quality of the toxicological 
database for a particular chemical; these factors can range from 10 to 
10,000 

Phelps assumed the selection of uncertainty factors and modifying fac-
tors was not exact. He was right on target. By this time, Phelps already had 
pages of notes about the steps in assessing health risks. Yet his friend from 
the EPA continued. For carcinogens, it is assumed that there is no such 

 
 

Fig. 4.3. Curve A represents a dose-response curve for non-carcinogens. It as-
sumes a threshold level where no observable adverse effect occurs (NOAEL). Curve 
B represents a dose-response curve for carcinogens. It assumes no threshold. The 
dashed line is the area that is extrapolated and determined using models 

ation of DNA, which can lead to cancer. 
threshold; even a single molecule can trigger a reaction, such as the alter-
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Observation of chronic effects, like cancer, can only be determined with 
long-term studies. The researchers must first find a dose in test animals 
that won’t result in an acute response like death. Since environmental levels 
of contaminants are generally very low, experimental animals exposed to 
environmental levels don’t usually develop cancer. So tests must be con-
ducted at artificially elevated exposure levels that are high enough to have 
an effect, yet low enough to be non-lethal over the lifetime of the test ani-
mal. Researchers then use models to extrapolate the high-dose test results 
to environmentally relevant concentrations. The curve labeled “B” in Fig. 
4.3 illustrates a dose-response curve for a theoretical carcinogen. The 
dashed area on the curve indicates the low dose range where there were no 
data from animal experiments. This portion of the line was generated by 
model predictions. Phelps asked if the use of specific models was gener-
ally accepted by experts in this field. J.W. smiled. Analyzing risks associ-
ated with chronic exposures and toxicity is a complicated and multifaceted 
task. Three major extrapolations are involved: animal to human, high dose 
to low dose, and normal-risk to high-risk segment of the population.4,11 
“The truth is,” J.W. added, “none of these mathematical models are chemi-
cal-specific.” Instead, each is just based on general theories of carcino-
genesis. Scientifically derived data cannot, with any degree of certainty, 
prove or disprove any of the models. 

animal studies. He also learned that if a pollutant is a carcinogen that also 
causes other health effects, regulations are generally calculated for cancer, 
since that will result in a more restrictive level of acceptable exposure. The 
idea is that if you protect against cancer, you automatically protect against 
other health endpoints. 

Once the dose-response relationship is determined for the carcinogens 
of concern at the pulp mills, the third risk assessment step must be taken: 
exposure assessment. This involves determining the number of people  
exposed and the magnitude and duration of the exposure to a contaminant 
present in the environment. Exposure assessment is also used to estimate 
hypothetical exposures that might arise from new releases of a contami-
nant or releases of new chemicals into the environment. Establishing the 

Phelps learned that benzene, chloroform, and dioxin had been character-
ized as human carcinogens based on evidence from epidemiological and 
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important routes of exposure, such as through ingestion of food and water, 
breathing of air, and contact with skin, is another component of exposure 
assessment. Finally, the exposure assessment often includes data on the size, 

Estimation of contaminant concentrations in environmental media is a 
necessary step to determine the dose received by the exposed population. 
Since measurements of the transport and ultimate fate of contaminants can 

matical models to predict contaminant behavior and obtain exposure  

during exposure assessment can often be used to identify feasible control 
options for eliminating or limiting exposure. Examples include capping to 

degrade the chemical. 

ated, it is then communicated to all concerned during the fourth and final 
step, risk characterization. This is the process of combining the dose-
response and exposure assessments to estimate the incidence of a health  

Of all the four steps in the formal, scientific risk assessment process, the 
one that consistently gets short shrift is risk characterization. That is unfor-
tunate, because some would say that risk characterization is by far the most 
important of all. Risk managers, including government agencies and politi-
cians, universally rely on characterized risk values to decide whether funds 
should be allocated to combat unacceptable human health problems and 
whether restrictions should be placed on industrial sources. 

nature, and classes of human populations exposed. 

effect under the various conditions of human exposure to a contaminant.

contain a contaminant, or a biological or chemical treatment system to  

For a carcinogen, the risk estimate is expressed as the likelihood of additional

After the information from the first three risk assessment steps is evalu-

be difficult, time-consuming, and costly, it is common to rely on mathe-

information. Knowledge of the chemical movement and behavior obtained 

lifetime cancers (e.g., 1/1,000,000). For non-carcinogens, risk is described by
a hazard quotient (HQ) that is the ratio of the contaminant dose over a specified
time period to the RfD derived for a similar exposure period.
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Risk Communication 

For the potentially carcinogenic air emissions associated with the California 
pulp mills, risk is estimated and steps are taken to manage this level of 
characterized risk. The decision could have serious consequences for resi-
dents, including pulp mill workers. Groups that conduct environmental risk 
assessments or have a vested interest in the outcome – industry, labor, the 
environmental community – are often well-funded and politically con-
nected. They are all too ready to praise assessment results that serve their 
interests or wage war against results that don’t align with their agendas,  
retaining consultants and challenging findings by promoting alternate 
models or methods.  

The many steps of the risk assessment process can justify a wide range 
of “scientifically sound” decisions and approaches. The risk can be charac-
terized as anything from trivial to dire. J.W. demonstrated with a number 
of possible pronouncements: 

• An additional 2 out of 1,000,000 individuals will die from a lifetime 
exposure to benzene, chloroform and dioxin emissions from the two 
California pulp mills. 

• If the entire US population were exposed over their lifetime to 
emissions like those from the two California pulp mills, there would be 
approximately 600 additional cancer victims. 

• Benzene, chloroform, and dioxin are carcinogenic in rats and mice, and 
it is prudent public health policy to assume they are also carcinogenic in 
humans. 

• Benzene, chloroform, and dioxin are carcinogenic in rats and mice. The 
application of low-dose extrapolation models and human exposure 
estimates suggest that the range of lifetime risks in humans is zero to 2 
deaths per 1,000,000 persons exposed; therefore, the percent death rate 
ranges from 0% to 0.0002%. 

• The increase in cancer cases in individuals living near the two 
California pulp mills will range from one cancer case every 2,333 years 
to one case every 3,500 years. There is an equal probability that there 
will be zero cases of cancer from exposure to these pulp mill emissions.  
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tainty in the characterization of health risks. Risk managers, politicians, 
newspaper reporters like you, environmental organizations, and industry 
trade associations can and most likely will ‘spin’ risk values to suit their 
different agendas.”  

As it turned out, there were no surprises at the hearing. As J.W. pre-
dicted, each presentation touted that particular stakeholder’s version of the 
truth. All claimed to be based on sound scientific evidence. None dis-
cussed the level of certainty and confidence in the findings. 

After mulling over the situation, Phelps realized he had found a focus 
for his article. It wouldn’t have any shock value – and therefore probably 
wouldn’t sell any extra newspapers – but someone needed to explain how 
human health risks are assessed and how the manner in which risks are 
characterized can lead to a wide range of possible outcomes. 

The next chapter will provide more detail on the limitations and uncer-
tainty associated with characterizing human health benefits and risks. Until 
we find a way to incorporate and interpret uncertainty in the final charac-
terization of health benefits and risks, scientific information will not drive 
the decision-making process. It may look as if it does, but that will most 
certainly be a fantasy. 

ignore, to one degree or another, the caveat to include and discuss the uncer-
“All of these statements are ‘scientifically accurate,’” J.W. said. “All
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Increasingly we must rely on experts when we make decisions. It is often 
hard to be sure we understand exactly what they are telling us. It is harder 
still to know what to do when different experts appear to be telling us dif-
ferent things. If we insist they tell us about the uncertainty of their judg-
ments, we will be clearer about how much they think they know and 
whether they really disagree. 

M. Granger Morgan and Max Henrion1 
 
 

A health benefit is defined as the chance of improvement or positive out-
come from a medical screening test or drug intervention. A health risk is 
the chance of harm from a medical treatment program or exposure to an 
environmental contaminant. All health benefits and risks involve chance or 
probability, because we can never know the future with complete cer-
tainty.2,3 

Previous chapters have discussed how the estimates of the probability of 
a benefit or adverse outcome are made with more or less confidence. When 
there is a clear cause and effect relationship, such as in the case of HIV 
and AIDS, the confidence level is high. When a cause and effect relation-
ship has not been identified, there is a lower level of confidence in predic-
tions about the possible benefits or adverse effects to human health. 

In spite of this variable confidence factor, the possibility of a health 
benefit or risk is usually presented as a single numerical value. We can’t 
tell if that single value is the worst-case scenario, the sunniest situation, or 
a number that gives a more realistic estimate of the benefit or risk. Nor can 
we tell how reliable that single value is. Is it “virtually sure” or merely a 
“best guess?” 

53
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In short, reporting a benefit or risk value as a single number often creates 
an illusion of certainty. This chapter discusses the many sources of uncer-
tainty in characterizing health benefits and risks. 

Why is Uncertainty Left Out? 

One reason reports about health benefits and risks don’t mention uncer-
tainty is because it leads to anxiety. We look to our experts for concrete 
answers, especially about our health. So to avoid making us uncomfort-
able, doctors and scientists give us the simplified answers we want to hear.  

The need on the part of authorities to project power and control is a sec-
ond major reason uncertainty is not acknowledged. Federal and state envi-
ronmental regulatory agencies are responsible for protecting the public 
from exposure to environmental contaminants. People want to know in ab-
solute terms what contaminant levels are safe and what levels are harmful. 
So the regulatory agencies are under pressure to establish clear-cut envi-
ronmental cleanup goals. However, experts can’t exactly pinpoint “the safe 
level,” because there is too much uncertainty in the analysis. Instead, they 
can only try to narrow down the range of their answer. Rather than risk 
sounding “wishy-washy” while trying to explain how any one of an entire 
range of “safe levels” has an equal chance of being protective, it’s easier 
for regulatory agencies to deal in single-number cleanup goals. And it’s 
also easiest if these single-number goals apply to the entire universe of   
environmental contamination situations, however unrealistic that may be. 

How does Understanding Uncertainty Help Us? 

Why bother delving into the complex subject of uncertainty? There are 
several good reasons to make the effort.1 

First, the level of uncertainty gives us an indication of what we know 
and what we don’t know. Public health experts conduct epidemiological 
studies to quantify impacts on human health using established principles of 
their profession. Medical experts conduct clinical trials using scientific 
principles to establish the efficacy of a screening test or new drug. The   
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uncertainty helps identify which portions of a study need additional atten-
tion. Science uses uncertainty to design better experiments to probe the 
unknown. 

Second, an explanation of the uncertainty of a study’s results helps the 
public to understand the health benefit and risk numbers that are generated 
and the level of confidence in them. This enables us to make better-
informed decisions. 

Third, uncertainties encountered in previous health studies help tell us 
how much confidence to put in future studies. For example, the measured 
behavior of past releases of contaminants in our water and soil can be used 
to evaluate how new chemical releases are likely to behave. Similarly, the 
outcome of a clinical trial to establish the efficacy of a new drug with one 
subgroup of the population can be used to prescribe treatment for members 
of the entire population. In cases like these, it’s essential to understand 
how confident researchers were of the results obtained in those previous 
studies. 

Fourth, quantifying the uncertainty helps reveal the limits of our knowl-
edge and its usefulness in making decisions. A single benefit or risk num-
ber can lead to misguided societal and individual decision-making, while 
knowing the whole range of possible outcomes helps us frame our options. 
For example, consistent agreement among different studies and an estab-
lished cause and effect relationship would point to a neater decision, or at 
least clear advice. But when the outcomes involve risk factors and if there 
is controversy among the studies, the uncertainty is high and the proper 
course of action is less clear. Will your decision be based on “scientists are 
almost positive that…” or on “doctors think that maybe…” or on some-
thing in between? Would you make the same choice in every case? Unless 
you know something quantitative about uncertainty, you can’t even tell 
what category you’re in. 

Key Uncertainties in Risk Assessment 

As discussed in the previous chapter, conclusions about human health risks 
come from a multi-step risk assessment process:  
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• hazard identification, 
• dose-response assessment, 
• exposure assessment, 
• and risk characterization 

Uncertainty can occur at all levels of the analysis,4 and it is carried 
through to the final risk calculation. 

Even though EPA risk assessment guidelines are written to make this 
uncertainty clear, the details of it are almost always lost. As a result, the  
illusion of certainty has become firmly entrenched in the process of envi-
ronmental and medical risk characterization. The following sections high-
light the key uncertainties in each step of the risk assessment process.    
Although the discussion focuses on environmental contamination, similar 
kinds of uncertainties occur in epidemiological studies and in clinical trials 
characterizing the benefits of a new drugs or diagnostic tests. 

Uncertainties in Hazard Identification 

Some of the generally recognized kinds of uncertainty in the hazard identi-

few areas deserve to be discussed in more detail. 
Animal studies are often used to determine if a chemical is likely to be 

toxic in humans, based on the assumption that effects seen in animals can 
be expected to occur in humans as well. This makes sense when humans 
and test animals show similarities in physiology, anatomy, and biochemis-
try. But there are a number of exceptions that make animal toxicity studies 
problematic, so great care must be taken when inferring human toxicity 
from animal toxicological study results.  

fication phase of human health risk assessments are listed in Box 5.1. A 
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There are many reasons why a chemical may cause certain kinds of 
toxic effects in animals but not humans. One is the fact that very high 
doses are often administered to test animals, while much lower doses are 
encountered in the real world by humans. Also, high doses administered 
during animal testing can lead to chronic tissue damage that will not occur 
at low doses.5 Consequently, animal studies with high doses can easily 
overestimate the risk at normal levels. Differences in the severity or type 
of toxic effects between animals and humans also result from differences 
in eating characteristics, affected tissues, digestion rates, ability to repair 
DNA, and the amount of time the chemical is present in the organism. 

Epidemiological studies are also used to identify hazards. An epidemio-
logical approach examines the relationship between exposure and health  

Box 5.1. Generally recognized sources of uncertainty in hazard identification 
• Extrapolating data from animal experiments to humans 
• Interpreting the relevance of tumors that appear in control animals (animals 

not exposed to dose of a chemical) 
• Attempting to determine if benign tumors will eventually become 

carcinogenic 
• Extrapolating normal risk to a high-risk segment of the population 

(children, the elderly) 
• Determining if the selected test animals metabolize chemicals the same 

way as humans do 
• Determining if there is a high level of statistical significance in the increase 

of tumor incidence in treated vs. control animals 
• Making sure an appropriate number of dose levels was used to develop a 

well-characterized dose-response relationship 
• Ensuring that control animals are of the same species, strain, sex, age, and 

state of health as the treated animals 
• Ensuring that the route of exposure resembles that through which humans 

will be exposed 
• Determining what level of dose should be given over a lifetime when 

assessing carcinogenicity 
• Making sure that there is a sufficient understanding of the mechanisms of 

carcinogenicity so that the selected doses provide meaningful results 
• Ensuring that all aspects of the conduct and interpretation of toxicity tests are 

handled properly (e.g., adequate experimental design, careful observation of 
animals, dose of test compound correctly determined by chemical analysis, 
adequate statistical tests) 
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effects in actual human populations. Such studies have the advantage of 
involving human populations that experience exposure at normal environ-
mental levels and represent a range of variability in susceptibility and     
behavior. But it can be difficult to link an observed effect to a specific 
cause. It can even be difficult to determine if there is an effect at all. Another 
challenge is estimating the actual dose received by the individuals being 
monitored, because there are many exposure pathways, and environmental 
concentrations can vary over time. What’s more, humans are typically    
exposed to a number of different chemicals, and our knowledge of com-
pound interactions is poor. All these factors are sources of uncertainty in 
epidemiological studies. 

Another source of uncertainty in epidemiological studies is that very 
large sample sizes are generally required in order to detect a small increase 
in risk compared with the control group. This is best illustrated using a   
hypothetical example. 

An epidemiological study involves 5,000 people who drink water from a 
well that is found to contain low levels of a carcinogenic contaminant. A 
control group of 5,000 people is identified. They obtain their drinking   
water from a different well that does not contain the contaminant. These 
two populations are surveyed for ten years. Of the 5,000 people drinking 

The number of healthy individuals in the group of 5,000 people who drink 
water without the contaminant is found to be 4,991. In short, ten people 
from the group drinking water with the contaminant develop cancer and 
nine people drinking from the other well are afflicted by cancer. The differ-
ence between the two groups is one additional cancer occurrence. It would 
be one thing if 100 people drinking contaminated water got cancer, com-
pared to 9, but in this situation it is difficult to prove with much certainty 
that the one additional cancer was caused by the contaminant. Because the 
changes are small relative to the large number of people in the study (one 
additional cancer out of 5,000 people), repeating the study is likely to yield 
a different outcome. Another study might find that the number of healthy 

is there is little confidence in any of these results – zero, or one, or three 
tween the two groups is three additional cancer occurrences. The key point 

water with the contaminant, 4,990 people remain cancer-free after ten years. 

persons is the same for the two groups, or instead that the difference be-
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additional cancers – due to the intrinsic uncertainty in these types of stud-
ies. To make matters worse, it takes a considerable amount of money and 
effort to conduct an epidemiological study, making it difficult to repeat     
it for the sake of improving the level of certainty and confidence in the   
results. 

Uncertainties in Dose-Response Relationship 

Since epidemiological studies do not usually provide reliable data to link 
doses and health effects, quantitative dose-response assessments usually 
rely on animal studies. But the EPA6 and others7,8 have long acknowledged 
that animal studies raise a number of serious problems that result in uncer-
tainty:  

1. Animals are usually exposed at high doses, and effects at environ-
mentally relevant low doses must be predicted using models based on 
theories about the nature of the dose-response relationship; 

2. Animals and humans often differ in response to an environmental 
insult due to differences in size and metabolism; and  

3. The human population is heterogeneous, with some individuals likely 
to be more susceptible than others. 

Mathematical dose-response models are sometimes used to assess human 
health risks. Though they have become more sophisticated in recent years, 
ambiguity and overall uncertainty remain disturbingly high. Model-generated 
estimates of responses correspond well to actual carcinogenic responses 
observed in animal experiments using high doses, but experimental animals 
exposed to environmental levels of carcinogens rarely develop cancer, 
making it impossible to assess the accuracy of the dose-response models at 
environmental levels. There may be more uncertainty in the models used in 
dose-response assessments than in any of the other steps in the risk assess-
ment process. 

Researchers are trying to determine exactly how compounds interact 
with our bodies to cause cancer. Carcinogenic effects can occur at very 
low levels of exposure, but since these mechanisms aren’t yet clear, there 
is considerable uncertainty regarding the amount of a contaminant needed 
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to convert a normal cell to a cancerous one. For example, scientists think 
that some carcinogens (“initiators”) act during the initial stages of cancer 

also physiological differences among subpopulations and individuals that 
determine susceptibility to risk. The EPA assumes that there is no “thresh-
old” for carcinogens. To protect health, the Agency applies many safety 

Uncertainties in Exposure Assessment 

The mere existence of a chemical in the environment does not in itself rep-
resent a human health or ecological risk. For a risk to exist there must be 
not only a source of chemical release, but also a human or ecological recep-
tor to get exposed and an environmental pathway connecting the source 
and receptor. If a risk is present, it may be reduced or eliminated by remov-
ing the source or receptor, or by interrupting the pathway. 

There are many types of uncertainties that pertain to exposure assess-
ment.9 Components that contribute to uncertainty include the level of human 
exposure, the number and type of people likely to be exposed, and the pos-
sible exposure pathways.10,11 The uncertainties that arise in quantifying the 
health effects in human receptors from exposure to contaminants have     
already been discussed. We’ll now look at some of the uncertainties asso-
ciated with contamination sources and with the chemicals’ movement 
through and reactions in the environment. 

Often, information about contaminant sources is incomplete. Locations 
are difficult to pinpoint, the history of contaminant releases is not docu-
mented, variations in mass or concentration distributions of contaminants 
are not clear, and the precise chemical composition of a released contami-
nant is unknown. Subsurface soil, rock, and water properties vary over 
space and time. Variability in the material properties gives rise to variabil-
ity in the subsurface distribution of a contaminant. These uncertainties can 
be reduced by studying the site, reviewing past records, and monitoring 
long-term contaminant behavior, but some uncertainties are likely to remain. 

tremely conservative estimates of the acceptable exposure levels. 

and others (“promoters”) are more influential during later stages. There are 

factors to account for the uncertainties and thereby comes up with ex-
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Another cause of uncertainty is measurement error during sampling and 
analysis. It is not possible to gather complete knowledge about the soil or 
rock properties or about the nature of past chemical releases in the envi-
ronment, so some uncertainty is always present in estimating chemical 
concentrations that exist in the subsurface. 

In order to estimate contaminant concentrations that may reach human 
or ecological receptors over a period of time, scientists try to determine 
how contaminants move and react in the environment. To conduct this 
phase of risk assessment, they rely on measurements of chemical behavior 
in the environment and on predictions generated by using contaminant fate 
and transport models. This pathway characterization is fraught with uncer-
tainty. First, there are many processes, such as water movement, transfer 
from water to air, dissolution of a solid into water, chemical precipitation 
and reaction, biodegradation, or binding to solids, that alter the movement 
and distribution of a contaminant. Second, the properties of the earth’s 
crust are highly variable. This variability will alter how fast water and con-
taminants can move and react underground. Field measurements that are 
used to understand contaminant behavior are all subject to uncertainty    
because of sampling and analytical errors. 

Development of quantitative fate and transport models requires an      
understanding of the physical, chemical, and biological processes that con-
trol the movement and reactions of contaminants along pathways. The 
models are representations of reality, and limitations in our understanding 
of the processes lead to uncertainty in the model structure and predictions. 
The models that estimate environmental exposure levels require many input 
parameters to describe the various geologic, hydraulic, chemical, and bio-
logical processes. These input parameters come from direct measurements 
or can be inferred by fitting mathematical models to field or laboratory 
measurements. Any uncertainty in the measurements is carried through to 
the model output. 

The variability of the environment, uncertainties in the ability to define 
physical, chemical, and biological fate and transport processes, and limita-
tions of fate and transport models make it difficult to know the precise dis-
tribution of a contaminant released from a source. This inevitably leads to 
uncertainty in estimating concentrations to which a receptor is exposed. 
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While the models continue to be refined and recalibrated as more field data 
are collected, the uncertainty in most aspects of pathway characterization 
remains high. 

concerned about the potential for adverse health effects from exposure to 
the air emissions from the mills. But any judgment about risk would be 

Uncertainties in Ecological Risk Assessment 

Most of the uncertainties that affect human health risk assessments also   
influence the determination of the possible impacts of human activities on 
the environment.13 This exercise is called ecological risk assessment (ERA). 
The same uncertainties surrounding contaminant sources and pathways are 
present when determining the exposure levels for plants and animals. As in 
human health studies, the mobility of organisms and the variability of a 
contaminant in space and time produce considerable uncertainty about how 
much of the contaminant contacts the organism in the ecosystem. As with 
establishing human health impacts, there is considerable uncertainty in the 
results from toxicity tests to establish potential adverse effects on the wide 
variety of ecological receptors. 

illustrates some of the uncertainties in exposure assessment. People were 
The case study involving two California pulp mills presented in Chap. 4 

clouded by uncertainties in all the factors listed in Box 5.2. 

Box 5.2. Example sources of uncertainty in exposure assessment for the Chap. 
4 case study involving two California pulp mills 
• Data on production, quantities, and release of benzene, chloroform, and 

dioxin from these specific pulp mills. 
• Knowledge of the movement, distribution, and fate of the released 

compounds in the atmosphere. 
• The transport and fate of these air contaminants when they come in contact 

with soil, water, and sediments. 
• Factors controlling the movement, persistence, and degradation of these 

carcinogens. 
• Information on methods of human intake and human contact, including 

contact by sensitive populations such as children and the elderly. 
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Two additional types of uncertainty are unique to ERA.13 First, ERA 
must address a vast array of organisms, from many species of plants and 
fungi to crabs, starfish, worms, and of course vertebrates like fish, frogs, 

chemical sensitivities among these organisms is much greater than the dif-
ferences between human beings. Second, it is hard to discern the effects of 
contaminants on the stability and long-term health of the ecosystem. The 
interplay among the different species and the response to contaminants on 
an ecosystem level are poorly understood. There are great uncertainties in 
the scale of disturbances that can be tolerated by ecosystems. Chapter 14 
provides an expanded discussion with examples of the uncertainties sur-
rounding ERA. 

Approaches for Coping with Uncertainty in Risk 
Characterizations 

uncertainties in each step are combined and compounded in health risk 
analysis. The overall uncertainty here is often much greater than in other 
physical sciences. As the risk gets smaller, the uncertainty sharply increases 
and the predictability of the exposure causing an adverse effect decreases. 
The impact of the uncertainty on predictability can be illustrated using the 
Risk Characterization Theater (RCT) graphic. Let’s use the RCT to com-
pare the uncertainty in the high risk AIDS example and the low risk pulp 
mills example.  

In the case of HIV causing AIDS, the 500 darkened seats in the AIDS 
RCT shown in Fig. 5.1 show that approximately 50% of individuals de-
velop AIDS within 10 years after being infected with the HIV virus. If the 
number of darkened seats increases or decreases by 10 to reflect uncer-
tainty in the population affected, the chance of developing AIDS essen-
tially remains the same at 1/2 (high predictability). The multiple RCTs in 
Fig. 5.1 show how uncertainty can be represented with the RCT graphic. 
 

The integration of several steps for risk assessment means that the 

lizards, birds, and humans. The diversity of physiological processes and 
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Now look at Fig. 5.2 for another example of visualizing uncertainty. 
These RCTs represent the case of exposure to pulp mill air emissions and 
the risk for additional lifetime cancers. Imagine the same uncertainty as in 

shown with darkened seats. But this time, the uncertainty results in more 
than a ten-fold range of estimated risk. Given the uncertainty in human 
health risk assessment, an increase or decrease of 10 cancers would not be 
unusual. Therefore, in this case there is an equal chance that the risk would 

Fig. 5.2c. The RCT graphics with 12 seats vs. 2 seats vs. 0 seats dramatize 
the fact that the estimated risk for the pulp mill example has much lower 
predictability. 

Uncertainties in risk assessments are dealt with in one of three ways:10 

1. using conservative cleanup goals (i.e., erring on the side of protecting 
health) in the case of environmental contamination,  

2. conducting additional measurements and studies to refine under-
standing and reduce uncertainty, or  

3. performing a quantitative analysis of the uncertainty. 

The first approach attempts to cope with uncertainty by using large 
safety factors and establishing ultra-conservative exposure levels or 
cleanup goals that are thought to provide sufficient protection of health or 
the ecosystem for a broad range of scenarios and conditions. These values 
are used to evaluate exposure situations rapidly so that those that clearly 
pose a negligible risk can be removed from the priorities list. If estimated 
risks from an exposure situation are unacceptable based on conservative 
assumptions, then more situation-specific data can be used to refine the 
analysis and develop a better characterization with less uncertainty. 
Though ultra-conservative screening levels are valuable for quickly dis-
pensing with low-risk situations, they are often interpreted to be the only 

 

Fig. 5.1. (preceding page) An increase or decrease of 10 darkened seats to repre-
sent uncertainty in the AIDS RCT (baseline shown in Fig. 3.2) doesn’t appreciably 
alter the estimated risk for the presence of HIV causing AIDS 

“safe” levels. This does not properly consider the conditions unique to  

approach zero, as reflected by the complete absence of darkened seats in 

the HIV/AIDS example, a possible increase or decrease of 10 cancer cases, 
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each situation and can lead to exaggeration of the risk and inefficient use 
of limited resources. 

 

 

Fig. 5.2. (this page and following pages) An increase (B.) or decrease (C.) of 10 
darkened seats to represent uncertainty in the pulp mill air emissions RCT (base-
line A. reproduced from Fig. 4.1) causes more than a 10 fold difference in the 
range of estimated risk for additional lifetime cancers 
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The second approach for coping with uncertainty is to conduct addi-
tional measurements and studies to refine understanding and reduce uncer-
tainty in risk estimates. Animal toxicity studies can be repeated to improve 
the confidence in identifying hazards, determining mechanisms of toxicity, 
and establishing dose-response relationships. Long-term monitoring can be 
used to provide data to define exposure pathways and contaminant concen-
trations better. Collecting additional data can help refine the assumptions 
on which the initial risk assessment was based, and further studies can put 
closer bounds on possible outcomes and establish more realistic risk values. 
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A third approach for coping with uncertainty is to conduct a quantitative 
analysis of the uncertainty itself. Almost all risk-based approaches have  
relied on the use of conservative assumptions and cleanup goals to account 
for uncertainty, yet they do not convey the degree of confidence or uncer-
tainty in the risk estimate or provide information on how likely the risk 
may be. Formal uncertainty analysis of risk estimates can help to inform 
decision-makers as well as the general public about the level of conserva-
tism actually contained in a risk assessment.  
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The technical details of formal uncertainty analysis can get complicated. 
The interested reader will find a short primer on statistical approaches to 
quantifying uncertainty in Appendix A. Several references are also avail-
able on this topic.1,14,15 

A Persistent Illusion of Certainty 

The risk assessment process must account for uncertainties regarding the 
contaminant sources, reactions in the environment, movement to potential 
receptors, and interactions with those receptors. These uncertainties can 
fuel disputes over the value of the risk estimate among regulatory agen-
cies, polluters, and local communities. The toxicological and exposure    
assumptions, as well as the quality of the data used in the risk assessment, 
are often sources of considerable disagreement. Unfortunately, we usually 
only hear about the results of human health and environmental risk assess-
ments, and not about the assumptions or the process.16,17 

Determining the amount of uncertainty associated with a health benefit 
or risk number is not an easy task. In fact, it is a job for experts. And so 
these experts need to give sufficient descriptions of their rationale, proce-
dures, data, and assumptions so that others – scientists, regulatory officials, 
and members of the public – can verify the information and better under-
stand the work and results. Dr. George M. Gray, the current Director of the 
EPA Office of Research and Development, has recently articulated this 
goal.18 Dr. Gray wants EPA scientists to provide formal, detailed explana-
tions of uncertainty surrounding the health or environmental risk numbers 
they provide to policymakers, rather than offering a single number that is 
their best estimate. 

The EPA and others familiar with limitations in the determination of 
human health risks always caution those interpreting risks to be sure the 
uncertainty is characterized fairly and accurately. Government documents, 
position papers, and textbooks often include caveats cautioning against the 
tendency to read too much into quantitative estimates. But in spite of all 
these admonitions, we usually characterize risk without ever discussing, 
explaining, or even acknowledging the related uncertainties. Reported final 
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risk values then acquire an unmerited aura of definitive respectability. 
These values take on “a life of their own,” and an illusion of certainty is 
created. 

This chapter has focused on the uncertainties associated with health 
risks from environmental contamination. The epidemiological and clinical 
studies used to determine health benefits from medical screening tests and 
drugs generally have the same high level of uncertainty. In medical studies 
with humans, many things must be taken into account, such as age, smok-
ing, alcohol consumption, and other lifestyle behaviors. In many instances, 
the outcomes of clinical trials in medicine may be no more certain than the 
extrapolations from animal studies for environmental contaminants. 

In the medical and environmental case studies that follow, many of the 
RCTs have single values because we do not know the confidence limits on 
the numbers. The numbers are “ballpark values,” and are the best we have. 
Where possible, we have acknowledged the uncertainty to help illustrate 
the application of the principles addressed in this chapter. 



 

 

 

Part II 

_________________ 

Case Studies 



6. VioxxTM and Heart Attacks 

On the one hand, some patients and physicians will decide that any coxib-
associated risk is too great when clear and safer alternatives exist. 

D.H. Solomon and J. Avorn1 

Issue 

VioxxTM (rofecoxib) was one of the drugs approved by the Food and Drug 
Administration for short-term treatment of acute pain and long-term treat-
ment of rheumatoid arthritis and osteoarthritis. It seems, however, that 
these benefits came at a cost: higher risk of heart attack and stroke. A recent 
study estimated that VioxxTM could have caused between 88,000 and 

2

that millions of people may have been unnecessarily exposed to the risk of 
heart attacks by taking VioxxTM and other medicines classified as non-
steroidal anti-inflammatory drugs (NSAIDs).3 

It appears that information on the benefits and risks of taking these 
drugs has not been clearly presented to the public. Problems with risk 
framing may be responsible for the less-than-helpful characterization of 
risks associated with these NSAIDs. Therefore, physicians, the FDA and 
other federal regulators, the media, and the public probably have an incom-
plete understanding of the risks and benefits.  

The results of scientific studies provide good reason to assume there is 
an increased risk from cardiovascular events associated with taking VioxxTM. 
However, some patients seem unable to get relief with other drugs. Patients 
would, in all probability, benefit from an awareness of the specific risks 
and benefits associated with VioxxTM. 

140,000 extra cases since its launch in 1999.  Another study suggested 

73
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Background 

In 1999, the drugs VioxxTM and CelebrexTM were introduced. They soon 
became the most frequently prescribed new drugs in the US. By 2000, US 
sales exceeded 100 million prescriptions per year for $3 billion, and were 
still rising; sales of CelebrexTM alone reached $3.1 billion in 2001. These 
NSAIDs target an enzyme found to be responsible for inflammation and 
pain. This enzyme, COX-2 (cyclooxygenase 2 enzyme), is activated at 
sites of injury. It triggers the production of hormone-like substances called 
prostaglandins, which bring on painful inflammation. COX-2 inhibitors are 
drugs designed to block the activity of the COX-2 enzyme, thus relieving 
pain.  

Acceptance of CelebrexTM and VioxxTM was rapid and widespread 
among physicians, largely due to the publication of two large trials: the 
Celecoxib Long-term Arthritis Safety Study (CLASS),5 and the VioxxTM 
Gastrointestinal Outcomes Research (VIGOR) study.6 Both studies con-
cluded that CelebrexTM and VioxxTM were associated with significantly 
fewer adverse gastrointestinal effects when compared to commonly used 
painkillers such as ibuprofen. A marketing and promotion effort capital-
ized on these publications; VioxxTM was the most heavily advertised pre-
scription drug in 2000, and CelebrexTM was in seventh place. 

Prostacyclin, a prostaglandin produced by COX-2 in blood vessel walls, 
opens blood vessels and prevents platelets from clumping. One theory is 
that when COX-2 is blocked, prostacyclin may also be suppressed, allow-
ing platelets to stick together and causing blood vessels to constrict, which 
can lead to heart attacks and strokes. On September 27, 2004, VioxxTM was 
voluntarily withdrawn from the market due to an increased risk of myo-
cardial infarction (heart attack) and stroke, the principal outcomes of car-
diovascular disease. At present, it is unclear whether this side effect also 
pertains to other drugs of this group or is specific to VioxxTM. 

The risks associated with NSAID COX-2 inhibitors were discussed at an 
FDA meeting in February 2005. Speakers from public agencies, companies, 
and academia presented their findings. As a result of these findings, the FDA 
considered implementing changes in regulations. The manner in which the 

4
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information was framed and communicated resulted in different and con-
flicting interpretations of the data.  

VioxxTM Risk Characterization Theater (RCT) 

In order to determine the increased risk of cardiovascular events to indi-
viduals taking the NSAID VioxxTM, we will apply the principles and      
approach used throughout this book. 

• First, we calculate the absolute risk (AR) of cardiovascular events for 
individuals taking VioxxTM. 

• Next, we calculate the AR of cardiovascular events for individuals who 
have not taken VioxxTM (control group). 

• Then, we find the absolute risk reduction (ARR) by comparing the 
difference in AR between these two groups. 

• Finally, we present the results in the RCT. 

The nine-month VIGOR study looked at 1,287 patients on VioxxTM and 
1,299 patients on a placebo. In the VioxxTM group, there were 45 
cardiovascular events, and in the control group taking the placebo there 
were 25 cardiovascular events. Therefore the AR in the VioxxTM group 
was 3.5% (45/1,287), while the AR in the control group was 1.9% 
(25/1,299). The difference of 1.6% is the ARR. 

Our 1,000 seat risk characterization theater (RCT) is filled with 
individuals taking VioxxTM. Over a nine-month period, 16 additional indi-
viduals would experience a cardiovascular event, when compared to 1,000 
individuals not taking this pain reliever. These individuals are represented 
by darkened seats in Fig. 6.1. 

If you were considering taking VioxxTM (assuming it was on the market) 
to relieve acute pain, or to relieve long-term pain associated with arthritis, 
you would have to determine whether this increased risk was acceptable to 
you. The uncertainty inherent in the VIGOR study was not quantified or 
reported, so you wouldn’t know how precise the increased risk was: if the 
study were repeated, surely the number of heart attacks would not have 
been exactly the same. But regardless of this uncertainty, there is clearly a 
higher risk of a cardiovascular event if you are taking VioxxTM. You would  

7
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Fig. 6.1. The sixteen darkened seats in the VioxxTM RCT represent the number of 
additional people experiencing cardiovascular events when taking VioxxTM as 
compared to 1,000 individuals not taking this pain reliever over a 9-month period 

need to assess the potential benefits of the drug for pain relief against the 
odds of an adverse effect, as reflected by the number of darkened seats in 
the VioxxTM RCT. Most likely, you would want to discuss this matter with 
your doctor, family, and others whose opinions you respect. But scientific 
and medical evidence wouldn’t be able to tell you whether or not you 
should take VioxxTM; the final decision must be based on a value judgment 
and your level of acceptable risk. 

 



7. Prostate Cancer Screening 

The benefit of screening for prostate cancer using prostate-specific antigen 
(PSA) testing and digital rectal examination (DRE) is uncertain and is  
under evaluation in a randomized prospective trial […]  

G.L. Andriole et al.1 

Issue 

According to the National Cancer Institute (NCI), prostate cancer is the 
second leading cancer killer among men.2 An estimated one in six men 
will be diagnosed with prostate cancer in his lifetime, and more than 
30,000 Americans die of the disease each year. As a result, the NCI and 
other national medical organizations emphasize the need for routine 
screening for prostate cancer in men over the age of fifty. 

Screening tests look for disease in people who don’t have symptoms 
yet. Finding disease early can make treatment more effective, reduce suf-
fering, and even prevent more serious problems. Screening has to be worth 
it: the occurrence of the disease and the chance of death must justify the 
effort and expense of screening.3 Clearly, prostate cancer is common 
enough and serious enough to justify screening.  

The prostate screening test has several components. It generally involves 
a digital rectal exam (DRE) and a blood test. If cancer is suspected, there is 
also a biopsy of prostate tissue. For healthy men over fifty, the American 
Cancer Society recommends an annual DRE and blood test.1 The blood test 
measures levels of a protein produced in the prostate gland called prostate- 
specific antigen (PSA). Approximately 50% of “older men” now undergo 
routine PSA screenings. 

The key question: is there evidence that PSA screening alone increases 
survival by detecting prostate cancer early? In other words, just how 

77
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worthwhile is this PSA test? To answer this key question we need to deter-
mine the absolute risk reduction (ARR) for men who have had the screen-
ing test compared to men who have not. 

Background 

There is no such thing as a normal or even abnormal PSA level. But the 
more PSA in his blood, the more likely it is that a man has prostate cancer. 
Since PSA is produced in the body and can be measured as an indicator of 
prostate cancer, it is sometimes called a biomarker. 

PSA test results are usually reported as nanograms of PSA per milliliter 

Many doctors are now using the following ranges and descriptors for blood 
PSA levels, with some variation:4 

• 0-2.5 ng/ml is low 
• 2.6-10 ng/ml is slightly to moderately elevated 
• 10-19.9 ng/ml is moderately elevated 
• 20 ng/ml or more is significantly elevated 

Several factors can cause PSA levels to fluctuate, so a single elevated 
PSA test doesn’t necessarily mean anything is wrong. The high test result 
could be due to a harmless enlargement of the prostate, an inflammation, 
an infection, or even age or race. So even though elevated PSA is a bio-
marker for prostate cancer, elevated levels don’t necessarily mean that 
there is a problem.  

Even if screening finds a tumor, the benefits aren’t always clear-cut.  
Detecting a small tumor does not necessarily reduce your chance of dying 
from prostate cancer. Sometimes, PSA testing finds slow-growing, indo-
lent tumors that are unlikely to be life threatening. If and when an annual 
PSA test finds a fast-growing tumor, it may be too late if the aggressive 
cancer has already spread to other parts of the body.5 

Much is still unknown about prostate cancer. The causes aren’t clear. The 
progression of the disease from initial symptoms to death isn’t well-defined.5 
It seems some tumors are relatively inactive, while others progress rapidly. 

of blood, abbreviated ng/ml. A nanogram is a miniscule quantity; there are 
about 30 billion nanograms in a single ounce! A milliliter is about 15 drops.
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Prostate cancer may even be two different diseases, a faster growing one 
and a slower growing one. 

For the slow-growing cancer, the time from development of the disease 
to the onset of symptoms is drawn-out. This long period leaves ample time 
to detect the indolent cancer with a screening test. But symptoms appear 
early in the fast-growing form, and death often follows shortly. In these 
cases, the asymptomatic stage may not be long enough to allow detection 
by screening. And once symptoms are evident, you know you have the 
disease, so there’s no point in screening to look for it. 

There is also a problem with false positive and false negative screening 
test results. False positives can occur when the PSA level is elevated even 
though no cancer is present. Fortunately, most men with elevated PSA 
don’t have cancer. Of course it’s a big relief to find out that you don’t have 
cancer after all. But the additional tests that prove the “positive” to be false 
have risks and cost money, not to mention the anxiety of waiting for results.6 
On the other hand, false negatives occur when prostate cancer hides behind 
an ordinary PSA level. Most prostate cancers are slow-growing and may 
exist for decades before they are large enough to cause symptoms. With a 
false negative, PSA results don’t alert you to the problem even when the 
disease is progressing significantly. 

PSA is just an indicator; a biopsy is needed to determine if prostate can-
cer is actually present. The more tissue removed during the biopsy, the 

remove the tumor can cause incontinence (inability to control urine) and 
erectile dysfunction.5 

Reports in the news suggest that prostate cancer is often a potent, fatal 
disease in fifty-year-old men. In fact, disease and death from prostate can-
cer are principally problems of older men. Age is the most common risk 
factor, with nearly 70% of prostate cancer cases occurring in men aged 65 
and older.7 

So what is the bottom line? As it turns out, researchers have found that 
extensive biopsies don’t necessarily lead to a survival benefit due to early 
cancer detection.8 This is primarily because prostate cancers detected during 
screening and biopsy are often indolent tumors. Men often choose surgery 

greater the chance of detecting cancer. Biopsies can have side effects, includ-
ing bleeding and infection. If a biopsy confirms cancer, the surgery to 
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to remove these cancers. But even if they hadn’t had surgery, men with this 
slow-growing form of the disease would likely have died of heart disease, 
diabetes, or another form of cancer before they even developed symptoms 
from the prostate tumor. 

The current push for prostate cancer screening has increased identifica-
tion and treatment of the disease. But even without treatment, many of 
these prostate cancer cases would still have been extremely low-risk. And 

tioned above. As a result, it is extremely difficult to determine the overall 
benefits, if any, of prostate screening. 

Prostate Cancer Screening - Risk Characterization 
Theater (RCT)  

At present, data are insufficient to calculate the absolute risk (AR) for indi-
viduals who were or were not screened. As a result, we cannot find the abso-
lute risk reduction (ARR) for screening, and we cannot compare survival 
benefits between the two groups. Therefore it is not possible to construct a 

What does all this mean? Let’s go back to the key question. Is there evi-
dence that prostate cancer screening leads to a survival benefit due to early 
detection of prostate cancer? The answer is no. There is no hard evidence, 
only anecdotal evidence. It’s possible there is a benefit, but it’s also possi-
ble that screening is without any value. The data are simply insufficient to 
answer the question with any degree of certainty.  

Considering the uncertainty, the decision to have a prostate biopsy or 
surgery should be weighed carefully. The fact that we cannot calculate the 
ARR calls widespread PSA screening into question. It is possible that biop-
sies and surgery may not be warranted in some cases. 

We do not mean to suggest that prostate cancer is not a deadly disease; 
thousands of men die from prostate cancer every year. What this case 
study does reveal, however, is the absence of evidence that screening tests 
reduce the risk of dying of this cancer. You may be willing to accept a  

Prostate Cancer Screening RCT (Fig. 7.1, additional discussion in Chaps. 17 

the treatments themselves involve possible negative outcomes, as men-

and 18). 
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Fig. 7.1. There is insufficient information at this time to represent cancer risk    
reduction from prostate screening tests in an RCT 

certain level of risk from biopsies or surgery, but there is no proof that you 
stand to benefit. 

 



8. Elevated Cholesterol: A Primary Risk Factor 
for Heart Disease? 

People whose blood cholesterol is low develop just as many plaques          
in their blood vessels as people whose cholesterol is high. 

Uffe Ravnskov1  

Issue 

Coronary heart disease (CHD) is the leading cause of death in industrial-
ized countries throughout the world, and is by far the number one killer in 
the United States. Over 70 million Americans have some form of cardio-
vascular disease, and approximately one million of them die from it each 
year. Heart disease accounted for nearly 40% of all deaths in the United 
States at the turn of the 21st century.2 

These are frightening statistics. So it is not surprising that CHD has     
attracted intense interest in the public health community for decades. With 
“baby boomers” aging and more individuals being affected by CHD, this 
interest will continue to grow. It’s increasingly important that we under-
stand CHD so we can reduce or eliminate those conditions responsible for 
this disease. Unfortunately, in spite of years of research and costly clinical 
and epidemiological studies targeting CHD, scientists and physicians have 
not been able to discover any definitive cause and effect relationships. 

The causes of CHD and of its precursor, atherosclerosis – in which fatty 
deposits, cholesterol, cellular waste products, calcium, and other sub-
stances build up on the lining of arteries – are still unknown. So judgments 
about why CHD occurs and how to control it are based on the presence or 
absence of risk factors. There are many risk factors which have been asso-
ciated with atherosclerosis and CHD. At present, the list includes: cigarette 
smoking, elevated blood pressure, elevated cholesterol, low serum HDL 
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cholesterol, diabetes, advancing age, obesity, abdominal obesity, physical 
inactivity, family history of premature coronary heart disease, ethnic char-
acteristics, psychosocial factors, elevated serum triglycerides, small LDL 
particles, elevated serum homocysteine, elevated serum lipoprotein(a), ele-
vated fibrinogen, elevated inflammatory markers… and the list of suspect 

The prevailing view is that elevated blood serum cholesterol is the pri-
mary controllable risk factor (as opposed to uncontrollable risk factors, 
such as age and genetics) in the development of atherosclerosis and CHD. 
Reports in the media state rather convincingly that the risk of CHD is 
markedly lower when blood serum cholesterol levels are lowered; the   
current benchmark falls in the vicinity of 200 mg/100mL or less. It is also 
assumed that lowering cholesterol dramatically reduces the risk of suffer-
ing from atherosclerosis and CHD. As a result, approximately 200 million 
Americans currently undergo cholesterol screening tests, 13 million are on 
cholesterol-lowering drugs, and 52 million are on cholesterol-lowering   
diets. In the Third Report of the National Cholesterol Education Program, 
a government-sponsored panel recently suggested that the number of 
Americans taking cholesterol-lowering drugs be raised to approximately 
36 million, and that more Americans – about 65 million – should be on 
cholesterol-lowering diets.3 

But, as is usually the case when risk factors are involved, the relation-
ship between cholesterol levels and the incidence of CHD is not as clear as 
popular reports suggest. A doctor at the Harvard Medical School notes that 
“[h]alf of all myocardial infarctions [heart attacks] and strokes occur in   
individuals without elevated cholesterol levels ….”4 In a recent article, car-
diovascular pioneer Dr. Michael DeBakey found that elevated cholesterol 
levels had no effect on the recurrence of coronary disease.5 

Doctors have admitted the difficulties of diagnosis from cholesterol   
levels alone. Dr. William Kannel, one of the first directors of the famous 
clinical Framingham Study on the relationship of cholesterol levels and 
CHD, stated that “diagnosis of overt heart disease on the basis of lipid 
[cholesterol] levels alone is simply not feasible.”6 Dr. William Castelli, 

factors goes on. Yet most of these risk factors individually have almost no
value in predicting whether CHD or atherosclerosis will occur.
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another former director of the Framingham study, wrote, “Obviously, the 
total cholesterol value cannot accurately predict which patients have a […] 
problem when the cholesterol levels are between 200 and 250 mg or even 
between 150 and 250 mg.”7 

Dr. Mark Hegsted, former director of the US Department of Agriculture 
Human Nutrition Center, observed that the report of the World Health   
Organization and many others have emphasized how the majority of heart 
attacks apparently occur in individuals with serum cholesterol levels below 
240 mg.8 In 1989, Dr. Castelli reported that “one-half of all heart attacks 
now occur in people whose serum cholesterol level is 225 mg or less.”9 
Since the average cholesterol level among adult Americans is about 220 
mg, his statement means that heart attacks occur almost equally among 
people with normal and elevated cholesterol levels. 

So we have a conundrum. Does lowering cholesterol result in a marked 
reduction in the incidence of CHD? Or, is it impossible to predict with any 
degree of certainty whether there is a difference in the incidence of CHD 
in populations with elevated and normal cholesterol levels? Cholesterol 
can be designated a primary risk factor for CHD only if individuals with 
elevated blood serum cholesterol levels have an appreciably higher inci-
dence of atherosclerosis and CHD than individuals with normal cholesterol 
levels. Looking at it another way, if individuals with normal and elevated 
blood serum cholesterol have essentially the same incidence of CHD, then 
an elevated level of cholesterol in the blood cannot be identified as a pri-
mary risk factor.  

A key question arises. Within a population, do individuals with essen-
tially normal blood serum cholesterol have a lower incidence of coronary 
heart disease than individuals with elevated levels of blood serum choles-
terol? 

Background 

The rationale for the focus on cholesterol as a risk factor is best illustrated 
by a recent advertisement for a popular cholesterol-lowering statin drug, 
asserting cholesterol’s role in the development of CHD. The ad states that 

8. Elevated Cholesterol
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plaque forms when too much LDL (bad) cholesterol builds up on the      
inside of your arteries. It also points out that this buildup of plaque causes 
the arteries to become thicker, harder, and less flexible – thereby restrict-
ing blood flow, which can cause a heart attack or a stroke. Since choles-
terol and other components found in plaque are, in large part, responsible 
for atherosclerosis and CHD, it seems reasonable to assume that lowering 
the level of blood serum cholesterol – the cholesterol in the bloodstream – 
will reduce the incidence of these diseases. It would be counterintuitive to 
come to any other conclusion. 

While the quoted advertisement is accurate when it states that choles-
terol builds up in arteries and statins reduce blood cholesterol levels, it 
does not implicate elevated blood cholesterol levels in the development of 
atherosclerosis and CHD. For example, individuals with normal cholesterol 
levels may also have arteries with plaque buildup (i.e., blood serum choles-
terol levels may have no correlation with the prevalence and incidence of 
plaque in arteries). Indeed, the opening statement by Dr. Ravnskov indi-
cates that people with low and high cholesterol have the same number of 
plaques in their arteries.1 It would be important, therefore, to determine the 
difference in absolute risk between these two populations. Published clini-
cal studies shed light on the subject and provide the data needed to evalu-
ate the risks associated with different blood serum cholesterol levels. 

The best-known clinical study attempting to correlate blood serum cho-
lesterol levels and the incidence of CHD is the Framingham Study. This 
study, which began in 1948, was supported by the National Heart, Lung, 
and Blood Institute and involved some 5,000 men and women from a Bos-
ton suburb. These individuals were followed and examined for over 50 
years to determine if there was an association between serum blood choles-
terol levels and CHD.6 

In 1979, an article titled “Cholesterol in the Prediction of Atheroscle-
rotic Disease – New Perspectives Based on the Framingham Study” con-
cluded that “prospective data at Framingham and elsewhere have shown 
conclusively that risk of coronary heart disease in persons younger than 
age 50 is strikingly related to the serum total cholesterol level.”10 That is 
strong language. But the data didn’t support this confident assertion. 
Though the article was widely quoted and reinforced the prevailing views 



regarding cholesterol and CHD, it contained a graph that shows that nearly 
the same number of individuals with essentially normal and elevated cho-
lesterol died of CHD (the graph is presented in Appendix B). 

The serum cholesterol level of 220 mg per 100 ml – frequently abbrevi-
ated to “220 mg” in everyday speech – is the line between essentially normal 
and elevated (please note that this chapter adopts the abbreviated notation). 
However, this is a moving target, and the number for essentially normal 
has been going down lately. In the Framingham data, the group of men 
with blood serum cholesterol levels above 220 mg died at about the same 
rate as the men with cholesterol levels below 220 mg. 

The largest and most comprehensive clinical study on cholesterol levels 
and heart disease is the Multiple Risk Factor Intervention Trial, or 
MRFIT.11,12 In this study, over 350,000 male participants had their choles-
terol levels measured and monitored for 6 years. The blood serum cholesterol 
level at which 50% of the population died from CHD virtually duplicated 

50% level was 225 mg; see Appendix B). 
These two large clinical studies, which are the most often cited, have 

shown that nearly the same number of individuals with normal and ele-

same” mean? How can we determine if we should be screened for blood 
serum cholesterol levels, eat cholesterol free food, and take drugs to lower 
our cholesterol levels? 

Risk Characterization 

Using the MRFIT12

mg. Portions of the above data set can be visualized using our Risk Char-
acterization Theater (RCT) graphic. The first Cholesterol RCT in Fig. 8.2 
represents 1,000 people whose mean total blood serum cholesterol level is 
280 mg – a level uniformly characterized as significantly elevated. The 
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 data, Fig. 8.1 shows the annual number of CHD deaths 

the results obtained from the Framingham study (in the case of MRFIT, the 

per thousand individuals at different serum cholesterol levels. 
The graph shows annual CHD deaths per thousand individuals increasing 

vated cholesterol have atherosclerosis and CHD. But what does “nearly the 

by 1/1,000 (a rate of 0.1%) as the cholesterol level climbs from 150 to 250 
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one darkened seat represents the single individual at increased risk of death 
from CHD when compared to 1,000 individuals with an essentially normal 
cholesterol level (between 210 and 220 mg).  

 

 

Fig. 8.1. Annual CHD deaths per 1,000 individuals as a function of serum choles-
terol levels, based on data from the MRFIT study12 

 
Our second example (Fig. 8.3) involves two RCTs that represent 2,000 

people whose mean total blood serum cholesterol level is 250 mg – a far 
more representative level, also uniformly characterized as significantly 
elevated. In this instance, there is one darkened seat representing the single 
individual at increased annual risk of dying from a heart attack when com-

 
tween 210 and 220 mg). 
pared to 2,000 individuals with an essentially normal cholesterol level (be-



 

Fig. 8.2. Out of 1,000 people with a significantly elevated cholesterol level of 280 
mg, there will be one additional death per year from CHD (represented by a single 
darkened seat) as compared to 1,000 people with essentially normal cholesterol 
(between 210 and 220 mg) 

 

 

Fig. 8.3. Out of 2,000 people with a significantly elevated cholesterol level of 250 
mg, there will be one additional death per year from CHD (represented by a single 
darkened seat) as compared to 2,000 people with essentially normal cholesterol 
(between 210 and 220 mg) 

A third RCT graphic (Fig. 8.4) compares the difference in annual deaths 
per 1,000 for the group with less than 210 mg cholesterol to the group with 
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cholesterol between 210 and 250 mg. The average annual death rate for the 
group with essentially normal cholesterol is about 0.75 per 1,000 people. 
The average for the group with elevated cholesterol is about 1.25 deaths 
per 1,000 each year. The difference is 0.5 deaths per 1,000 people, which 
is the same as one death per 2,000 people each year. For the RCT graphic 
in this example, there is one darkened seat representing the increased     
annual risk for 2,000 individuals with cholesterol between 210 to 250 mg 
when compared to 2,000 individuals with blood serum cholesterol less 
than 210 mg.  

 

 

Fig. 8.4. Out of 2,000 people with a cholesterol level between 210 and 250 mg, 
there will be one additional death each year from CHD (represented by a single 
darkened seat) as compared to 2,000 people with cholesterol lower than 210 mg 

It should be emphasized that there is uncertainty in these numbers. For 
example, one reason for the gradual increase in annual CHD deaths per 
1,000 individuals through the entire range of blood serum cholesterol    
levels is that both cholesterol levels and the incidence of CHD increase 
with age. It’s hard to adjust data to account for these variables. Another 
possible reason is that CHD deaths at the higher end of the cholesterol  
levels shown in Fig. 8.1 – associated with about 5% of the population – are 
likely to include individuals with diabetes, a genetic disorder (familial    
hypercholesteremia), and other diseases. People with these diseases have a 
higher risk of dying from CHD but apparently were not excluded from the 
analysis. 



While it’s hard to quantify the uncertainty in these numbers, these values 
were obtained from very large clinical studies and probably are a good es-
timate of reality. The Cholesterol RCTs provide a “ballpark” estimate of 
the individual risk due to elevated blood serum cholesterol levels. If you 
excluded the 5% of the population with genetic disorders, diabetes, etc., 
then the apparent difference between populations with high and low cho-
lesterol levels would in all likelihood be less pronounced. 

But let’s assume for a moment that Fig. 8.1 is correct. Let’s say the gentle 
upward trend from the lowest to the highest cholesterol level is legitimate. 
Let’s forget about difficulties in excluding diabetics and people with genetic 
abnormalities, and in normalizing for age and unknown additive or syner-
gistic effects of multiple risk factors. Then in a group of 1,000 individuals 
with elevated cholesterol, there will be approximately 1 additional death 
annually when compared to 1,000 individuals with normal cholesterol. 
Therefore, 99.9% of the individuals with elevated cholesterol would not be 
affected. 

You would then have to ask yourself whether an annual risk of 1 in 
1,000 (0.1%) constitutes an acceptable risk? Is a 0.1% risk reduction worth 
modifying your diet, changing major elements of your lifestyle, and taking 
expensive drugs (see Chap. 9 on statins) in an attempt to lower your cho-
lesterol to essentially normal levels or below? You will need to think long 
and hard about your level of acceptable risk and what course of action to 
take. Another way to look at these results would be to say that for 999 out 
of 1,000 individuals each year, it makes no difference whether they have 
elevated cholesterol or normal cholesterol in terms of whether or not they 
develop CHD. 

Individual Risk vs. Nationwide Risk 

Some people may conclude that a 0.1% risk is not worth taking; these indi-
viduals will probably be concerned and take action to reduce blood serum 
cholesterol levels. But others might question whether the increase in the 
level of risk associated with elevated cholesterol is serious enough to war-
rant concern. 
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We might also wonder why these data seem to fly in the face of reports 
from physicians, drug companies, and government agencies. Why would 

wool over our eyes. It’s just that they are presenting results that relate to 
nationwide health risks instead of individual risks. They also have their 
own interests and motives and tend to characterize data in a way that sup-
ports their own particular views and perspectives – a trait that we all seem 
to possess in one form or another. 

For example, drug companies almost always use relative numbers to  
explain the benefits of drugs to reduce cholesterol. This is a valid statistical 
approach. It is not a misrepresentation of data, but it does makes the bene-
fits from these drugs seem dramatic and, at the same time, distort the risks 
associated with elevated cholesterol. 

Federal agencies and physicians focus on health benefits to the entire 
nation rather than to the individual. So if there are approximately 50     
million Americans with elevated cholesterol, and if CHD risks for those 
people are 0.1% higher than for individuals with normal cholesterol, then 
50,000 lives might be saved annually by lowering those people’s choles-
terol levels. Risks are presented in the context of national impacts in much 
the same way as the EPA communicates risks from exposure to dioxin, 
lead, mercury, and other environmental contaminants. 

As this book has mentioned before, it is virtually impossible for us to 
visualize or relate to risks and benefits to millions of people. When infor-
mation is presented that way, it is certainly hard for us each to imagine our 
own personal risk or benefit. Unfortunately, very little effort has been 
made to provide data in a format (e.g., RCTs) that could help citizens par-
ticipate in critical health decisions. Public and private health institutions 
agree that individuals should be involved in decisions about medical inter-
vention and health risk analysis. While this may be an oft-repeated objec-
tive, the public still doesn’t have ready access to data that would empower 
each of us to base our personal decisions on the level of individual risk that 
feels acceptable. 

panies misrepresent the truth? But the answer is not that they are pulling the 
medical practitioners, agencies like the FDA, and pharmaceutical com-



9. Statins, Cholesterol, and Coronary Heart 
Disease 

If the major benefits of statins are mediated through their effects on        
inflammation, thrombosis, and oxidation, we would also expect the relative 
benefits of statin therapy to be independent of baseline LDL cholesterol 
level. 

R.A. Haywood et al.1 

Issue 

Statins – LescolTM, LipitorTM, MevacorTM, PravacolTM, and ZocorTM – are the 
most widely used prescription drugs in the world. Over 20 million people 
worldwide take statins, and the resulting annual sales exceeded 16 billion 
dollars in 2001.2 Why are they so popular? People take statins to lower 
their cholesterol. Indeed, these drugs can reduce blood serum cholesterol 
levels by 30 to 40% or more.2 

As described in the previous chapter, experts have found that the inci-
dence of coronary heart disease (CHD) is essentially the same for people 
with elevated and normal blood serum cholesterol levels. The Cholesterol 
Risk Characterization Theaters (RCTs) shown in Chap. 8 suggest that the 
level of benefit from reducing cholesterol levels may not support the con-
tention that cholesterol is a primary risk factor for CHD.  

Yet many of the people who take statins to lower their cholesterol do so 
in the hopes of reducing their risk of heart disease. Two key questions 
arise. Do individuals taking statins have a lower incidence of CHD when 
compared to individuals not taking these drugs? If so, are the benefits due 
to lowering blood serum cholesterol levels, or are they due to something 
else? 
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In 2004, a National Cholesterol Education Program (NCEP) panel of 
experts stated that consistent and compelling evidence showed a strong rela-
tionship between LDL cholesterol levels (so-called “bad” cholesterol) and 
cardiovascular risks.3,4 The panel recommended that physicians try to reduce 
LDL cholesterol to less than 70 mg/100 ml in patients at very high risk for 
cardiovascular events3,4 

In a more recent article (Oct. 2006) in the Annals of Internal Medicine, 
the connection between LDL and heart disease wasn’t quite so strong. The 
authors found no evidence that individuals with LDL cholesterol levels  
below 130 mg/100 ml would benefit from further reducing their blood    
serum cholesterol. And yet, the authors conclude, “there is clear and com-
pelling evidence that most patients at high risk for cardiovascular disease 
should be taking at least a moderate dose of a statin if tolerated, even if 

1 How can 
this be? The apparent contradiction would be resolved if statins were active 
by some other mechanism besides lowering cholesterol. The authors based 
their conclusions on a comprehensive review and analysis of what has 
been published on the topic. 

So what’s the bottom line? Statins are certainly effective at reducing 
cholesterol levels. Doctors and researchers generally agree that statins also 
lower the incidence of CHD. However, it’s not clear whether statins’ heart 
benefits come from lowering cholesterol or from something else they do in 
the body. On the other hand, does it really matter why statins work? 
Maybe cholesterol levels are relevant, maybe not – but so what? If statins 
reduce the incidence of CHD, shouldn’t everyone take them? After all, 
heart attacks are often deadly. 

However, many of us aren’t going to die of a heart attack, or even experi-
ence CHD symptoms. Some of us have elevated cholesterol but no other 
risk factors for cardiovascular disease. Should we endure the cost and pos-
sible adverse effects of statins? Should we take a combination of drugs to 
continue to lower our blood serum cholesterol levels? What about swearing 
off tasty foods that are high in cholesterol? These are legitimate questions 
in spite of the continued focus on reducing cholesterol levels. Currently, 
opinions vary in the medical and scientific communities on the merits of 
prescribing statins to low risk populations.5,6  

their natural LDL cholesterol level is low” [emphasis added].
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fact-finding. We must determine what these potent drugs do, what they 
don’t do, and for whom. After all, even if they have great benefits for some 
people, there’s still no “free lunch”! Statins can cause side-effects and 
complications like rhabdomyolysis (muscle destruction); abnormal 
changes in liver function; myopathy; adverse changes to memory, think-
ing, and concentration; depression and irritability; increased pain, tingling, 
and numbness; sleep problems; sexual dysfunction; blood sugar changes; 
and nausea. Some of these side effects can affect a significant number of 
people. For example, nine out of every hundred people in clinical trials 
complained that statins affected their digestive system, while only four out 
of every hundred complained when they were given a placebo.7,8 

Background 

Cholesterol is essential for life, and so we “build” cholesterol in our bodies. 
Statins, on the other hand, reduce cholesterol levels. The method or 
“mechanism” by which they act has been verified in a number of studies:9 
statins prevent a specific enzyme (HMG-CoA reductase) from functioning 
properly. This enzyme is an important worker on the cholesterol assembly 
line. Stopping the enzyme from doing its job ultimately prevents the body 
from making enough cholesterol. 

Since the body requires cholesterol to function properly, there needs     
to be some way to compensate for the cholesterol “shortage” when statins 
interfere with the assembly line. Our cells need to get cholesterol from 
somewhere else. One easy source is the cholesterol in our blood. 

So statins have another effect. They also cause changes that let cells   
absorb cholesterol from the blood stream better. Taking statins leads to an 
increase in the number of cholesterol receptors on the surface of our cells.9 
These receptors are like microscopic doors that allow cholesterol to cross 
from the blood into the cell. More doors means more cholesterol can enter 
the cell. Once inside, cholesterol can perform its many necessary functions. 
To summarize, statins make cells sponge up the cholesterol they need from 

Before taking statins (or any drug for that matter), it is smart to do a little 
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the blood, instead of building it themselves. This lowers blood serum cho-
lesterol levels. 

It looks like statins do many additional things in the body besides       
decreasing LDL cholesterol levels.10,11 Some of these effects are listed in 

inflammation and blood clots. Indeed, the cardiovascular benefits of statin 
therapy may come from these effects on inflammation and clot forma-
tion.12 Statins can affect the innermost layer of cells lining our arteries (the 
endothelium), make smooth muscle cells less active, control inflammation, 
and affect the physiology of the artery wall.13 These changes have been  
associated with limiting the development of atherosclerosis, which is the 
precursor or gateway disease to cardiovascular disease (CVD). It is possi-
ble that one or more of these mechanisms of action is responsible for the 
reduced incidence of CVD following statin use. Note that at times the 
terms cardiovascular disease and coronary heart disease are both used 
when describing the benefits of statins. CVD is a general diagnostic cate-
gory consisting of several separate diseases of the heart and circulatory 
system, including CHD and stroke. Throughout this chapter, the terms 
CHD and CVD will be used consistently with how each clinical study    
reported its results. 

 

Box 9.1. Notice in particular that statins may play a role in reducing     

Box 9.1. These effects have been reported to have molecular mechanisms that 
are independent of statins’ effect on low-density lipoprotein cholesterol. 
Known Lipid Independent Effects of Statins (adapted from ref. 1) 
Increased synthesis of nitric oxide 
Inhibition of free radical release 
Decreased synthesis of endothelin-1 
Inhibition of low-density lipoprotein cholesterol oxidation 
Up-regulation of endothelial progenitor cells 
Reduced number and activity of inflammatory cells 
Reduced level of C-reactive protein 
Reduced macrophage cholesterol accumulation 
Reduced production of metalloproteinases 
Inhibition of platelet adhesion or aggregation 
Reduced fibrinogen concentration 
Reduced blood viscosity 
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Some statin trials don’t line up well with the hypothesis that lowering 
LDL cholesterol reduces CVD. For example, trials have found that statins 
substantially reduce the risk of stroke. This benefit is consistent with these 
drugs’ reported ability to reduce the formation of clots in blood vessels. 
However, the stroke benefit may not have much to do with the LDL-
lowering effects of statins, since elevated LDL levels are not a major inde-
pendent risk factor for stroke.14 Furthermore, a large statin trial conducted 
in dialysis patients found no substantial cardiovascular benefit, despite 
42% reductions in LDL cholesterol levels.15 These results suggest that 
even meaningful reductions in LDL are not always associated with clini-
cally significant decreases in cardiovascular risk.  

Indeed, if statins’ primary benefits are a result of mechanisms unrelated 
to lowering LDL cholesterol levels, then we should focus more on the 
other risk factors for CVD. More resources should be allocated to clarify 
which conditions put people at the greatest risk for heart disease, and 
whether statins are effective against these conditions. Since our under-
standing is still incomplete, it is possible that millions of people are taking 
statins who shouldn’t be, and millions of people who should be aren’t. If 
cholesterol is not the primary risk factor for CHD, then some people are 
unnecessarily bearing the cost and potential side effects of cholesterol-
reducing drugs. But if statins are effective against something other than 

Risk Characterization 

A number of large, controlled, clinical trials with statins have been con-
ducted involving tens of thousands of people. These clinical trails have   
included people without a history of CVD who take statins for “primary 
prevention,” as well as individuals with a history of CVD who take statins 
for “secondary prevention.” Results from these studies show that statins do 
reduce the incidence of cardiovascular events for both groups.16 

Diabetes, age, high blood pressure, smoking, family history, and even 
gender can all play a role in CVD, so these characteristics are called “risk 

cholesterol, then individuals who could potentially benefit from taking statins
are being overlooked. 
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factors.” Many study participants have not one but multiple risk factors for 
CVD. But the risk factors vary from study to study, which makes it diffi-
cult to come to any meaningful conclusions about which patients will 
benefit from taking one or more specific statin drug. Maybe people with 
diabetes will respond better to one drug, while smokers with high blood 
pressure will respond better to a different one, but researchers just don’t 
have enough information to know yet. In other words, the uncertainty sur-
rounding statin use remains high. However, one thing is clear: people who 
have already had a heart attack benefit more from statins than people with 
no history of CVD.  

Information in the Statin RCTs that appear in this section came from     
a summary16 that examined and compared the results of seven different 
studies. Four of them were major studies about the use of three statins  
(ZocorTM, LipitorTM, and PravacolTM) by people without previous CVD. 
The other three studies investigated the use of the same three statins in 
populations with previous CVD. All of these clinical studies were con-
ducted over the last decade or so, involved thousands of individuals with 
different sets of risk factors, lasted approximately 5 years, and provided 
data to calculate the cardiovascular benefits.  

While the results can certainly be interpreted in a variety of ways, they 
give a sense of the overall benefits from taking the three statins studied. 
The Statin RCTs presented below show the number of patients who bene-
fited by taking statins for five years. The benefit was a decrease in cardio-
vascular events – generally heart attack or CHD death, depending on the 
study.16 

Primary Prevention Studies 

The Statin RCTs shown in Fig. 9.1 represent individuals without previous 
CVD who have taken ZocorTM, LipitorTM, or PravacolTM. The people who 
took statins experienced fewer cardiovascular events in comparison to the 
people who did not take statins. The darkened seats in each example rep-
resent the number of individuals without previous CVD who benefited 
from statin use, compared to people who didn’t take statins. 
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Fig. 9.1. Benefits from statin use for primary prevention. Participants in these 
studies did not have previous cardiovascular disease. The darkened seats in each 
RCT represent the number of individuals out of 1,000 who avoided CVD over a 

A. Heart Protection Study Group (HPS) participants took ZocorTM (Simvastatin) 
and saw an absolute benefit of 43 per thousand; B. Collaborative Atorvastatin 
Diabetes Study (CARDS) participants took LipitorTM (Atorvastatin) and saw an 
absolute benefit of 40 per thousand; C. West of Scotland Coronary Prevention 
Study (WOSCAPS) participants took PravacolTM (Pravastatin) and saw an abso-

Trial (ASCOT) participants took LipitorTM (Atorvastatin) and saw an absolute 
benefit of 16 per thousand 

In summary, between 16 and 43 out of 1,000 individuals without previous 
CVD benefited from taking statins over a five-year period when compared 
to individuals not taking these drugs in the primary prevention studies. The 

lute benefit of 24 per thousand; and D. Anglo-Scandinavian Cardiac Outcomes 

five-year period by taking statins, as compared to people who didn't take statins. 
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average of these studies is about 30, so approximately 30 out of 1,000  
people benefited. In other words, the average absolute benefit rate for     
using the statins for primary prevention is about 3%. This means that the 
other 97% of people taking statins for primary prevention did not benefit 
from taking these drugs, at least in terms of CVD. 

Secondary Prevention Studies 

The Statin RCTs shown in Fig. 9.2 represent individuals with previous 
CVD who have taken ZocorTM, LipitorTM, or PravacolTM. The people who 
took statins experienced fewer cardiovascular events in comparison to the 
people who did not take the statins. The darkened seats in each example 
represent the number of people with previous CVD who benefited from 
statin use, compared to people not taking statins. 

To summarize, for those people who had previous CVD, between 58 
and 76 out of 1,000 individuals benefited from taking statins over a five-
year period when compared to those who didn’t take the drugs. The aver-
age of these studies is about 67, so approximately 67 out of 1,000 people 
benefited. In other words, the absolute benefit rate from using the statins 
for secondary prevention is almost 7%. Conversely, 93% of the individuals 
in the studies did not benefit from taking the statins. Comparing Figs. 9.1 
and 9.2, the benefits to individuals with previous heart attacks are clearly 
greater than the benefits for individuals with no previous CVD. 

Discussion 

The results from these statin studies support the view that these drugs pro-
vide benefits greater than the benefits which would be achieved by lower-
ing blood serum cholesterol levels. The data presented in the previous 
chapter show that every year, at most 1 person out of 1,000 avoids a fatal 
heart attack by lowering his or her cholesterol from significantly elevated 
to essentially normal. This means that 5 lives out of 1,000 might be saved 
over a five-year period. For individuals without previous CVD, the benefit 
of taking statins over five years is many times higher: on average, 30 out  
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Fig. 9.2. Benefits from statin use for secondary prevention. Participants in these 
studies had previous cardiovascular disease. The darkened seats in each RCT   
represent the number of individuals out of 1,000 who avoided CVD over a five-
year period by taking statins, as compared to people who didn’t take statins. A. 
Scandinavian Simvastatin Survival Study Group (4S) participants took ZocorTM 
(Simvastatin) and saw an absolute benefit of 76 per thousand, B. Pravastatin or 
Atorvastatin Evaluation and Infection Therapy (PROVE-IT) participants took 
LipitorTM (Atorvastatin) and saw an absolute benefit of 66 per thousand, and       
C. Heart Protection Study (HPS) participants took ZocorTM (Simvastatin) and saw 
an absolute benefit of 58 per thousand 

of 1,000 experienced a benefit (Fig. 9.1). For those who already had CVD, 
the benefits of statins were even greater: on average, 67 out of 1,000 bene-
fited (Fig. 9.2). The outcomes of the statin clinical trials support the idea 
that mechanisms other than the lowering of cholesterol (such as those in 
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CVD following statin use. 
These results are based on the absolute benefits from taking statins, as 

reported in clinical trials. The RCTs show the marginal increase in abso-
lute benefit, calculated by comparing people who took the drug to people 
who didn’t. For determining health benefits and risks, these absolute   
numbers are far more useful than relative values and percent changes. As 
described in previous chapters, relative values don’t tell the whole story, so 
they tend to present a biased picture of the benefits and risks of interven-
tion. Relative values are valid, but they’re harder to interpret when we 
have to make a decision like whether or not to take a cholesterol-lowering 
drug. Unfortunately, it’s hard to find much information about statins except 
relative numbers and percentage changes – unless you have access to data 
from scientific studies. 

Individual vs. Nationwide Benefits 

As mentioned in the chapter about cholesterol, nearly 70 million Americans 
have some form of CVD, and approximately one million die from it each 
year.17 Based on the clinical trials shown in Fig. 9.2, about 7% of these  
individuals could potentially benefit if they were all to take statins. That’s 
almost 5 million people! It’s no wonder that statins are the best-selling 
prescription drug in the world. As impressive as these benefits appear, in-
dividual decisions shouldn’t be based on nationwide benefit numbers. 

Consider the population that falls in the category “without previous 
CVD.” Since the population of the US is about 300 million, this group is 
considerably larger than the group “with previous CVD.” As described 
above, about 3% of people in this group benefit from taking statins, and 
the other 97% don’t benefit.  

You have just had your annual medical exam. Your doctor tells you that 
everything is fine except for your total blood serum cholesterol level, 

Imagine yourself in a hypothetical situation. You are one of the approx-
imately 180 million adult Americans who don’t have any previous CVD. 

Box 9.1) are probably primarily responsible for the reduced incidence of 
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which is a bit high at 245 mg. Your physician recommends that you should 
start taking a statin to lower your cholesterol. 

You already know a little about cholesterol. For people with your cho-
lesterol level, you know that around 1 person out of 2,000 will benefit 
from lowering his or her cholesterol to a normal level. You also know that 
these data came from studies including older individuals and people with 
diabetes and other diseases. These are conditions and situations which 
raise the risk of CVD, but don’t apply to you. 

Imagine that from your perspective, your blood serum cholesterol level 
just doesn’t warrant taking statins. In your mind, the possible benefits of 
lowering your cholesterol with statins don’t justify the costs, risks, and 
lifestyle changes. However, as you understand it, statins could also have 
other benefits – benefits that may be more important than lowering choles-
terol. Maybe these would tip the balance in favor of taking statins after all. 
So you ask your doctor about other risk factors you might have for heart 
disease (such as C-reactive protein). Will statins affect these risk factors? 
Will they lower your risk for CVD by means other than lowering LDL 
cholesterol levels?  

So you get all the sound advice you can, you evaluate your situation, 
you assess the benefits, you think about how much risk you’re willing to 
live with, and you proceed accordingly. The decision to begin taking any 
drug for an extended period of time is an important one and should be 
made after careful deliberation. This is particularly true for statins, since 
it’s a bit cloudy how much the heart benefits are associated with lowering 
LDL cholesterol levels. 



10. Colorectal Cancer Screening 

Three randomized trials have demonstrated reduction in mortality from 
colorectal cancer (CRC) by repeated screening with faecal occult blood 
tests… 

O.D. Jorgensen1 

Issue 

The American Cancer Society estimates that over 107,000 people were 
newly diagnosed with colon cancer in 2002. More than 56,000 people died 
of this cancer that same year.2 Colorectal cancer develops in the rectum or 
the colon, and is one of the leading cancer killers in the US. Both men and 
women are at risk. Ninety-three percent of cases occur in people age 50 or 
older. The risk of developing colorectal cancer increases with age.3 

There are screening programs for colorectal cancer. The primary pur-
pose of a screening test is to identify disease in people who don’t have 
symptoms yet. Catching the problem at an early stage may allow treatment 
to prevent the full-blown disease, or at least to reduce its severity. The    
occurrence of the disease and the mortality from the disease must justify 
the effort and the expense of screening.4 In the case of colorectal cancer, 
these criteria have been met. The screening test looks for cancerous cells in 
the colon.  

The key question: is there evidence that colorectal cancer screening 
confers a survival benefit due to the early detection of colorectal cancer? 
In other words, what is the absolute risk reduction (ARR) for people who 
have had the screening test compared to people who have not?  

105 
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Background 

There are a number of screening tests available for colorectal cancer. By 
far, the most significant data on benefits of colorectal cancer screening   
involve a combination of two specific tests: the fecal occult blood (FOB) 
test, followed by a colonoscopy if necessary. In this chapter, screening    
refers to the combination of these two tests.  

The FOB test checks for blood hidden in the stool. Blood in a stool 
sample suggests the possibility of cancer. There are a number of other pos-
sibilities as well, so follow-up testing is usually recommended to identify 
the origin of the problem. In fact, a positive FOB result almost always 
leads to colonoscopy. 

A colonoscopy is designed to determine the source of the bleeding and 
to look for injury. This screening test allows a doctor to examine the entire 
colon and the lining of the rectum using a thin, flexible, lighted tube called 
a colonoscope. The device is also used to find and remove polyps, which 
then are examined under a microscope by a pathologist to determine if 
they are cancerous. Colonoscopy is considered an invasive procedure. The 
patient is given an intravenous sedative beforehand. In rare cases, there are 
serious consequences such as hemorrhage, perforation of the bowel wall, 
and even death.  

Risk Characterization 

Three large studies were carried out in the US, the UK, and Denmark, 
starting in the 1970s. More than 335,000 subjects between the ages of 45 
and 80 participated. Researchers collected follow-up data thirteen or more 
years later.1,5,6,7 The data demonstrate a reduction in colorectal cancer mor-
tality among those subjects who underwent FOB/colonoscopy screening, 
compared with those who didn’t undergo the proposed screening tests. 

From these studies, we can calculate that screening reduced lifetime   
colorectal cancer mortality from approximately 2.9 to 1.9 deaths for every 
1,000 subject individuals. Screened individuals had an absolute risk (AR) 
of approximately 0.2% (1.9 / 1,000 ≈ 0.2%). Individuals not screened had 
an AR of approximately 0.3% (2.9 / 1,000 ≈ 0.3%). All these people were 
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in the average risk category because they didn’t have a family history of 
colorectal cancer. The absolute risk reduction (ARR) for these average    

other words, 1,000 people were screened before a benefit to one person 

How often do average people have to be screened in order to see this 
benefit? Researchers determined that you would need an FOB test at least 
once every 2 years from the age of 50 until the age of 75.1 If the FOB test 
were ever positive, colonoscopy or another equivalent diagnostic test would 
be proposed.  

 

Fig. 10.1. Colorectal Cancer Screening RCT. There is one darkened seat to show 
that one colon cancer death will be avoided for every 1,000 people screened 

As with any other risk-based decision, you need to assess the benefits 
from this screening test in the context of risks associated with intervention, 
costs, and inconvenience. Given the somewhat small ARR number (0.1%), 
the level of uncertainty is comparatively high. It’s likely that you would 
want to discuss this matter with you doctor, family, and others. Your final 

Our Colorectal Cancer Screening RCT (Fig. 10.1) contains 1,000 individuals 

was observed. The number needed to treat (NNT) is 1,000. 

who were screened for colorectal cancer. The darkened seat represents the 

individuals was 0.1% (0.3% - 0.2% = 0.1%) or 1/1,000 over a lifetime. In 

one life saved, compared to 1,000 individuals who did not undergo screening.  
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decision on whether or not to sign up for a colorectal cancer screening 
program will be based primarily on your level of acceptable risk. 

Individual Benefits vs. Nationwide Benefits 

Epidemiological uncertainty aside, if all of the 335,000 people in the three 
studies mentioned above were screened using FOB/colonoscopy, there 
would be 335 fewer deaths from colorectal cancer (335,000 / 1,000 = 335). 
If the number of individuals being screened was expanded to include all 
the residents of the US (or any other country) between 45 and 80 years old, 
the number of lives saved would increase in proportion to the number of 
people screened. 

Organizations concerned with public health issues want to reduce over-
all deaths nationwide (e.g., Centers for Disease Control, American Cancer 
Society, National Institutes of Health). As public health stewards, research-
ers, and advocates, these groups report country-wide statistics on cancer 
and other diseases. Nationwide death benefits from colon cancer screening 
can be in the thousands. Reducing colon cancer deaths is certainly a laud-
able objective. But nationwide numbers are not particularly useful for     
individuals who are trying to understand their individual level of risk and 
decide if it’s acceptable to them. 

We need a more accessible framework, one that enables us to compre-
hend health benefits in a more relevant, direct, and practical context.  
Overall health benefits to thousands of individuals in a population of hun-
dreds of millions are hard to imagine. They translate poorly, if at all, at the 
personal level. We need to be able to obtain and interpret data which will 
permit us to make a decision based on our own level of acceptable risk 
(see Chap. 18 on Acceptable Health Benefits and Risks). To this end, the 
ARR and the NNT are useful tools for visualizing any risk or benefit. The 
Risk Characterization Theater has been developed to display this informa-
tion in a way that will empower individuals to make their own decisions. 



11. Health Effects of Smoking 

Surgeon General’s Warning: Smoking Causes Lung Cancer, Heart Disease, 
Emphysema, And May Complicate Pregnancy 

Cigarette Package Warning 

Issue 

The subject of smoking has blackened innumerable pages since the first 
reports of adverse health effects appeared fifty-some years ago. Public 
health campaigns, scientific research, the anti-tobacco lobby, and cigarette 
company trials have all contributed to bring about such a change in the 
public conscience as would have been unimaginable half a century ago. In 
1965, almost half of all American adults were cigarette smokers. By 1985, 
the proportion of adult smokers had fallen to about 30%.1 In the late nine-
ties, California introduced anti-smoking legislation, and many other places 
followed suit. In 2003, New York City banned smoking in bars and restau-
rants.2 But according to the CDC, more than 20% of the US adult popula-
tion still smokes.3 

What exactly are the health risks that these 47 million Americans tacitly 
accept by continuing to smoke? This is the key question. 

Background 

Media reports have linked smoking with many different health effects. 
And as the medical studies continue, the list only grows longer. A single 
study is rarely “proof ” that smoking causes disease X, but the body of     
research that now exists is extensive enough that scientists and doctors 
have been able to draw some pretty confident conclusions. 
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The 2004 US Surgeon General’s Report on the Health Consequences   
of Smoking4 reviewed and cited over 1,600 different sources. Taken all   
together, some of this evidence is so convincing that the Report infers a 
cause and effect relationship between smoking and certain diseases: lung 
cancer, oral cancer, bladder cancer, cervical cancer, coronary heart disease, 
stroke, chronic obstructive pulmonary disease (emphysema and chronic 
bronchitis), reduced female fertility, premature delivery, even cataracts, to 
name a few. 

Other evidence is a bit weaker, merely “suggesting” a causal relation-
ship between smoking and e.g., liver cancer or erectile dysfunction. And 
according to the Report, we just don’t know enough to be able to claim 
that smoking causes decreased sperm quality or adult asthma. In these     
instances, the authors of this book would classify smoking as a risk factor 
for these conditions.  

On the other hand, the Report is satisfied that certain other diseases, like 
breast cancer, simply aren’t caused by cigarettes. Smoking even has an  
occasional health benefit: the Report finds that the evidence is strong for a 
causal relationship between active smoking and reduced risk of preeclam-
psia in pregnant women. 

We could talk about the risk of contracting any one of the diseases asso-
ciated with smoking. But some smokers will escape these afflictions, while 
some non-smokers will contract these diseases. In the end, how will you 
know whether you got heart disease because you have a family history of 
heart disease, because you were a lifelong smoker, or both? 

What we can compare with relative ease are death rates. Everyone dies. 
But death rates among smokers are discernibly different than those among 
non-smokers of the same age, so these statistics are a way to quantify the 
risk of smoking in terms that are easy to understand. 

Even so, absolute information about the health risks associated with 
smoking can be slippery and hard to interpret. The significant health end 
points are long-term business, so we need long-term data on real people as 
they live their different lives. But cigarettes have changed over the last 
century. So have people’s smoking habits, in terms of factors like how 
much they smoke and what age they start. Even the people who smoke are 
different: men used to outnumber women greatly, but now the proportions 
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are close to equal. And while smoking used to be common throughout 
American society, it is now most prevalent among the underprivileged: 
about a third of people below the poverty line smoke, compared to the    
national average of 21.5%.1,3 

In order to make health risk data easier to interpret, researchers do their 
best to account for these sorts of complicating factors. Often they use sta-
tistical methods. While these studies are far from “perfect,” the picture that 
emerges is still sobering. 

Smoking Risk Characterization Theaters (RCTs) 

In 1964, researchers collected information on a large number of middle-
aged men living in five European countries, the US, and Japan. Twenty-
five years later, they published a follow-up to their Seven Countries Study, 
confirming “the association of cigarette smoking with elevated risk of 
mortality from all causes, several cardiovascular diseases, cancer, and 
chronic obstructive pulmonary disease.” 5 

By the end of the study, the participants were hardly youngsters any 
more. The risk of disease or death may or may not depend on smoking, but 
it definitely depends on age. So the researchers used statistical methods to 
attempt to account for the contributions of aging when they analyzed the 
results. They used similar methods to try to account for a number of other 
factors as well. This way, they could report “standardized” risks, which 
may be more meaningful especially for comparisons with different studies. 

Of 2,821 men who never smoked, 1,030 died over the twenty-five year 
period. This is an absolute death rate of 1,030/2,821 = 0.365, or 365 deaths 
per thousand over the study period. The corresponding standardized death 
rate for this control group was 363, reported in deaths per thousand over 
twenty-five years. 

Of the 2,465 men smoking 20-29 cigarettes per day, 1,335 died over the 
twenty-five year period. This is an absolute death rate of 542 deaths per 
thousand over the study period. The corresponding standardized death rate 
was 561 deaths per thousand over twenty-five years. 
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The absolute increase in risk for these smokers was 561 - 363 = 198 
deaths per thousand over twenty-five years. The researchers were pretty 
confident in this result: the statistical probability of observing such an    

have been miniscule. 

ized rate of 561 deaths per thousand could be broken down as follows: 168 

lung cancer (vs. 11 among non-smokers), 28 from chronic obstructive 
pulmonary disease (vs. 7 among non-smokers), and 111 from other cancers 

 

Fig. 11.1. The Seven Countries Study - the darkened seats in this theater of male 
smokers represent the 198 extra deaths observed over twenty-five years compared 
to a theater of male non-smokers. Of these 198 extra deaths, 52 were from heart 
disease, 49 were from lung cancer, 40 were from other kinds of cancer, 21 were 
from chronic obstructive pulmonary disease, and the remaining 36 were from a 
variety of other causes 

(vs. 71 among non-smokers). Other heart and arterial disease, stroke, infection,

deaths from coronary heart disease (vs. 116 among non-smokers), 60 from 

Among the participants smoking 20-29 cigarettes per day, the standard-

extreme difference between the two groups just by random chance would 

accidents, and other diseases accounted for the additional 194 deaths per 
thousand among the smokers during the twenty-five year period.
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We can use a Smoking Risk Characterization Theater (RCT) to illustrate 
the 198 extra deaths over twenty-five years associated with smokers in the 
Seven Countries Study when compared with 1,000 non-smokers (Fig. 11.1). 
This visual technique dramatically illustrates the health impacts associated 
with smoking. 

Hoping to learn about the long-term effects of smoking cigarettes, other 
researchers collected information on the lifelong smoking habits of nearly 
thirty-five thousand male doctors in the UK. The British Doctors Study6 
lasted fifty years, from 1951 through 2001. The researchers observed 
higher death rates among smokers, in particular due to heart disease, 
stroke, cancer, and respiratory diseases. Longevity has been increasing 
rapidly for non-smokers over the past half century, but this was not true for 
the smokers in the study. Male cigarette smokers born between 1900 and 
1930 died, on average, 10 years younger than men born in the same period 
who never smoked. Men who quit at age 60, 50, 40, or 30 gained back 
about 3, 6, 9, or 10 years of life, respectively.6 

On the whole, lifelong smokers had a lower chance of living into old 
age. For example, the researchers reported the survival of those men born 
from 1900 to 1910 who lived from age 35 through age 80.6 Nineteen per-
cent of the smokers died in their forties or fifties, compared to nine percent 
of the non-smokers. The absolute risk reduction for non-smokers was 
therefore 10%. The difference in risk only got more extreme with age: 
74% of the smokers died before age eighty, compared to 41% of the non-
smokers, an absolute difference of 33%. We can represent these death rates 
in a set of Smoking RCTs. Thus Fig. 11.2 illustrates the difference in abso-
lute death rates between smokers and non-smokers as they aged during the 
study. All causes of death are included.  

If the conclusions of the Surgeon General’s Report are not convincing 
enough, the results of the Seven Countries Study and the British Doctors 
Study clearly illustrate that smoking cigarettes is detrimental to human 
health. Regardless of which diseases are associated with smoking and the 
uncertainty in the exact number of cancers caused by cigarettes, it is clear 
that smoking significantly increases the risk of death at any age. Nonethe-
less, we each have the right to decide for ourselves the level of health risk 
that we find acceptable.  
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Fig. 11.2. (preceding page and this page) The British Doctors Study - these dia-
grams represent two groups of 1,000 male British doctors who were born 1910-
1919. They were all alive at age 35, as shown in the first, all-white RCT. The 
darkened seats in each subsequent RCT show how many of these men died by 
each age milestone. RCTs on the left represent non-smokers, while those on the 
right represent smokers 



12. Chlorination of Drinking Water and Health 
Risks 

The United States enjoys one of the best supplies of drinking water in the 
world. Nevertheless, many of us who once gave little or no thought to the 
water that comes from our taps are now asking the question: “Is my water 
safe to drink?” 

US Environmental Protection Agency1 

Issue 

The chlorination of drinking water has saved literally millions of lives. 
Adding chlorine to water kills many disease-causing microorganisms and 
prevents people from getting sick from the water they drink. But the bene-
fits of destroying these pathogens come at a price. Chlorine can also attack 
other substances in the water, transforming them into carcinogenic disin-
fection by-products (DBPs). On the one hand, pathogens in unchlorinated 
water make people ill. On the other hand, DBPs in chlorinated water pre-
sent a cancer risk. This case study examines the trade-offs. 

Background 

At the beginning of the 20th century, the leading cause of death in the US 
was infectious disease. People succumbed to such illnesses as influenza, 
pneumonia, tuberculosis, and gastroenteritis.2 The young and the elderly 
were most vulnerable. 

Early in the 1800s, people didn’t really understand what caused disease 
or how illness could spread from a sick person to a healthy one. The pio-
neering work of Louis Pasteur and Robert Koch in the mid to late 1800s 
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finally provided definitive proof that some diseases are caused by bacteria. 
Understanding that microorganisms were the causative agents for certain 
diseases was a major breakthrough. 

And so this “germ theory” of disease brought about revolutionary 
changes in public health, engineering, and medicine. Thanks to new strate-
gies in sanitation, vaccination, and drug intervention, the industrialized 
world made great strides in the fight against transmissible illness. Mortal-
ity from infectious disease plummeted from its spot at the top of the list: in 
2000, the top three causes of death in the US were heart disease, cancer, 
and stroke. None of these diseases are infectious. 

Contaminated water has always carried disease. Humans excrete many 
pathogens (disease-causing microorganisms) in urinary and fecal discharges. 
When human waste is disposed of improperly, these pathogens can con-
taminate surface and underground waters. If the contaminated water is 
used as a drinking water source, it can spread major diseases like hepatitis 
A, typhoid fever, amebic dysentery, giardiasis, and cholera. The afflicted 
suffer from diarrhea, stomach cramps, vomiting, dehydration, intestinal 
discomfort, and mild fever. This collection of symptoms is frequently 
called gastroenteritis. In the past, it was often fatal. The current death rate 
for such diseases in the US is fortunately quite low; it has been estimated 
between 0.1% and 1.0%.3  

A classic case of public health epidemiology involving drinking water 
and disease occurred with an outbreak of cholera in central London in 
1854. A recent article tells the story: 

Dr. John Snow sat down with a map of London, where a recent outbreak had 
killed more than 500 people in one dreadful 10-day period. He marked the loca-
tions of the homes of those who had died. From the marks on the map, Snow 
could see that the deaths had all occurred in the so-called Golden Square area. The 
most striking difference between this district and the rest of London was the 
source of its drinking water. The private water company supplying the Golden 
Square neighborhood was getting its water from a section of the Thames River 
that was known to be especially polluted. So Snow went down to Broad Street, 
where he suspected that one particular pump was the source of the contaminated 
water. And, in a gesture that still reverberates among public health scholars today, 
he removed the handle of the Broad Street pump. Once the pump was out of 
commission, the epidemic abated.4 
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Diseases from contaminated drinking water became increasingly preva-

their neighbors’ water supplies with their waste. In order to reduce illness 
spread by drinking water, water treatment became common in US cities at 
the beginning of the 20th century. 

The early treatment technologies were a big improvement over untreated 
water. Consider the example of typhoid fever in Philadelphia.5 Between 
1890 and 1906, Philadelphia’s water supply was untreated, and the number 
of typhoid cases ranged from 200 to 680 cases per 100,000 people. Slow 
sand filter treatment was installed in 1906, and the number of typhoid 
cases fell immediately. By 1910, there were fewer than 100 cases per 
100,000 people. As a further improvement, chlorine disinfection was intro-
duced in 1913. The number of typhoid cases decreased to fewer than 20 
cases per 100,000 people by 1920, and in 1935 there were fewer than ten 
cases per 100,000 people. 

Today in the US, we take it for granted that our tap water will not make 
us sick. The success in controlling pathogens in US water supplies is 
largely the result of a hundred years of experience and the passage of regu-
lations to establish appropriate treatment standards. 

Even so, a few Americans do still get sick every year from contaminated 
drinking water. On average, ten incidents of disease were reported per year 
involving contaminated public water supplies between 1999 and 2002. For 
comparison, the annual average from 1976 to 1980 was 38 incidents.6 The 
decrease in the incidence of disease since the mid 1980s is largely attributed 
to stricter regulations that focus on controlling pathogens. Most of the recent 
disease incidents result from mistakes, like an insufficient chlorine dose   
or inadequate operation of filters at the water treatment plant, or else from 
accidents in the distribution system, like contamination when a pipe breaks 
or during a flood. 

Compared to other disinfectants, chlorine has the advantage of being   
inexpensive and effective. Even at low concentrations that aren’t harmful 
to people, it kills many pathogens. Not only that, a little “left-over” chlorine 
can remain in the treated water for several days, providing continuing pro-
tection as the water flows through the city pipes on the way to residents’ 

lent in the burgeoning urban areas of the late 19th century. Even as the “germ 
theory” was gaining acceptance, cities were contaminating their own and 
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taps. Chlorine is effective specifically because it is very reactive and     
“attacks” all kinds of substances. 

All natural waters contain some amount of organic matter that comes 
from soil and plants. This organic matter is not harmful. But when reactive 
chlorine is added to control pathogens, it also reacts with the natural organic 
matter.7 The reaction forms DBPs. There are two main groups of DBPs, 
the trihalomethanes (THMs like chloroform) and the haloacetic acids 
(HAAs like chloroacetic acid). All these compounds share an important 
chemical trait: they have chlorine and/or bromine atoms caught up in their 
chemical structures. 

Unfortunately, some of the THMs and HAAs also share another trait: 
several of these compounds are suspected or confirmed human carcino-
gens. Exposure to these DBPs may increase the risk of bladder, rectal, 
and/or colon cancers. Consequently, there are strict regulations in the US 
limiting the allowable concentrations of DBPs in treated drinking water. 

In short, the use of chlorine as a drinking water disinfectant involves a 
tradeoff. Without chlorine, pathogens will be present, and our drinking  
water will make us sick much more frequently. But treating with chlorine 
to kill pathogens has an adverse side effect: some DBPs increase the risk 
of getting certain cancers. The following section presents risk characteriza-
tion theaters (RCTs) to compare the likelihood of contracting an illness 
from untreated drinking water and the health risks of developing cancer 
from drinking chlorinated water.  

Drinking Water Risk Characterization Theaters 

Pathogenic Risk 

Consider an example pathogen, the bacterium Salmonella. Scientists have 
studied Salmonella and other waterborne pathogens to see how exposure is 
related to sickness.3 Just as you might expect, the more Salmonella cells 
you consume, the more likely you are to get sick.  

Imagine a community whose water supply is contaminated with Salmo-
nella. Adults drink two liters of water per day on average. If these two     
liters contain a total of 100 Salmonella cells, then 26% of the adults in the 
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community are expected to get sick. The darkened seats in the Salmonella 
RCT (Fig. 12.1) represent the proportion of individuals who develop gas-
troenteritis after drinking just one day’s worth of contaminated water. This 
is not a far-fetched example; public heath officials have measured Salmo-
nella concentrations even higher than 100 cells per two liters in contami-
nated drinking water. 

 

Fig. 12.1. The darkened seats represent the 260 individuals expected to get sick if 
the drinking water supply is contaminated for just one day. Each of the one thou-
sand people in the theater drank the contaminated water that day and ingested 100 
Salmonella cells 

Researchers have found that if you drink the same Salmonella-
contaminated water for an entire year, your chance of not only getting sick, 
but actually dying from the waterborne illness is 9.2%.3 In other words, 92 
out of 1,000 people who drink this water for a whole year are expected to 
die. The darkened spaces in the RCT in Fig. 12.2 represent this annual risk 
of death. 

Ninety-two deaths from contaminated drinking water might sound like a 
lot, but the number shouldn’t surprise us. This example considered Salmo-
nella, but other pathogens could also be present in the contaminated water 
at the same time. Everyone has heard the travelers’ mantra, “don’t drink 
the water.” Unfortunately, the people who live in areas of the world with 
sanitation problems don’t always have that option. It is estimated that 
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worldwide there are between 6 billion and 60 billion cases per year of gas-
trointestinal illness.8,9 The World Health Organization reports that adequate 
sanitation and hygiene could prevent at least 90% of these cases. In short, 
waterborne pathogens can be major killers. 

 

Fig. 12.2. The darkened seats in this theater represent the 92 people out of 1,000 
expected to die from drinking contaminated water for a whole year. Each person 
drinks two liters (100 cells) of Salmonella-contaminated water every day 

Carcinogenic Risk 

The risk of getting sick from drinking water is now quite small in the US 
and in other industrialized countries, in large part due to the use of chlorine 
in drinking water treatment. However, as mentioned above, the negative 
side effect of chlorination is the formation of potentially toxic DBPs. 

In the US, the amount of a contaminant allowed in drinking water is 
called the Maximum Contaminant Level (MCL). The current MCL for 
THMs is 80 parts per billion, and the current MCL for HAAs is 60 parts 
per billion.10 These allowable concentrations correspond to a lifetime cancer 
risk of one in 10,000, within the EPA’s acceptable risk window (as dis-
cussed in Chap. 4 and ref. 11). If we drink water that contains DBPs at the 
established MCL levels throughout our entire life, our risk of developing 
certain cancers from drinking the water is therefore one in 10,000, as rep-
resented by the RCT in Fig. 12.3. 
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Fig. 12.3. The one darkened seat in a total of 10 RCTs represents the single person 
out of 10,000 who will get cancer from drinking treated water for his or her entire 
life, assuming that the water always contains the maximum allowable level of 
DBPs 

The MCLs are national limits, but the concentrations of DBPs in drink-
ing water in many places across the country are well below these levels. 
Information on concentrations of DBPs in local drinking water can often 
be found in the water quality reports that water utilities include periodi-
cally with the water bill. For drinking water with lower amounts of DBPs, 
the risk of developing cancer is proportionately lower. If drinking water 
contains one tenth of the allowable DBPs, the lifetime risk of getting    
cancer falls to 1 in 100,000, as represented in Fig. 12.4. 

These diagrams illustrate the acute risk of getting sick from pathogen-
contaminated drinking water, and they show the large risk of death from 
longer-term exposure to waterborne illness. Comparing Pathogen RCTs to 
DBP RCTs, we can see that the risk of cancer from chlorinated water is 
many times lower than the risk of dying from waterborne disease in 
unchlorinated water. 

Proper treatment and chlorination remove pathogens and reduce the 
chance of getting sick and dying from drinking water to a very low number. 
At the same time, chlorination can increase the lifetime risk of cancer from 
DBPs up to the regulatory limit of 1 in 10,000. Consider the big picture 
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from the Salmonella example: Without chlorination, no one gets cancer 
from DBPs, but about 92 out of 1,000 people will die every year from 
Salmonella (not to mention the deaths from all the other possible water-
borne diseases). With chlorination, fewer than 1 in 10,000 will be affected 
by cancer from DBPs over their entire lifetime, and only about 1 out of 
10,000,000 people will die from all waterborne pathogens each year. The 
total number of lives saved by chlorination is significant. From this point 
of view, the benefits of chlorinating our drinking water are clear. 

 

 

Fig. 12.4. The one darkened seat in a total of 100 RCTs represents the 1 in 
100,000 risk of getting cancer from an entire lifetime of drinking treated water that 
contains one tenth the allowable level of DBPs 

Tap Water Alternatives 

Bottled water is often marketed as a better alternative to the public water 
supply, but it is not necessarily safer than tap water. The Food and Drug 
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Administration regulates bottled water, whereas the EPA sets allowable 
limits for contaminants in public water systems. The two agencies don’t 
take the same approach. As a result, some bottled water is treated more 
than tap water, while some is treated less or not treated at all. Bottled water 
is much more expensive than tap water on a per gallon basis, so some    
water utilities even bottle a portion of the tap water that they would nor-
mally distribute through the city water pipes and sell it for greater profit. 
You have to read the label carefully to tell where your bottled water comes 
from! 

Bottled water is a lifesaver during emergency situations like natural dis-
asters. Highly-purified bottled water can also meet the special needs of 
people with weakened immune systems. However, fluoride is added to 
many public water supplies to prevent tooth decay, but fluoride is not pre-
sent in most bottled water. Dentists are reporting a comeback of tooth    
decay, especially in young children. The increase in tooth decay is linked 
to drinking un-fluoridated bottled water instead of fluoridated tap water. In 
short, it’s a good idea to consider whether the needs and benefits justify 
the extra cost relative to tap water. 

Home water treatment units are also advertised as a better alternative to 
tap water. A properly-maintained home treatment unit can definitely      
improve water taste or provide an extra margin of safety for people who 
are vulnerable to getting sick from pathogens in water. But home treatment 
units aren’t usually necessary to make water safe for healthy people. Actu-
ally, they can even lower the purity of your tap water if you fail to follow 
the manufacturer’s instructions (such as forgetting to change the filter car-
tridge as often as you should). So it’s important to read product informa-
tion to understand what the home treatment unit actually does and how it 
has to be maintained. 



13. Exposure to Residential Radon and the Risk 
of Lung Cancer 

Indoor radon should be considered as a cause of lung cancer in the gen-
eral population that is amenable to reduction. 

Committee on Health Risks of Exposure to Radon,  
National Research Council1 

Issue 

The word “radiation” often conjures up images of atomic bombs, nuclear 
power plants, and X-ray film. But human-made sources like these contrib-
ute only about 20% of our radiation exposure.2 In fact, we are bombarded 
with radiation quite regularly, and 80% of it comes from natural sources 
like cosmic rays and terrestrial radiation, including radon. In the US, radon 
probably contributes more than half of our radiation dose.3 

Radon is a colorless, odorless, radioactive gas that is naturally present in 
rocks and soil all over the world. It is formed by the radioactive decay of 
uranium, and it seeps out of the ground into the air we breathe. Radon gas 
enters buildings through cracks in foundations and walls and openings 
around pipes and wires. Although radon gas dissipates quickly in outside 
air, there is less opportunity for it to disperse inside, so radon levels can 
build up indoors. 

The Environmental Protection Agency (EPA) and International Agency 
for Research on Cancer (IARC) have classified radon as a human carcino-
gen. There is concern that radon in homes might be causing lung cancer in 
the general population. Home inspectors often test for radon, and some 
people incur considerable expense to seal or ventilate a home with high  
radon levels. So a key question emerges: what is the lung cancer risk of 
inhaling indoor radon?  

127 
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Background 

Like other radioactive substances, radon atoms release energy as they 
spontaneously split themselves into smaller particles. Some of the resulting 
“decay products” are also radioactive, and adhere to dust particles. As they 
split up, both radon and its decay products emit energy in a form called   
alpha radiation. Fortunately, alpha radiation cannot travel far into tissue.3 It 
is so weak that it cannot penetrate the dead outer layers of our skin, so    
radon does not pose any risk as long as it remains outside the body. How-
ever, when radon and its decay products are inhaled into the lungs, the    
alpha radiation can damage lung cells and disrupt DNA. DNA damage can 
eventually cause cancer. Since it is difficult for inhaled alpha radiation to 
reach cells in other organs, lung cancer is the primary cancer hazard. 

Decades of research have focused on the health effects of radiation, and 
considerable effort has been devoted to investigating radon as a human 
carcinogen. The most direct way to uncover the risks from inhaling indoor 
radon would be to measure radon levels in homes and then observe lung 
cancer frequency among the people who live there. Several such epidemi-
ological studies have been completed, but no clear answer has emerged.1 

Direct measurement is actually harder than it sounds for a number of 
reasons. First, the lung cancer risk is likely to be very small at the low     
radon concentrations present in most homes. So a huge number of people 
would have to participate for a study to be able to discern a difference    
between people exposed to normal background radon levels and people 
exposed to slightly elevated home radon levels. Second, radon levels vary 
and people move about, so it is difficult to assess the exact amount of      
radon that a person has been exposed to over his lifetime. But without 
knowing how much radon people breathe in, how can we establish a clear 
relationship between radon dose and lung cancer? 

Finally, smoking causes many more lung cancers than radon does. The 
high incidence of lung cancer from smoking makes it difficult to measure 
an increase in the lung cancer rate from radon exposure. To make matters 
worse, smoking renders your lungs more vulnerable to radon damage, and  
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radon makes your lungs more sensitive to damage from smoking. So radon 
exposure increases the chance that a smoker will develop lung cancer.1,4 

In short, estimating lung cancer risk from radon in the home based on 
epidemiological studies is a bit like looking for a needle in a haystack. The 
risk is there, but it’s hard to find it. 

Since it is not possible to make a valid estimate of radon-related lung 
cancer risk by studying people in their homes, researchers have looked else-
where. Miners who work deep underground are exposed to higher levels of 
radon than you might encounter in your basement, so it is easier to study 
the potential health effects of radon exposure among these workers. 

A National Research Council (NRC) study1 in 1999 reviewed 11 pub-
lished studies on radon-related lung cancer risk in underground miners. All 
in all, the studies considered about 2,700 lung cancer deaths in 68,000 
men. The more radon the miners were exposed to, the greater their chances 
of dying of lung cancer. Based on these death rates at high radon levels in 
the mines, NRC scientists estimated lung cancer risk at the low radon levels 
we might find in our homes. Since this kind of back-estimation involves 
considerable uncertainty, the NRC Committee actually used several different 
extrapolation methods to come up with their estimates of risk for low-level 
radon exposure. 

Combining their estimates of low-dose risk with data on radon levels in 
US homes, the NRC Committee figured that somewhere between 3,000 
and 33,000 Americans die each year from radon-related lung cancer.1 This 
broad range reflects the many uncertainties involved in the high dose to 
low dose estimation, as well as uncertainty about the radon levels we actu-
ally breathe in. Within the broad range, the most likely or average esti-
mates of the lung cancer deaths from radon exposure are between 15,400 
and 21,800 per year, including both smokers and non-smokers.  

In 1995, about 157,400 people died of lung cancer from all causes. About 
11,000 of these people were non-smokers. The NRC Committee attributed 
between 2,100 and 2,900 of these non-smoker deaths to radon exposure in 
homes.1 
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Radon Risk Characterization Theaters 

Like the NRC, the EPA based its radon analysis on data from lung cancer 
incidence among underground miners.5,6,7 Combining the mining data with 
the EPA acceptable risk level for this carcinogen, the Agency was able to 
develop a radon policy.  

Radon concentrations are commonly measured in units of picocuries per 
liter of air (pCi/liter). The average radon level in indoor air is 1.3 pCi/liter, 
compared to 0.4 pCi/liter in outside air.7 The EPA considers indoor radon 
levels over 4 pCi/liter excessive and recommends that radon controls be 
implemented in these homes. 

At a lifetime exposure of 4 pCi/liter, the risk of radon-related lung cancer 
is estimated to be 7 per 1,000 for non-smokers and 62 per 1,000 for smokers. 
The darkened seats in the two Radon RCTs in Fig. 13.1 show these lifetime 
risks at the excessive indoor radon cutoff level (4 pCi/liter). 

 

 

Fig. 13.1. RCTs showing the lifetime risks of developing lung cancer from expo-
sure to radon at 4 pCi/liter, the regulatory guideline set by the EPA. The darkened 
seats represent the number of individuals out of 1,000 who will get lung cancer at 
this level of radon exposure. A. for non-smokers and B. for smokers 

For contrast, the lifetime risk of developing lung cancer at the average 
indoor radon level is shown by the darkened seats in the two RCTs in    
Fig. 13.2. The lifetime risks at 1.3 pCi/liter are estimated to be 2 per 1,000 
for non-smokers and 20 per 1,000 for smokers. 
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Fig. 13.2. RCTs showing the lifetime risks of developing lung cancer from expo-
sure to radon at 1.3 pCi/liter, the average level in US homes. The darkened seats 
represent the number of individuals out of 1,000 who will get lung cancer at this 
level of radon exposure. A. for non-smokers and B. for smokers 

Remember that the lung cancer risks for low-level radon exposure 
shown in these RCTs are estimates, calculated from data about lung cancer 
in miners who breathe in much higher levels of radon. From the actual radon 
levels in the mines to the possible differences between low and high expo-
sure, there is a lot of uncertainty in creating these estimates. And different 
estimation methods yield different answers.8 The EPA estimation method 
assumes that even the smallest possible radon dose presents some health 
risk. However, the NRC Committee1 found that it may also be reasonable 
to use a different estimation method, one that assumes there isn’t any 
health risk below a certain very small “safe” radon dose. 

Nationwide Perspective  

Both the EPA and the NRC Committee consider that radon is the second 
leading cause of lung cancer after smoking. The EPA estimates that about 
one out of every fifteen homes in the US is likely to have elevated radon 
levels.7 
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The radon level in a home is influenced by many factors including local 
soils and geology, house layout, construction materials and practices, and 
existing ventilation. High radon levels have been found in every state, and 
radon levels can vary from home to home, even between next-door 
neighbors. Professional inspectors can test for radon (price range of $75-
$300) or you can purchase a do-it-yourself test kit with mail-in results 
($10-$50). 

The most common way to address a radon problem (over 4 pCi/liter) is 
to install a vent system that pulls air from beneath the house and blows it 
to the outside. The system is most effective if cracks and openings in the 
foundation and walls are sealed; the average installation cost is approxi-
mately $1,200 per home. These systems can reduce radon to a level below 
2 pCi/liter, close to the average radon level in US homes. According to the 
current risk assessment for radon, venting in a high-radon home will lower 
the estimated individual lung cancer risk to values like those shown in the 
RCTs in Fig. 13.2 (according to EPA estimates). 

The EPA estimates that 450 lives would be saved annually in the US if 
all of the homes with elevated radon levels were fixed to reduce the radon 
levels below 2 pCi/liter.6 This is one of the reasons that the EPA recom-
mends radon testing in all homes. The 1999 NRC Committee estimated 
even greater benefits: according to their analysis, eliminating radon expo-
sures in excess of 4 pCi/liter would prevent about one third of all radon-
related lung cancer deaths. But since not all lung cancers are radon-related, 
the total number of lung cancer deaths would only fall by 3–4%. 

The risk of lung cancer from smoking is many times higher than the risk 
of lung cancer from inhaling indoor radon. Many of the deaths from radon 
exposure among smokers will not occur if the potential victims stop  
smoking. Therefore, the best way to reduce lung cancer deaths from radon 
exposure is to reduce the number of smokers. 



14. Ecological Risk Assessment 

It is still unclear whether ecological risk assessment will actually improve 
decision making and ultimately protect ecological resources. 

Robert Lackey1  
 
 

Just pick up the newspaper and you will surely find an article about envi-
ronmental degradation. Human activities are responsible for massive 
worldwide habitat destruction resulting in the dramatic reduction or elimi-
nation of fauna and flora on every continent. Pollutants turn up at unac-
ceptable levels in rivers, streams, lakes, soils, sediments, oceans, and 
groundwater systems. The effects are long-term, and in many cases they 
result in permanent and irreparable changes to ecosystems. 

Ecological Risk Assessment (ERA) is a scientific approach used to     
determine the possible impacts of human activities on the environment. 
The EPA defines ERA as “the process that evaluates the likelihood that 
adverse ecological effects are occurring, or may occur, as a result of expo-
sure to one or more stressors.”2 These stressors might be contaminants like 
lead, non-native species like introduced plants, habitat modifications like 
new housing developments, or even changes in climate. In fact, a stressor 
is simply a change that modifies ecological systems such as lakes, streams, 
forests, and watersheds. The resulting ecological risks may be limited to a 
local scale, such as trout disappearing from a certain stream. Or they may 
be regional, at the scale of e.g., the Chesapeake Bay, or even world-wide, 
like global warming. 

Ecological Risk Assessment is in many ways parallel to human health 
risk assessment (which was discussed in Chaps. 4 and 5). The ecological 
problem needs to be defined, and the hazards need to be identified. The 
ecological effects need to be correlated with exposure to contaminants 
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and/or levels of habitat destruction, and the dose-response relationships 
need to be determined. From all of this information, the ecological risks 
are estimated. Finally, risks are characterized along with major assump-
tions and uncertainties. 

Risk managers then consider scientific conclusions from the ERA 
alongside policy judgments, economic ramifications, legal issues, and    
social concerns. They try to balance these different factors to recommend a 
course of action. 

The description of the ecological risk assessment and management 
process sounds reasonable on paper. The ERA process seems analytical; it 
appears to be grounded in sound scientific principles. But applying these 
ideas in the real world isn’t simple. 

The difficulties begin with the very formulation of the problem: what 
ecological unit should we analyze? Ecosystems are webs of complex inter-
actions between vast numbers of plants and animals. Some scientists think 
we should focus on a specific population of plants or animals living in the 
same area at the same time. Others believe it is more important to empha-
size the health of a set of different organisms in varied habitats. Still others 
are of the opinion that we should analyze a larger ecosystem, such as the 
entire estuary or rain forest. There is no standard procedure for assessing 
overall ecological risk. 

Efforts are being made to remedy this situation, but it may take decades 
to establish standard procedures. Even more time will be needed before the 
new measures can be applied to all contaminants and sites. In the mean-
time, there is no single, acceptable, comprehensive appraisal of risks to 
plants and animals. 

In spite of such shortcomings, many ERA analyses have provided useful 
information. For example, we know that specific chemicals have negative 
effects in the environment. Some of this information comes from simple 
studies to determine the effects that occur rapidly when animals are        
exposed to contaminants in the wild or in the laboratory. Usually, the effect 
studied is death, so there is a large literature base on the levels at which 
particular chemicals are deadly for specific types of animals. 

The story of DDT in the US is a striking example of a successful ERA. 
Starting in the 1940s, DDT was sprayed widely on farmland and wetlands 
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to control insect pests that damage crops and carry disease. DDT accumu-
lates in animal tissues, so predators at the top of the food chain can have 
high concentrations of DDT in their bodies. In birds, DDT interferes with 
eggshell formation. The shells are so thin and fragile that birds break their 
own eggs when they sit on their nests. Large birds of prey like ospreys and 
eagles are particularly affected. 

The original DDT lawsuit presented scientific evidence of poor repro-
ductive success in ospreys. It described how eggs containing high levels of 
DDT were not hatching. Populations of our national bird, the Bald Eagle, 
were also showing the effects of the use of DDT. Public awareness of the 
dangers of DDT increased as a result of Rachel Carson’s 1962 book, Silent 
Spring. In 1972, the EPA Administrator William Ruckelshaus issued a   
nationwide ban on DDT. 

The results of the DDT ban have been dramatic. In 1963, fewer than 500 
pairs of Bald Eagles were found in the lower 48 states. By 1996, this num-
ber had increased tenfold to more than 5,000 pairs. The Bald Eagle is      
no longer listed as an endangered species. Ospreys have also made a  
comeback, increasing from fewer than 8,000 breeding pairs nationwide in 
1981 to over 14,000 pairs in 1994. Equally impressive results have been 
observed for other birds, such as peregrine falcons and brown pelicans.3 
Unfortunately, ERA success stories like this one are the exception rather 
than the rule. 

The primary reason for this track record is that the uncertainty in ERA is 
enormous. Uncertainty in human health risk assessment pales by compari-
son. Human health risk assessment deals with a single species, but ERA 
must consider many different organisms and their habitats. These plants 
and animals vary not only in size and life span, but also in sensitivity to 
particular chemicals. The uncertainty due to multiple species and population- 
level consequences is in addition to all the usual sources of uncertainty in 
risk assessment: the nature and extent of contamination, the environmental 
fate and transport of contaminants, the magnitude of exposure to various 
receptors, and the dose-response data for chemicals. 

These ERA limitations cannot be overcome, but they should be disclosed. 
Admitting uncertainty will prevent confusion between value judgments 
and science. Describing scientific limitations may avoid uncertain risks  
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choices and seeking public participation can improve the quality and 
transparency of an ERA. 

Biological Control: Weeds and Flies 

Spotted knapweed was accidentally introduced from Europe over one hun-
dred years ago. Since then, the weed has become widespread in North 
America. It is an aggressive plant that quickly invades pasture, rangeland, 
and fallow fields. It has few natural enemies here, and livestock will only 
eat it when other food is unavailable. 

Knapweed releases a toxin into the soil that poisons native plants. 
Knapweed is resistant to its own toxin, so it has an advantage over its non-
knapweed neighbors. Since it crowds out more desirable species, less food 
is available for foraging livestock. Knapweed can even reduce crop pro-
duction.4 As a result, there are practical and economic reasons to control 
the spread of this plant. 

Biological control agents are commonly used to deal with unwanted,  
invasive species like knapweed. Hundreds of predators, parasites, and 
pathogens have been imported and released in the US over the last century 
for the express purpose of trying to control exotic pests “biologically.” 
Nowadays we try to foresee the possible problems that could arise before 
we introduce one species to control another. In other words, we start with 
an ERA. 

It turns out that knapweed does have a couple of natural enemies back in 
its native Europe. There are two species of flies that damage knapweed 
buds. After extensive testing to ensure that these species wouldn’t damage 
other plants, the European flies were introduced in Canada and Montana in 

evaluate the likelihood that effects are caused by past exposure to stressors. 
Unfortunately, ERA often falls short of these goals. The following cases

being discounted. As with human health risk assessment, identifying value 

provide examples of the uncertainty inherent in the evaluation of ecological

ERA aims to predict the likelihood of future adverse effects or to 

health. They illustrate problems that can arise in a limited situation, as well
as when an issue is regional in scope. 
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the early 1970s. They are now widespread throughout much of the US and 
Canada.5 

The flies are called gall flies. They lay their eggs in knapweed flower 
heads, where the growing larvae winter over. The plant reacts to the attack 
by forming lumpy “galls” around the larvae. A gall is a structure formed 
by abnormal growth in plant tissues. The larvae eat knapweed seeds in the 
flower head, and the galls take up space that otherwise would have been 
filled with seeds. As a result, the plant produces fewer seeds. 

Although seed production has been reduced by as much as 95% in     
certain knapweed populations,5 the approach appears to be insufficient. 
The flies make a dent, but it’s not enough. The weed continues to spread, 
particularly in areas disturbed by human activity. Herbicides or additional 
biological control agents may be necessary. Time has shown that in spite 
of extensive testing, the predictions were wrong about the benefits of gall 
flies. There was just too much uncertainty. But the story continues. 

Scientists recently discovered that the gall fly grubs are an attractive 
food source for deer mice.6 This increases the mouse population during 
otherwise lean winter months. Deer mice are hosts for Hantavirus, a group 
of viruses that cause epidemic hemorrhagic fever and serious respiratory 
infections in humans. People catch Hantavirus when they come into con-
tact with infected rodents. The prevalence of Hantavirus-positive mice is 
elevated in areas where there are a lot of weeds and flies. To make matters 
worse, deer mice are also hosts for Lyme Disease and other human ill-
nesses. 

This example demonstrates how difficult it is to determine with any   
degree of certainty the likelihood of adverse ecological effects from human 
activity. Even when the situation was thought to be confined to two spe-
cific organisms (gall fly and knapweed), things turned out to be more 
complicated. It is also an indication of the potential extent and magnitude 
of the uncertainty in most ERAs. The example used here is not intended to 
comment on the ecological consequences of importing natural enemies.  
Instead, it illustrates how potential ramifications may not be discovered 
until after implementing the ecological change. The example underscores 
the obvious: we are far from understanding the multiple, complex, ongoing 
interactions that make up the web of life. 
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Crown-Of-Thorns Starfish 

Since we are avid scuba divers, my wife Elaine Rifkin and I were excited 
to finally have an opportunity to dive Australia’s Great Barrier Reef a few 
years ago. Diving in this World Heritage Area was a magical experience. 
We entered the world of brightly colored clown fish, sea anemones, jelly-
fish, sponges, and corals. But the organism most essential to the survival of 
this magnificent ecosystem, the coral, was under attack. 

skeletons and are responsible for building these impressive structures. 
These organisms are being eaten by a voracious predator called the crown-
of-thorns starfish. The dead skeleton left behind first acquires a coating    
of green algae. Within a couple of weeks it is encrusted with plants and 
animals that give it a grey appearance. Eventually, the dead coral colony 
collapses under the weight of all these attached organisms, destroying a 
portion of the reef ecosystem. 

To date, starfish predation has been largely confined to the central third 
of the Great Barrier Reef, where the majority of tourist developments are 
located. The effects may have serious implications for this ecosystem, the 
local economy, and Australia in general.7 Even 20 years ago, authorities 
acknowledged that the crown-of-thorns starfish posed a “major manage-
ment problem” to areas within the Great Barrier Reef. 

We know surprisingly little about the basic biology and ecology of the 
crown-of-thorns starfish. Over the last two decades, biologists have tried to 
overcome this gap in scientific knowledge. But they have to juggle a lot of 
uncertainty because there are many complex variables in the reef ecosys-
tem. Given the magnitude and extent of the problem, it might not be possi-
ble to obtain useful scientific results before it’s too late. 

To provide data for a comprehensive ERA, researchers are studying 
many aspects of the starfish in its ecosystem:7 

• dispersal and settlement of crown-of-thorns larvae  
• markers to distinguish crown-of-thorns larvae from other starfish larvae 
• recovery in coral and fish communities after starfish outbreaks 
• predation of adult crown-of-thorns starfish 

scopic animals (cousins to the jellyfish) inhabit the surface of the coral 
The splendid corals we all recognize are actually coral skeletons. Micro-
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• mathematical methods for compiling data about the distribution and 
abundance of the starfish and its coral prey 

• use of satellite photos to identify the effects of starfish outbreaks on the 
Great Barrier Reef 

• reef sediment geological studies to see if and when starfish outbreaks 
occurred in the past 

• studies to see if biological controls might be effective 

Some of this research is currently underway, but marine biologists and 
ecologists acknowledge that it would take decades to conduct all these 
studies. Should we proceed with the decision-making process even before 
we have all the information we might want? 

Some argue that we should not intervene until we fully understand the 
consequences of our actions. They fear that intervention will cause perma-
nent and irreparable changes to our coral reef systems. Others disagree. 
They believe that something must be done now, that we cannot afford to 

To date, the largest crown-of-thorns control program was undertaken in 
the Ryukyu Islands, Japan. The area is a fraction the size of the infested 
portion of the Great Barrier Reef. Approximately 13 million starfish have 
been removed, at a cost of over 6 million Australian dollars (approxi-
mately 4.6 million US dollars).7 This effort was unsuccessful in preventing 
further coral mortality and eradicating the starfish. 

Options are limited. There is no right or wrong answer, only endless 
uncertainty. While research programs will continue, it is critically impor-
tant to acknowledge, disclose, and emphasize this vast uncertainty and the 
likelihood that science may not provide a solution in the foreseeable 
future. 

The following chapters present case studies demonstrating when ERAs 
can be successful in impacting decision-making, and when the uncertainty 
makes it virtually impossible to achieve a confident outcome. It is obvi-
ously important to understand and acknowledge early in the process the 
limitations imposed by uncertainty. 

wait for the scientific information. ERA doesn’t have the answer. Even
if we decided to “do something now,” ERA doesn’t tell us what to do.



15. Asian Oysters in the Chesapeake Bay 

The structure and dynamics of the Chesapeake Bay ecological and socio-
economic systems are complex, not well understood, and subject to environ-
mental, social, and political influences beyond the scope of management 
control. Consequently, decision makers are faced with uncertainty – uncer-
tainty about the structure and dynamics of integrated physical, biological, 
economic, and sociocultural systems, uncertainty about how the systems 
will respond to the actions taken, and uncertainty about the merits of alter-
native outcomes. 

National Research Council1 
 
 

Estuaries are among the most complex of all ecosystems. This is where salt 
water from the oceans mixes with fresh water from rivers to produce one 
of the most unique, important, and productive of all known ecological sys-
tems. They are found on continents and islands around the world and serve 
as nurseries for a multitude of aquatic vertebrates and invertebrates. For 
millions of years these habitats have evolved to allow organisms from 
many phyla to develop and thrive. The dynamic nature of estuaries and the 
intricate relationships between flora and fauna there make this type of  
ecosystem one of the least understood. Scientists from many disciplines 
continue to study how currents, temperature, salinity, dissolved oxygen, 
sediment deposition, metals, and organic compounds affect the abundance 
and distribution of aquatic life.  

Changing any of these factors will create a ripple effect throughout the 
estuarine system. Human-made changes which disturb the “natural order” 
of things generally produce a wide range of unanticipated and adverse   
impacts. 

141 
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How can we determine the impacts that could occur as a result of the 
destruction of an estuarine habitat due to pollution, sedimentation, the     
introduction of nonnative species, or some other cause? Ecological risk  
assessment (ERA) is the best method, but the web of life is so intricate in 
estuaries that it is virtually impossible to predict, understand, and cope 
with many of the problems that may arise.  

Unfortunately, scientists and others charged with addressing these issues 
often seem unable to recognize or unwilling to accept the limitations and 
uncertainty that are inherent in the ERA process. Such is the case in the 
present controversy surrounding the introduction of nonnative oysters in 
the Chesapeake Bay. 

The Decline of Native Bay Oysters 

The health of the Chesapeake Bay oyster population is of critical concern 
not only to the states bordering this world-famous estuary, but also to other 
regions in the US and the world. Why? Consider the following.  

In the late 19th century:2 

• the oyster harvest from the Chesapeake Bay was twice that of the rest of 
the world outside the US 

• this fishery represented 39% of the US oyster harvest 
• it also accounted for 17% of all US fisheries 
• it employed 20% of all Americans who worked in the fishing industry 

Impressive statistics by any standard. 

As recently as the 1970s, the annual average oyster harvest in the 
Chesapeake Bay was 15 million bushels. But in 2003 and 2004, the catch 
was only 53,000 bushels.3 Many factors have been identified as contribut-
ing to this decline, including pressure from fishing, atmospheric deposition 
from coal burning, excessive nitrogen and phosphate due to fertilizer run-
off from farms, and the addition of toxic substances to the Bay.4 This trend 
has had serious economic ramifications for everyone involved with the 
oyster industry. The decimation of Chesapeake oysters has also contrib-
uted to the overall decline in the biological diversity and ecological health 
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of this magnificent estuary, because oysters are efficient filter feeders that 
remove contaminants from this aquatic ecosystem. 

While it is generally agreed that these factors have contributed to the 
rapid drop-off in the oyster population, the decline of this industry is most 
directly attributed to the presence of two microscopic disease-causing     
organisms: MSX and Dermo.1 

The Microscopic Culprits: MSX and Dermo 

MSX was first discovered in nearby Delaware Bay and then, in the late 
1950s, spread to oysters in the lower Chesapeake Bay.5 The name MSX 
stands for “multinucleated sphere unknown” and was used before this   
single-celled organism was classified; it is now called Haplosporidium  
nelsoni. The disease Dermo is also caused by a single-celled parasite with 
the scientific name Perkinsus marinus. Dermo had been found in Chesa-
peake Bay oysters around 1950, but it wasn’t until the 1980s that it started 
to cause serious problems to oyster populations.6 

During the 1950s, it became evident that the presence of these micro-
scopic organisms could have long-term, irreversible consequences for the 
oyster industry in the Chesapeake and Delaware Bays. It also became very 
clear that little was known about these pathogens. Federal and state gov-
ernment agencies and academic institutions began to conduct research on 
the distribution, life cycle, transmission, infection rates, reproduction, host 
response, and resistance of MSX and Dermo. In addition, programs were 
set up to investigate environmental parameters (salinity and temperature), 
oyster mortality rates, histology, and pathogenicity associated with these 
diseases. While research costs are difficult to estimate, by the end of the 
20th century, considerable expenses had been incurred trying to find ways 
to understand and stop the spread of MSX and Dermo. 

About forty years ago I (author Rifkin) became part of this research    
effort when I went to work at the Rutgers University marine lab in Bivalve, 
New Jersey. The nearby town called Shellpile consisted of a number of 
oyster shucking houses. The oyster boats would leave from Bivalve and  
return to Shellpile with oysters dredged from the bottom of Delaware Bay. 



144   The Illusion of Certainty 

There, the oysters were shucked and sized, packed in cans, put on ice, and 
shipped throughout the US. 

Using a modified oyster boat, we scientists also went out and dredged 
for oysters, not for the pleasure of eating them, but for MSX research. 
Dredging involves dragging a heavy, basket-like contraption along the bot-
tom of the Bay, scraping up oysters and anything else in its path. It was 
hard work, particularly in the winter when the temperature dipped below 
20 degrees Fahrenheit and the wind exceeded 25 mph. When the dredge 
was hauled up, all fish and invertebrates inadvertently captured by the 
dredge were thrown back in so that these organisms could once again be 
part of this environment. The live oysters were collected and brought back 
to the lab for study. In the lab, the oysters were shucked, “fixed” or pre-
served in alcohol or formaldehyde, cut into thin sections, stained, and pre-
pared for viewing under a microscope.  

Microscopic examination told us which oysters were infected with 
MSX, the level of infection, the intensity of the infection, and the effect on 
gills, reproductive organs, and other parts of the oyster. These data could 
then be used to determine how, when, and where the disease was spreading 
in Delaware Bay. Analogous research efforts were being conducted in the 
Chesapeake Bay and in research labs up and down the East Coast of the 
US. Similar but more sophisticated research programs are still asking 
many of the same questions almost half a century later.  

Native Chesapeake Bay oysters, Crassostrea virginica, are very suscep-
tible to MSX and Dermo, particularly in waters with high salinity – which 
accentuates the problem, since oysters tend to grow more rapidly in saltier 
waters. Attempts were made to plant young oysters in waters with low    
salinity and then transplant them when they were more robust and could 
better withstand the infections caused by these diseases. These efforts did 
not achieve the desired results, due in part to less-than-optimum conditions 
in waters which were less saline and to the presence of predators like the 
oyster drill, a snail which bores a hole through the oyster’s shell to eat its 
flesh.7 

Starting in the 1960s, after the initial epidemic outbreaks of the diseases, 
selective breeding programs designed to produce resistance in C. virginica 
were initiated at Rutgers University and at the Virginia Institute of Marine 
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Science. These breeding programs used survivors from infected popula-
tions to produce more resistant offspring.8  

Ultimately, this approach failed to work. Something new and dramatic 
would have to be tried to revive the Bay’s oyster population.  

The situation was becoming grave, so ominous in fact that it led to seri-
ous discussions about the possibility of introducing a foreign species of 
oyster into the Bay, one which would be more resistant to MSX and 
Dermo. 

The Debate about Introducing Foreign Oysters 

Non-indigenous species have either intentionally or unintentionally been 
introduced to estuaries and other ecosystems throughout the world.9 In 
fact, oysters have been intentionally transported more than any other     
marine species.10 Yet, to date, it has been impossible to predict whether a 
species will turn out to be “invasive,” becoming overly abundant and 
spreading from the site of introduction.  

Making predictions is especially daunting in complicated ecosystems 
such as estuaries. Since estuaries are typically used for fishing, shipping, 

introduced species will ultimately become invasive, there are plenty of   
examples where this has occurred – with devastating consequences. Just 
look at the millions of dollars spent annually to combat the nonnative     
zebra mussels that encrust water intake pipes in the Great Lakes region.1 

Research Council (NRC),* “It is extremely difficult to predict whether a 
marine species has the potential to become an ‘invasive’ or a ‘nuisance’ 
species.” 1 Generally speaking, it seems that the more degraded and the 
less biologically diverse an estuary is, the more vulnerable it is to invasion. 
Case studies in different regions throughout the world indicate that bene-
fits and disadvantages associated with the introduction of exotic species 
appear to depend on site-specific conditions. What happens in one situa-
tion has little or no predictive value for another situation.1 

According to a recently prepared comprehensive report by the National 

native species. Though most scientists agree that only a small percent of     
and recreation, they generally contain a relatively high number of non-
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After a preliminary evaluation of the ecological risks which could result 
from the introduction of a foreign oyster to the Chesapeake Bay, the Asian 
or Suminoe oyster (Crassostrea ariakensis) was selected as the oyster 
which had the best chance of “supplementing” the stock of native oysters.1

Shortly thereafter, Maryland proposed legislation advocating the introduc-
tion of this nonnative oyster to the Chesapeake Bay. This proposal has 
generated considerable debate.  

Those advocating the introduction of C. ariakensis to the Bay – the 
Governor’s Office, the Maryland Department of Natural Resources, and 
the commercial seafood industry – point to evidence that this species may 
be resistant to MSX and Dermo. They argue that we need to act quickly in 
order to give the watermen a crop to harvest and provide a mechanism to 
filter out contaminants. 

Those opposed raise legitimate concerns regarding the overall negative 
effect that this decision could have on this aquatic ecosystem. Environ-
mental groups, sport fishermen, natural resource officials in Delaware and 
New Jersey, and the National Academy of Sciences (NAS) support a bill 
which would delay introducing Asian oysters to the Bay. They argue that 
additional study is essential in order to answer questions regarding the 
potential adverse environmental impacts that could result from the intro-

Both sides seem to agree that scientific research will, in a reasonable 
time frame, provide enough information to make a sound decision on C. 

The Limitations of Scientific Research  

When I was conducting research on MSX many years ago, there were 
unanswered questions as basic as these: How is MSX transmitted? Does
this pathogen have intermediate hosts? How many life stages are in its life 
cycle? How did it get to the Chesapeake Bay? Over forty years later, we 
still don’t have the answers we need for assessing the risk.  

ariakensis. But history tells us otherwise. ERA simply has not evolved
to the point where it can be used to effectively assess risks in complex

duction of a foreign species of oyster to the Bay.  

ecosystems. 
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All of this earlier research was focused on the impacts on native oysters 
(C. virginica). Now, ecological risk assessments would need to be expanded 
to include impacts from the introduced species as well. That expansion   
exponentially raises the level of uncertainty. It is unlikely that new scien-
tific evidence would be able to make a significant contribution in the near 
future in the face of so many unknowns. Nonetheless, major players        
requested that the NRC conduct a study on the matter. 

The Chesapeake Bay Foundation, an environmental group formed to 
protect the Bay, sent the NAS a letter which stated, in part, the need 

…for an independent technical study […] to describe the state of our know-
ledge of C. ariakensis, identify key gaps for which research would be required, 
and assess the risks inherent in utilizing this species to support Chesapeake Bay 
fisheries. (Letter from William C. Baker, President, Chesapeake Bay Foundation 
to Ms. Morgan Gopnik, Director, Ocean Studies Board, National Research Coun-
cil; January 9, 2002.)  

A letter from the EPA, Region III, stated a concern “… over the lack of 
scientific knowledge which would be necessary for any agency to make an 
informed decision” on the proposal to introduce the Suminoe oyster to the 
Chesapeake, and underlined 

…the dire need for guidance in identifying research that would be essential to 
support an informed decision, and our interest in obtaining an independent evalua-
tion of research results, risk assessment needs, and oyster management options…. 
(Letter from Diana Esher, Acting Director, EPA, to Dr. Bruce Alberts, President, 
NAS; January 9, 2002.) 

A letter from Barbara Mikulski (US Senator from Maryland) to the EPA 
and NOAA stated that  

…recent research suggests that a non-native species, Crassostrea ariakensis, 
may grow faster and survive disease better than the native oyster. Supporters of 
saving the Bay, including the oyster industry, the watermen, and environmental 
organizations, agree that we need further information about the potential benefits 
and impacts of introducing this species to the Bay. (Letter to the Honorable 
Christie Whitman, Administrator, EPA, and Vice Admiral Conrad C. Lauten-
bacher, Jr., Under Secretary and Administrator, NOAA; January 22, 2002) 
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And finally, a letter from the Chesapeake Bay Commission says, 

Introducing a non-native species is not a decision to be taken lightly. An inde-
pendent technical study is needed to describe the state of our knowledge, identify 
research priorities, and assess the risks inherent in utilizing this species to support 
Chesapeake Bay fisheries. (Letter from Ann Periri Swanson, Executive Director, 
Chesapeake Bay Commission, to Ms. Morgan Gopnik, Director, Ocean Studies 
Board, National Research Council; January 16, 2002.) 

The NRC formed a Committee on Nonnative Oysters in the Chesapeake 
Bay and proceeded to conduct a comprehensive study. The final report, 
Nonnative Oysters in the Chesapeake Bay, was released in 2004.1 It      
analyzed and assessed three options: 1) prohibiting the introduction of 
nonnative oysters to the Chesapeake Bay; 2) the introduction of open-
water aquaculture of sterile Suminoe oysters; and 3) the introduction of  
reproductive Suminoe oysters.  

Not surprisingly, the NRC committee concluded that the level of uncer-
tainty made it virtually impossible to characterize the ecological risks of 
maintaining the status quo (option 1) or introducing sterile or reproductive 
C. ariakensis (options 2 and 3). Regarding option 3, the NRC concluded 

Bay.” Some of the critical gaps in knowledge presented in the NRC report 
1  

The NRC also recommended some “longer-term research goals” which 
include: the development of a model of oyster larval dispersion in the 
Chesapeake Bay; an experimental design for a breeding program which 
would result in disease tolerant native oysters; and the determination of 
“the genetic and physiological bases for disease tolerance or resistance of 
native oysters.” 

Realistically, it would take decades to develop a research plan, conduct 
the research, and interpret the findings for any of the identified critical 
knowledge gaps. Obtaining the needed information and integrating it into a 
strategic plan is, at this time, difficult to imagine. As of 2006, unanswered 

 
questions regarding the life cycle and transmission of the MSX and Dermo  

the broader context of long-term environmental change in the Chesapeake 
native oysters, and the biology of both species needed to be understood in 
that “large gaps in biological knowledge exist for both native and non-

are listed in Box 15.1.
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parasites and basic questions concerning oyster resistance still exist. 
Therefore it seems highly unlikely that findings from additional research 
on C. ariakensis will be forthcoming in a meaningful time frame. 

Without this information, decision-makers will not be able to count on 
science to help them determine whether or not to introduce the Suminoe 
oyster to the Chesapeake Bay. While great strides have been made in 
assessing ecological systems, great care needs to be taken not to overesti-
mate our ability to understand and predict the impacts associated with the 
introduction of organisms to aquatic ecosystems.  

In light of this situation, the words of the Nobel Laureate economist 
Dr. Friedrich Hayek are worth noting: 

There are definite limits to what we can expect science to achieve. This means 
that to entrust the science – or to deliberate control according to scientific princi-
ples – more than the scientific method can achieve may have deplorable effects. 
This insight will be especially resisted by all who have hoped that our increasing   

• Develop methods which will result in the detection and elimination of 
introduced pathogens 

• Determine the susceptibility of the Suminoe oyster to another pathogen 
(Bonamia ostreae) which has been linked to C. ariakensis mortality 
elsewhere 

• Develop a better understanding of C. ariakensis biology in the Chesapeake 
Bay, particularly its growth rate, life cycle, larval behavior, and larval 
settlement patterns in different hydrodynamic regimes; size-specific post-
settlement mortality rates; and susceptibility to native parasites, pathogens, 
and predators incorporating salinity and temperature dependencies 

• Obtain, assess, and evaluate data on the likelihood that sterile Suminoe 
oysters will become fertile 

• Evaluate the range of conditions (e.g., water flow) which will result in 
fertilization 

• Determine the ecological interactions of C. ariakensis and C. virginica at 
the juvenile, adult, and gamete life stages 

• Determine the genetic diversity of different geographic populations of    
C. ariakensis and other related Asian species of the genus Crassostrea and    
the extent to which they might respond differently to the Chesapeake    
Bay environment 

Box 15.1. Critical gaps or areas of uncertainty regarding the introduction of non- 
native oysters in the Chesapeake Bay (adapted from ref. 1).
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power of prediction and control, generally regarded as the characteristic result of 
scientific advance, applied to the process of society, would soon enable us to mold 
it entirely to our liking.11 

While many environmental problems can be resolved by focused and  
directed research over the short term, this is not one of them. Individuals 
and organizations responsible for preparing environmental impact state-
ments, conducting ERAs, and dealing with scientific aspects of this issue 
should acknowledge the limitations in the practical application of their    
research. Since public monies are generally used to fund this research, 
funding agencies should demand a higher level of accountability.  

It’s time to reframe the debate – to acknowledge that we can’t rely on 

simply isn’t enough time. Those responsible for making the difficult 
choice of whether to introduce Asian oysters or to maintain the status quo 
should recognize that any decision will be replete with uncertainty and 
risk. Regardless of the outcome, early recognition of the limitations of sci-

Perhaps those institutions requesting the NRC study simply wanted veri-
fication that additional study should be required before a decision could be 
made. But whatever their motives, the scientists associated with these pres-
tigious institutions were surely not surprised by the NRC study results. As 
one author observed, “When harm will be substantially irreversible, as in 
the case of carcinogenic exposures, extinction of species, or acid-rain con-
tamination of lakes and forests, the problem of how long regulators should 
wait for ‘enough’ information to enable reliable scientific judgments is 
likely to be controversial.”12 

Given the enormity of this oyster industry problem and the obvious 
inability of science to identify the best solution with any degree of certainty, 
decision-makers at the highest level will have to depend on sound advice, 
good judgment, and a sense of how much risk can be tolerated. For the 
time being, our government leaders and members of the scientific commu-
nity need to get comfortable with uncertainty in situations like this. This is 

science to resolve the current oyster crisis in the Chesapeake Bay. There 

decision in a timely and efficient manner. ERAs need to become far more 
ence will result in a process better able to reach a risk management 

sophisticated before tackling an issue of this scope and magnitude.
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certainly a wiser approach than pretending that scientific research will be a 
panacea. 

 
*The National Research Council was organized by the National Academy of 

Sciences (NAS) in 1916. The Council has become the principal operating agency 
of the NAS and the National Academy of Engineering (NAE) in providing ser-
vices to the government, the public, and the scientific and engineering communi-
ties. The NAS and NAE are private, nonprofit societies of distinguished scholars 
engaged in scientific and engineering research. The Academies have a mandate 
that requires them to advise the federal government on scientific and technical 
matters. 

 



16. Chromium and Sediment Toxicity 

Therefore, barring any contradictory data, this information provides suffi-
cient justification to remove chromium as an impairing substance in the 
Inner Harbor. 

Maryland Department of the Environment1 
 
 

Baltimore’s Inner Harbor is an historic seaport, the number one tourist at-
traction in the city, and an iconic landmark. It is a branch of the Patapsco 
River, which begins about fifty miles inland and terminates as a large tidal 
inlet of the Chesapeake Bay. Over the past few decades, the Harbor has 
been transformed from an industrial waterfront into one of the best exam-
ples of urban renewal in the country. 

Where oil refineries and storage tanks once stood along the banks of the 
Patapsco, upscale condominiums with spectacular water views now line the 
Harbor’s edge. Factories that spewed out metals and organic pollutants 
have been replaced with chic retail stores and expensive restaurants. The 
river merges with the Chesapeake Bay, so yachts moored in the Inner Harbor 
have easy access to the recreational amenities of that world-class estuary. 
Indeed, the dramatic conversion of the Inner Harbor into Baltimore’s jewel 
is one of the main reasons a prominent travel guide listed Baltimore as one 
of the ten most desirable tourist destinations in the US. 

Unfortunately, the contamination in the Patapsco River did not disap-
pear along with the industrial sources of that pollution. The sediment lying 
beneath the Harbor’s waters is a case in point. In spite of efforts to clean 
up the area, recent studies show that Harbor sediments are toxic to bottom-
dwelling organisms.2 Scientists agree that sediments are responsible for 
adverse effects on the flora and fauna of the Patapsco River, but there is  
intense debate as to the cause of this toxicity. This uncertainty underscores 
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the inherent limitations of ecological risk assessment (ERA) in effectively 
addressing environmental problems in complex aquatic ecosystems. 

Government Agencies and Water Quality 

The passage of the Federal Clean Water Act (CWA) established regula-
tions to protect, maintain, and restore the environmental quality of the    
nation’s waters. The CWA first defines the use of a particular body of water 
(e.g., fishing, swimming, public water supply) and then applies appropriate 
limits on pollutants to ensure that this defined use is not compromised. 
However, laws and strict standards for pollution control don’t translate 
readily into action. The CWA was first passed in 1972 and has been       
updated since, but reversing the degradation of the nation’s rivers, streams, 
and lakes is proceeding at a glacial pace. 

In accordance with a specific section of the CWA, Maryland and other 
states are required to develop a list of lakes, rivers, streams, estuaries, and 

nants in Maryland waters do not exceed established water quality criteria, 
the Maryland Department of the Environment (MDE) develops such a list 
every other year and sends it to the EPA for approval. The Baltimore Harbor 
is on that list. 

The EPA listing includes not only the impaired water body but also    
the “impairing substances,” or contaminants. An impairing substance is  
included if it exceeds established water quality criteria or other such limits. 
These criteria, which are usually developed by the EPA, are set to ensure 
that there will be no toxicity to sensitive aquatic organisms or humans. 
Water quality criteria relate to levels of pollutants or contaminants that are 
dissolved in the water and bioavailable, i.e., readily able to enter the tis-
sues of fish or other aquatic organisms. 

Baltimore Harbor sediments contain high levels of three metals: lead, 
zinc, and chromium. MDE tentatively determined that these three metals 
should be listed as impairing substances. As a result, action would be      
required to reduce the amounts of these pollutants. The decision was     

other water bodies that have been impaired by contaminants or excess nutri-
ents. As the state agency primarily responsible for ensuring that contami-
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presented to interested parties at a public meeting. These stakeholders     
included representatives from federal and state regulatory agencies, the 
environmental community, industry, academia, and the general public. All 
were anxious to hear what MDE was going to do about the environmental 
contamination in the Baltimore Harbor, which was responsible for adverse 
impacts on aquatic organisms and significant damage to natural resources. 

The environmental community viewed MDE’s findings as the beginning 
of a long-awaited cleanup of the Harbor. They hoped those responsible for 
toxicity in the Harbor were finally going to be held accountable for past 
and present abuses. After all, the river had been a virtual dumping ground 
for industrial wastes and nutrients from agricultural facilities. The envi-
ronmentalists were cautiously optimistic that, this time, something was ac-
tually going to be done to solve the problem. 

Others didn’t share these sentiments. MDE’s decision and any future 
proposed action was of particular concern to one company that was tied to 
chromium discharges. MDE’s decision to list chromium could result in 
significant costs. 

The final decision about whether or not chromium qualified as an im-
pairing substance in this case would be the responsibility of the EPA. 

Historically, industry tends to ask for more scientific evidence that the 
pollutants they are generating are truly responsible for adverse impacts to 
the ecosystem. The environmental community tends to take the opposite 
position: even if the underlying science is uncertain, go ahead and do a 
cleanup so that conditions will replicate those found in pristine waters. For 

ing jobs and tax revenues. Finding a solution agreeable to all can prove to 
be very difficult. 

Could Ecological Risk Assessment Work in this Case? 

The company needed to make sure that MDE’s decision was based on 
sound science. So it brought in some experts to discuss the chromium issue 
and provide advice on how to proceed. The company’s consultants prepared 

their part, federal and state regulatory agencies move slowly and deliber-
ately when it comes to imposing sanctions on companies that are provid-



156   The Illusion of Certainty 

a summary of the facts and a suggested a course of action. Here are the 
highlights of what they presented:  

• There was ample scientific evidence that sediments in the Baltimore 
Harbor were toxic to aquatic organisms. Therefore, MDE had good 
reason to be concerned about this situation. 

• The consultants cautioned, however, that there didn’t appear to be any 
conclusive evidence regarding the specific causative agent(s) respon-
sible for this toxicity. Therefore, implicating chromium, zinc, or lead 
was not warranted at that time without further analysis.  

• Published data indicated that the three metals of concern were found in 
the water column at concentrations well below the EPA’s and 
Maryland’s water quality criteria. 

• The decision to list chromium as an impairing substance was therefore 
based on chromium concentrations in the Harbor sediments, not on 
concentrations in the water. While the EPA had developed specific 
criteria for contaminants in the water column, acceptable chromium 
levels in the Harbor sediments would be based instead on sediment 
“guidelines.” Guidelines are not the same as criteria. 

• The science used to develop guidelines is not as rigorous as that for 
criteria, so the level of uncertainty associated with guidelines is 
considerably higher. There are always caveats regarding the use of guide-
lines for regulatory purposes. As a result, guidelines are not usually used 
as enforceable standards. But neither the EPA nor MDE had sediment 
criteria for these three metals; only guidelines were available. 

• The consultants also advised the company to look at the peer-reviewed 
scientific literature and evaluate the results of previous ERAs. They said 
that while ERAs were not particularly useful when looking at potential 
impacts to complex ecosystems, these assessments could often be used 
for a specific contaminant such as chromium. 

• Finally, the experts advised their client to focus on the scientific 
evidence which correlated toxicity with levels of chromium in sediment. 
They explained that if toxicity to aquatic organisms went up when levels 
of chromium in the sediment was elevated, the company would 
probably have to bite the bullet and accept MDE’s decision. On the 
other hand, if it could be demonstrated that there was no relationship 
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between chromium levels in the sediment and toxicity, that would be 
reason to dispute MDE’s findings and conclusions. Fortunately, they 
would be able to conduct this analysis, since there were a number of 
peer-reviewed articles that contained information on toxicity and levels 
of chromium in different areas of the Baltimore Harbor. 

MDE’s decision to use sediment guidelines had raised some fundamental 
questions and concerns regarding the appropriateness of their approach. 
MDE recognized the scientific and technical difficulties involved. And 
MDE knew that the fundamental uncertainty regarding the use of guide-
lines for regulatory purposes was bound to generate considerable contro-
versy, so they actively sought public comment on their tentative decision. 

Taking a Closer Look at Chromium 

Contaminated sediments can be found in fresh and marine ecosystems 

ecological and potential human health risks.3 Some classes of contaminants 
are considered problematic in sediments, including some metals and certain 
organics.4 Numerous metals fall into this category, such as lead, arsenic, 
chromium, mercury, and cadmium. The organic contaminants of concern 
are those that are not soluble and have a strong tendency to absorb or stick 
to sediment particles. These include many pesticides and other chlorinated 
compounds. 

and toxicity. The form of a metal is determined in turn by geological con-
ditions and the chemistry of the water-sediment system. 

Since practically all contaminated sediments contain mixtures of organics 
and metals, it is virtually impossible to single out which agents are respon-
sible for ecological risks. In certain instances, scientists can shorten the list 
of possible culprits by eliminating some chemicals, but even then the spe-
cific causes of sediment toxicity generally cannot be confirmed. 

 

Quantifying the toxicity due to metals in sediments is especially challeng-

throughout the world. In many instances, they have been associated with 

ing because a metal’s form significantly affects its mobility, bioavailability,
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To make this situation even murkier, sediment quality guidelines are 
usually based on total concentrations of a pollutant, thereby ignoring how 
different forms of the chemical can differ in bioavailability, toxicity, and 
mobility in the environment. Such was the case for chromium.  

MDE was receptive to all perspectives on this issue, so a few months  
after the stakeholder meeting, MDE scientists listened to the company’s 
analysis. The analysis was limited to the toxicity of a single contaminant in 
one specific location, so it was appropriate to apply the principles of ERA. 

The company made a formal presentation to MDE, explaining that in 

5

forms have markedly different toxicity and behavior. To all intents and 
purposes, Cr(III) is not toxic at environmentally relevant concentrations. 
Cr(VI), on the other hand, is a known human carcinogen and is toxic to 
aquatic flora and fauna at relatively low concentrations. Given these facts, 
lumping both forms of chromium together as “total chromium,” as in the 
sediment guidelines, is not scientifically acceptable when the objective is 
to predict toxicity.6 Apparently, at the time the guidelines were developed, 
no one gave any thought to determining the levels of the different forms of 
chromium. 

The company presented results from peer-reviewed journals to support 
the view that using sediment quality guidelines based on total chromium 
was inappropriate and not scientifically justifiable. Using data from field 
studies, they demonstrated that there was no correlation between toxicity 
to aquatic organisms and concentrations of total chromium in Baltimore 
Harbor sediments. Given the absence of this relationship, it would be very 
difficult to support a decision to list chromium as an impairing substance.  

Furthermore, there was strong evidence that the chromium in sediments 
in Baltimore Harbor, as well as in most sediments throughout the world, is 
predominantly if not entirely Cr(III). Environmental conditions in sedi-
ments tend to favor the formation of Cr(III). The company didn’t dispute 
the contention that the Harbor sediments were toxic, but rather challenged 
the assumption that chromium was causing the toxicity. 

Since industry consultants’ conclusions tend to be viewed as biased and 
suspect, confirming evidence from well-respected EPA scientists proved to 

valent form identified as Cr(III), and a hexavalent form, Cr(VI).  These two 
aquatic systems chromium exists primarily in two distinct forms: a tri-
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be a valuable part of the presentation. Recent EPA publications in peer-
reviewed journals were used to buttress the company’s scientific arguments. 
These EPA studies dealt with the complex relationship between geochemistry, 
chromium speciation, and toxicity to small, shrimp-like, bottom-dwelling 
marine invertebrates called amphipods. Experiments demonstrated three 
main findings: sediment with Cr(III) is essentially not toxic to amphipods; 
Cr(III) is rarely found in the dissolved or bioavailable form; and Cr(III) is 
generally attached to organic particles and cannot pass through cell mem-
branes readily.7,8 

In contrast, research has demonstrated that Cr(VI) is soluble. Once it is 
taken in by an animal, Cr(VI) can penetrate cell membranes. After under-
going modifications, it can interact with DNA and other substances within 
the animal’s cells.9 There is clear evidence that exposure to certain levels 
of Cr(VI) can result in significant human health and ecological risks. 
Cr(VI) is a potent human carcinogen when exposure is by inhalation. 
Dermal contact can result in allergic contact dermatitis, and ingestion can 
result in a number of adverse systemic effects.10 Similarly, the bioavail-
ability and toxicity of chromium to aquatic organisms has been associated 
with dissolved Cr(VI).11 Toxicity from exposure to chromium in different 
media – air, water, sediments – is also generally associated with Cr(VI). 

Furthermore, the EPA scientists determined that if substances called 
Acid Volatile Sulfides (AVS) were found in sediments, it would mean that 
the Cr(VI) would be converted (or “reduced”) to the non-toxic Cr(III) 
form. Their experiments explored the relationship between the presence of 
Cr(VI) and AVS. They found that AVS forms only under conditions where 
there is no oxygen. As it turns out, Baltimore Harbor sediments are anoxic 
(i.e., without oxygen), just like most other sediments underlying lakes, rivers, 
and estuaries. Studies of freshwater sediments conducted by the US Geo-
logical Survey showed similar evidence of Cr(VI) reduction to Cr(III) in 
the presence of AVS.12 The findings of these studies strongly suggest that 
the presence of AVS in sediments produces a natural process that serves to 
eliminate Cr(VI). 
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Responding to the Skeptics’ Concerns 

Although the evidence presented by the company was very compelling, the 
environmental community was still concerned. They reminded MDE that 
chromium, due to its widespread industrial use in the United States, has 
been introduced to the environment (water, soil, sediment, or air) as a    
byproduct or waste material of many processes: manufacturing steel and 
other alloys; preserving wood; tanning leather; and electroplating metals. 
Chromium has also been a component in refractory bricks used in high 
temperature furnaces, in pigments and dyes, in drilling muds, in rust and 
corrosion inhibitors, in textiles, and in toner for photocopiers.10 Since 
chromium is so versatile, it’s not surprising that chromium contamination 
is widespread; the US EPA’s National Priority List database lists 135 sites 
around the country with chromium-polluted sediments. 

There were still unanswered questions, too. Even if additional sampling 
and analysis demonstrated that sediments were predominantly Cr(III), how 
could we be sure it wouldn’t convert to toxic Cr(VI) if conditions changed 
in the future? What about the ecological impacts on aquatic organisms    
ingesting chromium-contaminated sediments? And, if everyone could 
agree that it would be better to not have any form of chromium in the Harbor, 
why not remove it just in case? MDE acknowledged that these issues 
needed to be addressed. 

Even though MDE had spent the better part of a decade developing an 
approach using sediment quality guidelines, they acknowledged that the 
company’s arguments were persuasive. Therefore, they concluded that   
additional data should be collected before they made their determination if 
chromium was or wasn’t an impairing substance responsible for toxicity in 
the Baltimore Harbor. MDE decided to resample Harbor sediments. 

This time, the sampling emphasis would not be on total chromium in 
sediments. Instead, it would focus on determining levels of dissolved, 
bioavailable chromium, zinc, and lead in the Harbor water column. Scien-
tists would also sample water in the spaces between sediment particles, 
known as porewater. If the levels of Cr(VI) found in the water column and 
in the porewater were higher than the water quality criterion, MDE would 
assume that Cr(VI) was responsible for toxicity, and appropriate remedies 
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would be implemented. If, on the other hand, levels of dissolved Cr(VI) 
were clearly below the criterion, chromium would be taken off the list of 
substances impairing water quality in the Baltimore Harbor and its tribu-
taries. After discussions with the EPA, MDE also decided to measure con-
centrations of AVS. 

sis plan in conjunction with the University of Maryland. Samples were col-
lected, bottled, and sent to an independent laboratory for analysis. The    
results were presented at the next stakeholder meeting. Since MDE’s find-
ings were not released prior to the meeting, everyone was on edge waiting 
for the scientific verdict. 

The results were conclusive. Concentrations of Cr(VI) in the water col-
umn and porewater were at least an order of magnitude (ten times) lower 
than the EPA’s established water quality criteria. Essentially all of the 
chromium found in the sediment was the non-toxic Cr(III). Finally, every 
sample confirmed the presence of AVS, further supporting the contention 
that there was no Cr(VI) present in these sediments.  

In its report to the EPA, MDE stated: 

This report provides an analysis of the data used to determine the Inner Harbor 
[…] impairment listings. It also includes recently collected data that indicates that 
although sediment toxicity is present in the Inner Harbor […], the source of the 
toxicity cannot be attributed to Cr. […] However, the segments will remain listed 
as impaired for biological community impacts due to sediment toxicity. 

Barring the receipt of contradictory data, this report will be used to support the 
removal of total Cr as an impairing substance in the Inner Harbor.1 

While the company saw this as very good news, MDE didn’t forget the 
questions and concerns raised by environmentalists. The report’s Execu-
tive Summary also states:  

Although the waters of the Inner Harbor […] do not currently display signs of 
toxicity due to Cr, the State reserves the right to reassess the impact(s) of all Cr 
species on the environment due to future changes in Baltimore Harbor water qual-
ity, including, but not limited to the improvement of dissolved oxygen levels due 
to a reduction in nutrients. Furthermore, the State reserves the right to require    
additional pollutant controls in the Inner Harbor […] if evidence suggests that    

MDE developed the experimental design for their sampling and analy-
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Cr from either basin is contributing to water quality problems within Baltimore    
Harbor.1 

Interestingly enough, even the company agreed that further assessment 
of possible adverse impacts to the environment due to chromium-contami-
nated sediments was a good idea. In fact, they provided funding to a Center 
at Johns Hopkins University (JHU) to attempt to answer some of the ques-
tions posed by MDE. The agreement was that JHU researchers would 
evaluate the likelihood that chromium would remain in the trivalent form if 
conditions were to change in the upcoming years. The company agreed to 
fund this work even though JHU insisted that the research be conducted 
independently and that the findings could be published in peer-reviewed 
journals, regardless of the results. While this type of arrangement is not the 
first of its kind, it is certainly unusual.  

A Less-Uncertain Future for the Harbor 

This case study demonstrates how and when ERAs can be effectively used 
to determine whether an environmental stressor (like a contaminant) is    
responsible for an impact (like toxicity). This ERA worked because it     
focused on one single contaminant – chromium – at one specific site – the 
Baltimore Harbor. It made use of results from scientific literature, but it 
also relied on an analysis of recent, site-specific data to reach a conclusion 
regarding the toxicity of chromium-contaminated sediments. By distin-
guishing between forms of chromium, it also illustrated how site-specific 
assessments of chemical mobility, bioavailability, and toxicity are impor-
tant when evaluating whether individual chemicals have a detrimental     
effect on the environment. 

Uncertainty was minimized by the ability to define the issue clearly and 
to obtain relatively straight-forward results. The regulatory agency (MDE) 
could base its risk management decision on sound science. With an        
approach like this one, ERA can be a very useful tool. 

An understanding of “the science” doesn’t always drive the regulatory 
process. It did in this case, but only because several of the major players 
were open-minded. MDE was willing to accept scientifically valid research 
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and findings that contradicted their previous views and positions. The EPA 
also showed open-mindedness when it agreed with MDE’s science-based 
findings. And the company’s decision to fund a truly independent study – 
which might reach conclusions that could have an adverse financial impact 
on the company – was laudable. 
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17. The Physician’s and Patient’s Perspective 

by Bob Sheff, MD, Guest Author 

How do I Get the Best out of the Health Care System? 

In order to get the best health care possible, you need to learn how to be 
your own patient advocate. One critical part of being a wise patient advo-
cate is to build a partnership with your doctor. One of the key skills in 
building that partnership is being able to communicate with your doctor on 
medical issues. You need to develop a common language with your doctor 
so you can honestly and candidly discuss his recommendations to you. The 
day is long gone when the doctor-patient relationship was based on the 
doctor telling the patient what the diagnosis was and what the treatment 
plan was, and the patient accepting everything without question. 

The good news is that modern medicine is based on a high degree of   
respect for patient autonomy. That is also the bad news, because wisely 
exercising that autonomy means you, the patient, have to be informed and 
thoughtful. How do you become an informed patient? Certainly a large 
part of this is based on what your doctor tells you. An open and trusting 
partnership with your doctor is critical for the type of honest communica-
tion that allows a patient to have all his questions answered. In addition to 
what the doctor tells you, as a patient you also have independent sources of 
medical information. 

Whether we like it or not, today both physicians and patients are inun-
dated with scientific information. In order to practice medicine at its best, 
the physician needs to keep up with these latest research findings. Like-
wise the patient is reading and hearing a steady flow of medical research 
findings and recommendations. Newspapers, TV, and radio quickly pick 
up possible medical breakthroughs and publicize them to the nation and 
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the world. How do you possibly know which are significant to you and 
which aren’t? As your own patient advocate you want to develop the nec-
essary skills to be able to analyze the vast array of medical information 
you are exposed to and understand clearly the conclusions and recommen-
dations being offered. In order to communicate well with your doctor, you 
need to have an understanding of the significance of what your doctor is 
recommending. This book will give you tools to understand what you read, 
see in the media, and hear from your doctor. It will enable you to improve 
your communication and therefore your partnership with your doctor. 

A Medical Focus! 

While this book deals with both environmental and medical health risk 
characterization, this chapter will focus on just the medical health risk    
aspects. I will do this from the perspective of both the trained physician 

I began my career as a practicing physician. Over a period of years I   
became involved in the leadership of my large multi-specialty medical 
group, eventually serving as its Medical Director and President. I also 
played roles for BlueCross BlueShield of Maryland, serving as a Medical 
Director, Senior Vice-President, and President of their four HMOs. I have 
also had my own experiences as a patient confronting life-threatening     
diagnoses. From these experiences I learned how critical it is for a patient 
to be his own medical advocate. In my book, The Medical Mentor – Get 
the Health Care You Deserve in Today’s Medical System, I teach people 
how to accomplish this. One aspect of being your own medical advocate is 
how you deal with medical information and how you communicate with 
your doctor. These are skills that are very relevant to the lessons of this 
book, The Illusion of Certainty. This chapter will teach you, the physician 
or patient advocate, an approach to maximizing the lessons of this book. 

cating well with your doctor is rooted in the skills of patient advocacy. 
I have learned them over the years, and I have learned how to teach them. 

and the experienced patient, as I have been both. The key to communi-
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How will this Impact My Relationship with My Doctor? 

In order to get the most from your medical care, I believe you need to     
establish a true partnership with your doctor. This partnership is based on 
mutual respect and a willingness to discuss honestly any topic related to 
your medical care. On the one hand, you want your doctor to be able to 
give you his best advice on the course your treatment should follow. On 
the other hand you want to be comfortable in asking the doctor questions 
about his recommendations. You also want to be able to explore alterna-
tive approaches. Some of these alternatives might even mean a different 
doctor treating you. 

I believe medicine is an art, not a pure science. By this I mean that      
although there are strong scientific underpinnings to the many decisions 
you make as a patient, there are also subjective and value components that 
I call the art of medicine.  

In order to get the best care from your doctor, you need to be able to 
discuss the scientific basis and the subjective basis of her recommenda-
tions. The scientific basis is the extensive medical research that has been 
accomplished and is still ongoing. If you don’t have the ability to discuss 
the results of studies on which your doctor is basing her recommendations, 
it is very hard to be an informed partner. This does not mean you have to 
understand all the science involved. It does mean that when an article pro-
vides numbers for the risk or benefit of something, you need to be able to 
understand what the numbers are saying. That understanding will allow 
you to be a true partner with your doctor. It will enable you to discuss how 
you feel about the proposed intervention. It is not that you want to debate 
an article with your doctor. It’s that you want to have a common language 
to discuss how your medical options align with your personal values and 
wishes. You need to be on the same page as your doctor if you are going to 
discuss what treatments are compatible with your own sense of the risk 
you are willing to take. These lessons will improve your communication 
with your doctor, and they will let you form a closer partnership with him. 
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How do I Know Who and What to Believe? 

Being a successful physician or patient advocate means understanding the 
validity of what you hear or read. One aspect of this relates to the source 
itself. This means noticing who the author is. If it is a journal, is it peer   
reviewed? If it is a web site, is it unbiased? Another aspect of validity re-
lates to understanding whether the way the data are analyzed and presented 
allows you to make decisions related to your health care. This area is 
where this book can be invaluable to you. 

You want to be clear how confident you are in the recommendations  
being made. The recommendations are based on the conclusions the        
researchers drew from their data. As a patient or a physician you want the 
researchers to make it clear what criteria they used to reach those conclu-
sions. Researchers formulate medical recommendations when they convert 
the scientific data produced in their study into a proposed action plan for 
the patient. This inherently involves some judgment on the part of the     
researchers. How they present the data can change your impression of the 
importance. Let’s look at some of these factors and how they impact you. 

Should I Care about the Difference Between Cause  
and Effect vs. Risk Factors vs. Association? 

The authors of this book do the patient and the physician a real service by 
emphasizing the distinction between cause and effect vs. risk factors. I will 
not attempt to repeat their thorough discussion. It may be helpful, how-
ever, if I relate some of the discussions I had with the authors after review-
ing a draft of Chap. 2, “Cause and Effect vs. Risk Factors.” The reason for 
relating our discussions to you, the reader, is to highlight how thoughtful 
you have to be in this area.  

The authors were discussing a woman considering mammography. They 
correctly said that a lump cannot be considered a cause of breast cancer. 
However, they then defined a lump as a risk factor. To a physician, this 
was not the correct terminology. They define a risk factor as a “condi-
tion…that has an association with but has not been proven to cause…a 
disease.” That is a good definition of a risk factor, but is broader than I 
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have found usually used in clinical practice. This illustrates that profes-
sionals in different disciplines can use different terms for the same thing. 

In medicine, a lump is felt to be a sign of a disease. When a patient 
comes to a physician with her own observations about her health, we call 
what the patient observes a symptom. What the physician observes or finds 
on examining the patient we call a sign. A risk factor, a symptom, and a 
sign of a disease all have one thing in common: there is an association     
or correlation between them and the disease. This means that they tend to 
occur in a patient with that disease at a greater frequency than predicted by 
chance.  

The strength of the association (how often they occur in patients with a 
given disease) guides physicians in assessing the significance of symp-
toms, signs, and risk factors. Signs and symptoms are most often seen in 
medicine as results of the disease. They alert us to look for other evidence 
that the patient already has the disease. Risk factors alert us to the possibil-
ity that the patient has or may develop a disease. They challenge us to be 
more alert for evidence of that disease in the patient. 

The importance of this story to the patient advocate is that it highlights 
how careful you have to be when discussing medical conditions. You want 
to use that same sensitivity when discussing medical research. Finding    
associations between things is a critical goal of research. We use words 
and numbers to express those relationships. As an educated physician or a 
prudent patient advocate, you want to be very careful about how these rela-
tionships are described. 

Another lesson for the patient advocate in evaluating Chap. 2 is about 
the selection of what research is reviewed. The authors worked diligently 
to find an article about mammography that had a database in it they could 
evaluate. The book is teaching you to evaluate data. So it was important 
that the study they cite provide data to examine. The authors are careful to 
alert the reader that they feel the area is controversial. Many physicians 
might disagree both with the conclusion of the article and with the state-
ment that the use of mammography is controversial. This disagreement is 
important to you as a patient advocate. 

On almost every topic in medicine you can examine the literature       
and find conflicting recommendations. What are you to do as a patient? I      
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believe the wise patient advocate will take information she hears and dis-
cuss it with her physician. This is part of the communication and partner-
ship you want to have with your physician. 

As you gain analytic skills from this book, don’t be lulled into thinking 
it’s all in the numbers. As the authors carefully point out, there are signifi-
cant subjective elements that are not in the numbers. These subjective ele-
ments cause some of the uncertainties in medical research. Your job as a 
patient is to analyze the information presented as carefully as you can and 
then discuss your conclusions and concerns with your physician. The skills 
learned in this book should facilitate that process. 

Why is Using Absolute Risk So Important? 

How do we know if we should follow the recommendations from a given 
study? The answer is that you need to be confident that the risk/benefit    
information in the study is accurately portrayed in a manner that is mean-
ingful to you in your decision-making. You need to know, not just think, 
that the results are meaningful to you. Helping patients and physicians to 
make that distinction is what this book is all about.  

As the authors of this book will show you, using relative risk and relative 
risk reduction can be very misleading. This should be surprising because 
we are bombarded with relative risk statements. As the authors continue 
their discussion in Chap. 2, you learn why absolute risk and absolute risk 
reduction are much better tools for analyzing risk relationships. 

When you use the relative risk approach the results often appear more 
significant than when you use the absolute risk approach. This is especially 
true when the absolute risk is very small. Why is this? As the authors     
explain, this is because if the risk being analyzed is very small, then dou-
bling it for instance might still be a very small risk in absolute terms. 
However in relative terms, doubling something is a 100% change. 

If you are an author invested in the importance of your findings, your 
results often appear more significant if you use relative terms. But if you 
are a patient trying to determine the significance of a risk being described, 
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you will have a much clearer picture of the findings if they are in absolute 
terms. 

What is the physician or patient to do? First, see if the data are complete 
enough in the article to convert the results to absolute terms. As you will 
learn in this book, if the data are there, the conversion is generally not too 
difficult. If the data are not there, take your article and your questions to 
your physician. Scientific articles normally have contact information 
listed. Either you or your doctor can contact the researcher and ask for the 
data necessary to do an analysis in absolute terms. An additional strategy is 
to look for further articles on this same topic. You want to avoid settling 
for the relative analysis. If you base your decision on such incomplete 
data, you could be doing yourself a real disservice. As a wise patient      
advocate, you want to put in the effort to find the best information. 

What is the Risk Characterization Theater (RCT)? 

At this point you may well be thinking that this is a lot of heavy duty sta-
tistics. As you read this book, I believe you will come to realize that on the 
contrary, this is an approach that converts numbers into concepts. The 
creation of the Risk Characterization Theater (RCT) by the authors is a 
real service to both physicians and patients. The RCT is a visual way for 
you to assess risk and benefit numbers. If you just read or hear risk assess-
ment numbers, it is often difficult to appreciate what they are telling you. 
The RCT converts the impact of the risk into an easily understood picture. 
It is a device that patients and physicians can utilize to assess risk data 
from any source. As you review the authors’ examples, notice how helpful 
the RCT is. I suggest you become familiar enough with the RCT that you 
could construct one on your own. As you will see later in this chapter, the 
RCT is a tool we call on to guide us better in our medical decision making. 

Does the RCT make the Decision for Me? 

The good and bad news is, “No!” The RCT is a way of visualizing statisti-
cal results. Then you need to take these results and decide along with your 
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physician on what you want to do. The case study in Chap. 6, “VioxxTM 
and Heart Attacks,” is an excellent example. As the authors show you in 
the VioxxTM RCT, if 1,000 people take VioxxTM, there will be 16 more 
people who experience cardiovascular events than if they did not take    
VioxxTM. That does not tell you what to do. Rather it is a tool for you to  
assess the risk. You then need to discuss this with your doctor and decide 
what treatment options you have. Are there alternative safer treatments that 
are as effective? Is this a risk you are unwilling to take no matter what the 
benefit? Are you so bothered by your condition that this is a risk you are 
willing to take? As you can see, the RCT lets you better appreciate the risk 
or benefit of a medical intervention. Whether you are willing to take that 
risk or enjoy that benefit is up to you. 

What are Some of the Pitfalls to Reading Medical 
Recommendations? 

As you have read about in this chapter and will learn in depth in the book, 
there are clearly pitfalls for the unprepared patient trying to read medical 
literature. That is why you hear me so consistently saying that the wise 
medical advocate takes his thoughts and questions on medical research and 
discusses them with his physician. 

I had some very interesting conversations with the authors in preparing 
this book. They deserve all the credit for the concepts in this book, and for 
the presentation. I was invited to write this chapter late in the process, after 
they had the basic framework in place. Let me share with you some of the 
issues we discussed as I reviewed their individual chapters. 

One thing to keep in mind is the role of screening. When we talk about a 
routine screening test, we are talking about a test recommended to patients 
at average risk. If you have a relevant family history or some other factor 
that puts you at high risk, then it would not be considered routine screen-
ing. What will be apparent to the reader is that in some cases, there is more 
consensus among physicians about what we recommend to our patients 
than the literature can support. It can be debated whether that is good or 
bad, as I will discuss later. 
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As you will hear frequently in this chapter, the primary thing a patient can 
do is take the article and his concerns and discuss them with his physician. 
If you wish to clarify your thoughts first, one alternative is to review more 
research about the same issue. The article on Mammography in Chap. 2 
discussed above is a good example. The authors used an article by 
Gotzsche and Olsen published in 2000.1 As I note above, many physicians 
disagree with the conclusions and recommendations in this article. If you 
want to explore this area further, you might choose to also review an arti-
cle by Tabar et al. published in 2003.2 This article also has a satisfactory 
data set for the reader to analyze. As a physician or patient advocate, you 
want to do more than just read their conclusions. You want to review and 
compare their data sets. Particularly you want to make sure you are look-
ing at data as absolute risk (AR) and absolute risk reduction (ARR). Let us 
do such a comparison between the Gotzsche and Olsen article and the 
Tabar et al. article. 

The data for the Gotzsche article is provided for you in Chap. 2 and I 
have used those figures in absolute terms for this comparison. In the Tabar 
article, they report raw mortality data. This allowed me to calculate the 
comparison numbers in absolute terms. One very important step when do-
ing this type of comparison is to be sure you are reviewing data over the 
same length of time. In this case, I have converted both numbers to annual 
AR and ARR. This was necessary as the Gotzsche study was over a 12 
year period and the Tabar study was over a 20 year period. So what do we 
find?  

The annual AR of the control group according to Gotzsche is 0.4 in 
1,000, for the screening group it is 0.3 in 1,000, and therefore the ARR is 
0.1 in 1,000 annually. For the Tabar data the annual AR of the control 
group is 0.5 in 1,000, for the screening group is 0.25 in 1,000 and therefore 
the ARR is 0.25 in 1,000 annually. 

Thus far, I know these are a lot of numbers. Let’s convert these numbers 
into a visual presentation that is easier to relate to. We will take the authors’ 
tool, the Risk Characterization Theater (RCT ), and compare the ARRs.   

of an Article? 
What do I do if I Have Concerns about the Conclusions
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As you learn in detail in Chap. 3, “Reframing the Debate,” the RCT is a 
way of analyzing data using your visual skills. If you do this you would 
have two sets of ten theaters each, side by side (10,000 seats in each set). 
In Gotzsche’s theaters you would have 1 out of the 10,000 seats darkened. 
In Tabar’s you would have 2.5 out of the 10,000 seats darkened. 

The darkened seats represent the actual annual additional risk of death 
due to breast cancer which is avoided by mammography screening accord-
ing to each researcher’s data. You have to decide how different these 
RCTs are. As you visualize these two theaters, a question to ask yourself 
is, “is one substantially different to me than the other?” Gotzsche looks at 
his data and in his paper states that screening mammography is “unjusti-
fied.” Tabar looks at his data and states in his paper that “mammography 
screening is contributing to substantial reductions in breast cancer mortal-
ity.” The annual difference is one and a half seats in ten theaters of 1,000 
women. What would you conclude from these two studies individually and 
together? 

This example shows us important lessons about reviewing research,   
especially in cases where we are concerned about the conclusions. First 
we see how if you want to evaluate data, you have to convert the informa-
tion into a form that you can understand. Second, when comparing studies, 
you have to be careful that the study periods are the same, or you need to 
correct for this. Third, different authors can reach very different conclu-
sions with very similar data. The most important lesson in this book is that 
you have to make your own decision about what is important to you. The 
tools in this book will help you to visualize risk and benefit issues better. 
But the decision is up to you. Your doctor can help and guide you, but you 
have the final word. Hopefully the lessons you will learn in this book will 
help you make those decisions. 

Why do these Absolute Risks and Absolute Risk 
Reductions Seem So Small, When I Know that Breast 
Cancer is One of the Major Cancer Risks? 

This question highlights one of the major challenges to physician and     
patient alike when looking for guidance in the medical literature. One aspect 
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of the confusion is related to the issue we discussed earlier, the length of 
the study. Because these studies covered different lengths of time, we con-
verted the results to annual risk. This technique is helpful as it allows     
direct comparison between the studies.  

The problem is that the patient is usually concerned about lifetime risk, 
not just the risk in a single year. It is tempting to try to extend the annual 
average over a larger number of years. In this example one might say that 
the maximum period of breast cancer risk begins at age 40. If we assume a 
woman will live to be 85, then we might want to take the annual ARR 
from each study and multiply it by 45 years to calculate the lifetime risk. 
However, this approach makes a number of significant assumptions of 
questionable validity.  

As you will find discussed by the authors, physicians and patients need 
to be aware of uncertainty when they are evaluating any research. By at-
tempting to take short term studies and extrapolate them over a lifetime, 
we are introducing more uncertainty into the process.  

If we can’t estimate long-term effects from short-term studies, where 
can we find meaningful information? One approach is to look at published 
lifetime risk data to create a framework for evaluating the significance of 
medical risks. Lifetime risk data can be found in various places. The web-
sites of the National Cancer Institute and the National Institutes of Health 
are excellent sources for cancer data.3 The most recent data from these 
sites state that the lifetime risk of death from breast cancer for a woman is 
2.9%. That means that the RCT for the absolute lifetime risk of breast can-
cer death would have 29 out of the 1,000 seats filled.  

It would be ideal for physicians and patients if there were research studies 
that calculated ARR in terms of lifetime risk. Unfortunately, that is not 
how medical research works. The reader, therefore, has to stay vigilant to 
the impact of the length of a study on the results and conclusions published. 
When you talk to your doctor about a study, be sure to ask about this     
important issue. 
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Are there Other “Uncertainty” Factors that Decrease 
Benefits in the Study Groups for Screening Studies? 

Yes there are, and the patient advocate wants to be aware of them. For    
instance, the populations examined in screening studies are usually differ-
ent than the general population. By definition, screening is considered for 
the population of patients who are at average risk. High-risk patients are 
usually evaluated more thoroughly than the screening population. This 
means that some patients who will get the disease are not in the study.  

In addition, most screening tests have false positive and false negative 
results which tend to make them less efficient in selecting people who may 
come down with a disease. Patients with signs or symptoms of the disease 
are not considered screening patients. Another issue is that screening pro-
tocols are usually designed for patients in a certain age group. Patients 
younger or older than the screening group will not be considered in the 
study. 

A final factor is the aggressiveness of the disease an individual patient 
has. If a patient gets e.g., a very aggressive case of breast cancer, even    
diagnosis in a screening study may not affect the patient’s survival. Not 
surprisingly, the sum of all these factors is often a significant difference 
between the lifetime risk you might predict from a given study, and the ac-
tual lifetime risk of that disease when the lifetime cause of death statistics 
are reviewed. 

How is Lifetime Risk Helpful in My Healthcare Planning? 

As we have been discussing, lifetime risk information can be of great help 
in letting you focus on those diseases that are of the greatest danger to you. 
For instance, the lifetime risk of death from heart disease is 280 out of 
1,000. In comparison the lifetime risk of death from colorectal cancer is 23 
out of 1,000. If you think about what the RCTs would look like, you can 
appreciate how effective this tool is. The heart disease theater would have 
about one quarter of the seats darkened (280 seats), while the colorectal 
cancer theater would have about 2% (23 seats) darkened. These RCTs let 



17. The Physician’s and Patient’s Perspective   179 

you assess your personal risk from each condition. They make it easy for 
you to conclude which disease is the greatest risk to you. 

I want to be clear on the message this information can give you. If      
unfortunately you develop an uncommon disease, it is still a potentially 
devastating event for you. Rare diseases can be just as dangerous as com-
mon ones. Therefore, progress in diagnosing and treating any disease is 
valuable. However, if you are healthy and planning your strategy for where 
you want to put your efforts in disease prevention, then statistically, trying 
to avoid common diseases would be expected to be more beneficial than 
trying to avoid uncommon diseases. This is where the lifetime risk tables 
can help physicians and patients in planning a health care program. 

An example might help. If you are a man, your lifetime risk of dying 
from prostate cancer is about 2.9%. Your lifetime risk of dying from     
thyroid cancer is 0.04%. Let us look at RCTs to better visualize these  
numbers. In the usual 1,000 seat theater, you would have 29 seats darkened 
in the prostate cancer theater and less than half of a seat darkened in the 
thyroid cancer theater. Clearly the greater risk to you is prostate cancer. 
Obviously, this doesn’t give you permission to engage in risky behaviors 
that would increase your chance of developing thyroid cancer. Rather, this 
use of lifetime risk data and the RCTs lets us see that you would want to 
put your efforts into preventing prostate cancer. 

Is Relative Risk Data of any Help? 

Relative risk data can be helpful, but not when viewed in a vacuum. As the 
authors demonstrate, relative risk numbers can be very misleading. This is 
because RR numbers can show a very dramatic change which may not be 
important to the reader. What do I mean by this? What I mean is that if you 
have a very, very small chance of developing a disease, and then cut that in 
half, you have a 50% RRR. How important is it to you if a risk which was 
already one in one million, is now one in two million? It is probably not 
very important! Don’t misunderstand me; any risk reduction may be help-
ful. However, where do you want to put your energy and emphasis? 
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So what is a possible role for relative risk analysis? I believe physicians 
and patients can use RR and RRR as a means to screen study results. If the 
RR and RRR are low, the study is not likely to be helpful to you in plan-
ning your health care. If it is high, than you need to decide how significant 
the study is. As the authors discuss in detail, converting to absolute risk 
(AR) and absolute risk reduction (ARR) is the optimum strategy. Alterna-
tively you could use the lifetime risk table to assess whether the probabil-
ity of developing that condition warrants further effort on your part. Again 
let me stress the importance of discussing any such considerations with 
your physician!  

How Clear are the Recommendations for Colorectal 
Cancer Screening? 

Colorectal cancer screening is a great example to discuss. There are four 
different screening protocols which are recommended by the relevant 
medical associations. There are also variations among these recommenda-
tions. The main four options for screening are Fecal Occult Blood (FOB), 
sigmoidoscopy, combined FOB and sigmoidoscopy, and colonoscopy. 

There are multiple studies evaluating the impact on mortality of the     
independent use of FOB screening and sigmoidoscopy screening. Both of 
these techniques decrease the mortality from colorectal cancer. The rec-
ommendation to use combined FOB and sigmoidoscopy has not been 
evaluated in a large controlled study. However, medical logic suggests you 
would get more benefit from combining these two screening methods than 
from either alone. 

Although there is no accepted large study documenting the efficacy      
of colonoscopy as a screening tool, there are several medical reasons to  
believe that colonoscopy should be the most effective treatment option. 
Therefore, it is included as an option in most screening recommendations. 
In fact, the American College of Gastroenterology considers colonoscopy 
every 10 years as the “preferred” method of screening. The disadvantage 
to colonoscopy is that it has more significant complications than the other 
screening tests. These complications have been well-documented, and the 
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risk numbers for them are available. As your own patient advocate, you 
want to discuss the pros and cons of these screening options with your doc-
tor. Now in addition to the colorectal cancer screening options discussed 
above, let me focus on the studies used as the example in Chap. 10, “Colo-
rectal Cancer Screening.” 

The authors summarized the results of three screening studies using 
FOB and follow-up diagnostic colonoscopy if FOB was positive. These 
studies, which demonstrated a death benefit of approximately 1 in a thou-
sand, represent a very robust data set for colorectal cancer screening.  

First we should note that the authors reported that researchers recom-
mend FOB screening should be done at least every two years. As you may 
notice in the chapter, two of the three studies were European studies. In the 
American literature, the accepted standard is to use FOB screening every 
year. The importance to the patient advocate is to remember that we now 
live in an international medical community. When you are reviewing stud-
ies, you need to be aware of where they are performed. It is not that the 
American recommendation is right and the European is wrong. It is rather 
that, as we discussed earlier, medicine is an art and there is a subjective 
component to evaluating research. 

As we discussed above, the length of the study is one critical element to 
consider when you evaluate a study. The three studies in Chap. 10 are 
combined to report absolute risk numbers. They followed patients for over 
a period of up to 13 years. When the researchers conclude that without 
screening the colorectal cancer mortality rate was 2.9 per 1,000, that risk is 
for the patients followed over the length of the study. As your own patient 
advocate, you are concerned about the remainder of your life, not some 
shorter interval. For example, since most colorectal cancer screening rec-
ommendations begin at age 50, you want to know the risk from that age to 
the end of your life. The shorter time of a study can alter the risk analysis. 

The nature of a screening population is something else you have to be 
aware of when you are reviewing research. By definition you are only 
screening people at average risk. That means they do not include any high 
risk individuals or anyone who has any signs or symptoms of the disease. 
The importance to you in evaluating studies is that the incidence of a dis-
ease in a screening population will be lower than in the general population.  
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The colonoscopy discussion gives us an excellent example of how these 
multiple factors come into play. Colorectal cancer is the second most com-
mon cause of cancer death in the United States (lung cancer is the first). 
The latest numbers from the National Cancer Institute show that the life-
time risk of colorectal cancer is 23 per 1,000. The physician and the patient 
advocate need to keep this in mind as they evaluate individual studies. As 
you can see from the studies from Chap. 10 discussed above, a given study 
can only tell you so much. You have to take that information and relate it 
to the larger medical picture to decide how useful it is as a guide for deci-
sion-making. 

Should We Screen for Prostate Cancer? 

Physicians and patients will find that the authors highlight some very      
interesting issues in Chap. 7, “Prostate Cancer Screening.” Physicians have 
been screening for prostate cancer for decades by doing a digital rectal    
examination (DRE). However, now there is also a screening blood test, the 
Prostate Specific Antigen (PSA). The PSA is more sensitive than the DRE. 
This test was developed as a means of searching for evidence of recurrence 
or spread of prostate cancer in patients who had already been treated for 
this disease. When the potential for using this test as a screening test       
became apparent, it rapidly became widely utilized.  

The problem the authors note is that there does not appear to be a major 
paper which documents that PSA screening improves patient survival. 
Simply put, we don’t know whether cancer screening will help men live 
longer! This makes it impossible for the authors to calculate an absolute 
risk reduction and draw a risk characterization theater. 

This prompted some interesting discussions with the authors. We do 
know that PSA screening will find more men with prostate cancer than 
DRE alone. It would seem that if we found more cancers, we could save 
more lives. However, this has not yet been proven. This may be because 
the PSA test was so quickly adapted by practicing physicians that the     
definitive study was never done. Does this mean the test isn’t helpful and 
should not be performed? Not necessarily. It is possible that the definitive 
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study will find that people who undergo PSA screening live longer than 
those that don’t. We just don’t know. Again we do know that many knowl-
edgeable physicians in the field believe that this test will provide early   
detection of prostate cancer. 

However, even if screening finds more cancer, that doesn’t mean it will 
necessarily save more lives. The problem is that a man may have prostate 
cancer without it ever being a problem for him. In autopsies of men who 
died of other causes, one third of men under 80 had prostate cancer and 
two thirds of men over 80 had prostate cancer. Since we know many men 
die of aggressive prostate cancer, these autopsy findings tell us that there 
are at least two categories of prostate cancer. There are the aggressive 
cancers that according to the National Cancer Institute account for the death 
of approximately 29 out of every 1,000 men. There must also be non-
aggressive cancers which are not a threat to the health of those who have 
them. 

Thus the challenge physician and patient face is how to decide whether 
you have an aggressive prostate cancer that needs to be treated, or a non-
aggressive one that will not impact your life expectancy or life satisfaction. 
There is active research on multiple fronts to attempt to answer that ques-
tion. Again, many knowledgeable physicians in this field believe that they 
can advise patients as to who should pursue treatment and who should not. 

What is the wise patient advocate to do? Is it foolish to have a test before 
its ultimate impact is proven? I do not believe there is a simple answer to 
this question. This is where your partnership with your physician is so 
critical. I think you need to discuss the multiple issues regarding the risks 
and benefits of PSA screening and of treating any suspected or proven 
prostate cancer with your physician. Current recommendations in this area 
are being based largely on scientific logic and small series and anecdotal 
evidence, but not on the type of large definitive study we would prefer. It 
doesn’t mean the recommendations are wrong. It does mean you want to 
understand the uncertainty behind the current recommendations. You also 
want to understand the risks and benefits of acting or not acting. 
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What are the Lessons in the Cholesterol and Statins 
Chapters? 

Chapter 8, “Elevated Cholesterol: A Primary Risk Factor for Heart Dis-
ease?” and Chap. 9, “Statins, Cholesterol, and Coronary Heart Disease,” 
reveal some fascinating issues for doctors and patients to consider. Let us 
consider the lessons from the authors’ RCTs for elevated cholesterol. It’s 
important to note that the RCTs are based on additional annual deaths. 
When a patient speaks with his physician about his own risk from elevated 
cholesterol, I believe he wants to be thinking about his lifetime risk. As we 
discussed earlier, the lifetime risk of death from heart disease is 28%. This 
is 280 seats in our RCT of 1,000 seats. This is another example of the    
importance in considering the length of a study when analyzing it. 

We see the same issue when we look at the RCTs for the impact of 
statin therapy. In these studies, if you did not have a history of cardiovas-
cular disease (CVD) then your benefit from taking statins was about 3%, 
and your RCT had 30 darkened seats out of 1,000. However, the authors 
tell us these studies were over approximately a five-year period. Likewise 
the benefit for those who already had a history of CVD was calculated to 
be about 7% over five years. 

We can again see in Chap. 8 how data analysis is unfortunately less 
straightforward than it appears. However, it does highlight the care we 
must take in analyzing research papers. There are many other factors to 
consider when deciding if particular research is relevant to your care. 
These articles show how the RCT is an excellent tool for understanding the 
data. But you need to think about the data before you use the RCT, and this 
is a skill you want to develop. It is one of the questions you want to ask 
your doctor when you bring her questions about research you have encoun-
tered. 

Why do You think that the Pharmaceutical Companies 
Advertise the Drop in the Cholesterol Number? 

This is an interesting question because it raises the issue of the outcome of 
a study. Using the statins as an example, why do you take them? Is it to 
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lower your cholesterol reading, or is it to extend your life and avoid car-
diac disease? The latter, of course! You only care about the cholesterol 
number because you think it is a measure of cardiac risk. As discussed by 
the authors, this may not be as true as it first seemed. 

If you are a patient or a physician, it is important that the measured out-
come of the study be the outcome you are truly interested in. That is why 
mortality studies are so helpful. If the study you are reviewing shows a 
significant drop in absolute mortality, this is very helpful to you in assess-
ing its significance. The problem with pharmaceutical companies advertising 
the effect of statins on cholesterol levels is that they are touting the wrong 
outcome! You want to be aware of this issue whenever you see research 
results. 

Does the RCT Overstate Data? 

I don’t believe the RCT understates or overstates data. What it does is 
convert data into a visual pattern. By doing so it can, I believe, dramatize 
the data. Chapter 11, “Health Effects of Smoking,” demonstrates this 
point. We all know there is plenty of evidence that smoking is bad for your 
health. This is easy to appreciate when you see the RCT for the Seven 
Countries Study, which demonstrates the additional 198 deaths per 1,000 
over 25 years. This RCT shows the absolute risk reduction (ARR) for non-
smokers. 

As you review the multiple RCTs prepared from the British Doctors 
Study, you see how the RCT can also be used to show absolute risk (AR). I 
believe it creates a striking visual lesson as you compare the non-smokers 
to the smokers at each age level. Note how easily you can convert between 
AR and ARR: you need only subtract the AR for the non-smokers from the 
AR for the smokers to produce a series of RCTs showing the excess deaths 
(ARR) at each age level. This is why I believe the RCT is such an excel-
lent tool for physician and patient to better understand research data. 
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Why isn’t Lung Cancer Screening Discussed  
by the Authors? 

Lung cancer kills more Americans than any other cancer. In fact, lung can-
cer kills more people than the combined totals of colorectal cancer, breast 
cancer, and prostate cancer. If you look into the history of screening for 
lung cancer you find how the “right answer” changes over time. There was 
a long period of time when chest x-rays were obtained as part of a routine 
physical examination. This was because it was well-documented that you 
could find lung cancers on chest x-rays. However, subsequent excellent 
studies demonstrated that patient survival was not being improved. In other 
words, by the time you found the lung cancer, it was too late to treat it. 
Therefore routine chest x-rays for lung cancer screening were no longer 
recommended. 

The good news is that research is ongoing. Promising studies are evalu-
ating low-dose CT scanning of the chest. Early partial results suggest that 
this method may help to diagnose lung cancer early enough to obtain a 
cure. As of yet, no studies are available to fill out an RCT. However, I 
would encourage both physicians and patients to be on the lookout for 
them. When such studies are published, apply the lessons learned in this 
book to assess the significance of the data. 

As you follow the ongoing research in lung cancer screening, note that 
these studies are a little unusual. Instead of focusing on people who are at 
average risk, like most screening studies do, the researchers are screening 
only high-risk individuals. The target group is people with significant     
exposure to smoking or to second hand smoke. It is a good example of how 
careful you have to be in evaluating research. You want to be sure you are 
clear on how terms are being utilized – in this case, the word “screening.” 

Is there a Secret Revealed in this Book? 

Is there a secret in this book? Yes! The secret is that in understanding sci-
entific data, you have to be comfortable with how the data are presented. If 
the information is not presented in a way that is helpful to you, you need to 
convert it into a helpful format. That is why you need to learn how to use 
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absolute risk and absolute risk reduction. It is also why you may find it 
very helpful to create your own Risk Characterization Theaters (RCTs) 
when reviewing an article. You need to view the data in a way that helps 
you make decisions wisely. 

Is there a secret to reading this book? Again, yes! The secret is that this 
book is all about the process of reviewing data. The authors have selected 
articles with adequate data sets for proper analysis. They have tried to find 
representative articles in each of the topical chapters. Sometimes different 
researchers analyze data and come to different conclusions on the same 
subject. In other words, these are controversial issues, and researchers have 
differences of opinion. This, in turn, results in different recommendations 
for medical intervention. I feel it is important for the reader to focus on the 
data and the process rather than on the recommendations. Learning the 
process of proper and easy data analysis is the question at hand! If you are 
interested in the recommendations, use the tools the authors teach you in 
this book in your evaluation. Then, as any wise patient advocate would, 
discuss your analysis with your physician.  

Remember, the wise patient advocate knows not to analyze medical    
information in a vacuum. You want to be able to examine the data and see 
if the risk or benefit described seems important to you. If it does and if you 
feel it is relevant to your medical care, then take that information to your 
doctor and ask his opinion of its relevance.  

The best medical care is founded on a healthy partnership between     
patient and physician. The patient is comfortable taking any question to  
his doctor. The doctor considers all the patient’s questions seriously and 
answers them to the best of his ability. The skills cultivated in this book 
should be a step forward in allowing that partnership to thrive.  

 



18. Acceptable Health Benefits and Risks  

The Concept of Acceptable Risk 

Previous chapters of this book emphasize empowering individuals to par-
ticipate in discussions about the significance and importance of medical 
benefits and environmental health risks. Those chapters stress the value   
of having the appropriate data in a format (e.g., Risk Characterization 
Theaters, absolute benefits and risks instead of relative benefits and risks) 
conducive to meaningful involvement. This book encourages the reader to 
determine his or her level of acceptable risk before making a decision     
regarding the benefits of screening tests and drugs or the risks from envi-
ronmental contamination. 

But how do we determine our level of acceptable risk? How did the 
EPA settle on what should be the level of acceptable risk for exposure to 
cancer causing substances? How does the medical community determine 
what are the acceptable benefits and risks associated with screening tests 
and drugs? 

In determining an acceptable level of any risk, how we perceive the risk 
is a key factor. Perceptions, in turn, are based on values, views, opinions, 
feelings, and beliefs. As individuals, we make decisions regarding accept-
able risk every day. Should I learn how to SCUBA dive? Is flying safe    
after 9/11? How often should I wash my hands? How much money should 
I put in stocks, bonds, CDs, or money market funds? Based on knowledge 
and experience, we use our judgment to make these choices – choices that 
require us to define our own level of acceptable risk. 

When you judge how acceptable a risk is, you weigh a number of fac-
tors. Is the risk voluntary (e.g., SCUBA diving) or involuntary (e.g., air 
pollution)? How serious is it? Are you sure? Would any unfortunate effects 
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be permanent? What are the alternatives? What do you stand to gain? 
What are the facts? 

We all accept and reject risks every day. Generally, we don’t take the 
time to review data or do a risk/benefit analysis. Think about driving a car. 
In the US, about 45,000 people die every year in automobile accidents. All 
of those deaths could be avoided if everyone stopped driving. The risk of 
death or injury would literally drop to zero. But of course no one is about 
to trade in his car for a horse. In other words, those of us who drive have 
determined that the risk of injury or death is acceptable. We need our cars; 
the benefits outweigh the risks. Within the population of drivers, some 
people will take on more risky behavior than others. Some will speed;   
others will drive drunk. But all of us have made some mental calculation 
as to what is acceptable and the benefits of taking certain risks. 

The notion of acceptable risk or benefit is not easy to define. Acceptable 
risk is essentially the measure of harm or disease that is considered accept-
able by a person or a group. Whether a risk is acceptable depends upon the 
benefits derived from taking the risk, the magnitude of the risk, the available 
scientific evidence, and various economic, political, and social factors. 

We tend to rely on others when we have to determine acceptable health 
risks, be they risks from exposure to contaminants, or risks and benefits 
from screening tests and drugs. We often assume that experts in environ-
mental science, biology, medicine, statistics, and other disciplines are more 
qualified to make decisions as to what constitutes an acceptable health 
benefit or risk. 

Why don’t we want to make our own decisions? Largely because there 
is a prevailing view that acceptable risk values are based on the analysis 
and interpretation of scientific data and results. But this is simply not the 
case. Acceptable health risks and benefits are based, in large part, on public 
acceptance, political agenda, and economic considerations. It may seem 
counterintuitive, but there is no science involved in the process. 
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Acceptable Environmental Risks 

Take the situation, described in Chap. 12, of treating drinking water with 
chlorine to reduce the likelihood of infections from waterborne contamina-
tion. Chlorination is effective in reducing illness from bacteria in water 
supplies, but potentially carcinogenic chemicals (DBPs) are also formed 
when chlorine combines with harmless organic compounds naturally pre-
sent in the water. The EPA had to set the acceptable level of risk resulting 
from exposure to these chemicals. This federal agency had to determine 
what constitutes a “safe” level of byproducts from chlorine addition to 
drinking water. It was a judgment call. 

The EPA conducted a risk/benefit analysis and after extensive delibera-
tions picked an acceptable risk level. The Agency considered input from 
knowledgeable people concerned with this issue. And then they used their 
best professional judgment. They tried to balance the overall benefits with 
the overall risks and, to all intents and purposes, their decision was some-
what arbitrary – not driven by scientific information. Another group at a 
different time with different values and perspectives might have deter-
mined that acceptable byproduct levels from chlorine should be higher or 
lower. 

The Federal Safe Drinking Water Act is the law that makes the EPA   
responsible for regulating chemical substances in drinking water. This leg-
islation allows the EPA some flexibility in determining acceptable risk  
levels. It allows the EPA to consider the best available control technology. 

If chlorination is defined as the most practical and cost effective tech-
nology to deal with waterborne contamination, then acceptable risks from 
chlorination by-products are developed within this context. As a result, the 
permitted or acceptable risk levels can be less conservative than might be 
allowed under other environmental legislation. 

In drinking water, the acceptable level of cancer risk from DBPs was set 
at 1 in ten thousand for a lifetime of exposure. Assuming all 300 million 
Americans were exposed to the maximum allowable levels of carcinogenic 
chlorinated byproducts in drinking water, it would be acceptable for 
30,000 people to get cancer from DBPs over their lifetime. 
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These same cancer-causing byproducts have an acceptable level of risk 
of 1 in a million when they occur in rivers, lakes, streams, and oceans – 
that is, water other than drinking water. Why the difference? Contaminants 
found in these water bodies are regulated under a different law, the Federal 
Clean Water Act. The EPA has determined that this legislation mandates a 
1 in a million acceptable lifetime risk level for cancer causing substances 
(i.e., 300 acceptable additional lifetime cancers nationwide). This accept-
able risk level is a hundred times more conservative than the 1 in 10,000 
acceptable risk level proposed for the addition of chlorine to drinking    
water. 

The EPA must promulgate regulations for both of these laws. Therefore, 

same government agency. Scientific information played no role in this 
process. 

Officially, the EPA has adopted a target range for carcinogens of one in 
ten thousand to one in a million for acceptable risks in different situations. 
But the EPA and most state and federal agencies usually opt for the more 
conservative and health protective level of one in a million. In effect, the 
EPA has determined that the acceptable increase in lifetime risk for expo-
sure to carcinogens in air, soil, sediment, and water (with the exception of 
drinking water) is one in a million. This acceptable risk level is the princi-
pal determinant we have for decisions like what air emissions are allowed 
or how a hazardous waste site should be cleaned up. In fact, it’s difficult to 
imagine a more widely-used acceptable risk number in the US than the 
EPA’s oft-quoted one in a million risk for lifetime exposure to cancer-
causing contaminants. 

The risks from exposure to indoor radon and the EPA’s policy on this 
carcinogen (see Chap. 13) provide another example of how acceptable 
risks and regulatory limits are established. Being a carcinogen, the law   
assumes that there is no “safe” level of radon. Yet the EPA established the 
limit on indoor radon levels at 4 pCi/liter. Higher levels are considered  
excessive, and the EPA recommends that radon controls be implemented 
for these homes. How did the EPA come to set this limit? In order to deter-
mine the acceptable level of radon in indoor air, the Agency had to balance 

due to different philosophies, purposes, and objectives, different accept-
able levels of risk have been determined for the same contaminant by the 
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the health risks from exposure to radon, the performance of available 
methods to fix homes with elevated radon, the number of homes impacted, 
and the costs involved. 

The primary goal of the radon policy is to save lives. The EPA estimates 
that 450 lives would be saved annually in the US if all of the homes with 
radon levels above 4 pCi/liter were fixed. For a non-smoker, the risk of 
cancer from radon exposure at 4 pCi/liter compares to the risk of dying in 
a car crash. For a smoker, the radon cancer risk is 5 times the risk of dying 
in a car crash.1 

As they deliberated the radon limit, the EPA also considered the per-
formance of radon control methods for homes. The most common way to 
address a radon problem is to seal openings in the foundation and install a 
vent system. These systems can reduce radon to a level below 2 pCi/liter, 
which is close to the 1.3 pCi/liter average level of radon in US homes. But 
these systems cannot reliably achieve background or outdoor radon levels 
of 0.4 pCi/liter. The EPA had to recognize the practical limits of the avail-
able technology. 

The EPA could not ignore the economic impacts of the radon limit they 
were deliberating. The EPA estimates that about one in fifteen homes in 
the US is likely to have indoor radon levels above 4 pCi/liter. The average 
installation cost for controlling radon is approximately $1,200.1 If a limit 
higher than 4 pCi/liter was selected, then the costs would decrease but 
fewer lives would be saved. If the limit was lowered, then more lives 
would be saved but the costs would increase – provided that the available 
control technologies were able to achieve the lower radon level. In sum-
mary, the acceptable indoor air radon level was a compromise between 
health risks, costs, and the practical limits of being able to fix a radon 
problem. 

Public opinion should also be important in setting an acceptable risk 
level. Imagine you live in a community of 100,000 people downwind from 
an incinerator. An investigative reporter has written an article in a well-
respected newspaper that outlines the potential health risks from the incin-
erator’s air emissions. In the course of her research, the reporter has found 
that one of the contaminants, which happens to be a carcinogen, exceeds 
the EPA’s acceptable level of risk. The community’s elected officials     
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demand that the EPA conduct a scientific human health risk assessment to 
confirm or negate her findings. The EPA agrees. In the end, the scientific 
risk assessment confirms that the measured levels of this pollutant in the 
air exceed their acceptable level of risk. 

The risk assessment results confirm the reporter’s calculations. More 
specifically, this contaminant will result in a risk of 3 in a million. This 
value is reported to be 200% greater than the EPA’s acceptable risk level 
of 1 in a million. From a relative risk perspective that’s an accurate charac-
terization. And in absolute terms, it means that 3 additional people out of a 
million will die over 70 years from exposure to these contaminants. Since 
there are only 100,000 residents in your community, this means that 0.3 
individuals (about one-third of a person!) are likely to get cancer over     
the next 70 years. In fact, the EPA uses very conservative, “worst case”  
assumptions in their risk assessments, and the uncertainty in their calcula-
tions is acknowledged to be high, so it’s just as likely that the risk will be 
essentially zero. 

The company that runs the incinerator says it cannot afford to lower its 
emissions. If it has to, it will probably go out of business. EPA remains 
resolute and emphasizes the importance of not exceeding the acceptable 
one in a million risk. But Joe Williams, who has a managerial job at the 
factory and a wife and three kids to support, writes a letter to the EPA tell-
ing them that those risks are acceptable to him and to his fellow workers. 
He tells the EPA that the decision on acceptable risk should be made by 
the affected community. He tells the governmental agency that this is a 
value decision, not based on scientific information, and the opinions of 
people in the community should take precedence over the opinions of 
those who are not directly impacted. 

The EPA responds to Joe, thanking him for his input and explaining that 
the one in a million value has been around for a very long time; there are 
sound reasons for using this number. Joe wants to know more about the 
origin of this widely used risk value. What was the basis and rationale for 
developing this number? But Joe has trouble finding any written documen-
tation confirming the origin of the acceptable risk level. Indeed, when he 
contacts representatives of the EPA, FDA, environmental organizations, 
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law firms, state environmental agencies, and other groups, they don’t seem 
to agree on where it came from. 

Joe does a little research of his own and finds out that in 1973, the FDA 
first recommended a level which would represent essentially zero or de 
minimus risk.2 The term de minimus is an abbreviation of the legal concept, 
de minimus non curat lex: the law does not concern itself with trifles. Sub-
sequently, one in a million was developed as the risk cutoff. Anything less 

was prompted by the need to eliminate residues of cancer-causing drugs 
administered to food-producing animals. 

In the FDA legislation, the regulators specifically stated the essentially 
zero level was not to be interpreted as the same thing as an acceptable 
level of residues in meat products. This was a critical distinction. But in his 
research, Joe finds that many current regulations and guidance documents 
have done exactly that: they have interpreted this essentially zero level as a 
level which, if exceeded, would represent an unacceptable risk. What was 
intended to be the equivalent of essentially zero risk has been interpreted 
by many federal and state agencies as a target level of acceptable risk. 

Given this situation, it would be helpful if the concept of acceptable risk 
was made more transparent to the public. Informed, involved citizens have 
a leg to stand on when they demand a voice in determining which risks are 
and are not acceptable. Then communities could work better with envi-
ronmental regulators to define acceptable risk in a more equitable and real-
istic manner. 

It is likely that different communities would come up with different   
levels of acceptable risk. Rather than accepting a one-size-fits-all solution, 
citizens and local leaders would tailor their risk management decisions to 
fit the concerns and conditions unique to their community. Since the EPA 
and state regulatory agencies already support site-specific risk assess-
ments, there is already a precedent for this local approach. Applying the 
site-specific philosophy to acceptable risk levels increases risk manage-
ment options across the board. 

3was considered a “trifle” and was not of regulatory concern.  This decision 
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Acceptable Medical Benefits 

When we deal with cancers that don’t seem to be caused primarily by     
exposure to environmental contaminants, then there is no direct analog to 
the EPA’s one in a million acceptable cancer risk level. Nor is there a gen-
erally accepted specific value for the number of individuals who would 
have to benefit to warrant cancer screening tests. That said, encouraging 
certain segments of the population to be screened for breast, colon, pros-
tate, and other cancers presupposes that worthwhile or acceptable benefits 
will be derived from these screening programs. These acceptable benefits 
are no more based on scientific information than is the EPA’s one in a mil-
lion value. By now, it should come as no surprise that they too are based 
on the values and perspectives of the organizations that manage these 
health issues. 

The purpose of a cancer screening test is to find the cancer when it is 
still curable, before it becomes established. Do screening tests achieve 
their objective? To find out, we can compare cancer deaths in a screened 
group with deaths in a group that has not been screened. Following this 
line of reasoning, if the benefits of the screening aren’t discernable, then 
the merit of the test should be questioned. On the other hand, if the benefit 
in lives saved turns out to be meaningful, then the cost, inconvenience, and 
potential risk from screening may be worthwhile. In this case, the benefits 
might be defined as acceptable. 

At present, characterizing benefits from cancer screening is a controver-
sial subject. Experts have come to very different recommendations from 
the same data. In this situation, subjective words like discernable and 
meaningful take on considerable importance. For reasons that are not      
entirely clear, the controversy and uncertainty surrounding the benefits    
of screening tests have not been effectively communicated to medical     
patients. 

We are inundated with media reports and statements from reputable 
medical organizations that laud the benefits of screening for cancer. We 
hear in no uncertain terms that PSA tests, colonoscopies, and mammo-
grams will reduce the incidence of cancer and therefore reduce the number 
of deaths from this most deadly disease. A recent article reported how 
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death rates for most forms of cancer have continued to decline, including a 
1.6 percent annual decline in cancer deaths for men from 1992 to 2003 and 
a 0.8 percent annual drop among women.  One gets the seemingly clear 
impression that cancer screening is in large part responsible for the decline 
in cancer deaths. 

However, another article reported that “an examination of the annual 
statistical data compiled by the American Cancer Society quickly reveals 
that the rate of mortality from cancer has changed very little over the past 
50 years.”  This article appeared only a few months before the other, and yet 
these two reports on the same human health topic give essentially opposite 
messages. They illustrate the conflicting information that frequently arises 
from interpreting and communicating health benefits and risks. 

At this point, you may be wondering if the benefits from cancer screen-
ing tests are as pronounced as media reports make them sound. Is there 
agreement in the medical community that these tests will result in an      
acceptable reduction in cancer mortality? If not, why are millions of people 
throughout the world taking the time, accepting the risks involved, and 
paying for these tests? Somehow, asking these questions can even feel    
inappropriate in the current climate of widespread acceptance for these 
screening tests. 

But the questions are legitimate. At present, the National Cancer Insti-
tute (NCI) is sponsoring a major cancer clinical trial involving more than 
155,000 men and women.  The primary objective is “… to determine if 
certain cancer screening practices reduce the number of deaths from pros-
tate, lung, colon and ovarian cancer.” In other words, in the year 2006, 
evidence is still insufficient to determine whether there are acceptable 
death benefits from the cancer screening tests that are recommended to 
millions of patients throughout the world. Of the four cancer screening 
tests that will be evaluated in the NCI study, only colon cancer screening 
has been shown to reduce the number of deaths (see Chap. 10). To date, 
there is not yet clear evidence that prostate, ovarian, and lung cancer 
screening tests have any benefits in terms of reduced mortality.  

The lack of evidence could simply mean that a long term clinical study 
hasn’t been undertaken. There could still be anecdotal reasons to believe 
that screening tests are very effective. And without other viable alternatives, 
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could come from screening? 
But with screening tests, there is the possibility for both false positives 

and false negatives. A false positive result suggests the patient has the dis-
ease when in fact, he doesn’t. Imagine the anxiety, not to mention the fur-
ther tests and treatment which are unnecessary. On the other hand, a false 
negative result suggests the disease is not present, when in fact the patient 
has the disease. He could benefit from medical attention, but doesn’t know 
to seek help. False positives and negatives contribute to uncertainty in    
determining the effectiveness of screening tests. 

As a specific example of the uncertainty associated with acceptable 
screening benefits, let’s consider prostate cancer. The American Cancer 
Society estimates that there will be approximately 235,000 new cases of 
prostate cancer in the US and approximately 27,000 deaths in 2006.  This 
cancer is the most common cancer among men, with the exception of skin 
cancer. Due to the prevalence and seriousness of the disease, considerable 
effort has gone into developing a screening test. The recommended pros-
tate cancer screen (see Chap. 7) continues to be a controversial subject of 
passionate debate in the medical community.  

Medical experts differ on the value and appropriateness of prostate can-
cer screening. At present, the American Cancer Society and the American 
Urological Association support the use of PSA and DRE screening begin-
ning at age 50 in normal-risk men. On the other hand, the American Medical 
Association and the American College of Physicians – American Society 

 And 
the United States Preventative Services Task Force decided that the net 
benefit of prostate cancer screening with PSA and DRE could not be deter-
mined.  

In 2005, an article was published in the Journal of the National Cancer 
Institute regarding prostate cancer screening. This article discussed the 
status of prostate cancer screening as part of the NCI-sponsored PLCO 
(e.g., prostate, lung, colon, ovarian) cancer screening trial: 

these screening tests? Future research may confirm the health benefits
why not use this anecdotal information to encourage people to take

screening all along. But even if the benefits aren’t confirmed, what harm 
from screening for certain cancers, and then we’ll be glad we’ve been doing 
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10for Internal Medicine do not recommend prostate cancer screening.
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The benefit of screening for prostate cancer using prostate-specific antigen 
(PSA) testing and digital rectal examination (DRE) is uncertain and is under 
evaluation in a randomized prospective trial, the Prostate, Lung, Colorectal and 
Ovarian (PLCO) Cancer Screening Trial. Although the final results are several 
years away, the initial round of screening is complete. 

The PLCO trial is evaluating PSA- and DRE-based screening for prostate can-
cer in a clinically valid manner. Whether such screening will result in a reduction 
of prostate cancer mortality cannot be answered until the randomized comparison 
is completed.  

So what’s the bottom line? Currently, there doesn’t seem to be evidence 
that screening results in the reduction of prostate cancer mortality. Experts 
disagree as to whether or not to recommend this screen. In terms of accept-
able benefits, the verdict is not yet in. But what if your doctor tells you 
your DRE and PSA level suggests the need for a biopsy? What if you 
agree and the biopsy is positive? Knowing the risks (impotence, infection, 
and incontinence), do you go ahead with surgery? What if the cancer is the 
slow-growing kind that may not affect your health? You will have to face 
these difficult questions. 

There are also more general questions which need to be asked. 
Shouldn’t patients be informed of the considerable controversy among sci-
entists and physicians regarding screening test benefits? The very exis-
tence of this major NCI study supports the argument that evidence on 
death benefits is currently lacking. Lack of evidence is not something that 
we should dismiss summarily. But if your doctor strongly recommends 
screening based on her assessment of anecdotal evidence, on what basis 
would you disagree with her recommendation? Then again, historical 
precedent suggests that we should view strong and definitive recommenda-
tions supporting the use of cancer screening tests and drugs with caution.  

Having the proper data available in a user-friendly format will enable 
each of us to determine the level of benefits and risks which we can accept. 
We have a right to this information, and an acknowledgement of this right 
will serve to empower patients and citizens. But if we want solid answers to 
legitimate questions, we must engage and participate in the entire process. 

If you want to determine your own level of acceptable risk you can’t 
rely on professionals speculating about “what the public wants.” You must 

12
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be proactive and demand relevant information in order to participate legiti-
mately in decisions about acceptable benefits and risks. In order to win a 
voice, it will require persistence and hard work. 

Everyone concerned with this issue must contend with uncertainties    
inherent to even the best risk and benefit assessments. Uncertainties are  
often especially large where risks and benefits are small. Acknowledging, 
accepting, and understanding this uncertainty would be a critical and impor-
tant first step. While coming to grips with uncertainty may be difficult for 
health professionals and the public alike, it would go a long way toward 
removing the illusion of certainty which currently exists. 



Appendices 

_________________ 

 



Appendix A: A Brief Primer on Statistical 
Approaches for Quantifying Uncertainty 

The many sources of uncertainty in characterizing health benefits and risks 
are discussed in Chap. 5. A simple way to communicate uncertainty is to 
use statistical tools to convey the nature of the distribution of possible risks 
or benefits.1,2 First off, what is this distribution? If we want to estimate the 
risk of cancer from exposure to pulp mill air emissions, we have to con-
sider all the uncertainty discussed in Chaps. 4 and 5. We have to consider a 
case for children and another for adults, one for sick people, and another 

have to consider a few different cases for the amount of dioxin released. 
And just how dangerous is the dioxin, anyway? Different labs reported dif-
ferent results from animal studies, and different models gave different    
estimates for low dose extrapolation. We will come up with a different risk 
estimate for each combination and permutation. This set of estimates is our 
distribution of possible risks. 

Mean and Standard Deviation 

It’s unwieldy to deal with the entire distribution of numbers. So we want to 
summarize the risks in a form that is easier to understand. First, we might 
ask, “considering all the various cases, what’s the typical risk; what’s nor-
mal?” This answer is one single number, called the mean or arithmetic  
average, and it’s a convenient summary. Ok, but how normal is normal? 
Across all our different combinations and situations, do we always come 
up with a similar estimate of risk? Or are the results spread all over the 
place? In other words, what is the variation in the results? The simplest way 

for healthy people. Different weather patterns will mean different ex-
posures; we’ll have to consider a case for each. The amount of dioxin in 
the emissions varies depending on how the pulp mill is operating, so we’ll 
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to describe the variation is by reporting the range of our estimates, or the 
spread from the minimum to the maximum. But statisticians prefer a more 
powerful measure called the standard deviation of the data. Every risk    
estimate will be a little different; they can’t all be exactly “normal.” The 
standard deviation answers the question, “on average, how far are these 
risk estimates from normal, how different are they from the mean?” If all 
our risk estimates are very similar for all of our different situations, they 
will all be quite close to the “typical” mean, the standard deviation will be 
small, and we will be more confident that we have a good estimate of the 
risk: the uncertainty will be lower. Example calculations using these statis-
tical tools to convey uncertainty are given in the following section.  

Example Calculations: a hypothetical case study 

The mean or arithmetic average of data, X , is computed using the follow-
ing equation: 

N

X
X

N

i
i∑

== 1 . 

(Eq. 1)

Xi is the ith data value among a series of N numbers, and N is the total 
number of data values. The symbol ∑ means to sum or add all the iX  
values. The standard deviation of the data, s, is calculated using the follow-
ing equation: 
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(Eq. 2)

The following case study illustrates how these equations can be used to 
interpret exposure and associated health risks. Quarterly samples collected 
from a water well are analyzed for “Chemical X” for two years to provide 
information on the drinking water concentrations for this compound. The 
hypothetical concentration data appear in Table A.1. 
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Table A.1. Hypothetical concentrations of Chemical X in well water  

Sample Period Concentration, µg/La Sample Period Concentration, µg/L* 
1st quarter 12 5th quarter  6 
2nd quarter  3 6th quarter  9 
3rd quarter  4 7th quarter 10 
4th quarter  7 8th quarter  2 
a The concentration unit of µg/L stands for microgram per liter and is the same as 
one millionth of a gram per liter. 

The mean concentration is calculated using Eq. 1 and is 6.6 µg/L. The 
standard deviation is calculated by using Eq. 2 and is 3.5 µg/L. The com-
mon way to express these results is 6.6 ± 3.5 µg/L. The uncertainty in the 
average value represents the time variation in Chemical X concentration 
that is influenced by geological variation and the errors associated with 
sample collection and laboratory analysis. The amount of variability shown 
in this example calculation is typically observed during groundwater moni-
toring efforts. 

Chemical X is a carcinogen, and several health experts are asked to    
determine the lifetime risk of developing cancer if this water is used for 
drinking. Animal toxicity studies with Chemical X are costly and time 
consuming, so there are only four health studies available for this carcino-
gen. The hypothetical lifetime cancer risk data are shown below. 

Health Expert 1: Risk is 1/1,000,000 or 0.000001 
Health Expert 2: Risk is 1/20,000 or 0.00005 
Health Expert 3: Risk is 1/50,000,000 or 0.00000002 
Health Expert 4: Risk is 1/100,000 or 0.00001 

The mean cancer risk and standard deviation calculated from Eqs. 1 and 
2 are 0.000015 ± 0.000024. Note that a risk approaching zero falls within 
the one standard deviation risk interval. The one standard deviation range 
for the cancer risk is zero to 1/25,600. 

Sensitivity Analysis 

The next level of complexity in formal uncertainty analysis is to perform   
a sensitivity analysis. Usually, it’s not obvious which assumptions and   
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uncertainties most significantly affect the conclusions. So the purpose of 
sensitivity analysis is to find out which parameters or inputs are likely to 
have significant effects on model outputs or predictions. Experience has 
shown that in most cases, a relatively small subset of variables is influen-
tial. Estimates of the variability in the influential parameters and inputs are 
then carried through the model to improve the confidence in the model 
predictions that are applied to a specific situation. 

Another approach to evaluating uncertainty is to use probabilistic tech-
niques that have been developed over the past decade or two. These meth-
ods consider a range of numbers to provide more realistic exposure data 
and risk assessments. These techniques replace point estimates with distri-
butions for important exposure parameters so that the results reflect the 

approaches are considered to be optimal for characterizing exposure and 
health risks, because they do not tend to result in overly-conservative or 
non-plausible risk values. 

Even in this short summary and example, the technical details of calcu-
lating and representing uncertainty with numbers become complicated. As 
noted in Chaps. 3 and 5, the risk characterization theater (RCT) can be a 
useful graphic to visualize the range of possible numbers. Multiple RCTs 

technique is Monte Carlo analysis (described in Box A.1). Probabilistic 

Virtually every variable in exposure assessment, whether physiological, 
behavioral, environmental, or chronological can be replaced with a probability 
distribution. The steps in running a Monte Carlo simulation for an exposure 
analysis include:3 
1. The probability distribution of each input parameter is characterized and 

specified (or a random selection of input data). 
2. For each iteration of the simulation, one value is randomly selected from 

each parameter distribution, and the equation/model is run. Many iterations 

are typically performed. 
3. Each iteration is evaluated and saved so a probability distribution of the 

equation output is generated. This distribution reflects the likely range of 
outcomes for the specific situation being assessed. 

range and probability of the possible outcomes. One common probabilistic 

Box A.1. Monte Carlo Simulation 

are performed, such that the random selections for each parameter approx-
imate the distributions of the parameter.  Five-thousand or more iterations 
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can illustrate the uncertainty associated with the chance of a benefit or risk 
by showing a range of likely outcomes. If the necessary information is 
available, health benefit and risk numbers should be expressed not as a 
single value but as a range of values. For the interested reader, several ref-
erences are available on the topic of statistics and other mathematical tools 
for uncertainty analysis.4,5,6 



Blood Serum Cholesterol as a Risk Factor  
for Coronary Heart Disease (CHD) 

Chapter 8 provides an analysis of elevated cholesterol as a primary risk 
factor for heart disease. The purpose for this appendix is to provide an    
expanded discussion of the clinical studies referenced in Chap. 8. 

The best-known clinical study attempting to correlate blood serum cho-
lesterol levels and the incidence of CHD is the Framingham Study.1 This 
study, which began in 1948, was supported by the National Heart, Lung, 
and Blood Institute and involved some 5,000 men and women from a   
Boston suburb. These individuals were followed, examined, and reported 
on at intervals for more than 50 years to determine if there was an associa-
tion between serum blood cholesterol levels and CHD. One outcome of the 
Framingham study is a comparison of blood serum cholesterol in men who 
did not have CHD (termed “CHD-Free Men” in the study) and men who 
developed CHD (Fig. B.1). These data show that many men who devel-
oped CHD had cholesterol levels between 140 and 220 mg/100 ml – a 
range that is frequently considered to be essentially normal. Furthermore, 
the distribution of cholesterol levels among men who did not have CHD 
and those who did develop CHD is fairly close. 

According to the Framingham data in Fig. B.1, 100% of the men in the 
two study groups had a mean serum cholesterol level at or below 460 
mg/100 ml. Using this as a reference, another way to represent the data 
shown in Fig. B.1 is to determine the percentage of men in the two study 
groups whose mean serum cholesterol was at or below a specific level. A 
new plot in Fig. B.2 shows this summed distribution. In this manner, the 
intersection of the 50% point and each curve represents the cholesterol 
level that is exactly in the middle of each study group. The advantage of 
this new plot (Fig. B.2) is that the cholesterol level corresponding to the 
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middle of each study group (the 50% point) can be more readily obtained. 
For the men with CHD, the 50% point corresponds to a cholesterol level of 
220 mg/100 ml. This means that just as many men developed CHD with 
cholesterol levels below 220 mg/100 ml as did those with cholesterol    
levels above 220 mg/100 ml. In other words, the two groups of men who 
had blood serum cholesterol levels above or below 220 mg/100 ml – a 
level that is frequently stated as the line between elevated and essentially 
normal levels – developed CHD at about the same rate. 

Fig. B.1. Distribution of serum cholesterol in subjects free of coronary heart dis-
ease versus those developing coronary heart disease in 16 years; men aged 30 to 
49 years at entry. Data from the Framingham Study1 

The largest and most comprehensive clinical study on cholesterol levels 
and heart disease is the Multiple Risk Factor Intervention Trial, or 
MRFIT.2,3 In this second clinical study, over 350,000 male participants had 
their cholesterol levels measured and monitored for 6 years. Shown in Fig. 
B.3 is the summed distribution of cholesterol levels in men without CHD 
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and in men who died from CHD, based on data from MRFIT. The blood 
serum cholesterol level where 50% of the population died from CHD vir-
tually duplicates the results obtained from the Framingham study (in the 
case of MRFIT, the 50% level is 225 mg/100 ml). The MRFIT data indi-
cate that the two groups of men who had blood serum cholesterol levels 
below or above 225 mg/100 ml died at about the same rate. 

Fig. B.2. Cumulative distribution of serum cholesterol in subjects free of coronary 
heart disease versus those developing coronary heart disease in 16 years; men 
aged 30 to 49 years at entry. Data from the Framingham Study1 

In both Figs. B.2 and B.3, the respective curves for participants with 
CHD and dying from CHD are shifted slightly to the right. One reason for 
the shift is that both cholesterol levels and the incidence of CHD increase 
with age.4 It is hard to adjust the data to account for these variables. Another 
possible reason for the shift is that those with CHD at the higher cholesterol 
levels shown in the figures are likely to include participants with diabetes, 
a genetic disorder (familial hypercholesteremia), and other diseases. People 
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with these diseases have a higher risk of dying from CHD and do not appear 
to be excluded from the analysis. 

Fig. B.3. Cumulative distribution of serum cholesterol in subjects free of coronary 

3disease in 6 years; men aged 35-57 at entry. Data from the MRFIT study  
heart disease at the start of the study versus those who died from coronary heart 
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Absolute risk – Your risk of developing a disease over a specified period 
of time. It reflects the number of people who will get the disease, com-
pared to the total number of people being considered. For example, if 6 
people out of 100 will get the disease, then the absolute risk is 6 / 100 =  
0.06. It can also be expressed as a 6% absolute risk or a 6 in 100 absolute 
risk. 

Acceptable medical benefit – The measure of benefit that is considered 
acceptable by a person or group. It is generally based on values, percep-
tions, views, and opinions. 

Acceptable risk level – The measure of harm or disease that is considered 
acceptable by a person or group. It is generally based on values, percep-
tions, views, and opinions. 

Atherosclerosis – A chronic cardiovascular disease characterized by the 
deposition of plaques containing lipids, cells, cholesterol, and other sub-
stances on the innermost layer of the walls of certain arteries. 

Average – The value obtained by dividing the sum of a set of quantities by 
the number of quantities in the set. 

Absolute risk reduction (ARR) – This is the difference between two abso-
lute risks in two groups. For example, let’s say that 6 people out of 100 
(6%) get a certain kind of liver disease and die from it. An effective new 
drug is invented; when people take this drug, only 4 out of 100 (4%) get this 
liver disease and die from it. So the absolute risk reduction is 6% – 4% = 
2%. In other words, 2 lives are saved out of 100. ARR compares the number 
of people who will benefit from intervention (in this case, 2) to the total 
number of people being considered (in this case, 100) 

213 



214   The Illusion of Certainty 

Biomarker – A distinctive and detectable substance which is naturally 
present in the body and can be used as an indicator of a certain biological 
process, event, or condition. For example, elevated PSA is used as a bio-
marker for prostate cancer. 

Cancer – An abnormal growth of cells which tend to proliferate in uncon-
trolled ways and, in some cases, spread (metastasize). 

Carcinogen – A chemical or other agent known or believed to cause    
cancer. The number of known human carcinogens is relatively small but 
many chemicals and agents are suspected of being carcinogens. 

Cardiovascular disease – A general category consisting of several sepa-
rate diseases of the heart and circulatory system. The two most important 
components are coronary heart disease and stroke. 

Cause and effect – Refers to a relationship whereby an agent (cause) must 
be present if an effect is to occur. In the context of human health, the agent 
is responsible for a disease (e.g., HIV is the cause, AIDS is the effect). 

Chlorination – A common and effective process where chlorine is used to 
destroy pathogenic bacteria and other harmful agents; particularly used to 
disinfect drinking water. 

Cholesterol – A waxy substance present in blood serum and in all animal 
tissues. Cholesterol is essential to life and is a component of the membrane 
that surrounds animal cells. It is also associated with plaque formed in    
arteries. The concentration of cholesterol in your blood is called “blood  
serum cholesterol.” Blood serum cholesterol is measured in milligrams per 
100 milliliters, often abbreviated as “mg.” 

Chromium – A metallic element used in the hardening of steel alloys and 
the production of stainless steel. In the environment, it can be found as 
both toxic and non-toxic forms.  

Coronary heart disease – Progressive reduction of the blood supply to the 
heart due to a narrowing or blocking of a coronary artery. 
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Disinfection by-products – Compounds formed at a water treatment plant 
when chlorine is added to water that contains organic material. Some of 
these by-products can be carcinogens. 

Distribution – A set of numbers and their frequency of occurrence col-
lected from measurements in a population. 

Dose-response assessment – This quantitative step in the risk assessment 
process is designed to determine the relationship between the amount of    
a chemical or substance present and the incidence of an adverse health       
effect. 

Ecological risk assessment – A scientific approach used to determine the 
possible impacts of human activities on the environment. This process 
evaluates the likelihood that adverse ecological effects may occur from 
exposure to contaminants or other modifications to ecosystems. 

Ecosystem – A functional system that includes an ecological community 
of organisms together with the physical environment interacting as a unit. 

Environmental contaminant – A substance that is responsible for pollut-
ing and degrading the quality of soil, air, sediment, or water resources. 

Epidemiological study – A population study designed to examine associa-
tions between personal characteristics and environmental exposures that 
may increase the risk of disease. 

and duration of the exposure to a contaminant present in the environment. 

exposure to an environmental insult. 

Lifetime – For the purpose of estimating “lifetime” cancer risks, the EPA 
sets the human lifetime at 70 years. “Lifetime” data reported by other     
organizations may refer to a longer or shorter time period. In the medical 
discussions in this book, the word is also used generally to describe long-
term risks or benefits. 

cess involves determining the number of people exposed and the magnitude 
Exposure assessment – This quantitative step in the risk assessment pro-

Hazard identification – This qualitative step in the risk assessment pro-
cess involves evaluating data on the kinds of health effects that occur after 
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No observable adverse effect level – A threshold concentration for     
non-carcinogens below which there is assumed to be no harmful (adverse) 
effect. The NOAEL is usually established from experimental data with test 
organisms. 

Number needed to treat – The number of people who must undergo 
medical treatment or screening in order for one person to benefit. 

Order of magnitude – A factor of ten; ten times. For example, the number 
1,002 is about an order of magnitude bigger than the number 99. 

Pathogen – An agent that causes infection or disease. Example pathogens 
include certain bacteria, protozoa, and viruses. 

Peer review – Process where a researcher’s work is examined and criti-
cized by experts in the field before it is approved for publication. Peer     
review adds credibility. 

Plaque – A fatty deposit on the innermost layer of an artery wall; charac-
teristic of atherosclerosis. 

Population – A group of individuals (or animals, etc.) who can be studied 
as a whole because they have something in common that is relevant for the 
analysis. 

Primary prevention – Activities or measures that help avoid a given 
health care problem. Effective primary prevention helps keep you from 
getting sick in the first place. 

Prostate-specific antigen – A protein produced in the prostate gland that 
appears in the blood; elevated levels are used as an indicator of prostate 
cancer in diagnostic screening tests. 

Radon – A colorless, radioactive gas formed by the radioactive decay of 
radium. Radon occurs in minute amounts in soil, rocks, and the air near the 
ground. 

Relative risk reduction (RRR) – Reflects the number of people who 
benefit from an intervention, compared to the number of people who get 
the disease if they aren’t treated (but not compared to the total number    
of people being considered). Thus RRR measures how much the risk is  
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reduced in the experimental group compared to a control group, and is  
calculated as the ratio of two absolute risk numbers. It is almost always 
expressed in percent. When results are expressed as a relative risk reduc-
tion, the absolute risk levels for the experimental and control groups are 
not known. For example, if taking a new drug reduces the number of liver 
disease deaths from 6 out of 100 (6%) to 4 out of 100 (4%), then the rela-
tive risk reduction is 33 percent because 4% is 33 percent less than 6%. So 
we could say that the drug cuts your chances of dying of this liver disease 
by 33 percent, or else that you are only two-thirds as likely to die of the 
disease if you take the drug. 

Risk assessment – An evaluation of the likelihood of adverse human 
health and ecological effects that may result from exposure to certain haz-
ards, especially environmental contaminants. The same principles are also 
used to evaluate the benefits from medical screening tests and drugs. 

Risk characterization – The integration of information on hazard, dose-
response, and exposure to develop quantitative estimates of risk and to   
determine the uncertainties associated with the risk estimate. Risk charac-
terization integrates quantitative and qualitative elements. 

Risk characterization theater – A graphic developed by the authors that 
uses a theater with a seating capacity of 1,000 to illustrate the number of 
individuals who would benefit from a medical intervention or be impacted 
by exposure to an environmental contaminant. Imagine yourself sitting in 
this theater. In the crowd that surrounds you, certain people will benefit 
from the treatment being discussed, or in a different example, they will be 
harmed by the disease at hand. Sometimes, you yourself will be affected. 

Risk – The possibility of experiencing some sort of harm, loss, or other 
negative effect. Risk is ubiquitous. In the context of this book, we are con-
cerned with risk associated with the medical conditions and treatments we 
may endure and the exposure we may have to environmental contaminants. 
Conversely, the possibility of experiencing a positive effect is called a 
chance of benefit. 
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Risk management – A political activity that balances interests and values 
to determine whether human health risks should be considered tolerable or 
unacceptable. 

Screening test – The primary purpose of this medical intervention is to 
identify disease in people who don’t yet have symptoms of the illness. 

Secondary prevention – Activities or measures that involve the care of  
an established disease. Secondary prevention attempts to minimize the 
negative effects of the disease and avoid disease-related complications in 
people who already have the disease. 

Standard deviation – In statistics, a measure of how much the data in a 
grouping of results are scattered around the average value. A low standard 
deviation means that the data are tightly clustered; a high standard devia-
tion means that the data are widely scattered. 

Statins – Any of a class of lipid-lowering drugs that reduce blood serum 
cholesterol levels by inhibiting a key enzyme involved in the biosynthesis 
of cholesterol. Known lipid-independent effects of statins include reduc-
tion of inflammatory cells, reduced levels of C-reactive protein, and inhibi-
tion of platelet aggregation. 

Stroke – The sudden death of a portion of the brain due to a lack of oxy-
gen. The lack of oxygen is often due to some sort of blockage in the circu-
latory system. Stroke can cause parts of the brain to function abnormally. 

Uncertainty – The lack of assurance in the numerical value of a health 
benefit or risk. 

Risk communication – The process of exchanging information among   
individuals, groups, and institutions about the nature of a risk value. 

Risk factor – A biological condition, substance, or behavior that has an 
association with but has not been proven to cause an event or disease. 

In the RCT diagram, these affected people are represented by darkened 
seats. 
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