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Chapter 1
Introduction and Motivation

Few experimental techniques have found such a diverse range of applications as
has ion imaging. The field of chemical dynamics is constantly advancing, and new
applications of ion imaging are being realised with increasing frequency. This thesis
is concerned with the application of a fast pixelated imaging sensor, the Pixel Imaging
Mass Spectrometry (PImMS) camera, to ion imaging applications. The experimental
possibilities of such a marriage are exceptionally broad in scope, and this thesis is
reports the development of a selection of velocity-map imaging applications within
the field of photoinduced molecular dynamics.

The capabilities of the PImMS camera in three-dimensional and slice imaging
applications are investigated, wherein the product fragment Newton-sphere is tem-
porally stretched along the time-of-flight axis, and time-resolved slices through the
product fragment distribution are acquired. Through experimental results following
the photodissociation of ethyl iodide (CH3CH2I) at around 230 nm, the PImMS cam-
era is demonstrated to be capable of recording well-resolved time slices through the
product fragment Newton-sphere in a single experiment, without the requirement to
time-gate the acquisition. The various multi-hit capabilities of the device represent
a unique and significant advantage over alternative technologies.

The details of a new experiment that allows the simultaneous imaging of both pho-
toelectrons and photoions on a single detector during each experimental acquisition
cycle using pulsed ion extraction are presented. It is demonstrated that it is possible
to maintain a high velocity resolution using this approach through the simultaneous
imaging of the photoelectrons and photoions that result from the (3 + 2) resonantly
enhanced multi-photon ionisation of Br atoms produced following the photodissoci-
ation of Br2 at 446.41 nm. Pulsed ion extraction represents a substantial simplifica-
tion in experimental design over conventional photoelectron-photoion coincidence
(PEPICO) imaging spectrometers and is an important step towards performing coin-
cidence experiments using a conventional ion imaging apparatus coupled with a
fast imaging detector. The performance of the PImMS camera in this application is
investigated, and a new method for the determination of the photofragment detection
efficiencies based on a statistical fitting of the coincident photoelectron and photoion
data is presented.

© Springer International Publishing Switzerland 2016
C.S. Slater, Studies of Photoinduced Molecular Dynamics
Using a Fast Imaging Sensor, Springer Theses, DOI 10.1007/978-3-319-24517-1_1
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2 1 Introduction and Motivation

The PImMS camera is applied to laser-induced Coulomb explosion imaging (CEI)
of an axially chiral substituted biphenyl molecule. The multi-hit capabilities of the
device allow the concurrent detection of individual 2D momentum images of all
ionic fragments resulting from the Coulomb explosion of multiple molecules in each
acquisition cycle. Correlations between the recoil directions of the fragment ions
are determined through a covariance analysis. In combination with the ability to
align the molecules in space prior to the Coulomb explosion event, the experimental
results demonstrate that it is possible to extract extensive information pertaining to
the parent molecular structure and fragmentation dynamics following strong field
ionisation. Preliminary simulations of the Coulomb explosion dynamics suggest that
such an approach may hold promise for determining elements of molecular structure
on a femtosecond timescale, bringing the concept of the ‘molecular movie’ closer to
realisation.

Finally, the PImMS camera is applied to the imaging of laser-induced torsional
motion of axially chiral biphenyl molecules through femtosecond Coulomb explosion
imaging. The target molecules are initially aligned in space using a nanosecond laser
pulse, and torsional motion induced using a femtosecond ‘kick’ pulse. Instantaneous
measurements of the dihedral angle of the molecules are inferred from the correlated
F+ and Br+ ion trajectories following photoinitiated Coulomb explosion at various
time delays after the initial kick pulse. The technique is extended to include a second
kick pulse, in order to achieve either an increase in the amplitude of the oscillations
or to damp the motion, representing a substantial degree of control of the system.
Measurements out to long kick-probe delays (200 ps) reveal that the initially prepared
torsional wave packet periodically dephases and rephases, in accordance with the
predictions of recent theoretical work.

1.1 Motivation

The field of chemistry is exceptionally broad, ranging from the study of bulk indus-
trial processes through to the innately quantum nature of electrons in a chemical
bond. These apparently disparate areas of research are unified by a common moti-
vation: to understand the forces and principles that determine structure and drive
chemical change. The physical world we observe is composed of barely more than
100 chemical elements, each of which may be broken down into three subatomic
particles: the proton, the neutron, and the electron. The rich variety of chemical
structure and reactivity is a consequence of the intricate and nuanced interactions
between these fundamental units of construction. Despite the limited basis set from
which chemical systems are composed, the inherently quantum nature of matter on
the atomic and molecular scale poses a significant challenge to the formulation of
theoretical descriptions of chemical behaviour. Although the quantum mechanical
framework within which atoms and molecules are described is formulated precisely,
with the exception of atomic hydrogen (the simplest chemical system, composed of
a single electron and a single proton), an exact quantum mechanical description of
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chemical systems is mathematically intractable. The study of chemistry is therefore
concerned with the application of suitable approximations, or models, to describe
the experimentally observed behaviour of chemical systems, with the level of theory
tailored to the scale and complexity of the system.

At a macroscopic level, chemistry may be described in terms of bulk thermody-
namic and kinetic properties, allowing predictions to be made concerning the effect
of various environmental perturbations on the system. In this way, it is possible
to control the physical conditions under which a reaction is performed in order to
manipulate the yields of the desired products. However, such descriptions are unable
to account for the mechanisms of chemical change, which are of fundamental impor-
tance to our understanding of the rich tapestry of chemical reactivity.

The first serious attempt to rationalise reaction rates on a molecular level consid-
ered the relationship between the thermally averaged rate constant and frequency of
molecular collisions in the gas phase [1]. Although ‘collision theory’, as it became
known, provided a crude understanding of rates of reaction in the gas phase in terms
of reaction cross sections and ‘steric factors’, a model based on the interaction of hard
spheres is necessarily limited in providing a satisfactory mechanistic description of
chemical reactivity. In the solution phase, a pragmatic but useful model of the chem-
ical reactivity of organic compounds is the so-called ‘curly arrow’ approach [2],
where each covalent bond is considered to consist of a pair of electrons, which
migrate around the molecule subject to the constraints of atomic valence and var-
ious qualitative rules of thumb. While useful as a predictive tool for the synthetic
chemist hoping to discover possible new synthesis routes, such a description ignores
the complicated nature of electronic structure in polyatomic molecules, providing a
rather unsatisfying description of chemical reactivity at the fundamental level.

The study of molecular dynamics is the pursuit of a fundamental and detailed
understanding of the processes that govern chemical reactions and molecular trans-
formations. By preparing a system in a well-defined initial state and measuring the
signatures of a chemical process in terms of experimentally accessible observables,
such as the scattering trajectories, internal energies, and angular momentum polari-
sation of the products, a precise description of the dynamical processes is sought on
a molecular level. Although the complexities and intricacies of molecular structure
pose significant challenges to gaining a complete understanding of even the most
simple of chemical processes, great advances have been made in our fundamental
understanding of molecular dynamics over the past few decades, especially in the
case of small systems comprising only a few atoms. Through a more detailed appreci-
ation of the underlying mechanics of such processes, the enticing prospect of gaining
precise control over the outcome of a chemical reaction is brought closer to reality.

This thesis explores the experimental possibilities for studying photoinduced
molecular dynamics using a novel fast imaging sensor combined with a velocity-
map ion-imaging spectrometer. The following sections serve as an introduction to
the important experimental and theoretical concepts that underpin this work.
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1.2 Photoinduced Molecular Dynamics

Photochemical processes, whereby chemical change is induced through the interac-
tion of an atom or molecule with light, are of fundamental importance in chemistry
and physics [3, 4] and are essential for the existence of life on Earth. For example,
photosynthesis (the process through which carbon dioxide is converted into carbo-
hydrate, and oxygen liberated into the atmosphere) is driven by photoabsorption [5].
Many atmospheric processes that shield the Earth from harmful ultraviolet radiation
proceed via photochemical mechanisms, with a particularly well-known example
being the formation of ozone in the lower stratosphere [6]. Photochemistry is also
crucial in a variety of technological applications, including photography [7], organic
synthesis [8], and energy production [9].

The quantum nature of molecules gives rise to a complex spectrum of discrete
internal energy levels, defined by the electronic, vibrational, and rotational character
of the system, described in terms of quantum numbers. The absorption of light
resonant in energy with a transition between two such levels may promote the system
to an energetically excited state, following which a variety of fates may befall the
molecule, depending on the nature of the excitation and the precise conditions of the
experiment, as illustrated by Fig. 1.1.

The rapid development of laser technology over recent decades [10] has driven
huge advances in our understanding of photochemical processes. The use of intense,
coherent, and tunable light sources allows both the state-specific preparation and the
monitoring of chemical systems under precisely controllable laboratory conditions.
A particularly powerful technique, combining the complementary abilities of lasers
to both prepare and monitor specific quantum states of chemical systems in a pre-
cisely time-controlled manner, is that of the ‘pump-probe’ experiment, pioneered
by Norrish and Porter in the late 1940s [11, 12], for which they received (in part)
the Nobel Prize in Chemistry in 1967 [13]. The general principle of a pump-probe
experiment is attractively simple: a chemical system is photochemically prepared in
a desired state using a short pulse of light, whereafter, at a well-defined time delay,
the system is probed by a second pulse of light through some observable photo-
chemical processes, such as photoabsorption, resonant multiphoton ionisation, or
laser-induced fluoresence, for example. The pump-probe time delay may be con-

Fig. 1.1 Some of the
possible fates of an
electronically excited
molecule, AB∗, following
photoabsorption in the
ground state AB AB*

AB†

AB + e+ –

A + B

A + B*

AB +
A + B+ –

BA

emission

ionisation

dissociation

dissociation
IVR isomerisation

ion pairs

hv

hv
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trolled and the experiment repeated to yield a time-resolved picture of the evolution
of the system under study. Alternatively, the wavelength of the probe pulse may be
scanned in order to monitor the various products or components of the system in
turn. The original experiments by Norrish and Porter used flashlamp light sources,
which discharged on a millisecond (10−3 s) timescale [11]: revolutionary at the time,
and worthy of a Nobel Prize. Today’s lasers are capable of generating light pulses
with durations of attoseconds (10−18 s) [14], a timescale one million billion times
faster than the light sources used by Norrish and Porter, and which is commensurate
with the timescale of electron motion in chemical systems.

The scope of photochemistry is vast, essentially encompassing all possible inter-
actions of chemical systems with light. This thesis is concerned with the development
of experimental techniques that facilitate the study of dynamical processes that ulti-
mately result in the production of ionic product fragments from an initially bound
parent molecule. Of particular interest are the processes of molecular photodissoci-
ation and Coulomb explosion.

1.2.1 Molecular Photodissociation

Of all the possible fates that may befall a molecule following absorption of light, pho-
todissociation represents one of the most fascinating from a dynamical perspective.
If a molecule gains sufficient energy through the absorption of one or more photons,
electronic excitation may result [15]. If the electronically excited state is repulsive in
character, the previously chemically bound species will dissociate to yield product
fragments. In practice, the term photodissociation encompasses a wide variety of
processes, each being initiated by electronic excitation following photon absorption
and resulting in bond cleavage [16]. Figure 1.2 illustrates various photodissociation
schemes involving both repulsive and bound excited electronic states.

Photodissociation represents one of the simplest chemical reactions and has there-
fore received much attention from both experimentalists and theorists. The process is
often referred to as a ‘half-collision’, highlighting the similarity of photodissociation
to bimolecular reactions, with the excited states reached through photon absorption
(Eq. 1.1) resembling those of excited state collision complexes (Eq. 1.2) [16]:

ABC + hv → ABC∗ → A + BC (1.1)

AB + C → ABC∗ → A + BC. (1.2)

The study of photodissociation can therefore often be complementary to the study
of the dynamics of full reactive collisions. Photodissociation also has the advantage
that, by carefully selecting the experimental conditions, excited state complexes may
be generated with a very narrow spread of rovibrational states, representing a level
of control over the system that is unparalleled in more complex reaction schemes.
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vhvhvh
hv

(AB)* (AB)*

(AB)*

AB AB AB AB AB

A+B* A+B*

A+B*

A+Bhv

A+B*

Direct Direct Type I Type II IC

(a) (b) (c) (d) (e)

Fig. 1.2 Possible photodissociation pathways following electronic excitation: a direct photodisso-
ciation via a bound excited state; b direct photodissociation via a repulsive excited state; c Herzberg
type I (or electronic) predissociation, where the molecule undergoes a transition from a bound to
a dissociative excited state potential; d Herzberg type II predissociation, whereby the molecule
undergoes a transition to a quasi-bound excited state, which may be overcome either through IVR
or tunnelling through the barrier; e predissociation following non-radiative IC onto the ground
electronic state in a rotationally or vibrationally excited state. (Figure adapted from Ref. [17])

Following photoabsorption, the evolution of the system is determined by the
topology of its potential energy surface(s), or PES(s) [16–18]. Each electronic state
has an associated PES, which represents the energy of the system as a function of
the nuclear coordinates. Within the adiabatic regime, the PES(s) are constructed by
solving the Schrödinger equation within the framework of the Born-Oppenheimer
approximation [19] for various nuclear coordinates, with the final PES approximated
by interpolating between these points. By studying the dynamics of photodissoci-
ation, in terms of quantities such as quantum state populations, angular scattering,
speed distributions, and angular momentum polarisation of the product photofrag-
ments, a clearer understanding of the influence of the PES(s) on the dynamics of
the system may be sought. In particular, in the cases where the Born-Oppenheimer
approximation breaks down, the signatures of non-adiabatic couplings between the
adiabatic PESs of the system are often evident in the scattering distributions and
angular momentum polarisation of the product photofragments [20–22].

1.2.2 Coulomb Explosion

The irradiation of molecules by intense laser fields may lead to a variety of inter-
esting dynamical phenomena, including molecular alignment [23–25], optical trap-
ping [26], bond softening [27], and ionisation [28–30]. Of particular importance to
the work presented in this thesis is the process of strong field ionisation to produce
a highly charged molecular ion [31–35]. The subsequent energetic dissociation of
the resultant ion is termed a Coulomb explosion, as the final kinetic energies of the
atomic ions are principally determined by the classical electrical potential associated
with the internuclear separation of the ionised nuclei immediately prior to molecu-
lar break up. The concept of Coulomb explosion was first proposed to explain the
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fragmentation of methyl iodide following inner shell X-ray photoionisation [36], and
the study of such processes has since become a research field in its own right. An
example of such a process is illustrated by Eq. 1.3:

ABC + nhν → ABC(a+b+c)+ → Aa+ + Bb+ + Cc+ (1.3)

The behaviour of small molecules, consisting of a few atoms, in intense laser fields
has been the subject of much study in recent years [28, 29]. If the ionisation of
the target molecules occurs on a timescale that is short compared to the process of
molecular break up, it can be assumed that the initial atomic coordinates are mapped
onto the final velocities of the detected ion photofragments. Thus, by recording
the asymptotic velocities of the ionic fragments following Coulomb explosion, it
should be possible, in theory, to determine the starting coordinates of each ion, and
therefore the structure of the molecule immediately prior to Coulomb explosion.
Over recent years, a number of experiments have sought to investigate the validity of
these assumptions (see for example Refs. [35, 37–40]). While the precise details of
each experiment differ, in general they demonstrate that it is possible to determine
the initial geometry, and even the chirality [33], of small molecules by measuring
the final recoil velocities of the ionic fragments following Coulomb explosion. The
principles of Coulomb explosion imaging (CEI), as this approach is known, are
described in detail in Chap. 5, before the Coulomb explosion dynamics of a large
polyatomic system are investigated in Chap. 6. Finally, the torsional motion of a
biphenyl molecule is monitored in real-time using CEI as a probe of molecular
structure in Chap. 7.

1.3 Femtochemistry

The study of chemical dynamics has undergone a revolution in recent years, with the
advent of ultrashort light sources in the 1980 s and 90s [41, 42] opening the door to
time-resolved measurements on the order of femtoseconds (fs). Since processes such
as molecular break-up and vibrational motion occur on timescales on the order of
tens of femtoseconds, it is necessary to make measurements on an ultrafast timescale
if the temporal evolution of these phenomena is to be probed in detail. Whereas more
traditional studies of reaction dynamics rely on the preparation of target molecules in
a well-defined initial state and the measurement the asymptotic states of the products
in order to infer the mechanistic details of the processes undegone, time-resolved
studies performed on an ultrafast timescale allow ‘snapshots’ of the system to be
taken as the reaction unfolds. Such experiments generally employ the pump-probe
technique [13], in which a pump laser first initiates a photochemical process, where-
after the evolution of the system is probed at well-defined time intervals using a
probe laser pulse, which creates some observable quantity containing information
on the system at that precise moment in time. Ultrafast time-resolved measurements
using the pump-probe technique were first explored by Ahmed Zewail [43], who was

http://dx.doi.org/10.1007/978-3-319-24517-1_5
http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_7
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awarded the Nobel Prize in Chemistry in 1999 for his pioneering work in establishing
the field of femtochemistry. The unparalleled insight that may be gained through per-
forming ultrafast spectroscopy of this sort has resulted in an explosion of activity in
the field during the past couple of decades, with applications ranging from the study
of simple bond breaking [44], through to charge transfer [45, 46] and molecular
motion [47].

A central concept in femtochemistry is that of the ‘wave packet’. As the duration
of a laser pulse becomes comparable to the characteristic timescale of the system,
the spectral bandwidth broadens sufficiently to cover excitation to several eigenstates
of the system. Due to the ultrashort pulse envelope, these eigenstates are coherently
superimposed to create a non-stationary, spatially localised wavefunction, known as
a wave packet [48]:

�(x, t) =
∑

n

cnψn(x) exp[−i(ωnt − φn)], (1.4)

where ψn(x) is the eigenfunction of the nth eigenstate, and ωn , cn , and φn are the
transition frequency, amplitude, and phase of the state, respectively. Since the phase
of each term in Eq. 1.4 oscillates at a frequency characteristic of the energy of the
eigenstate, ωn , the patterns of constructive and destructive interference evolve as a
function of time, giving rise to the time-dependent condition of the system. This
illustrates a subtle and highly important consequence of the time-energy uncertainty
principle [49]: it is the combination of the ultrashort pulse envelope and the broad
spectral bandwidth of the laser pulse that results in the preparation of a non-stationary
state. Without the coherent superposition of several eigenstates the excited system
would exist in a single, stationary wavefunction, and the notion of time-dependent
behaviour would become meaningless, regardless of the duration of the pulse enve-
lope.

During the preparation of the wave packet, the phases and amplitudes of the
various frequency components contained within the spectral bandwidth of the pump
laser pulse are transferred onto the corresponding eigenstates that compose the wave-
function. Therefore, by altering the amplitudes and phases of the various frequency
components of the laser pulse, it is possible to manipulate the patterns of constructive
and destructive interference between the various eigenstates, allowing control over
the temporal evolution of the system to be achieved. Such ‘coherent control’ strate-
gies represent a powerful means of manipulating molecular dynamics on an ultrafast
timescale. Various coherent control schemes have been developed over the last few
decades [50–54] demonstrating control over many dynamical processes, in particular
photoionisation and photodissociation. More recently, pulse shaping technology has
been combined with intelligent learning algorithms [55–57] to achieve control over
increasingly complex systems, such as large polyatomic molecules and those in the
condensed phase.
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1.3.1 Strong Field Control of Molecular Motion

The control and manipulation of molecular motion has long been a goal of femto-
chemistry. One of the simplest examples of strong field control is the phenomenon
of non-adiabatic laser-induced alignment of molecules [23–25]. In this process, irra-
diation by a moderately intense laser pulse of short duration with respect to the
natural rotational timescale of the system populates a broad, coherent superposition
of rotational levels through non-resonant stimulated Raman processes [58], resulting
in the creation of a rotational wave packet. The evolution of this coherent superposi-
tion depends intrinsically upon the phase relations between the rotational eigenstates,
causing a transient alignment of the molecules, at a time delay that is characteristic of
the prepared system. Following this initial alignment, the rotational wave packet peri-
odically dephases and rephases, resulting in a pattern of transient alignment revivals
at predictable time delays after the initial laser pulse. This predictable and recurrent
alignment allows the possibility of performing experiments on aligned molecules
in the absence of an external laser field and has received much experimental and
theoretical attention in recent years.

The rotational control of molecules by short, intense laser pulses has been exten-
sively studied with an impressive degree of success over recent years. However,
the strong field control of molecular motion is by no means limited to rotational
motion. Similar excitation schemes may be applied to the internal vibrational modes
of diatomic and polyatomic molecules [37, 38, 59–61] (see Fig. 1.3), where the
pendular motion of the system is modulated by the wave packet revival structure.
Additionally, by exploiting the polarisability interaction between the external elec-
tric field of the laser pulse and the molecular system, control of the translational
motion of molecules has been realised, giving rise to a range of interesting phe-

EnergyEnergy Pulse
bandwidth

Ultrashort laser pulse
(shorter than the vibrational period)

Interatomic distance

Wave packet
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2

0

Interatomic distance

Fig. 1.3 Schematic illustration of the preparation of a vibrational wave packet by an ultrashort laser
pulse. As the pulse duration becomes shorter than the vibrational period, the spectral bandwidth
becomes broad enough to coherently excite the system to a superposition of several excited vibra-
tional eigenstates. The resulting time-dependent wavefunction is called a wave packet and oscillates
back and forth at the characteristic vibrational frequency. (Figure adapted from Ref. [48])
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nomena, such as molecular focussing [62–64], optical trapping [26], deflection [65,
66], reflection [67], and filtering [63, 68]. Such optical control strategies allow an
unprecedented level of control over the spatial manipulation of molecules and are
proposed as potential routes towards achieving highly accurate nanoscale material
processing (deposition, etching, doping, filtering, etc.).

Chapter 7 of this thesis investigates the control of torsional motion in an axially
chiral substituted biphenyl molecule using CEI as a probe of molecular geome-
try on a femtosecond timescale. Torsional modes represent a fascinating interme-
diary between overall molecular rotation and internal vibration, often characterised
by shallow potential energy surfaces and timescales comparable to those normally
expected of rotational motion. Exhibiting complex time-dependent dynamics due
to their unique energy eigenvalue spectra, which derive characteristics from both
rotational and vibrational motion, torsional modes are of significant fundamental
interest. Practically, torsional modes been observed to influence a wide range of
interesting chemical phenomena, including charge transfer [69], energy flow and
redistribution [70], electrical conductivity of molecular junctions [71–73], and mole-
cular chirality [74–80]. The time-resolved control of torsional motion in polyatomic
molecules therefore offers a possible route towards gaining influence over a variety
of fundamental molecular processes.

1.4 Position-Sensitive Coincidence Spectroscopy

Many photochemical processes, particularly those considered within the scope of
this thesis, result in the production of two or more product fragments. If experi-
mentally detected fragments can be unambiguously assigned to individual reactive
events, then it is often possible to obtain a more complete picture of the dynamics
of the processes involved in their production. Experimentally, this can be achieved
by detecting fragments simultaneously and recording coincidences between them.
Coincidence spectroscopy was originally developed by Walther Bothe [81], who
recieved the Nobel Prize in Physics in 1954 for his application of the coincidence
method to a range of penomena, including nuclear reactions, the Compton effect, and
the wave-particle duality of light. Later, the application of coincidence spectroscopy
to the study of chemical dynamics was pioneered by McCulloh et al. in the 1960s,
who first applied the method to the Coulomb explosion of small gas phase molecules
following electron impact [82]. Coincidence techniques are a powerful experimental
tool, having the potential to yield a wealth of valuable information about the prod-
uct fragment distributions and how they relate to one another, thereby allowing the
experimentalist a greater insight into the underlying molecular dynamics.

Position sensitive coincidence (PSCO) experiments, wherein a position sensitive
detector is coupled with a time-of-flight apparatus, can reveal correlations between
the angular and velocity distributions of the product fragments. Such information
is often hidden when using more conventional experimental approaches in which
the various product fragments are measured without reference to one another. Much

http://dx.doi.org/10.1007/978-3-319-24517-1_7
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position sensitive coincidence work has been concerned with the Coulomb explosion
of small diatomic [37, 38] and triatomic molecules [39, 40, 83, 84]. PSCO techniques
have also been successfully employed to investigate reactive dynamics. In particular,
much work has been performed on the reactions of small molecular dications with
neutral molecules [85], where coincidence spectroscopy has proved to be a powerful
probe of the reactivity of such species.

The most direct pathway to determining correlations between photofragments is to
perform experiments under very low count rates, yielding far fewer than one reactive
event per experimental cycle (typically on the order of ∼0.01 events per cycle).
By carefully collecting data in such a way, and by ensuring that certain additional
criteria are met, one can ensure that any fragments detected within a single shot are
in fact related to one another, in the sense that they originate from the same event. If
higher count rates are employed, in which several events occur in each laser shot, it
is inevitable that the coincident detection of fragments from different reactive events
will occur. These ‘false’ coincidences have the potential to confuse data interpretation
and it is therefore desirable to minimise their effect or eliminate them all together.

Although the low count rate approach represents a rigorous measurement of
photofragment correlations, there are a number of situations in which such a strat-
egy becomes experimentally impractical. For example, due to the necessarily low
signal levels, where the repetition rate of the experiment is modest, the low count
rate approach results in data acquisition timescales that are impractically long. Fur-
thermore, it is often a considerable experimental challenge to achieve background
signal levels that are low enough to perform such measurements. This issue becomes
increasingly acute as the target system increases in size, as it becomes impossible
to discriminate between genuine and false coincidences using secondary filters such
as calculations of momentum conservation. In any case, where nonselective ionising
radiation sources are used (such as strong field, VUV, or X-ray), it is often the case
that signal from the ionisation of background gas overwhelms that from the target
system. In order to overcome these limitations, Frasinski et al. demonstrated the
possibility of performing a statistical measurement of photofragment correlations in
the high count rate regime [86]. Following the Coulomb explosion of small mole-
cules, Frasinski et al. used the covariance as a statistical measure of linear correlation
between the fragment ion signals. The covariance between two random variables X
and Y is given by

Cov(X, Y ) = 〈(X − 〈X〉)(Y − 〈Y 〉)〉 (1.5)

which may be rewritten as

Cov(X, Y ) = 〈XY 〉 − 〈X〉〈Y 〉 (1.6)

where 〈〉 denotes the arithmetic mean over all samples. If the two variables X and Y
tend to vary together, in the sense that when one of the variables is above its expected
value then the other variable is too, then the covariance will be positive. Conversely,
if one of them tends to be above its expected value when the other variable is below
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its expected value, then the covariance between the two variables will be negative.
If there is no correlation between the two variables then the covariance will be zero.

Recently, a formal theory has been developed to interpret the covariance values
extracted from such experiments [87, 88]. In the case of an experiment operating
under Poisson statistics (i.e. the shot-to-shot conditions of the experiment remain
constant), the covariance values reproduce perfectly the correlations between the
various product fragments, as would be obtained from a conventional, low count rate
coincidence experiment. However, where deviations from Poisson statistics arise,
the covariance data are expected to contain false artefacts, which result from the
inevitable correlation of all channels with one another. Various partial covariance
strategies have been developed to address these shortcomings [89–91], which depend
on the measurement of additional experimental parameters, such as the shot-to-
shot laser power. However, in the case of a well-behaved Poisson experiment, the
covariance represents an convenient measure of photofragment correlation, affording
data convergence many orders of magnitude faster than is possible using conventional
coincidence strategies. Covariance mapping has proved invaluable in a diverse range
of applications relating to the study of chemical dynamics, including molecular
Coulomb explosion [92–94], multi-photon ionisation [95], and the time-resolved
motion of polyatomic molecules [47].

1.5 Ion Imaging

The technique of ion imaging [96] was pioneered by Chandler and Houston in 1987,
and has since been adapted to applications in an exceptionally broad range of fields,
becoming the experimental tool of choice in the study of molecular dynamics. Ion
imaging has proved an invaluable tool to experimentalists in areas as diverse as
molecular photodissociation [97], inelastic and reactive scattering [85, 98], Coulomb
explosion [40], molecular alignment [99], the structure and reactivity of gas phase
transition metal clusters [100], and the study of molecular motion [47]. This list is
by no means exhaustive, and the horizons of ion imaging continue to expand into
new and exciting fields of research.

The technique is illustrated schematically in Fig. 1.4. Typically, the sample gas is
supersonically expanded into the experiment through a pulsed valve and is collimated
by one or more skimmers to form a rotationally cold (typically <25 K) molecular
beam. The molecular beam is then intersected by one or more focussed laser pulses
to induce a structural or chemical change in the target molecules, and to cause pho-
toionisation of the resultant photofragments. The nascent ions are then accelerated
and focussed down a flight tube by an electric field onto a two-dimensional detector,
generally consisting of a stack of microchannel plates (MCPs) coupled to a readout
capable of determining simultaneously the position and time of the ion impact on
the detector.

The most common readout employed is that of a phosphor screen and a camera.
In this arrangement, the phosphor screen is mounted directly behind the MCPs. The
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Fig. 1.4 Illustration of an ion imaging experiment showing the principal components. The Newton-
Sphere is shown at various times during its flight towards the detector

shower of electrons from the MCPs is accelerated by a potential difference onto the
phosphor screen, causing localised flashes of light that are imaged by the camera,
thereby identifying the position of the ion impact on the detector. A consequence
of the use of an electric field to effect ion extraction is that the ions are separated
temporally at the detector according to their mass-to-charge (m/z) ratio, with ions
carrying a lower m/z ratio arriving earlier than those with a higher m/z ratio. In
this way some information about the chemical identity of the detected ion may be
inferred from its time-of-flight.

1.5.1 Velocity-Mapping

Although the technique of ion imaging was introduced by Chandler and Houston in
1987, it was not until a decade later, and the development of velocity-mapping by
Eppink and Parker [97], that the technique began to mature into the powerful exper-
imental tool it has since become. Whereas Chandler and Houston used grid-based
electrodes to extract the ions onto the detector [96], Eppink and Parker employed
open electrodes to achieve a similar result. In addition to allowing 100 % transmis-
sion of the ions, the use of open electrodes allows the focussing of the ions onto the
detector such that the final impact coordinate on the detector is determined uniquely
by the initial velocity of the photofragment in the detector plane, and is crucially
independent of the initial position of formation of the ion. This removes the blurring
of the ion images caused by the finite size of the interaction region, where the over-
lap of the molecular beam and the ionising radiation is sufficient to produce ions.
What results, therefore, is a ‘velocity-map’ of the ion fragments on the detector,
which is a two-dimensional representation of the asymptotic velocities of the prod-
uct photofragments resulting from the photochemical process under investigation.
If the position of ion-impact on the detector is expressed in polar coordinates, the
radius from the centre of the image is proportional to the magnitude of the velocity
in the detector plane, and the polar angle representative of the direction of travel.
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1.6 Fast Detectors in Ion Imaging

Velocity-map ion imaging combines traditional time-of-flight spectrometry with two-
dimensional positional information. The ideal detector should therefore be capable
of recording both the ion arrival time and the spatial coordinates of ion impact on
the detector with a high degree of precision, in order that the maximum amount of
information about the particle may be determined. The simplest method of capturing
this information is to accelerate the electrons from the back of the MCPs onto a
transparent screen coated with a phosphorescent material. The electrons exit the
back of the MCPs in localised showers and are accelerated onto a phosphor screen
through a potential of a few kilovolts, resulting in excitation of the scintillator material
and subsequent relaxation and fluorescence to produce a flash of light. This flash of
light is then imaged by a camera and the images transferred to a computer for post-
processing.

It is possible to time-gate either the detector or the camera to achieve exposure
times below 10 ns [101], providing a time-selective acquisition window. While it is
possible, in principle, to take successive measurements at different times using such
a detector, it is far more favourable to employ a detector that combines precise time-
resolution with continuous acquisition throughout the experiment. With a sufficient
time-resolution it then becomes possible to determine the x , y, and t coordinates
of each event, providing a complete data set in a single acquisition. The obvious
advantage of this deterministic measurement scheme, versus a selective approach,
is the reduction in data acquisition time where several fragments of different mass-
to-charge ratio must be imaged. By recording all masses simultaneously, the data
acquisition time is reduced by a factor equal to the number of different masses to
be imaged. A more nuanced, but potentially more powerful, advantage lies in the
ability to measure correlations between particles arriving at different times, afford-
ing the ability to perform position sensitive coincidence experiments, as discussed
in Sect. 1.4. It is also possible, when using certain ion extraction fields [102, 103],
to determine the z-velocity of each photofragment from its precise time-of-flight,
thus yielding a three-dimensional velocity-map image the full Newton-sphere. (Such
three-dimensional imaging applications are explored in more detail in Chap. 3.) For
these reasons, several detection and readout schemes have been developed to pro-
vide full three-dimensional information for each ion detected. The technologies may
broadly be divided into two main types: those based upon anode readouts, and those
utilising pixelated silicon-based sensors. In each case the ion signal is initially ampli-
fied by a stack of microchannel plates.

1.6.1 Microchannel Plates

The first stage of charged particle detection in ion imaging is almost universally
the amplification of the incident signal by microchannel plates (MCPs). MCPs are

http://dx.doi.org/10.1007/978-3-319-24517-1_3
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constructed from thin plates of silica, each containing millions of pores with typical
diameters of 8–25µm. The pores are equally spaced in a close-packed arrangement
to give open area ratios (OAR) on the order of 50–60 %. For an ion to be detected it
must first impact on the inside of one of these microscopic pores. If the impact of the
ion occurs with a sufficient kinetic energy, several secondary electrons are liberated
from the surface of the silica, which are drawn through the pores by an electrical
potential applied across the MCPs. The microchannels are angled at approximately
12◦ to the surface normal of the MCPs, which ensures that the electrons impact upon
the inside of the pores as they are drawn through. This results in the release of further
secondary electrons, causing a cascade effect. For each ion that impacts on the MCPs
approximately 106 electrons are produced, representing a substantial amplification
of the initial ion signal. The electrons exit the back of the MCPs in localised showers
and are subsequently detected using one of the detection schemes described in the
following sections.

1.6.2 Anode Readout Technologies

While the more emergent fast imaging technologies are pixelated silicon-based sen-
sors, anode readouts have traditionally been the detector of choice for time-resolved
imaging applications over the past years. Although this thesis is principally concerned
with the application of the PImMS camera (a pixelated silicon-based detector) to ion
imaging experiments, it is important to review the capabilities and limitations of
anode readout systems in this context.

1.6.2.1 Wedge and Strip Anodes

Wedge and strip anodes (WSAs) exist in many different forms [104], but the general
principle relies on a differential coverage of the surface of the detector by three
or more independent anodes. Figure 1.5 a illustrates schematically one of the most
commonly used arrangements [104, 105], consisting of three coplanar anodes, named
the wedge, strip, and meander anodes due to their shape. When a shower of electrons
from the back of an MCP hits a wedge and strip anode, the charge is distributed
between the three anodes according to the geometry at the point of detection. The
charge on each electrode is measured independently, and the x- and y-coordinates
are determined according to

x = QS

QW + QS + QM
(1.7)

y = QW

QW + QS + QM
, (1.8)
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Fig. 1.5 Schematic illustrations of the principle components of a a wedge and strip anode, and b a
delay line detector (DLD). The wedge and strip anode detector consists of three anodes, electrically
insulated from one another. The surface coverage of strip anode (blue) increases linearly from left to
right (x-direction), the surface coverage of the wedge anode (red) increases linearly from bottom to
top (y-direction), and the meander anode (grey) fills the space between the wedge and strip anodes.
The DLD consists of two perpendicularly wound electrodes, terminated by amplification and timing
electronics. t (x1), t (x2), t (y1), t (y2) denote the pulse arrival times at the four wire terminals

where QW , QS , and QM are the measured charges on the wedge, strip, and meander
anodes, respectively. Wedge and strip anodes offer a very good spatial resolution
(40–100µm), but only a moderate time-resolution (>6 ns) due to the speed of the
read-out and signal processing electronics [105]. A further drawback of WSAs is
their failure when multiple events occur simultaneously. Such an occurrence results
in a break-down of the validity of Eqs. 1.7 and 1.8, resulting in a single, false event
being recorded by the detector.

1.6.2.2 Crossed Wire Detectors

Crossed wire detectors (CWDs) consist of two sets of equally spaced parallel wires
arranged perpendicular to one another along the x- and y-axes. The wires are elec-
trically insulated and the signal from each is processed independently. If an electron
cloud from the MCPs hits a crossing point between two wires, coincident electrical
signals are generated in both anodes, allowing the x- and y-coordinates and time of
the event to be recorded straightforwardly.

While conceptually simple, crossed wire detectors suffer from an inability to
detect multiple particles simultaneously. Furthermore, the spatial resolution of such
detectors is limited by the substantial readout electronics required, which increases
proportionally with the number of anodes present in the detector. In practical appli-
cations this limits the spacing of adjacent wires to 0.5 mm or greater [106], which
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represents a relatively poor spatial resolution when compared to a typical MCP pore
size (8–25µm). Although crossed wire detectors offer an impressive time-resolution
(∼200 ps) [102, 106], they have largely been superceded by delay line detectors in
most practical applications due to the superior time- and spatial-resolutions afforded
by delay line technology.

1.6.2.3 Delay Line Detectors

Delay line anodes were first developed into spatially resolved detectors by Eland
in the early 1990s [107, 108] and have since become widely used in coincidence
and 3D imaging applications due to their high spatial and temporal resolution and
short dead time [109, 110]. In their simplest form, delay line detectors (DLDs)
generally consist of two orthogonally wound anodes, each consisting of a pair of
wires separated by approximately 0.5 mm and biased with a small voltage (∼30 V).
Electrons from the MCPs induce an electrical signal in each delay line pair, which
propagates to the wire terminals, where it is amplified and recorded. The spatial
coordinates of the ion hit may therefore be determined from the difference between
the time of arrival of the signal at the ends of the two anodes. Specifically, in the case
of two orthogonally wound anodes, each event produces two pairs of times at the wire
terminals, t (x1), t (x2), and t (y1), t (y2). The x- and y- coordinates of the event are
therefore proportional to (x1 − x2), and (y1 − y2), respectively, with the time of the
event normally calculated as t = [t (x1)+ t (x2)+ t (y1)+ t (y2)]/4. Additionally, the
calculation of the time of the event by the two independent delay lines must coincide
in the case of a genuine signal, hence the condition t (x1) + t (x2) = t (y1) + t (y2)

must also be satisfied. This constraint allows false events to be discriminated against
and discarded from the final data set.

The principal advantages of the delay line detector are highly accurate spatial
and temporal information, coupled with a low dead time between successive events.
Typically, spatial resolutions are on the order of 100µm, with the time recorded
to an accuracy of approximately 100 ps [110]. However, a fundamental limitation
of the delay line detector lies in the severely restricted multi-hit capabilities of the
technology. If two or more events occur simultaneously the signals corresponding
to the different events become difficult to distinguish from one another, limiting
the technology to the detection of isolated events. Recent advances, such as those
described in Ref. [111], have improved the situation somewhat, allowing a limited
multi-hit capability to be achieved. Hexanodes, based on three delay lines wound in a
hexagonal geometry, are capable of recording up to two or three particles simultane-
ously when specific conditions on the relative coordinates of the events are satisfied.
Although certainly an improvement over conventional delay line technologies, the
situation is still not entirely satisfactory as the total number of particles that may be
detected simultaneously is still restricted to the low single figures. Furthermore, the
constraints imposed on the relative coordinates of simultaneous events may lead to
a systematic bias in the data recorded.
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1.6.3 Pixelated Silicon Detectors

A common disadvantage of anode-based readout technologies is their failure to record
multiple events simultaneously. These limitations are not particularly serious in the
case of experiments operating under conditions of low signal and high repetition rates
as such occurrences are rare. However, in more general imaging applications, and for
experiments in which it is impossible to maintain a low count rate, this represents a
serious shortcoming of anode readouts. For example, when using lower repetition rate
laser systems it is simply not practical to operate under low count rate conditions as it
would take a prohibitively long time to record a sufficient quantity of data. Similarly,
when studying rare photochemical processes with small absorption cross sections,
the ionisation of background gas may cause false signal to become problematic. A
further complication arises when the fragmentation of large molecules containing
many atoms of the same type is to be studied. In this case, it is highly likely that
several ions will reach the detector almost simultaneously, making these systems
unsuitable for measurement by anode-based readouts.

Recent advances in silicon imaging technologies have led to the development of
new devices capable of recording multiple events simultaneously. Pixelated imaging
sensors, based on charge coupled device (CCD) [112, 113] or, more recently, com-
plementary metal-oxide semiconductor (CMOS) [114, 115] technology, overcome
this disadvantage through the independent detection of events by each pixel, prac-
tically eliminating the restrictions on the maximum number of events that may be
recorded simultaneously. The difficulty, however, lies in the efficient handling of the
large amounts of data, which must be either stored or read out at high speed for high
frequency acquisition.

1.6.3.1 Parallel Readout

Parallel readout sensors operate at an increased frame rate by increasing the number
of data readout channels. The multiple readouts may be operated either in parallel or
alternate mode. In parallel mode the data are divided between the multiple readout
channels to increase the rate of data transfer, and therefore the maximum possible
frame rate of the device. Alternatively, by alternating between readout channels, data
acquisition and readout may be performed concurrently, removing the requirement
for a dedicated acquisition dead time in which data are transferred from the device,
and allowing for a continuous acquisition. The main advantage of using parallel
readout is that there is no fundamental limit to the number of consecutive frames
that may be acquired, as data are continuously transferred from the device. The
majority of commercially available fast imaging sensors rely on parallel readout,
with the most advanced devices operating at frame rates of up to 1 Mega-frames per
second (Mfps) [116]. This frame rate is indeed fast when compared to conventional
CCD and CMOS sensors, but the exposure time of 1µs to which this relates is
rather uncompetitive when compared to the time-resolutions offered by anode-based
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detectors. Furthermore, high frame rates come at the expense of pixel count. For
example, the parallel readout sensor in Ref. [116] is restricted to only 64 × 16 pixels
at a frame rate of 1 Mfps, compared to a maximum pixel resolution of 1024×1024 at
1 kfps. This illustrates the main drawback of parallel readout sensors: that the limited
capacity of data readout necessarily requires a trade off between the pixel count and
frame rate.

1.6.3.2 In Situ Storage Imaging Sensors

An alternative to fast data readout is to store the signal in situ during acquisition,
followed by a slower readout from the chip once the acquisition is complete [112,
117]. In this way, the frame rate is not limited by the data transfer rate, allowing
shorter exposure times to be realised. The maximum frame rate of in situ devices is
instead determined by the rate of charge transfer from the charge collection regions of
the chip to the storage buffers. Calculations based on simulations performed by Son
et al. [118] suggest a maximum theoretical frame rate of 100 Mfps for in situ storage,
corresponding to an exposure time of 10 ns. Furthermore, since each pixel contains
its own set of charge storage buffers, there is no fundamental limit on the maximum
pixel count. The primary disadvantage of in situ storage lies in the limited number of
memory buffers that can be incorporated into a single pixel, which restricts the total
number of frames that can be stored on-chip before readout to an external memory
register becomes necessary. This data readout requires a dedicated dead time, during
which no further acquisition can occur. However, for most time-of-flight experiments
this is not problematic, since readout can occur at the end of the experimental duty
cycle.

1.6.3.3 Time Stamping Detectors

Both parallel readout and in situ detectors suffer from the large volume of data
that must be either stored on the chip or transferred to an external memory when
high frame rates are required. However, in photofragment imaging experiments it is
unnecessary and inefficient to record entire images, as the majority of the data will be
null and of no value at the data processing stage. In most cases the majority of frames
will contain no events whatsoever, and even when an event does occur, the useful
information content is confined to only a tiny fraction of the overall number of pixels.
In this case, it is far more efficient to employ an event-oriented approach, in which
data are recorded only when an event is detected, in a similar manner to the anode
readout technologies discussed previously. The pixels of time stamping detectors
therefore only record data when a predetermined signal threshold is exceeded. When
this condition is satisfied, the value of an internal, synchronised clock is recorded in
an internal memory buffer, thereby providing the time of the event [115]. The spatial
information is provided by the pixel coordinates. The timing resolution of an event
counting sensor is therefore determined by the frequency of the internal clock, and
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Table 1.1 Table summarising the typical performance of various fast imaging technologies, includ-
ing wedge and strip anodes (WSA), crossed wire detectors (CWD), delay line detectors (DLD), fast
framing CCD (FF-CCD), and time stamping CMOS (TS-CMOS)

Technology Multi-hit capability Resolution Rate References

Events/Dead time mm ns kHz

WSA 1 0.04–0.1 6 0.4–150 [105]

CWD 1/(3–5 ns) 2.5 0.2 1000 [119]

DLD <3/∼100 ns 0.1 0.1 20–1000 [110]

FF-CCD >100 16 × 16 pixels 10 0.05 [113]

TS-CMOS >100 512 × 512 pixels 10 0.2 [114]

not by charge transfer or data readout. Similarly, the effective number of ‘frames’
is limited only by the maximum number of time intervals in a full clock cycle. For
example, a 12-bit counter provides 4096 unique time codes in a full clock cycle
(Table 1.1).

The advantage of the time stamping approach, in terms of the quantity of data
that must be stored and transferred, when compared to conventional fast framing
is illustrated in Fig. 1.6. As with in situ storage, time stamping detectors require
an acquisition dead time, in order that the data stored in the pixel memory buffers
may be read out to an external storage. A current example of such a detector is the
TimePix sensor [114], which is a CMOS-based pixelated detector comprising of an
array of 256 × 256 pixels with an internal clock cycle as low as 10 ns. However,
the TimePix family of detectors contain only a single memory buffer in each pixel,
limiting the sensor to the detection of a maximum of a single event per pixel during
a full acquisition cycle. While this may be sufficient for applications in which low
count rates are expected, and for those in which the signal is well distributed amongst

tx

y

Fast Framing Time Stamping

tx

y Event

Null

Fig. 1.6 Illustration of the reduced size of time stamping data sets when compared to fast framing
acquisition. In the fast framing case the value of each pixel is stored regardless of the data content,
resulting in a dense data array. Time stamping devices, on the other hand, only record events,
ignoring the overwhelming majority of null data. (Figure adapted from Ref. [121])
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the many pixels of the detector, it will become problematic when imaging congested
data sets in which there is an appreciable probability of recording multiple events at
the same spatial coordinate during a single acquisition cycle. Under these conditions
it is likely that earlier peaks in the time-of-flight spectrum will ‘shadow’ those at
later times, causing a systematic bias in the data.

The recently developed PImMS sensor addresses this shortcoming with the inclu-
sion of an additional three memory registers per pixel, taking the total number to
four [115]. Simulations and practical experience have shown that for most ion imag-
ing applications this is sufficient to capture the vast majority of events in each acqui-
sition cycle [120]. The prototype PImMS1 sensor consists of an array of 72 × 72
pixels, with a clock cycle down to 12.5 ns. The second generations sensor, known as
PImMS2, is currently undergoing testing and consists of a 256 × 256 pixel array. It
is anticipated that the clock cycle of the PImMS family will be capable of reaching
6.25 ns, but this is yet to be demonstrated.

1.7 Outline of This Thesis

This thesis is concerned with the application of a new fast imaging sensor to studies
of photoinduced molecular dynamics in the gas phase. The unique capabilities of the
PImMS camera open the door to new experimental possibilities, some of which are
investigated in the following chapters. The experimental apparatus are described in
detail in Chap. 2, whereafter data characterising some elements of the performance
of the PImMS camera are presented, particularly in relation to the interfacing of
the device with a time-of-flight ion imaging apparatus. Chapters 3 and 4 present
proof of principle experiments demonstrating the versatility of the PImMS camera
when combined with a conventional ion imaging apparatus, providing perspectives
on possible future applications of the device. Specifically, Chap. 3 investigates the
possibilities for using the camera in slice and 3D imaging applications, using the
photodissociation of ethyl iodide at around 230 nm as the target system. Chapter 4
demonstrates the simultaneous velocity-map imaging of both ions and electrons on
a single detector, transforming a conventional ion imaging apparatus into a PEPICO
spectrometer when combined with the PImMS camera. Chapter 5 introduces the
principles of Coulomb explosion imaging (CEI) as an ultrafast probe of molecular
structure, before the Coulomb explosion dynamics of a substituted biphenyl deriv-
ative are investigated in detail in Chap. 6. In Chap. 7 the principles of CEI are used
to probe the torsional motion of axially chiral substituted biphenyl derivatives fol-
lowing torsional excitation by a single femtosecond ‘kick’ pulse. This approach is
extended to include a second kick pulse, in order that the induced torsional motion
may be amplified or damped, depending on the precise time delay between the two
kick pulses.
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Chapter 2
Experimental Techniques and Methods
of Data Analysis

This chapter details the experimental methods and apparatus used in the work pre-
sented in this thesis. The experiments were performed in two separate laboratories:
that of Prof. Mark Brouard at the University of Oxford, and that of Prof. Henrik
Staplefeldt at the University of Aarhus. Both apparatus are variants of a conven-
tional velocity-map ion imaging (VMI) spectrometer. The fundamental principals
of velocity-map ion imaging were introduced in Sect. 1.5 and are reviewed briefly
here, whereafter each spectrometer is described in detail. The Pixel Imaging Mass
Spectrometry (PImMS) camera, which is central to the work undertaken in this the-
sis, is introduced and the design and function of the device are described in detail.
Experimental results are presented characterising the performance and characteris-
tics of the device. In addition to experimental methods, this chapter also describes
the various data analysis routines used to extract scientifically pertinent information
from the experimental data.

2.1 Experimental Principles

The data presented in this thesis were collected using variants of a conventional
velocity-map ion imaging experiment, as illustrated in Fig. 1.4. Although such appa-
ratus differ in their details, the general construction is similar in each case. The
apparatus generally consist of a series of chambers kept under high (<10−5 Torr)
or ultra-high (<10−8 Torr) vacuum conditions, typically through the use of turbo-
molecular and/or diffusion pumps. The sample gas is supersonically expanded into
the experiment through a pulsed valve and subsequently passes through one or more
skimmers to produce a collimated and rotationally cold (typically <25 K) molec-
ular beam. The molecular beam is then intersected by one or more focussed laser
pulses to induce a structural or chemical change in the target molecules, and to
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cause photoionisation of the resultant photofragments. The nascent ions are then
accelerated and focussed down a flight tube onto a two-dimensional detector by an
electric field, tuned such that velocity-mapping of the ions takes place, as discussed
in Sect. 1.5.1. A further consequence of the use of an electric field to extract the ions
onto the detector is that the ions are separated temporally at the detector according
to their mass-to-charge (m/z) ratio. The detector consists of a set of microchannel
plates (MCPs) and a phosphor screen. The impact of the ions onto the detector causes
flashes of light to be emitted by the phosphor screen, which are imaged by a camera.

2.2 The Oxford VMI Spectrometer

The Oxford spectrometer was used for the PImMS characterisation experiments
(Sect. 2.5.4), the three-dimensional imaging experiments (Chap. 3), and the proof-
of-principle electron-ion pulsed extraction experiments (Chap. 4). The experiment is
located in the laboratory of Prof. Mark Brouard in the Chemistry Research Laboratory
at the University of Oxford.

2.2.1 Overview

The experiment comprises three main vacuum chambers: the source chamber, the
reaction chamber, and the flight tube. A schematic of the experiment is shown in
Fig. 2.1. The sample gas is introduced to the source chamber by way of a supersonic
expansion through a pulsed (10 Hz) General Valve (Series 9) at a backing pressure of
approximately 0.5–2 bar, supplied from an external stainless steel sample reservoir
fitted with a two-stage regulator. The General valve is mounted in such a way that it is
possible to translate the valve orifice fully in three-dimensional space relative to the
fixed position of the skimmer, allowing for optimisation of the experimental signal.
The rotational temperature of the molecular beam has been measured previously to be
approximately 25 K [1]. The source chamber is pumped by a 3700 l s−1 water-cooled
diffusion pump (Varian VHS-250), backed by a rotary pump (Leybold Trivac D40V).
The diffusion pump is fitted with a water-cooled baffle located between the pump
and the chamber in order to minimise contamination of the apparatus by the diffusion
pump oil vapour. Background pressures in the source chamber are typically around
1 × 10−6 Torr, rising to approximately 2 × 10−5 Torr when the molecular beam is in
operation.

The source chamber is separated from the reaction chamber by a skimmer with an
orifice of 1 mm diameter (Beamdynamics Inc.), through which the supersonic expan-
sion passes in order to produce a collimated molecular beam. The reaction cham-
ber contains the ion optics assembly (see Sect. 2.2.2) and is differentially pumped
by a 510 l s−1 turbomolecular pump (Pfeiffer, Vacuum TMH-521P), backed by a
rotary pump (Leybold, Trivac D40V), to a typical background pressure of around

http://dx.doi.org/10.1007/978-3-319-24517-1_1
http://dx.doi.org/10.1007/978-3-319-24517-1_3
http://dx.doi.org/10.1007/978-3-319-24517-1_4
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Fig. 2.1 Schematic illustration of the Oxford velocity-map ion imaging spectrometer

2 × 10−7 Torr. The laser beams enter through fused silica windows on either side of
the reaction chamber to intersect the molecular beam in a perpendicular geometry
between the repeller and extractor electrodes of the ion optics assembly. The win-
dows are fitted internally with home-built light baffles to minimise the amount of
scattered light entering the chamber. Each of the baffles consists of a stack of copper
rings contained within a stainless steel housing. The surfaces of the copper rings
were oxidised in an alkaline solution of potassium persulphate [2] to increase their
absorbance in the visible and UV wavelength range, and to diffuse the small amount
of reflected light.

The flight tube is separated from the reaction chamber by a gate valve and is
pumped by a small turbomolecular pump with a capacity of 60 l s−1 (Pfeiffer, Vacuum
TMU 071P) backed by the same Leybold Trivac D40V rotary pump as the reaction
chamber turbomolecular pump. The background pressure of the flight tube is of a
similar order to that in the reaction chamber. The gate valve allows the reaction
and source chambers to be vented while maintaining a vacuum in the flight tube,
thereby protecting the detector from exposure to atmospheric gases. The flight tube
is shielded along its length by a double-layered, cylindrical μ-metal magnetic shield
in order to neutralise the effect of stray magnetic fields on the trajectories of the ions
and electrons in the field-free drift region.
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Fig. 2.2 Schematic representation of the two variants of ion optics arrangements used in the Oxford
spectrometer. The ion optics consist of four disc shaped electrodes, each with a central aperture.
The electrodes are referred to as (from left) the repeller, extractor, slice, and ground electrodes. The
values VR, VE, and VS refer to the voltages applied to the repeller, extractor, and slice electrodes,
respectively. All measurements are in mm. a Crush velocity map imaging. b dc slice velocity map
imaging

2.2.2 Ion Optics

The ion optics assembly is mounted on the main flange of the reaction chamber by four
threaded stainless steel rods, as illustrated in Fig. 2.1. The ion optics consist of a stack
of circular stainless steel plates of thickness 1 mm, each possessing a central aperture
of a carefully selected diameter, through which the ions are accelerated. The ion optics
are separated from one another and insulated from the stainless steel mounting rods
by MACOR� spacers. Depending on whether crush or dc slice imaging is to be
effected (see Chap. 3), one of two alternative ion optics arrangements may be used
(see Fig. 2.2). The final electrode was held at ground in each case in order to shield
the flight tube from the potentials applied to the focussing lenses.

The electrostatic lenses were supplied with high voltages through three inde-
pendent high-voltage MOSFET switches (Behlke, HTS 121, 12 kV, 30 A) so that
the magnitude and polarity of the voltages may be switched on a short timescale
(∼40 ns). In order to reduce the capacitance of the system, and therefore the rise-
time upon switching, the unit containing the Behlke switches is attached directly to
the high voltage feedthroughs (SHV-10), which are mounted on a DN40 conflat (CF)
flange fitted to the external wall of the reaction chamber.

http://dx.doi.org/10.1007/978-3-319-24517-1_3
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2.2.3 Detector

The detection assembly consists of a pair of 78 mm chevron-stacked MCPs coupled
to a P47 phosphor screen (Burle Technologies Inc.). The MCPs have a pore diameter
of 25µm and a pitch of 32µm, giving a theoretical open area ratio of 55.4 %. The
MCPs are fitted with a fine nickel mesh (Precision Eforming, MN4) with a pitch of
1.27 mm and a transmittance of 95 %. The mesh covers the front face of the MCPs
and is located approximately 2 mm from the surface of the detector. The nickel mesh
allows voltages to be applied to the front face of the detector while maintaining a
field-free drift region in the flight tube. A photomultiplier tube fitted with a liquid
light guide is used to measure the signal from the phosphor screen and provide a
time-of-flight trace on an oscilloscope. Events on the phosphor screen are recorded
by either an intensified CCD camera (Photonic Science, 576 × 768 pixels) or the
PImMS camera, which is described in detail in Sect. 2.5. The intensifier in the CCD
camera is time-gated to allow the acquisition of images corresponding to individual
peaks in the time-of-flight spectrum.

The high voltages required for operation are supplied through individual trans-
former units, which allows an additional pulse of up to 300 V to be independently
applied to each face of the MCPs and the scintillator screen at independently deter-
mined times after the Q-switch trigger of the Nd:YAG laser. This allows for pulsing
of the detector, to achieve a stepped gain profile during the course of each acquisition
cycle. By altering the gain of the MCPs between the arrival times of the photoelec-
trons and photoions it is possible to optimise the detection efficiencies of each species.
Since the gain profile of an MCP detector depends on the mass, kinetic energy, and
chemical identity of the charged particle being detected [3], this is crucial to the suc-
cess of the single detector photoelectron-photoion correlation experiments proposed
in Chap. 4.

2.2.4 Optical Systems

The experiments performed using the Oxford VMI spectrometer were all of a single
colour, that is that the pump and probe processes are at the same wavelength; therefore
a single laser system was required in each case. The 446.41 nm radiation used for
the experiments involving the photodissociation of molecular bromine was produced
by a dye laser system (Lambda Physik, LPD 3000) pumped by the third harmonic
(355 nm) of an Nd:YAG laser (Continuum, Powerlite Precision II) operating at 10 Hz.
The third harmonic pulse energy of the Nd:YAG laser was approximately 420 mJ at
full power, although this was attenuated to the desired level by increasing the time
delay between the flashlamps and the Q-switch. The dye solution used was Coumarin
450 (also known as Coumarin 2) dissolved in ethanol, at a concentration of 0.2 g l−1

in the oscillator and one third of that in the amplifier, producing a peak power output
of ∼10 mJ per pulse. The output of the dye laser was steered to the experiment using
optical prisms and focussed into the reaction chamber by a 30 cm focal length lens.

http://dx.doi.org/10.1007/978-3-319-24517-1_4
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For the experiments involving the photodissociation of ethyl iodide at around
245 nm the laser radiation was again provided by a dye laser system (Sirah, Cobra
Stretch) pumped by the third harmonic of an Nd:YAG laser (Continuum, Power-
lite Precision II). The maximum pulse energy of the third harmonic output was
approximately 300 mJ, which was again attenuated by altering the delay between the
flashlamps and the Q-switch of the laser. The dye solution used was Coumarin 503
(also known as Coumarin 307) dissolved in ethanol, at a concentration of 0.2 g l−1

in the oscillator and one fifth of that in the amplifier, giving a peak power output
of ∼23 mJ per pulse at the fundamental wavelength. The frequency doubled output
was produced using a BBO type I crystal (SHG 220) and was separated from the
fundamental by a set of four Pellin-Broca prisms. The beam was then steered to
the experiment using optical prisms and focussed into the reaction chamber using a
30 cm focal length lens.

2.2.5 Reagent Sources

Both bromine and ethyl iodide are liquid at room temperature and pressure, and were
prepared in the gas phase following the procedures outlined below. Both reagents have
a tendency to form clusters in the gas phase unless the pressures and concentrations
are kept sufficiently low.

2.2.5.1 Bromine

Liquid bromine was supplied from Fisher Scientific at a purity of 99 % and was
decanted in small quantities into a sealed glass flask. The bromine was expanded into
the stainless steel sample reservoir until it reached its vapour pressure. The bromine
vapour was then successively diluted with helium to the appropriate concentration
(<1 %). Backing pressures of approximately 2 bar were used to supply the General
Valve.

2.2.5.2 Ethyl Iodide

Ethyl iodide was supplied from Sigma-Aldrich at a purity of 99 % and was decanted
in small quantities into a stainless steel ‘cold finger’. The cold finger was cooled with
liquid nitrogen and the residual atmospheric gases pumped off. The ethyl iodide was
then allowed to warm to room temperature and expanded into the stainless steel
sample reservoir until it reached its vapour pressure. The ethyl iodide vapour was
then successively diluted with helium until the appropriate concentration was reached
(approximately 5 %). Backing pressures of approximately 0.8 bar were used to supply
the General Valve.
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2.3 The Aarhus VMI Spectrometer

The Aarhus spectrometer was used in the study of the Coulomb explosion dynam-
ics and torsional motion of the substituted biphenyl molecules 3,5-dibromo-3′,
5′-difluoro-4′-cyanobiphenyl and 3,5-dibromo-3′,5′-difluoro-4-cyanobiphenyl pre-
sented in Chaps. 6 and 7. The experiment is located in the laboratory of Prof. Henrik
Stapelfeldt at the University of Aarhus.

2.3.1 Overview

The experiment comprises three main vacuum chambers: the source chamber, the
deflection chamber, and the reaction chamber. An illustration of the experiment is
shown in Fig. 2.3. The molecular beam is introduced into the source chamber by
way of a supersonic expansion through a high pressure Even-Lavie pulsed valve
(see Sect. 2.3.2). The molecular beam is skimmed twice at distances of 14 and 38 cm
from the nozzle in order to collimate the expansion. The first skimmer is located at
the junction between the source and deflection chambers, and has a relatively large
orifice (3 mm, Beam Dynamics Inc.) so as not to attenuate the signal too strongly.
The second skimmer is fitted immediately before an electrostatic deflector and has
a 1 mm orifice to ensure that the supersonic expansion is well collimated to form a
cold molecular beam.

The molecular beam then travels through a 15 cm long electrostatic deflector (see
Sect. 2.3.3), which acts to separate the molecules with respect to their rotational
quantum states, thereby improving the degree of adiabatic alignment achievable
using the nanosecond laser pulse.

Reaction
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Fig. 2.3 A three-dimensional model of the Aarhus VMI spectrometer. The principal components
are identified and labelled

http://dx.doi.org/10.1007/978-3-319-24517-1_6
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The molecular beam then passes into the reaction chamber, which contains the ion
optics assembly and the field-free drift region. The ion optics consists of three open
electrodes, which act as an electrostatic lens. The first two electrodes are supplied
with high voltages optimised to effect velocity-map imaging, while the third electrode
is electrically grounded, which acts both to focus the ions and to isolate the field-free
drift region from the potentials applied to the first two plates. The laser pulses enter
the experiment through a fused silica window on one side of the reaction chamber,
intersecting the molecular beam in a perpendicular manner between the repeller and
extractor electrodes of the ion optics assembly. The ion optics and drift region are
surrounded by a single cylindrical μ-metal shield in order to isolate the spectrometer
from external magnetic fields, which could influence the trajectories of the ions.

The ions are detected by a pair of chevron-stacked MCPs coupled to a P47 phos-
phor screen (El-Mul Technologies Ltd., B050V, ScintiMaxTM). The events on the
phosphor screen are captured using a PImMS camera, which is described in detail
in Sect. 2.5.

2.3.2 Molecular Beam Source

The molecular beam is produced by a supersonic expansion through a high pressure
Even-Lavie pulsed valve (E.L.-7-4-2005-HRR) [4, 5]. The valve is mounted such
that it can be translated in the xy-plane (perpendicular to the propagation direction of
the molecular beam) relative to the skimmer. The temperature of the molecular beam
has been measured previously to be on the order of 1 K [6]. The pulsed valve has a
maximum repetition rate of 1 kHz, but this was limited to 20 Hz in the experiments
described in this thesis due to the repetition rate of the Nd:YAG laser system used to
align the target molecules (see Sect. 2.3.4). The valve incorporates a thermocouple
combined with a resistive heater, which allows operational temperatures in the range
of 30–250 ◦C. This allows the relative concentration of the sample gas to carrier gas
to be optimised when sublimation of a solid sample is required to produce a gas-
phase mixture. Solid samples are introduced to the valve on a small glass fibre filter,
which is inserted into an internal sample reservoir.

2.3.3 Electrostatic Deflector

The deflection system is based on that of Chamberlain et al. [7] and comprises a
polished rod-shaped electrode with a radius of 3.0 mm, which nests inside a trough-
shaped electrode with an inner radius of curvature of 3.2 mm. The rod electrode is
separated from the trough electrode by two 0.9 mm MACOR� spacers. The geometry
of the deflector ensures that, when a large electrostatic potential is applied to the
rod electrode (up to 10 kV), a field which is strongly inhomogeneous along the y-
axis (vertical, perpendicular to the propagation of the molecular beam) but is almost
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Fig. 2.4 Panel a shows a cross section of the deflector, illustrating the electric field used to deflect
the molecules according to their rotational quantum states. Panel b shows a three-dimensional
illustration of the deflector. Panel a is adapted from Ref. [8]

perfectly homogeneous along the x-axis (horizontal, perpendicular to the propagation
of the molecular beam) results. This is illustrated in Fig. 2.4a, where a colour scale
is used to map the electrostatic field gradient between the two electrodes. Polar
molecules entering the deflector therefore experience a force in the y-direction, due to
the potential gradient, but not in the x-direction. The extent and direction of deflection
of a molecule depends on its effective dipole moment, which is, in part, determined
by the rotational quantum state of the molecule. The deflection system employed
in this apparatus ensures that molecules in high-field-seeking quantum states are
deflected upward, whereas those in low-field-seeking states are deflected downward.
The molecules are therefore spatially separated in the y-direction according to the
magnitude and direction of their rotation, thus resulting in prealignment of the target
molecules. By focussing the laser beams into the appropriate part of the deflected
molecular beam it is therefore possible to select molecules that are prealigned and
rotationally cold.

The electrostatic deflector is immediately followed by a parallel plate capacitor
comprising two 17 cm long polished stainless steel plates separated by two 2.7 mm
MACOR� spacers. The plates are aligned parallel to the direction of deflection and
ensure a non-zero potential gradient in the region between the electrostatic deflector
and the electrostatic lenses of the ion optics assembly. The presence of a non-zero
potential gradient helps to minimise Majorana transitions between individual M
quantum states, which are degenerate in zero-field.

2.3.4 Optical Systems

The optical system comprises two main parts: a nanosecond Nd:YAG laser, used to
adiabatically align the molecules; and a Ti:Sapphire femtosecond system, used to
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initiate torsional motion in the target molecules, and to induce non-resonant mul-
tiphoton ionisation and Coulomb explosion. An overview of the optical set-up is
shown in Fig. 2.5.

2.3.5 Nanosecond Laser System

The nanosecond laser system consists of an injection seeded Q-switched Nd:YAG
laser (Spectra-Physics, Quanta Ray Pro 270) with a maximum repetition rate of
20 Hz and a maximum pulse energy of 1.5 J. The laser is operated to output at the
fundamental wavelength of 1064 nm and has a pulse duration of 10 ns. The pulses
delivered to the experiment are attenuated to the desired energy (∼150 mJ) following
output by a combination of three thin film polarisers (TFPs) and a half waveplate
(HWP). The first TFP is located immediately after the Nd:YAG laser system and
acts to clean the polarisation of the laser output, whereafter the axis of polarisation
may be rotated by a HWP. The HWP is followed by two further TFPs, with the
extent of transmission being determined by the angle of the axis of polarisation of
the incident light. A shift of 0◦ corresponds to full transmittance, whereas a shift of
90◦ corresponds to complete attenuation. The final TFP acts to clean the polarisation
of the transmitted light. The final polarisation of the laser pulse is controlled by
sending the beam through a further HWP and a quarter waveplate (QWP) prior to
introduction into the reaction chamber.
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The combination of low photon energy (1.17 eV) and long pulse duration relative
to the molecular rotational period (τYAG � Trot) makes these laser pulses ideal for
adiabatically aligning [9] the target molecules prior to interaction with the femtosec-
ond pump and probe laser pulses.

2.3.6 Femtosecond Laser System

The femtosecond laser system is based upon the output of a regenerative, chirped
pulse amplified Ti:Sapphire laser comprising two main parts: an oscillator and an
amplifier. The oscillator (Spectra-Physics, Tsunami) is pumped by the intra-cavity
doubled output of a diode pumped Nd:YVO4 cw laser (Spectra-Physics, Millenia V),
providing an energy of >5 W at 531 nm. The Ti:Sapphire oscillator generates sub-
100 fs pulses at a peak wavelength of 800 nm through Kerr lens mode-locking [10]
at a repetition rate of 82 MHz, giving a pulse energy of <10 nJ.

The output of the oscillator passes into a Ti:Sapphire amplifier (Spectra-Physics,
Spitfire-HPR) operating at 1 kHz, where it is regeneratively amplified in an optically
excited Ti:Sapphire crystal. The amplification crystal is excited by the output of a
1 kHz Q-switched Nd:YFL laser (Coherent, Evolution-30) and provides amplifica-
tion to energies of approximately 20 mJ at a wavelength of 527 nm. The repetition rate
of the Nd:YFL laser limits the repetition rate of the amplification system to 1 kHz.
Pulses entering the Ti:Sapphire amplifier are temporally stretched by positive Group
Velocity Dispersion in a grating stretcher to avoid damaging the amplifier optics and
must therefore be recompressed upon exiting the amplifier system. Recompression
is achieved through a grating compressor, resulting in a final output of pulses with a
peak wavelength of 800 nm, and a pulse energy of up to 2.3 mJ, at a repetition rate
of 1 kHz. The amplifier output is then split into several beam lines by beam splitters,
two of which are used for the pump (kick) and probe beam lines described in the
following sections.

2.3.6.1 Kick Pulse

The first femtosecond beam line (∼600 mJ) is used to initiate torsional motion in the
aligned biphenyl molecules. The 130 fs pulse duration produced by the Ti:Sapphire
amplifier is sufficiently short compared to the torsional period of the biphenyl mole-
cules (∼1.2 ps) that it acts impulsively to induce coherent torsional motion across
the ensemble of target molecules. In order that the time delay between the kick pulse
and the probe pulse may be accurately controlled, the kick pulse is directed through a
computer-controlled delay stage (Micos, LS-110). A HWP allows for control of the
linear polarisation of the kick pulse. The power of the kick pulse is kept sufficiently
low such that ionisation and subsequent Coulomb explosion of the target molecules
is very unlikely.
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2.3.6.2 Probe Pulse

The second femtosecond beam line is used to probe the molecular structure of the
biphenyl target molecules through Coulomb explosion. In order that the deformation
of the molecular skeleton is minimised on the timescale of multiple ionisation, the
probe pulse must be short compared to the timescales of molecular motion. For this
reason, it is necessary to temporally compress the probe pulse duration from the 130 fs
output of the Ti:Sapphire amplifier. Compression also has the effect of increasing
the intensity of the probe pulse, which is another prerequisite for achieving Coulomb
explosion of the target molecules. The compression of the probe pulse is achieved
in a two-step process. First, the beam is focussed by an f = 60 cm lens into an
argon-filled hollow core fibre mounted within a plexiglass tube at an overpressure of
∼1.3 bar. As the pulse travels through the hollow-core fibre, the process of self-phase
modulation [10] causes the broadening of the spectral bandwidth of the pulse from
∼10 to ∼50 nm. Upon leaving the hollow-core fibre the beam is recollimated by an
f = −100 cm concave lens. The second step involves the temporal compression
of the spectrally broadened pulse. This is achieved by passing the beam through a
prism compressor, providing flat-phase pulses with a temporal width of 30 fs. Once
focussed into the reaction chamber, the beam provides peak intensities of up to
5 × 1014 W cm−2, which is sufficient to induce Coulomb explosion of the target
molecules. Before reaching the reaction chamber, the probe beam is passed through
a HWP, allowing for control of the linear polarisation of the pulse.

2.3.7 Reagent Source

Gas phase samples of both 3,5-dibromo-3′,5′-difluoro-4′-cyanobiphenyl (C13H5F2
Br2N, DBrDFCNBph) and 3,5-dibromo-3′,5′-difluoro-4-cyanobiphenyl (C13H5F2
Br2N, DFDBrCNBph) were formed by heating less than 50 mg of solid sample to
170 ◦C in a high pressure atmosphere (90 bar) of helium within the internal sample
reservoir of the Even-Lavie valve. Both chemicals are commercially unavailable and
were synthesised specially for the experiment (for the procedure see the Appendix
in Ref. [11]). It should be noted that the purity of DFDBrCNBph (∼99 %) was
determined to be superior to that of the isomer DBrDFCNBph (∼95 %). The major
contaminant found in the sample of DBrDFCNBph was identified as the byproduct
in which both phenyl rings are F-substituted. Despite the higher vapour pressure
of the impurity relative to that of DBrDFCNBph, it was not observed as a major
contaminant in the ion images recorded. This is likely due to the larger deflection of
the impurity by the electrostatic deflector causing its concentration in the interaction
region to fall below detectable levels.
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2.4 Velocity-Map Image Analysis

In a typical velocity-map ion imaging experiment, the three-dimensional product
fragment Newton-sphere is projected onto a two-dimensional detector and the sig-
nal integrated over the time-of-flight coordinate. What results, therefore, is a two-
dimensional projection of the full three-dimensional photofragment velocity dis-
tribution. Chapter 3 of this thesis explores an alternative approach to a variant of
ion imaging that allows slices through the product fragment Newton-sphere to be
extracted directly from the experiment, but in the more general case it is often nec-
essary to invert the resulting two-dimensional image to recover the unintegrated
velocity distribution of the nascent photofragments. The following sections provide
a brief overview of the various approaches that have been developed to address this
problem.

Inverse Abel Transform

In the case of cylindrical symmetry, the most common approach to the problem of
image inversion is to perform an inverse Abel transform [12] of the data to extract
a representation of the meridional slice of the Newton-sphere. If P(x, z) is the two-
dimensional projection of the three-dimensional distribution I (r, z) on the detector
plane (x, z) then the two are related by the Abel integral [13],

P(x, z) = 2
∫ ∞

|x |
r I (r, z)√
r2 − x2

dr. (2.1)

The quantity of interest is the laboratory frame distribution I (r, z), which can in
theory be evaluated from P(x, z) by the inverse Abel transform [14],

I (r, z) = − 1

π

∫ ∞

r

[dP(x, z)/dx]√
x2 − r2

dx . (2.2)

While Eq. 2.2 describes precisely the relationship between the projected and lab-
oratory frame distributions, it is unfortunately numerically impractical to handle
directly. The most commonly used approach for solving the inverse Abel transfor-
mation is the Fourier-Hankel reformulation [15]. Unfortunately, the Fourier-Hankel
method is notoriously sensitive to noise, which collects towards the central line of the
reconstructed image, degrading the fidelity of the image inversion. A further issue
is encountered when using the Fourier-Hankel method to reconstruct images that
contain sharp, intense features, as these are often found to leave false artefacts in
the inverted images, which are dependent on the exact Fourier-Hankel formulation
employed.

Alternative Approaches

An alternative to the inverse Abel transformation is the onion-peeling method [16],
which inverts the image by treating the photofragment distribution as a series of con-
centric spheres. The algorithm proceeds by iteratively removing the contributions

http://dx.doi.org/10.1007/978-3-319-24517-1_3
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from each ‘layer’ in turn, starting from the largest kinetic energy and progressively
working towards the centre of the image. While relatively straightforward to imple-
ment and computationally inexpensive, this approach often leads to an overestimation
of the contribution made by the fastest particles and is prone to cumulative error prob-
lems. For this reason, the experimental ion images are typically smoothed using a
suitable algorithm before the Abel inversion is performed.

Rather than inverting the experimentally acquired ion images, the method of
Vrakking [17] relies on a forward convolution of an assumed photofragment velocity
distribution, which is then compared to the experimental data. The initial assumed
distribution is iteratively refined until an acceptable agreement between the fitted
image and the experimental image is achieved. This method introduces significantly
less noise than the Abel inversion and onion-peeling methods, and has the advantage
that the noise accumulates towards the centre of the image, rather than down the axis
of polarisation, due to the polar formulation of the method. The obvious disadvantage
is that some prior knowledge of the distribution is must be assumed for the fit to
converge at an acceptable speed.

pBASEX

Perhaps the most successful approach to image inversion is that of Powis et al. [18],
who have developed a method of solving the Abel inversion problem by fitting a set of
radial forward basis functions that correspond to analytical inverse Abel transforms.
The method is a reformulation in polar coordinates of the method of Dribinski et
al. [19] and relies on fitting the kinetic energy distribution with a discrete number of
Gaussian functions of a given width, σ . Within this approximation, the laboratory
frame distribution may be described by

I (r, z) =
kmax∑

k=0

lmax∑

l=0

ckl fkl(R,�), (2.3)

with

fkl(R,�) = e−(R−Rk )
2/σ Pl(cos θ), (2.4)

where θ is measured with respect to the axis of cylindrical symmetry, Pl is the
Legendre polynomial of order l, and Rn represents the mean radius of the nth radial
Gaussian function. The method relies on fitting the experimental image to the Abel
integrated versions of these basis functions to yield the radial and angular distrib-
utions of the nascent photofragments in the laboratory frame. As is also the case
for the forward convolution method of Vrakking, the noise accumulates towards the
centre of the inverted image, which is usually unimportant in image analysis. This
method is known as pBASEX (polar basis set expansion), and is the primary image
inversion algorithm used in the processing of the ion images presented in this thesis.
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2.5 The PImMS Camera

Central to the work presented in this thesis is the Pixel Imaging Mass Spectrometry
(PImMS) Camera [20]. The device has been developed by a collaboration between
research groups based in the Departments of Chemistry and Physics at the University
of Oxford, and researchers working at the Rutherford Appleton Laboratory (RAL) in
Harwell, Oxfordshire. The camera is a time stamping device based upon a comple-
mentary metal-oxide-semiconductor (CMOS) sensor incorporating novel INMAPS
technology [21]. The device used in the work presented in this thesis was fitted with
the prototype PImMS1 sensor, which has a resolution of 72 × 72 pixels. A second
generation sensor (PImMS2) with a resolution of 324 × 324 pixels is currently in
testing and will be available for experiments in the near future. This section describes
the architecture, performance, and characterisation of the PImMS camera, preceded
by a brief discussion of the principles behind CMOS and INMAPS technology.

2.5.1 CMOS Technology

Complementary metal-oxide-semicounductor (CMOS) technology was first devel-
oped in the 1960 s and has since become very popular in a broad range of semiconduc-
tor applications. CMOS technology is found in a variety of imaging technologies,
with applications in particle and nuclear physics [22, 23], X-ray medical imag-
ing [24], electron microscopy [25], commercial digital cameras, and more recently
in a variety of imaging mass spectrometry applications [26, 27]. The technology of
monolithic active pixel sensors (MAPS) using CMOS technology has been advancing
rapidly over recent years, with the notable development of INMAPS, where the ‘IN’
prefix stands for ‘Isolated N-well’. CMOS offers several advantages over the more
conventional charge-coupled device (CCD) technologies traditionally employed in
the manufacture of digital imaging sensors, such as reduced cost and power con-
sumption. However, the principal advantage of CMOS over CCD technology for
scientific applications lies in the ability of CMOS to support a large number of tran-
sistors on each pixel, providing valuable logic and processing power local to the light
collection diodes.

2.5.1.1 INMAPS

Figure 2.6 illustrates the principles of MAPS and INMAPS [21] CMOS technologies.
In each case the CMOS wafer consists of a P-doped epitaxial layer supported on a
P-doped substrate. Incident charged particles or photons create electron-hole pairs
in the P-doped epitaxial layer, which act as minority carriers. The photoelectrons
migrate to the N-doped diodes at the surface of the epitaxial layer, where they are
collected. Since the photoelectrons are repelled by the small potential created at the
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Fig. 2.6 Diagram illustrating how radiation is detected by MAPS and INMAPS CMOS sensors. In
the MAPS sensor, charge is collected by all N-type wells, limiting logic to NMOS transistors only.
In the INMAPS sensor, the N-wells are shielded from the charge carriers in the P-epitaxial layer by
a deep P-implant, allowing PMOS transistors to be included on the surface of the pixel. a MAPS.
b INMAPS

junction between differently doped P-substrates, a 100 % collection efficiency by the
diodes should be expected, provided the lifetime of the electron-hole pairs is long
enough for them to diffuse to the P-N junction. A 100 % collection efficiency will,
however, only be possible if the P-N junctions present in the pixel are exclusively
those between the diodes and the P-epitaxial layer. This condition necessarily limits
the electronics in the pixel to exclusively N-type (NMOS) transistors, significantly
reducing the complexity of electronic processing that can occur on the pixel. INMAPS
technology solves this problem of parasitic charge collection by P-type (PMOS)
transistor supporting N-wells by inserting deep P-wells to shield the N-wells from
the P-doped epitaxial layer. This allows the presence of both NMOS and PMOS
transistors on the surface of the sensor, vastly increasing the electronic processing
potential of each pixel in the monolithic array without reducing the charge collection
efficiency.

2.5.2 PImMS Pixel Architecture and Functionality

The PImMS1 sensor comprises an array of 72 × 72 pixels, each with dimensions
of 70 × 70µm, surrounded by the associated configuration and readout circuitry
around the periphery of the chip. The sensor is mounted in a camera housing and
light focussed onto the pixels using a commercial camera lens affixed to the camera
body faceplate by either an F- or C-mounting fixture. The camera works on the
principle of ‘time stamping’, wherein pixels independently record and store the value
of an internal timer whenever an event with an intensity greater than a predetermined
threshold level occurs. Each event recorded by the camera is therefore stored as a set
of coordinates in x, y, t space, resulting in a compact data set containing the same
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(a) (b)

Fig. 2.7 Panel a shows the PImMS pixel architecture, showing the four charge collection photo-
diodes and the supporting circuitry. Panel b shows a photograph of a PImMS sensor bonded to the
sensor board. Adapted from Ref. [20]

information as afforded by frame-based imaging. This efficient approach to event-
based image acquisition is made possible by the considerable processing power of
each pixel. Each PImMS pixel contains over 600 individual transistors, a remarkably
high number only permitted by the incorporation of INMAPS technology.

The pixel architecture is illustrated in Fig. 2.7, alongside a photograph of a com-
plete PImMS1 sensor comprising an array of 72 × 72 such pixels and the associated
circuitry. Light is collected by four photodiodes contained within each pixel, corre-
sponding to an active area of 16.9 %. The remaining area of the pixel is occupied
by the necessary onboard circuitry, which blocks the transmission of light to these
regions.

Figure 2.8 shows a schematic of the pixel circuitry, illustrating the operation of
the PImMS sensor. At the start of each acquisition cycle, an internal global 12-bit
timer is triggered. The 12-bit timer permits the experimental period to be divided into
4095 equal time slices of width ≥12.5 ns. The value of zero is reserved to signify the
absence of signal throughout the acquisition window. When a flux of photons from
the phosphor screen impacts on a pixel, charge is collected by the four photodiodes,
which is passed to an integrating pre-amplifier. The analogue signal is read out at this
stage and integrated to give a measure of the total signal recorded by the pixel over
the course of the acquisition window. A CR-RC shaper then produces two pulses
representing the signal in differential form, which are passed to a comparator trim
block. Since each pixel in the PImMS sensor is independent, each has a slightly
different photon response curve. In order to provide a more consistent sensitivity
over the whole sensor array, the response curve of each pixel may be shifted by four
trim bits, allowing for 16 possible steps of adjustment. The comparator trim block
applies this trim and thresholds the signal. The signal is then passed to a comparator,
which determines whether an event over threshold has occurred. Positive events are
then processed by the digital control logic, which stores the time code of the 12-
bit global timer in one of four in-built 12-bit memory registers. At the end of an
acquisition cycle, the data are read out from the memory buffers of the pixels and
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Fig. 2.8 Schematic of the PImMS pixel circuitry. See text for details

transferred to a PC via a USB 2.0 connection, where they are processed by custom
built software (aSpect Systems). The data are stored as a list of events, with the data
comprising the x- and y-coordinates of the pixel, the value of the 12-bit timer when
the event was recorded, the acquisition cycle number, and the number of the register
in which the event time stamp was stored. The PImMS1 camera repetition rate is
limited by the USB data readout to a maximum of 550 Hz.

The data presented in this thesis were recorded using the PImMS1 sensor, which
was designed as a prototype device and has a relatively modest pixel resolution when
compared to conventional CCD cameras. The second generation (PImMS2) sensor
has been developed during the course of this thesis and is currently undergoing
testing. The PImMS2 sensor has a 324 × 324 pixel array and offers a more precise
calibration of the pixel-to-pixel sensitivity than the PImMS1 sensor through a more
consistent trim response.

2.5.3 Post-Processing

The PImMS camera interfaces with a velocity-map ion imaging experiment by col-
lecting signal in the form of photon flux from the phosphor screen. The performance
of the device is therefore intrinsically related to the operating parameters of the MCP-
phosphor detector, which must be optimised to yield the highest quality experimental
data.

Each ion event, amplified by the MCPs, results in a cascade of electrons hitting the
phosphor screen, causing a flash of light, which is detected by the PImMS camera.
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Each flash on the phosphor screen typically illuminates several pixels, resulting in
a cluster of pixels corresponding to each ion detected. The intensity profile of each
flash on the phosphor screen is expected to be somewhat Gaussian, with a higher
brightness towards the centre of the cluster, where the highest density of electrons
impact upon the phosphor, and dimmer towards the edges of the cluster. For an event
to be recorded, the charge build-up within the diodes of an individual pixel must
be sufficient to exceed an externally chosen threshold value. Pixels that lie towards
the centre of a cluster will be subject to a higher photon flux, and should therefore
be expected to go over threshold at an earlier time than those towards the edge of a
cluster. Since the earliest a pixel can detect an ion event is the actual time of the ion
hit on the detector, the earliest time codes present within a cluster are necessarily the
most accurate.

2.5.3.1 Centroiding

With these considerations in mind, the PImMS data were post-processed to reduce
each cluster down to a single pixel and a single time code, a process known as cen-
troiding. The centroiding algorithm identifies clusters through eight-fold connectivity
(8 nearest neighbours), and determines the coordinate of the cluster centre through
a weighted average of the coordinates of each pixel belonging to the cluster. The
weighting factor for each pixel is determined by the time code of the event recorded,
with earlier time codes corresponding to a larger weighting factor. In this way, the
time code information is used as a surrogate for the absent intensity information. The
event coordinate is given by

C =

N∑
i=1

ri t
−1
i

N∑
i=1

t−1
i

, (2.5)

where ri is the coordinate of the i th pixel and ti is the time of the event, given by

ti = Ti − T0 + 1, (2.6)

where Ti is the time code of the event and T0 is the time code of the earliest event
recoded in the cluster.

Since recorded events occur with both a two-dimensional Cartesian coordinate
and a time code, limits must be placed on the maximum temporal range of the events
contributing to each cluster. The processing algorithm searches the data for events
by working through the time codes sequentially from the first to the last. When an
event is identified, the algorithm searches for further events spatially connected to
the seed pixel by eight-fold connectivity and within a predefined number of time
codes after the seed event, known as the ‘time window’. If further events fulfilling
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these conditions are found, the algorithm continues to extend the search in the spatial
domain using eight-fold connectivity, but retains the same limits on the maximum
temporal range explored. When the algorithm fails to identify further events satisfy-
ing the required conditions of connectivity, the event coordinate is calculated using
Eq. 2.5, and the time code of the event is taken to be T0. Since the event coordinate
is a non-integer value, it is possible to bin the events into a pixel array of greater
finesse than that of the original sensor, thereby increasing the effective resolution of
the device. This approach is known as ‘megapixelling’.

2.5.3.2 Cluster Characterisation

In order to optimise the centroiding algorithm, it was necessary to characterise the
data recorded by the PImMS camera. Figure 2.9 compares data from several otherwise
identical experiments, in which the MCP gain was kept constant and the phosphor
voltage varied. The voltage across the MCPs was kept at 1750 V, with the voltage
between the back face of the MCPs and the phosphor screen taking values in the

3950 V

4050 V

4150 V

4250 V

4500 V

4750 V

Cluster Size

Time Range
Poisson Fit

Cluster Size (pixels) / Time Spread (time codes)

Fig. 2.9 Histograms of the cluster size (blue bars) and the range of time codes present within a
cluster (grey bars) for various phosphor screen voltages. The MCPs were operated with a potential
of 1750 V across the two plates. The time spread is calculated as Tmax − T0 + 1, where Tmax is the
latest time code and T0 the earliest time code present in a cluster. The red curves are Poisson fits to
the cluster size data
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range 2200–3000 V. The ions detected are from the Coulomb explosion of a biphenyl
molecule (see Chap. 6) and were accelerated by a potential of 7500 V applied to the
repeller electrode. The data show that as the voltage bias between the MCPs and the
phosphor is increased the average cluster size also increases. The general distribution
in each case may be modelled reasonably well by Poisson statistics (red curves), as
should be expected for a largely statistical process. Deviations from Poisson statistics
are caused by averaging over a large fragment mass range (m = 1–80 Da), and
the sampling of approximately circular phosphor flashes on a square pixel array.
The latter effect is particularly pronounced for clusters of 4 pixels in size, which
are significantly over-represented in the data. This is thought to be caused by the
favourable overlap between a circular phosphor flash and a 2 × 2 pixel cluster.

Characterising the range of time codes present within a typical cluster is crucially
important to the effective implementation of the centroiding algorithm. Figure 2.9
demonstrates that the maximum time range remains almost constant across all operat-
ing voltages at approximately 15 time codes (187.5 ns), with the distribution peaking
towards higher values as the phosphor voltage increases. The observed time range is
reasonably consistent with the decay lifetime of a P47 phosphor screen (∼70 ns [28]).
This result suggests that it should be possible to apply a universal time window to
the centroiding algorithm as the time range is characteristic to the camera, and not
to the operating voltages of the detector.

The data in Fig. 2.9 suggest that a time window of 15 time codes should be
sufficient to capture all pixels within the majority of clusters. To test this assertion,
data from the Coulomb explosion of a biphenyl molecule were processed through the
centroiding routine with different time windows applied. The resulting time-of-flight
spectra are shown in Fig. 2.10. The data illustrate the two conflicting pressures on
the centroiding algorithm: firstly, that the time window must be long enough that
it is unlikely that any pixels belonging to a cluster fall beyond the maximum time
code permitted, and secondly, that the time window is not so long as to cause a
significant number of pixels belonging to later, distinct events becoming included
in earlier clusters. Using a time window that is too short results in ‘ghost peaks’
appearing in the time-of-flight spectrum. These ghost peaks are caused by the trailing
events within a cluster being missed by the algorithm and therefore being counted
as separate clusters in their own right. This effect can be seen in the time-of-flight
spectra processed with time windows of 10 and 15 time codes in Fig. 2.10. The ghost
peaks are most pronounced following the most intense signals in the spectrum, and
occur at a time afterwards corresponding to the length of the time window. These
ghost peaks therefore move in the time-of-flight spectrum, depending on the length
of the time window used, and are therefore easily identified. Conversely, if the time
window used is too long, larger peaks in the time-of-flight spectrum have a parasitic
effect on those that follow. This effect can be seen in the time-of-flight spectrum
corresponding to a time window of 30 time codes in Fig. 2.10, in which the peak at
approximately time code 455 is reduced in intensity due to the shadowing by the

http://dx.doi.org/10.1007/978-3-319-24517-1_6
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Time Window
(time codes)

Fig. 2.10 Time-of-flight traces following data processing using various ‘time windows’ in the
centroiding algorithm, measured in 12.5 ns PImMS time codes. The time-of-flight spectrum is that
recorded following Coulomb explosion of a substituted biphenyl molecule, as described in detail
in Chap. 6. See text for details

intense signal centred on time code 430. After a careful analysis of the data, it was
found that a time window of 20 time codes resulted in the optimum performance of
the centroiding algorithm.

2.5.3.3 Centroiding Performance

Figure 2.11 illustrates the image processing scheme. The improvement in image
resolution upon centroiding is clear, with each of the centroided images displaying
a marked improvement compared to the raw data. Figure 2.11 also demonstrates the
effect of megapixelling the data. It is clear that centroiding events to a pixel array
with twice the original sensor dimensions does indeed afford an improvement in the
spatial resolution. However, increasing the size of the pixel array beyond twice that of
the original sensor does not seem to be beneficial as regular patterns begin to appear
in the images. The arrows in Fig. 2.11 illustrate the processing scheme used for the
images presented in Chaps. 3 and 4 of this thesis. The data are first centroided and
the events binned to a pixel array with twice the dimensions of the original sensor
(144 × 144). The centroided images are then centred and symmetrised appropriately
along the horizontal and vertical axes ready for image analysis.

The images presented in this thesis that were recorded following the Coulomb
explosion of substituted biphenyl target molecules (Chaps. 6 and 7) were not
megapixelled or symmetrised due to the broader features of the ion images and
the tendency of the fastest ions to overspill the detector in an asymmetric fashion.
Instead, the data were centroided onto a 72 ×72 pixel array and the resulting images

http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_3
http://dx.doi.org/10.1007/978-3-319-24517-1_4
http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_7
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Fig. 2.11 Panel a shows a raw image of the I+ ions resulting from the photodissociation of EtI at
245.36 nm (see Chap. 3 for details). Panels b–d show the centroided data binned into pixel arrays
with dimensions of 1×, 2×, and 3× that of the original sensor, respectively. Panel e shows the data
in Panel c after centring and symmetrisation along the horizontal and vertical axes
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Fig. 2.12 Panel a compares the raw time-of-flight trace with that following centroiding of the
data. Panel b compares the centroided time-of-flight spectra collected using three different phosphor
voltages. The time-of-flight spectrum is that recorded following Coulomb explosion of a substituted
biphenyl molecule, as described in detail in Chap. 6

smoothed using a moving average of the 9 × 9 cluster centred on the pixel of inter-
est in order to reduce the effects of incomplete data convergence and the variable
pixel-to-pixel sensitivity of the PImMS sensor.

Panel (a) of Fig. 2.12 illustrates the effect of the centroiding algorithm on the time-
of-flight information. The time-of-flight spectrum shown is that recorded following
the Coulomb explosion of a biphenyl molecule, which is described in detail in Chap. 6.
The broken blue trace shows the time-of-flight spectrum obtained by integrating
over all pixels before post-processing, whereas the red trace shows the time-of-flight
spectrum after post-processing. The improvement in the sharpness of the spectrum
upon post-processing is striking; the broad features in the raw data are reduced to
well-resolved mass peaks, with the full 12.5 ns time-resolution of the internal clock
being utilised.

http://dx.doi.org/10.1007/978-3-319-24517-1_3
http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_6
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Panel (b) of Fig. 2.12 demonstrates the varying performance of the centroiding
algorithm when using different phosphor voltages, while maintaining the same gain
over the MCPs. In each case a voltage of 1750 V was applied across the MCPs, with
a potential of 2200 V (grey), 2500 V (blue), and 3000 V (red) maintained between the
MCPs and the phosphor screen. Upon increasing the voltage applied to the phosphor
screen, the time-of-flight spectrum shifts to earlier time codes and noticeably sharp-
ens. This is due to the increased brightness of the flashes produced by the phosphor
screen upon increasing the kinetic energy of the electrons from the MCPs, which
results in the threshold value of the PImMS pixels being exceeded at an earlier, and
more accurate, time code. In order to maximise the time-resolution of the data, the
detector was generally operated under conditions of high gain when interfaced with
the PImMS camera.

2.5.4 Characterisation and Performance

The PImMS camera interfaces with a VMI spectrometer by simply replacing the stan-
dard CCD camera conventionally used to record images. While the PImMS camera
significantly enriches the data available, the prototype PImMS1 sensor suffers from
a relatively modest pixel resolution when compared to conventional CCD cameras.
With this in mind, experimental images were recorded with both the PImMS1 cam-
era and a conventional CCD camera (Photonic Science, 576 × 768 pixels), and the
parameters extracted from the images compared.

2.5.4.1 Photodissociation of Ethyl Iodide at Around 245 nm

At around 245 nm, direct photodissociation is observed via the A band to form atomic
iodine in either the ground (2P 3

2
) or first excited (2P 1

2
) electronic states [29]. The

ground and excited state atomic photofragments may subsequently become ionised
via either a three- or two-photon process, respectively, to form I+ ions:

EtI
hν−→ Et + I

3hν−−→ Et + I+ (2.7)

EtI
hν−→ Et + I∗ 2hν−−→ Et + I+ (2.8)

Alternatively, EtI molecules excited to the A band may absorb a further photon,
resulting in parent ionisation. Absorption of a further photon at the same wavelength
results in bond fission to form neutral Et fragments and I+ ions:

EtI
2hν−−→ EtI+ hν−→ Et + I+ (2.9)

At 245.00 nm the ion image consists of two principal components: a broad hourglass-
shaped feature towards the centre of the image, and a narrower ring at higher
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Fig. 2.13 A comparison of the ion images recorded using the PImMS camera and a conventional
CCD camera following the photodissociation of ethyl iodide at 245.00 and 245.36 nm. From left
to right, the images presented are those recorded using the conventional CCD camera, the PImMS
camera, and a comparison of the pBASEX inverted images collected using the two devices, as
labelled. Beneath the images are the corresponding speed (left) and weighted anisotropy parameters
(right), extracted using the pBASEX image inversion algorithm. See text for further details. a
245.00 nm. b 245.36 nm
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fragment velocities (see Fig. 2.13). The sharp ring corresponds to two-photon ioni-
sation of I∗ photofragments resulting from the photodissociation of ethyl iodide via
the A band (Eq. 2.7). The broad hourglass-shaped feature at lower fragment veloc-
ities has been assigned by Tang et al. [29] to dissociative ionisation of the parent
molecule (Eq. 2.9). Ionisation of the ground state atomic iodine fragments produced
following dissociation of ethyl iodide via the A band is not observed as this requires
the absorption of a further photon, which is uncompetitive at the pulse energies used
in these experiments.

At 245.36 nm a significant enhancement of the outer ring is observed, causing it
to dominate the ion image. Since there are no resonant transitions from either the
ground or first excited states of atomic iodine at this wavelength, this is proposed to
be caused by a two-photon resonance from the I∗ level to an auto-ionising electronic
state, causing a significant enhancement of the ionisation probability of the excited
state atomic iodine photofragments:

EtI
hν−→ Et + I∗ 2hν−−→ Et + I∗∗ → Et + I+ (2.10)

Figure 2.13 compares the images, velocity distributions, and anisotropy parame-
ters measured at both 245.00 and 245.36 nm. The speed distribution and anisotropy
parameters were extracted using the pBASEX algorithm, as described in Sect. 2.4. It
should be noted that the anisotropy parameter (β2) has been multiplied by the nor-
malised speed distribution in order to enhance the important features. The parameters
extracted from both cameras are in good agreement. This result is perhaps surprising
when it is noted that the pixel count of the CCD camera is almost two orders of mag-
nitude greater than that of the PImMS1 sensor. The images taken at 245.36 nm are in
almost perfect agreement, with the speed and angular parameters measured by the
two devices almost indistinguishable from one another. The agreement at 245.00 nm
is once again very strong, with a slightly different relative intensity of the features
corresponding to the two product channels. This difference can be attributed to the
fluctuating laser power in the experiment, causing differential enhancement of the
two channels, and is not thought to be caused by any differences between the two
cameras.
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Chapter 3
Three-Dimensional Velocity-Map Imaging

In this chapter the capabilities of the PImMS camera in three-dimensional and slice
imaging applications are investigated, in which the product fragment Newton-sphere
is temporally stretched along the time-of-flight axis, and time-resolved slices through
the product fragment distribution are acquired. Through experimental results follow-
ing the photodissociation of ethyl iodide (CH3CH2I) at around 230nm, the PImMS
camera is demonstrated to be capable of recording well-resolved time slices through
the product fragment Newton-sphere in a single experiment, without the requirement
to time-gate the acquisition.

3.1 Imaging the Newton-Sphere

In conventional velocity-map ion imaging experiments, the three-dimensional
Newton-sphere is projected onto a two-dimensional detector, resulting in a loss of
information on the initial z-velocities (where the z-axis coincides with the time-of-
flight axis) of the nascent photofragments. In the case of a cylindrically symmetric
product fragment distribution, it is possible to analytically reconstruct the full three-
dimensional distribution from the two-dimensional image (see Sect. 2.4). While it
is indeed the case that for many photoinitiated processes cylindrical symmetry will
necessarily be present in the photofragment distribution, there are many applications
of ion imaging inwhich no such constraints on image symmetry exist [1]. Evenwhere
cylindrical symmetry does exist, the various image inversion routines unavoidably
introduce noise, and in some cases artificial artefacts, to the data, reducing the fidelity
of the extracted parameters. Additionally, in the case of coincidence spectroscopy,
it is highly desirable, and often crucial, that the full three-dimensional momenta of
the product fragments are known, such that a kinematically complete picture of each
reactive event may be unambiguously determined.
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For these reasons, many experimental techniques have been developed to allow
either the full three-dimensional product fragment distribution, or exclusively the
meridional slice, to be determined directly from the experiment, without the require-
ment for image inversion (Fig. 3.1). With the exception of optical slicing methods,
which will not be explored here but are described in detail in Refs. [2–6], the com-
mon strategy relies on temporally stretching the Newton-sphere, such that the time
of arrival at the detector corresponds to the initial z-velocity of the photofragments.
By using a detection system capable of recording both the time of arrival and the
spatial coordinates of the ion impact on the detector with a sufficiently high accuracy,
it then becomes possible to extract the full three-dimensional fragment momenta [1].
An alternative approach is to time-gate the detector to record only the central slice
of the Newton-sphere, which, in the case of cylindrical symmetry, is sufficient to
completely describe the velocity distribution of the photofragments. Such a strat-
egy relies on the time-gate being sufficiently narrow that the central slice recovered
may be considered as infinitely narrow when compared to the temporal width of the
Newton-sphere. When this approximation is not valid, it may be necessary to correct
the sliced images according to the finite slice width [7].

The major challenges of such a strategy are two-fold. Firstly, ion extraction must
be performed in such a way that three conditions are satisfied: (i) that the initial z-
component of the photofragment velocity, vz , has a well-defined relationship to the
arrival time at the detector, t ; (ii) that the spread in arrival times at the detector (�t)
between the most forward-scattered and most backward-scattered photofragments
of the Newton-sphere is sufficiently large compared to the time-resolution of the
detector; (iii) that the ions are extracted under velocity-mapping conditions, such that
the initial x- and y-components of the photofragment velocity may be determined
from the position of impact on the detector. A number of different ion extraction
schemes have been devised to satisfy these three conditions, a selection of which are
reviewed in the following section.

3D Imaging

Crush
Imaging

Slice
Imaging

Newton-sphere

Image
Inversion

Δt Δt

Fig. 3.1 Figure illustrating the relationship between crush, slice, and 3D imaging
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The second major challenge is the development of a detection system that is
capable of simultaneously recording both the time and spatial coordinates of ion
impact with sufficiently high resolution that three-dimensional imaging becomes
viable. Commonly, these conditions are met using an anode readout system, such
as a delay line, wedge and strip anode, or crossed wire detector. However, recent
advances in silicon technology have resulted in the development of pixelated fast
imaging sensors, which hold much promise for 3D imaging applications. Each of
these technologies is discussed in Sect. 1.6 andwill not be reviewed in detail here. For
slice imaging applications, in which only the meridional slice of the Newton-sphere
is required, the most common approach is to use anMCP-phosphor detector coupled
with a CCD camera, and to time-gate either the detector or the image intensifier in
the CCD camera itself. Following this approach, time-gates on the order of 10ns are
typically achieved [8], which is usually sufficient formost slice imaging applications.
If the goal is to achieve true 3D imaging of the full product fragment distribution, it
becomes necessary for the time-resolution of the detector to afford a resolution of vz

on the order of that to which vx and vy may be determined by the spatial resolution
of the device. For this condition to be realised, it is generally necessary for the time-
resolution of the readout system to be ≤1ns, which is satisfied by the use of delay
line or crossed wire detectors.

Pixelated silicon-based detectors, such as PImMS [9] andTimePix [10], fall some-
where between the requirements for slice imaging and full 3D imaging. The spatial
resolution of the PImMS1camera has been demonstrated in Sect. 2.5.4 to be sufficient
to provide good quality velocity-map imaging data, with the information extracted
comparing favourably to that obtained using a conventional CCD camera. With the
imminent arrival of PImMS2, which has a pixel resolution of 324×324, and the cur-
rent availability of other CMOS-based detectors offering comparable pixel counts,
the spatial resolution of these devices is comfortably sufficient for slice and 3D
imaging applications. The current time-resolution of the PImMS1 sensor (12.5ns)
compares favourably to time-gating approaches using MCP detector pulsing, but the
ultra-high time precision of delay line detectors is presently beyond capabilities of
the technology. However, TimePix currently operates with a clock cycle of 10ns,
and it is expected that the PImMS family of sensors will soon achieve a 6.25ns
time-resolution. Furthermore, with the integration of single-pixel avalanche diodes
(SPADs), it has been demonstrated that CMOS technologies are capable of time-
resolutions below 1ns [11], competitive with that offered by delay line detectors and
crossed wire detectors.

Despite the reduced time-resolution when compared to delay line and crossed
wire detectors, the PImMS camera nonetheless confers some advantages over these
technologies. Most notably, the PImMS camera is capable of simultaneous multi-
particle detection, which is problematic for anode-based readouts. The PImMS cam-
era may also be trivially integrated with the conventional MCP-phosphor detector
arrangement most commonly used in ion imaging applications, and offers the further
advantage that the image on the phosphor screen may be focussed onto the sensor to
make the most efficient use of the active area of the sensor.

http://dx.doi.org/10.1007/978-3-319-24517-1_1
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Attractively, the PImMS camera also offers advantages over the time-gating
approach conventionally used to achieve slice imaging. A major drawback of tradi-
tional slice imaging is that the majority of the ion signal is simply discarded, since
only the small fraction that constitutes the central slice is recorded. For processes
with a low ion yield, or for geometries in which only a small fraction of the total ion
flux is directed into the central slice, this can become problematic, resulting in low
signal levels and poor data convergence. This problem becomes increasingly acute
as the time-gate is narrowed, resulting in an ever diminishing fraction of the total
signal being recorded. The PImMS camera offers the advantage that all ions that are
amplified by the detector are recorded, with the central slice of the Newton-sphere
simply extracted from the data once the acquisition is complete. This flexibility at
the data processing stage constitutes one of the principal advantages of the PImMS
sensor, and removes the requirement to pulse the detector accurately at the precise
time required to capture the central slice of the Newton-sphere. Furthermore, it is
possible to collect slice images for multiple fragments of different mass-to-charge
ratios in a single experimental acquisition, potentially reducing the time required to
collect a comprehensive data set where ion images of multiple fragments are to be
recorded.

Slice imaging using a fast silicon detector has been demonstrated previously
by Jungmann et al. [12] using the TimePix sensor, which was mounted in-vacuum
directly behind the MCPs of an ion imaging apparatus. The results presented in this
chapter follow this approach, with the primary difference being that the in-vacuum
TimePix sensor is replaced with the PImMS1 camera, which affords a multi-hit
capability per pixel and the ability to interface directly with the MCP-phosphor
screen detection system commonly used in ion imaging applications.

3.1.1 Ion Extraction Methods

A large number of ion extraction schemes have been developed to satisfy the require-
ments forVMIwhile simultaneouslymapping the z-component of the initial fragment
velocity onto the flight time of the ion. The most commonly used methods, and those
relevant to imaging the full 3D Newton-sphere using a fast detector, fall broadly
into one of two categories: delayed extraction, in which the ions are accelerated a
short time after the initial reactive event; and dc-slicing, in which additional open
electrodes and static potentials are used to achieve ion extraction.

3.1.1.1 Pulsed Extraction

Delayed extraction by pulsed electric fields is a commonly used technique in
photofragment time-of-flight velocity analysis [13]. Gebhardt et al. [14] showed
that by using a delayed pulsed extraction of the ions through a grid electrode, com-
prising an ultra-fine wire mesh, followed by velocity-mapping in the detector plane
by a three-electrode Einzel lens, it was possible to substantially increase the tem-
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poral spread of ion arrival times at the detector when compared to conventional
Eppink and Parker-type ion extraction schemes [15]. The delayed extraction method
relies on the differential potential energy imparted to the ions depending on their
position in the extraction region when the potentials are pulsed on. Ions scattered
towards the repeller plate achieve a higher terminal velocity than those scattered
towards the extractor electrode, and therefore reach the detector at earlier times. The
pulsed extraction method has since been adapted to incorporate exclusively open
electrodes [4, 16], thus removing the issue of reduced transmittance and possibility
of image distortion associated with the use of grid electrodes.

3.1.1.2 Direct Current Extraction

Arguably the simplest method of achieving the conditions required to effect 3D
imaging is to add further electrodes to Eppink and Parker-type ion optics in order to
achieve ion extraction using more conservative extraction fields. By using a reduced
field gradient to achieve ion extraction, the turn-around time for backward-scattered
ions is increased, resulting in a stretching of the Newton-sphere along the time-
of-flight axis according to the initial z-component of the ion velocities. The use
of further electrodes allows velocity-mapping of the ions to occur after the initial
ion extraction. Since ion extraction relies on static electric fields, the term ‘direct
current’ (or dc) slice imaging is used to describe these methods. The first such
examples of dc slicing were reported independently by Townsend et al. [3] and Lin
et al. [17]. Townsend et al. demonstrated that by adding either one or two additional
open electrodes, Newton-sphere stretches on the order of hundreds of nanoseconds
could be achieved, depending on the ionmass and initial kinetic energy. The approach
of Lin et al. was similar, but their design comprised of 29 open electrodes linked by
high precision resistors to provide a low extraction field gradient, followed by an
acceleration region. The transition between the extraction and acceleration regions
acts essentially as an electrostatic lens and results in velocity-mapping of the ions.
Direct current methods work increasingly effectively if the initial kinetic energies
and masses of the photofragments are large as this increases the turn-around time of
the ions.

A disadvantage of dc slice imaging is that lower than normal extraction voltages
are usually required to effect the required temporal spread of ion arrival times, which
has implications for the detection efficiency of the ions when using MCP detec-
tors [18]. Despite this limitation, the simplicity of the dc slice imaging approach is
attractive and is the method used in the work presented in this chapter.

3.2 Simulations

To investigate the feasibility of performing slice and 3D imaging experiments with
the PImMS camera, ion trajectory simulations were performed using SIMION 8.0.
The ion optics are based upon those of Townsend et al. [3] and consist of four open
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electrodes: a repeller, an extractor, a slicing lens, and a grounded electrode. Voltages
were applied to all electrodes except the grounded plate. Panel B of Fig. 2.2 details
the dimensions of the ion optics assembly. As in the experiment, a field-free flight
tube extends 620mm beyond the grounded electrode and terminates with a detector
of diameter 78mm. The simulated ions were generated halfway between the repeller
and extractor electrodes in a cigar-shaped three-dimensional Gaussian distribution,
with a standard deviation of 0.3mm along the laser propagation axis (perpendicular
to the time-of-flight axis) and 10µm in the remaining two dimensions. This range
of starting positions was chosen to simulate as closely as possible the typical initial
conditions in an ion imaging experiment, in which the molecular beam is intersected
by the ionisation laser beam in a perpendicular manner. The length of the interaction
volume along the laser propagation axis will largely be determined by the size of the
aperture in the repeller plate, through which the target molecules enter the interaction
region. The radius of the interaction volume will be determined by the tightness of
focussing of the ionising laser beam and may be approximated by considering the
ionising source as a Gaussian beam and calculating the beam waist diameter.

It is an important requirement for effective 3D imaging of the Newton-sphere that
the initial z-component of the nascent photofragment velocity, vz , maps straightfor-
wardly onto the time-of-flight of the ion. Although it is not strictly a requirement that
the relationship between the flight time of the ion and the initial z-velocity is linear
and proportional, it is desirable for this to be the case so that vz may be trivially
determined from the experiment and so that the resolution with which vz may be
determined is invariant of its value.

The left-hand panel of Fig. 3.2 plots the simulated flight time, t , of the ions as a
function of their initial z-velocity. The ions have a mass of 126.9Da (that of atomic
iodine) and a kinetic energy of 0.5eV, with the ion velocities directed isotropically
in a spherical distribution. From Fig. 3.2 it is clear that, in general, there is indeed a
well-behaved linear relationship between vz and the ion time-of-flight. A linear fit
to the data is shown by the red line and the residuals of the data points are plotted
as blue points, with the scale on the right-hand axis. The fit residuals show that

Fig. 3.2 Left The black points are a plot of the ion flight time, t , versus the initial z-velocity. The red
line is a linear fit and the blue points are the fit residuals. Right Simulated time-of-flight histogram
for I+ ions illustrating the slight asymmetry in the time-of-flight peak when using dc slice imaging

http://dx.doi.org/10.1007/978-3-319-24517-1_2
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Fig. 3.3 Left Plot of the simulated spread of arrival times, �t , as a function of the repeller voltage
VR for ions with an initial kinetic energy of 0.5eV. Right Plot of the simulated spread of arrival
times, �t , as a function of ion kinetic energy for a repeller voltage of 1500V

there is, in fact, a small amount of non-linearity in the vz − t relationship, but that
the effect of this non-linearity is small, with the deviation from the linear fit rarely
exceeding 1ns in either direction. The uncertainty in the time-of-flight for a given
initial z-velocity is also on the order of ±0.5ns, as determined from the breadth of
the residual scatter. Since both of these values are small compared to the PImMS
camera bin-width (12.5ns), these effects can be ignored in the analysis of the data.
The right-hand panel of Fig. 3.2 illustrates the effect of the non-linear relationship
between vz and the ion time-of-flight on the symmetry of the time-of-flight peak,
with the peak skewed slightly towards later flight times.

Further simulationswere performed to determine the degree towhich theNewton-
sphere could be temporally stretched using this particular variant of direct current
extraction. The left-hand panel of Fig. 3.3 illustrates the effect of varying the repeller
voltage (VR) on the temporal spread of photofragment arrival times (�t), while
keeping the voltage ratios across all plates constant (VR :VE :VS = 1 :0.886 :0.775).
The ions were created with a kinetic energy of 0.5eV with the ion velocities directed
isotropically in three dimensions. The general trend for each ion mass is for the value
of �t to decrease as the repeller voltage increases. This is due to the reduced turn-
around time of the ions as a steeper potential gradient is applied to the interaction
region. It is also worth noting that, for a given VR ,�t becomes larger upon increasing
the mass of the ion. This is also a result of an increased turn-around time, in this case
caused by the increased inertia of the heavier ions.

The right-hand panel of Fig. 3.3 illustrates how, for a given repeller voltage (in
this case 1500V), the value of �t increases with increased photofragment kinetic
energy, a trend once again explained by the increased turn-around time of the ions.
In both panels of Fig. 3.3, broken horizontal lines represent the threshold at which
the PImMS camera offers a time-resolution of 10% of the total Newton-sphere with
both the current 12.5ns (black) and the improved 6.25ns (red) time bin widths. It
is clear from these simulations that, even using a relatively simple, three electrode
ion optics assembly and static extraction potentials, that the PImMS camera holds
promise in slice imaging and low-resolution 3D imaging applications.
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3.3 Experimental Results

To test the performance of the PImMS camera in a 3D imaging application, data
were recorded following the photodissociation of ethyl iodide (CH3CH2I) at around
245nm. Figure3.4 shows representative images of I+ ions formed following the
photodissociation of EtI at 245.00 and 245.36nm, as recorded using the PImMS
camera. The photodissociation of ethyl iodide is described in Sect. 2.5.4, where the
origins of the various features present in the ion images are explained.

The two images at 245.00 and 245.36nm contain complementary features for
evaluating the 3D imaging capabilities of the PImMS camera. The image taken at
245.36nm comprises a single, sharp ring at high velocities and is therefore ideal for
evaluating the velocity-mapping performance of the PImMS camera in 3D imaging
applications. The image at 245.00nm, on the other hand, contains significant con-
tributions from low-velocity photofragments and therefore offers an ideal test of the
low-velocity performance of the PImMS camera, where the degree of slicing will be
relatively poor in comparison to the higher velocity regions of the image. Further-
more, the iodine photofragments produced through photodissociation of ethyl iodide
via the A band peak at 600ms−1, corresponding to a kinetic energy of approximately
0.237eV. The ion trajectory simulation results, shown in the right-hand panel of
Fig. 3.2, suggest that a Newton-sphere of approximately 140ns should result from
using a repeller voltage of 1500V, which offers a degree of slicing of better than
10%.

3.3.1 Experimental Conditions

Arepeller voltage of 1500Vwas selected to give a good compromise between impart-
ing enough kinetic energy to the ions such that they were detected efficiently by the
MCP detector, and achieving a long enough spread of ion arrival times to perform
a good degree of slicing. It was also observed that using repeller voltages of less
than 1500V left the ion cloud susceptible to distortion by external fields. The ratio
VR :VE :VS was set to 1 : 0.886 :0.775, as determined by the ion trajectory simula-

Fig. 3.4 Images of the I+
ions resulting from the
photodissociation of ethyl
iodide at 245.00 and
245.36nm captured using the
PImMS camera. The laser
polarisation is vertical

ε

245.00 nm 245.36 nm
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tions, and verified in the laboratory, to give the best velocity-mapping performance.
The detector was operated under high gain conditions, as this was demonstrated
in Sect. 2.5.3 to yield the most accurate timing information when coupled with the
PImMS camera. The voltage across theMCPswas set to 1800V and the bias between
the MCPs and the P47 phosphor screen set to 3200V. The PImMS camera was fitted
with a C-mount Nikon Nikkor lens (f /0.9).

3.3.2 PImMS Data Processing

Asdiscussed in Sect. 2.5.3, the rawdata from thePImMScameramust be intelligently
processed in order to yield the highest quality information. In particular, for 3D
imaging applications it is important that the time-of-flight information provided
by the PImMS camera is highly accurate. For this reason, a minimum cluster size
threshold was applied to the data at the centroiding stage, with any clusters below a
certain threshold size removed from the data set. The rationale for applying such a
filter is that larger clusters correspond to larger, and therefore brighter, flashes on the
phosphor screen. The brighter the flash, the higher the photon flux experienced by
each pixel of the PImMS sensor and the earlier the internal threshold is exceeded,
resulting in a more accurate time code for the event. Conversely, smaller clusters
will more commonly be associated with less intense flashes, and will therefore be
associated with less accurate timing information.

Figure3.5 plots the time-of-flight trace of the I+ peak at both 245.00 and
245.36nm, as recorded using the PImMS camera. The broken black traces plot the
time-of-flight peak as determined from the raw PImMS data, whereas the red curves
show the time-of-flight peaks after centroiding with varying cluster size thresholds
applied to the data. The effect of centroiding is striking in all cases, with the peak
shifted approximately 4 time codes (50ns) earlier. The centroided data with no min-
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Fig. 3.5 Plots of the time-of-flight peaks of I+ ions taken from the PImMS data. The time-of-flight
of the raw data is plotted as a broken black line. The red curves are the time-of-flight peaks after
centroiding with various minimum cluster size thresholds applied
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imum cluster size threshold does, however, display a pronounced asymmetry, with
the sharp rising edge of the left hand side contrasting with the more slowly decaying
falling edge to the right. This asymmetry in the time-of-flight peak is reduced upon
progressively increasing the minimum cluster size threshold, at the expense of signal
intensity. Since the peak never fully reaches perfect symmetry, or indeed the small
opposite skew that might be expected in light of the simulations shown in Fig. 3.2,
it was decided that a minimum cluster size threshold of 6 pixels gave an acceptable
compromise between peak symmetry and signal intensity.

3.3.3 PImMS Images

Figure3.6 presents the images recorded using the PImMS camera at 245.36nm. In
the top left hand corner the I+ time-of-flight peak is shown after centroiding with
a minimum cluster size threshold of 6 pixels. The broken trace plots the same data,
but reflected about the maximum time code to illustrate the small asymmetry in
the peak. The yellow shading represents the range of time codes displayed in the

1805 - 1825 1814 pBASEX

1808 1809 1810 1811 1812 1813

1814 1815 1816 1817 1818 1819

Fig. 3.6 Images of I+ ions produced following photodissociation of ethyl iodide at 245.36nm,
recorded using the PImMS camera. The graph in the top left corner shows the time-of-flight peak
of the I+ ions (red) and the same peak reflected about time code 1814 (broken black). Images
corresponding to individual time codes are shown in the bottom half of the figure. The three images
across the top are, from left: the ion image integrated over time codes 1805–1825, the ion image
corresponding to time code 1814, and the pBASEX inversion of the integrated ion image
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1
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Fig. 3.7 A three-dimensional representation of the data shown in Fig. 3.6

sequence of images in the bottom half of the figure. The time code corresponding to
the central slice of the Newton-sphere (1814) is shown in the centre of the top row of
images, alongside the ‘crush’ image, which is obtained by integrated over the whole
peak (time codes 1805–1825), and the pBASEX inversion of the integrated image.
The sequence of single time code images clearly show that the product fragment
distribution has been effectively time-sliced by the PImMS camera, with a slice
being equal to approximately 7–8% of the full width of the peak. The velocity
distributions of the images correspond to distinct andwell-resolved slices through the
product fragment Newton-sphere. A three-dimensional representation of the data is
presented in Fig. 3.7 to further illustrate this point. From this data, it would appear that
the PImMScamera has successfully captured theNewton-sphere in three dimensions,
with each of the slices well-resolved in time.

Figure3.8 presents the I+ images recorded by the PImMS camera following the
photodissociation of ethyl iodide at 245.00nm. Once again, the sequence of single
time code images demonstrates that the full I+ Newton-sphere has been captured
in three dimensions by the PImMS camera. Importantly, the lower velocity regions
of the image also appear to be well-resolved, with the image corresponding to the
central slice of the distribution comparing favourably in a qualitative sense with the
pBASEX inversion. Furthermore, the central slice appears, in some sense, to be a
truer representation of the product fragment distribution than the pBASEX inversion,
which contains radial artefacts in the lower velocity regions of the image due to the
radial basis functions used to achieve inversion.
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1805 - 1825 1813 pBASEX

1808 1809 1810 1811 1812
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Fig. 3.8 Images of I+ ions produced following photodissociation of ethyl iodide at 245.00nm,
recorded using the PImMS camera. The graph in the top left corner shows the time-of-flight peak
of the I+ ions (red) and the same peak reflected about time code 1813 (broken black). Images
corresponding to individual time codes are shown in the bottom half of the figure. The three images
across the top are, from left: the ion image integrated over time codes 1805–1825, the ion image
corresponding to time code 1813, and the pBASEX inversion of the integrated ion image

While it would appears from a qualitative inspection of the ion images that the
PImMS camera has been successful in accurately capturing the three-dimensional
Newton-sphere, it is informative to compare the speed and angular parameters of the
images with those calculated from an inversion of the ‘crushed’ image. Figure3.9
compares the speed and angular parameters at the two wavelengths, as determined
directly from the central slice of the distribution (red trace), and from the pBASEX
inversion (broken blue trace). In general, both the speed and angular parameters
are in good agreement, with a small discrepancy in the radius at which the features
appear in the time-sliced and inverted data. This is likely to be caused by the finite
width of the slice giving a non-zero solid angle over which the intensity is integrated.
Encouragingly, the time-sliced parameters appear to be less affected by noise than
those extracted through the pBASEX inversion, giving a greater confidence in the
values extracted from the data. Crucially, the slice images reproduce well the fea-
tures at low fragment velocities, despite the lower degree of slicing achievable when
compared to the high-velocity regions of the images.
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245.00 nm 245.36 nm

Fig. 3.9 The speed and angular parameters extracted directly from the slice images (red) and from
a pBASEX inversion of the time integrated image (broken blue)

3.4 Discussion

This chapter has demonstrated the three-dimensional imaging capabilities of the
PImMS camera when coupled with a simple dc slice imaging apparatus. The PImMS
camera has been shown to be capable of recording well-resolved time slices through
the product fragment Newton-sphere in a single experiment without the requirement
to time-gate the acquisition. The ability to perform slice imaging without discarding
any information represents an important advantage over conventional time-gating
approaches. It is also important to note that the data presented in the preceding
section were recorded under high-count rate conditions, in which several ions may
reach the detector almost simultaneously. This approachwould prove problematic for
delay line detectors, which can typically accept only a single, or very few, particles
at once. The PImMS camera may also be integrated trivially with any conventional
ion imaging apparatus equipped with anMCP-phosphor detector. Additionally, since
images of the phosphor screen are projected onto the PImMS sensor through a lens,
it is possible to make maximum use of the PImMS sensor by focussing the image to
fill the active area of the chip.

Not only do the results demonstrate effective slice imaging, they also show
promise in the direction of full 3D imaging. Although, at present, the PImMS time-
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resolution is 12.5ns, it is expected that this will be halved to 6.25ns in the near future.
Furthermore, although the direct current ion extraction scheme used in this work is
straightforward to implement, it does not afford the greatest degree ofNewton-sphere
stretch possible. More elaborate schemes that rely on large numbers of electrodes
or pulsed extraction offer a greater spread of arrival times at the detector, which
would have the effect of improving the effective vz resolution offered by the PImMS
camera.

Modifications to the PImMS sensor are also expected to improve the suitability
of the device to full 3D imaging applications. Although not a limiting factor in
this particular example, the pixel count of the PImMS1 sensor may be problematic
in applications where a high resolution is required. This limitation will be largely
overcome by the arrival of the PImMS2 sensor, with a resolution of 324×324 pixels.

In the experiments presented in this chapter, it was necessary to remove smaller
clusters from the data during processing in order to ensure a high timing precision.
While this approach largely succeeded in this case, it would be advantageous to retain
the full set of events, especially in the case of coincidence experiments where a high
detection efficiency is of high importance. For this to be possible, the light collection
efficiency of the PImMS pixels must be improved so that the internal threshold is
exceeded within the first time code after the flash occurs on the phosphor screen.
One approach is to include microlenses [19] directly in front of the pixels. Light is
collected by four photodiodes in each pixel, which constitute just 16.9% of the area
of the PImMS sensor. By focussing the light from the phosphor screen into these
four wells, it should be possible to significantly improve the sensitivity of the PImMS
camera. An alternative strategy would be to back-thin the sensors [20]. This involves
gradually reducing the thickness of the P-substrate layer until it become transparent to
photons. The sensor can then be illuminated from the back side, which is unobscured
by electronic circuitry, giving a theoretical light collection efficiency of 100%. It may
also be possible to improve the sensitivity of the PImMS sensor without making any
physical modifications to the chip through a more accurate calibration of the pixels.
Since threshold must be set high enough such that even the most sensitive pixels
are rarely triggered by background noise, a more consistent response over the entire
sensor should yield a more uniform, and therefore higher, sensitivity. The PImMS2
sensor should, in theory, have an improved response to the four trim bits, thereby
achieving a more accurate calibration than the current PImMS1 sensor.

Alternatively, the photon flux generated by the experiment could be increased
through theuseof a faster and/or brighter scintillator than the currently usedP47phos-
phor. While there are commercially available scintillators that offer both increased
brightness and a faster response than P47 [21], it is difficult to achieve both of these
requirements simultaneously. Recently, however, workers in the groups of Prof.Mark
Brouard and Dr Claire Vallance have developed several new scintillators that offer
both a faster response and increased brightness when compared to the current indus-
try standards [22]. Testing of these materials with the PImMS camera is ongoing,
but the new scintillators would seem to offer promise for an increased performance
of the PImMS camera.
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Amore distant ambition is to couple single-photon avalanche diodes (SPADs) [11]
with silicon-based sensors, such as PImMS. Thismarriage should, in principle, afford
time-resolutions below 1ns and a single-photon detection efficiency, which would
represent a significant improvement over the currently realised technology.
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Chapter 4
Pulsed-Field Electron-Ion Imaging

This chapter presents a newmethod of extracting and velocity-mapping both the ions
and electrons resulting from photoionisation onto a single detector in each acquisi-
tion cycle. It is demonstrated that it is possible to maintain a high velocity resolution
using this approach through the simultaneous imaging of the photoelectrons and
photoions resulting from the (3+ 2) resonantly enhanced multi-photon ionisation of
Br atoms produced following the photodissociation of Br2 at 446.41nm. Pulsed ion
extraction represents a substantial simplification in experimental design over conven-
tional photoelectron-photoion coincidence (PEPICO) imaging spectrometers and is
an important step towards performing coincidence experiments using a conventional
ion imaging apparatus coupled with a fast imaging detector. The performance of the
PImMS camera in this application is investigated, and a new method for the deter-
mination of the photofragment detection efficiencies based on a statistical fitting of
the coincident photoelectron and photoion data is presented.

4.1 Introduction

In many cases it is useful to detect both the photoelectrons and photoions resulting
from a chemical process. The electrons often carry with them a wealth of comple-
mentary information relating to the dynamics of the processes under investigation
and the electronic states from which they are ejected. Photoelectron-photoion coin-
cidence (PEPICO) spectroscopy has proven an invaluable experimental tool, finding
applications in fields as diverse as photoionisation [1–3], molecular photodissocia-
tion [4, 5], and measurements of molecular chirality [6]. A particularly interesting
application of PEPICO is realised when time-resolved measurements on an ultra-
fast timescale are pursued using pump-probe techniques. Time-resolved coincidence
imaging spectroscopy (TRCIS) involves the measurement of the fully correlated ion
and electron momenta as a function of time, often affording a view of reactivity from
the perspective of the molecule [7, 8].

© Springer International Publishing Switzerland 2016
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A number of experimental techniques have been developed to simultaneously
image photoions and their associated photoelectrons in coincidence [9–15]. The term
‘simultaneous’ is used here to mean the imaging of more than one species in a given
acquisition cycle, such as that initiated by an photoionising radiation pulse. Despite
the apparent diversity in techniques employed, a common theme linking the various
approaches is that the photoelectrons and photoions are imaged on separate detec-
tors. Although this would seem to be a logical corollary of the fact that the ions and
electrons possess charges of opposite polarity, and that the method of their extraction
generally proceeds through focussing by electric and/or magnetic fields, there are a
number of non-trivial disadvantages associated with this method. In addition to the
extra financial and spatial cost of building an apparatus equipped with two separate
detectors, such arrangements have been shown to complicate the layout of the ion
optics to accommodate fragments travelling in opposite directions towards separate
detectors. Furthermore, as both the photoions and photoelectrons are focussed onto
their respective detectors using the same set of extraction potentials, it is often nec-
essary to compromise on image size, and therefore on image resolution, if the kinetic
energy differences of the photoelectrons and photoions are significant. Experiments
using pulsed extraction potentials have been developed that address this issue [12],
with the most recent experiments demonstrating that it is possible to extract both the
photoelectrons and photoions onto a single detector within each experimental cycle
[16]. The work presented in this chapter demonstrates that it is possible to simultane-
ously image, with a high velocity resolution, both the photoelectrons and photoions
on a single imaging detector during each acquisition cycle. The implication is that,
with minor modifications, a conventional ion imaging apparatus equipped with a
fast imaging detector has the potential for use as an effective photoelectron-photoion
coincidence (PEPICO) imaging spectrometer, thereby removing the requirement for
a dedicated apparatus for performing such experiments.

The method employed exploits the vastly different masses of the photoelectrons
and the positively charged photoions. On each acquisition cycle, the extraction poten-
tials of a standard time-of-flight ion imaging experiment are initially set to effect
velocity-mapping of the photoelectrons. Once the photoelectrons have entered the
field-free flight tube, the polarity and magnitudes of the optics are switched on a
short timescale (∼40 ns) by commercially available MOSFET switches (Behlke) in
order to image the photoions. During the time taken for the electrons to enter the
field-free region (5–10ns) the ion trajectories are perturbed by only a small amount
by the electron extraction fields, and may be subsequently velocity-mapped onto the
detector with a high velocity resolution. The principle is illustrated in Fig. 4.1.

Whilst recent experiments by Lehmann et al. [16] have demonstrated the principle
of pulsed ion/electron extraction using a fast imaging detector, the ion images were
considered uninteresting due to their unstructured nature and only the time-of-flight
information from the ion signals was analysed in detail. In this work, the simulta-
neous velocity-map imaging of both photoelectrons and photoions is demonstrated,
representing a substantial increase in the information content of the data recorded.
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Fig. 4.1 Illustration of the principles of pulsed extraction. The voltages of the ion optics are initially
set to effect electron extraction. After a short time (∼10 ns) the electrons enter the field-free drift
region and the potentials on the ion optics may be switched on a short time scale (∼40 ns) to effect
velocity-mapping of the ions. Images of both the photoelectrons and photoions are recorded using
the PImMS camera on each acquisition cycle

4.2 Simulations

To investigate the feasibility of pulsed electron-ion extraction, simulations were
undertaken using the SIMION 8.0 ion trajectory modelling package. Simulations
were performed to investigate the performance of the fast switching extraction
method over a range of ion masses and to investigate the effect of the electrode
rise times on the velocity-mapping resolution. Two different electrode arrangements
were investigated, both of which are shown schematically in Fig. 2.2. The first set-up,
shown in Panel A of Fig. 2.2, and from here onwards referred to as configuration A,
consists of a repeller, extractor and two grounded electrodes, as is typically used
for crush velocity-map imaging experiments. The second ion optic set-up, referred
to here as configuration B, is typical of that used in dc slice imaging experiments
[17] and includes an additional focussing lens in place of the first grounded elec-
trode, as shown in Panel B of Fig. 2.2. In both cases, the field-free flight tube extends
620mm beyond the final grounded electrode, as is the case in the Oxford VMI spec-
trometer. During normal operation, using static extraction potentials, the optimum
electrode potentials were found to be VR : VE = 1 : 0.74 for configuration A, and
VR : VE : VS = 1 : 0.8855 : 0.7750 for configuration B, where VR , VE , and VS refer
to the voltages applied to the repeller, extractor, and slice electrodes, respectively,
as labelled in Fig. 2.2. The electrode potentials were modelled as a function of time,
explicitly of the form

V (t) =
{

Vi , t < ts,

Vi + (V f − Vi )(1 − exp[−(t − ts) ln(100)/tr ]), t ≥ ts,
(4.1)

http://dx.doi.org/10.1007/978-3-319-24517-1_2
http://dx.doi.org/10.1007/978-3-319-24517-1_2
http://dx.doi.org/10.1007/978-3-319-24517-1_2
http://dx.doi.org/10.1007/978-3-319-24517-1_2
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where Vi and V f are the initial and final electrode voltages, respectively, t is the
flight time of the ions, as measured from the instant of their creation, and ts and
tr are the switch time and rise time respectively, where the switch time is the time
at which the electrode potentials are initially pulsed, and the rise time is the time
it takes for the potentials to rise through 99% of the range (V f − Vi ). For all the
simulations presented here, ts was set to 20ns after the formation of the ions as
this was found to be more than sufficient for the photoelectrons to be extracted well
into the field-free flight tube and is readily achievable from a practical standpoint.
The ions were generated halfway between the repeller and extractor electrodes in a
cigar-shaped three-dimensional Gaussian distribution, with a standard deviation of
0.4mm along the laser propagation axis (perpendicular to the time-of-flight axis)
and 0.2mm in the remaining two orthogonal directions. The ions were formed with
a kinetic energy of exactly 0.4eV, with the velocities distributed isotropically in the
plane perpendicular to the time-of-flight axis. In all of the simulations, the initial
repeller electrode voltage, VR,i , was set to either −2 or −5kV, with the final repeller
electrode voltage, VR, f , set to +2kV in all cases. The initially negative extraction
potentials effect the velocity-map imaging of the photoelectrons, whereafter the ions
are extracted following the pulsing of the electrode voltages.

Due to the large number of parameters that define each simulation, it is neither
practical nor feasible to provide a comprehensive review of the performance of
the pulsed extraction technique. Furthermore, the simulations presented here are
limited to two basic electrode arrangements, with the optimisation of the ion optics
a formidable challenge in its own right. For these reasons, these simulations are
intended as a guide to illustrate some of the principles that may be of interest to
the experimentalist intending to implement such a strategy, and are not meant as a
comprehensive overview of the capabilities and limitations of pulsed electron-ion
extraction.

Dependence on Rise Time

Figure 4.2 presents the results of ion trajectory simulations investigating the velocity-
mapping performance of pulsed ion extraction over a range of rise times, tr . In the
results presented here, the velocity-mapping performance is characterised by the
standard deviation of the radius (σr ) of the ion impacts on the detector over 5000
ion trajectories, giving a standard error of 1% (1 σ ) for each data point. Perfect
velocity-mapping is expected to yield a value of σr =0, as each velocity maps onto
a single impact radius in this case.

Panels (a) and (b) of Fig. 4.2 plot σr against tr for ions carrying a single positive
charge of mass 10, 20, and 40Da for ion optic configurations A and B, respectively.
The simulations were performed using VR,i =−5kV and VR, f =+2kV, with the
potentials applied to the remaining electrodes independently optimised in each case
to effect the most accurate velocity-mapping of the ions and electrons. Only the data
corresponding to the velocity-mapping of the ions are shown, as the trajectories of the
electrons are unaffected by the use of pulsed extraction, having entered the field-free
flight tube before the electrodes are pulsed. At short rise times, the velocity-mapping
performance upon pulsed extraction is either competitive with, or an improvement
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(a) (b)

Fig. 4.2 Results of simulations investigating the effect of the electrode rise time on the velocity-
mapping performance of the pulsed ion-electron extraction method. Panel a plots the results for
electrode arrangement A, whereas Panel b plots the results for electrode arrangement B. In both
cases, the results of simulations for ions of mass 10, 20, and 40Da are plotted. The horizontal
broken red lines indicate the velocity-mapping performance when using static extraction potentials.
See text for further details

over, that achievable using static extraction voltages (broken red lines) using the same
electrode configurations. As the rise time is progressively increased, the velocity-
mapping performance of the apparatus improves in both cases, with the effect being
most marked for ions of lower mass. At long rise times, the velocity-mapping res-
olution of the 10Da ions begins to degrade, as witnessed by the increasing value
of σr .

This behaviour may be understood by considering the trajectories of the ions dur-
ing pulsed extraction. Initially, the ions will be drawn towards the repeller electrode
under the influence of the electron extraction potentials. Upon pulsing, the extrac-
tion field is reversed in polarity and the ions are accelerated towards the detector.
As the rise times are increased the ions travel closer to the repeller electrode before
eventually being extracted towards the detector. As a consequence, the ions traverse
an extended flight path during extraction using pulsed fields, allowing for a more
precise manipulation of the ion trajectories, and therefore a more accurate velocity-
mapping. However, as the rise time increases further, the ions travel too close to
the repeller electrode and their trajectories are perturbed by the unevenness in the
extraction field caused by the small (2mm) aperture in the center of the plate, which
causes a detrimental effect on the velocity-mapping performance. As the lighter ions
are accelerated faster than heavy ions by a given potential gradient, this effect is
observed for the ions of mass 10Da before it is observed for those of 20 and 40Da.
Since the gradient of the extraction field of configuration A is steeper than that of
configuration B for a given VR , the timescales over which these effects manifest
themselves are shorter when the apparatus is equipped with the crush imaging elec-
trode arrangement. Crucially, however, the data presented in Fig. 4.2 demonstrate
that the rise times afforded using commercially available high voltage switches (25–
50ns) fall comfortably within the range required to achieve simultaneous imaging
of photoelectrons and photoions. Furthermore, the velocity-mapping resolution is
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shown to be comparable to, and in some cases an improvement over, that achievable
using static extraction potentials.

Dependence on Ion Mass

The effect of varying the mass of the ions is, in many ways, analogous to varying
the rise times. This may be understood by considering that the trajectory of a heavier
ion will be perturbed to a lesser extent by an electric field in a given time than will
that of a lighter ion under the same conditions. This is equivalent to the heavier ion
experiencing a shorter rise time than the lighter ion for a given extraction potential.
The difference, however, is that during a given experimental cycle there will be only a
single rise time, whereas there may be many ions of different mass, all of which must
be imaged simultaneously and with an acceptable velocity resolution. It is therefore
important to investigate how pulsed electron-ion extraction performs over a range of
ion masses for a given set of extraction potentials.

Panel (a) of Fig. 4.3 plots σr for various ion masses when using electrode con-
figuration A, with VR,i =−2kV, VR, f =+2kV, and a rise time of 50ns. The results

(a) (b)

(c) (d)

Fig. 4.3 Results of simulations investigating the effect of the ion mass on the velocity-mapping
performance of the pulsed ion-electron extraction method using various extraction voltage ratios.
Panels a and b plot the results of simulations performed using electrode arrangement A, whereas
Panels c and d plot the results of simulations performed using electrode arrangement B. The
horizontal broken red lines indicate the velocity-mapping performance when using static extraction
potentials. See text for further details
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demonstrate that, for a given ion mass, it is possible to optimise the extraction poten-
tials to achieve a velocity resolution superior to that obtainable using a static extrac-
tion field, which is consistent with the data presented in Fig. 4.2a. The improvement
is most marked for lower masses, which is analogous to the trend observed upon
increasing the rise times, where a longer rise time corresponds to a lower mass
in this case. Figure4.3a also plots the velocity-mapping performance over a range
of masses for three different extractor electrode voltages (VE, f ), optimised for the
velocity-mapping of ions of mass 8, 16, and 32Da, with VE, f set to 1482, 1483,
and 1485V, respectively (compared to 1480V when using static extraction fields).
The results show that it should be possible to simultaneously velocity-map ions over
a range of masses during a single acquisition cycle, with the possible exception of
very light ions (≤6Da), depending on the mass range required. This limitation is
largely overcome, however, when electrode configuration B is used, as demonstrated
by the results presented in Panel (c) of Fig. 4.3. In this case, the optimised extraction
voltages are identical for all masses, and are in fact the same as those used when
using static extraction potentials. The relative insensitivity of electrode configuration
B to the introduction of pulsed ion extraction is a consequence of the more conserv-
ative extraction field gradient in the vicinity of the laser interaction region, causing
a smaller perturbation to the ion trajectories during the electron extraction phase.

Panels (b) and (d) of Fig. 4.3 investigate the effect of increasing the strength of the
electron extraction fields on the velocity-mapping performance of the ions. In these
simulations, VR,i was set to −5kV, representing a 2.5-fold increase on the electron
extraction field strength. Viewed from an alternative perspective, the increase in the
field strength has a similar effect to reducing the mass of each ion by a factor of 2.5,
which accounts neatly for the trends observed in the simulations. The data presented
in Panel (b), which plot σr as a function of ion mass when using the higher electron
extraction field and electrode configuration A, display a similar behaviour to those
in Panel (a), with the dependence on ion mass scaled by a factor of 2.5. Additionally,
the extractor voltages required to effect perfect velocity-mapping differ slightly from
those required when VR,i is set to −2kV. These small differences are explained by
considering that the ion extraction voltages remain identical to those used previously
and are not increased in magnitude, unlike those used to extract the electrons. The
practical implication of this behaviour is that it becomes more difficult to effect
accurate velocity-mapping over a broad range of ion masses using a single set of
extraction potentials, with the range of masses over which a given voltage ratio is
suitable becoming narrower as the electron extraction field is increased. Furthermore,
the accurate velocity-mapping of very light ions (below 4Da) becomes problematic,
as these ions either travel too close to, or impact on, the repeller electrode during
the electron extraction phase. However, despite these limitations, the independently
optimised velocity-mapping resolution for ion masses of ≥5Da is improved upon
implementing pulsed extraction, satisfying the requirements when ions of only a
single mass must be imaged in coincidence with the associated photoelectrons.

The results presented in Panel (d) illustrate that when the apparatus is equipped
with electrode configuration B the use of a higher electron extraction field is tolerated
far more favourably by the ions, due to the more conservative potential gradient
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within the vicinity of the laser interaction region. All but the very lightest ions may
be accurately velocity-mapped using a single set of electrode potentials, satisfying
the requirements of the vast majority of PEPICO applications.

In summary, the performance of the pulsed extractionmethod is clearly dependent
on the geometry of the electrodes, the rise times, and the extraction potentials used.
However, the simulations presented here have shown that it should be possible to
achieve velocity-mapping with an accuracy comparable to, and in some cases supe-
rior to, that obtainable using identical experimental apparatus under conventional
velocity-mapping conditions. Furthermore, many of the values discussed above are
comparable to the pore spacings of MCP detectors and are therefore of little to no
practical significance. The simulations also suggest that it should be possible to
design ion optics capable of fulfilling the requirements of a wide range of PEPICO
experiments. In general, the use of a conservative extraction field is advantageous in
pulsed ion-electron extraction applications.

4.3 Experimental Images

In light of the promising ion trajectory simulation results, experiments were per-
formed to test the feasibility of the approach under laboratory conditions. The exper-
imental apparatus used has been described in detail in Sect. 2.2. The ion optics
arrangement employed was the same as that shown in Fig. 2.2a, and consisted of
a repeller, extractor, and two grounded electrodes. Importantly, the potentials on
the repeller and extractor electrodes required for velocity-mapping were supplied
through two independent high-voltage MOSFET switches (Behlke; HTS 121, 12kV,
30A) so that the polarity and magnitude of the extraction field may be switched on a
short timescale (∼40 ns). Images of the photoelectrons and photoions produced fol-
lowing the photodissociation of Br2 at 446.41nm [18] were used to test the feasibility
of the pulsed extraction method. Briefly, ground state (X1�+

g ) molecular bromine
is dissociated via a single photon transition at 446.41nm to either the A3�u(1u)

or B3�u(0+
u ) electronically excited states, resulting in dissociation to Br+Br and

Br+Br∗, respectively (where Br∗ refers to electronically excited bromine atoms in
the 2P1/2 state). The ground state (2P3/2) Br photofragments are subsequently ionised
via a (3+2) resonantly enhanced multiphoton ionisation (REMPI) transition at the
same wavelength to form the ground state ions in a variety of energetically excited
states (3PJ , 1D2).

The photodissociation of molecular bromine at 446.41nm is an attractive system
for the purposes of testing the pulsed extraction technique for a number of reasons.
Firstly, both dissociation and subsequent ionisation of the atomic photofragments
occur at the same wavelength. This is advantageous as the overlap of the pump and
probe laser pulses is necessarily perfect, since they are provided by the same laser
system, removing any potential for inconsistencies in the images caused by poor
laser beam alignment. A further advantage is that the ionisation is via a REMPI

http://dx.doi.org/10.1007/978-3-319-24517-1_2
http://dx.doi.org/10.1007/978-3-319-24517-1_2


4.3 Experimental Images 79

process at a relatively long wavelength, and hence low energy. The combination of
resonant enhancement and low photon energy make the process very selective, with
ionisation of other species by different processes very unlikely. This is particularly
important for the determination of the detection efficiencies of the photofragments, as
described in Sect. 4.4, but it is also advantageous for maintaining the consistency of
the ion and electron images between acquisitions. Furthermore, the ion and electron
images consist of well-resolved, narrow rings, providing an accurate measure of the
velocity-mapping resolution.

The correct pulsing time was determined using an iterative procedure. The Behlke
switch trigger pulse was initially set to a time some tens of nanoseconds before the
Q-switch of the Nd:YAG laser system. The trigger delay was then increased in 5ns
increments using a delay generator (Quantum Composer, 9520 series), while the
photoelectron image was monitored in real-time. At the first signs of distortion in the
photoelectron image, the delay was stepped back by approximately 10ns to ensure
that the photoelectrons were extracted well into the field-free flight tube before the
ion optics were pulsed.

When using pulsed extraction it is often necessary to reoptimise the velocity-
mapping voltages used to extract the ions. In this case it was found that the extractor
plate voltage required for velocity-mapping shifted by 10V, from 1485V without
pulsing to 1495V when using pulsed extraction. This small difference is broadly in
accord with the ion trajectory simulations presented in Sect. 4.2.

4.3.1 CCD Images

In order to accuratelymeasure the effect of pulsed extraction on the velocity-mapping
capabilities of the apparatus, a high-resolution CCD camera (Photonic Science,
576 × 768 pixels) was used to record images of both the photoelectrons and pho-
toions. Representative photoelectron and ion images, obtained using both static and
pulsed extraction fields and acquired with the Photonic Science CCD camera, are
presented in Panel A of Fig. 4.4. The images were necessarily recorded on separate
acquisitions due to the low frame rate of the CCD camera. The ion images contain
contributions from both the 79Br and 81Br isotopes. The repeller electrode potential
was set at −5kV for imaging of the photoelectrons and +2 kV for the photoions.
The images obtained represent an improvement in the resolution achieved previously
[18], and provide a useful benchmark against which to measure the success of pulsed
extraction ion-electron velocity-map imaging. The ion images consist of two sharp
rings, with the inner ring corresponding to production of Br+Br∗ via the B3�u(0+

u )

electronic state, and the outer ring corresponding to dissociation via the A3�u(1u)

electronic state, resulting in the production of Br+Br. The contrasting anisotropies
of the two rings reflect the different symmetries of the A and B electronic states.
The photoelectron images consist of four sharp rings, corresponding to ionisation
of ground state bromine atoms to form ions in the 1D2 and 3PJ electronic states, as
identified by the comb above the photoelectron speed distribution shown in Panel C
of Fig. 4.4.
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Fig. 4.4 a Images of the ions and electrons produced following the photodissociation of Br2 at
446.41nm, extracted using either static or pulsed fields and recorded using the high-resolution CCD
camera. b Speed distributions and anisotropy parameters extracted from the ion images presented
in a. c Speed distributions and anisotropy parameters extracted from the electron images presented
in b

The two sets of images presented in Panel A of Fig. 4.4, acquired using pulsed
and static extraction fields, appear very similar, with the two sets of images practi-
cally indistinguishable from one another. Furthermore, both the speed distributions
and anisotropy parameters, obtained using the pBASEX algorithm and presented in
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Panels B and C of Fig. 4.4, are in excellent agreement. The velocity-mapping condi-
tion appears to have been fully satisfied, with the velocity resolution of the ion image
obtained with switching comparable to that obtained by conventional means.

4.3.2 PImMS Images

In order to capture images of both the photoelectrons and photoions on each acqui-
sition cycle, it was necessary to replace the high-resolution CCD camera with a fast
imaging device, in this case the PImMS1 camera. Since the ions are detected with a
lower efficiency than the photoelectrons, due to their higher mass and lower kinetic
energy, the voltages applied to the detector were pulsed slightly higher between
the arrival of the electrons and ions in order to equalise the gain achieved for both
species. For the photoelectrons, the detector was operated with 900V applied across
each MCP and 2500V between the back face of the MCPs and the phosphor screen.
For the detection of ions, the voltage applied across each MCP was increased to
950V. At the time of acquisition, the clock cycle of the PImMS camera was limited
to 25ns. However, this time-resolution was easily sufficient to resolve not only the
ion and electron images, but more impressively the two bromine isotopes, 79Br and
81Br. Figure4.5 presents the time-of-flight spectrum, and ion and electron images
recorded using the PImMS camera, demonstrating the concurrent acquisition of both
the electrons and ions on a single detector with a good velocity-mapping resolution.

Whilst the PImMS camera significantly enriches the data available, the prototype
PImMS1 sensor suffers from a relatively modest pixel resolution when compared to
conventional CCD cameras. Figure4.6 compares the ion and photoelectron images
and associated parameters extracted using the pBASEX algorithm, as recorded using
both the PImMS and CCD cameras. It should be noted that when these images were
acquired the PImMS calibrationwas not sowell implemented as it is now. As a result,

e–

79 +Br 81 +Br

Fig. 4.5 Time-of-flight spectrum and images recorded using the PImMS camera and pulsed extrac-
tion of the ions and electrons
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Fig. 4.6 Images of the electrons (a) and ions (b) produced following the photodissociation of Br2 at
446.41nm, extracted using pulsed fields and recorded using either the high-resolution CCD camera
or the PImMS camera. The associated speed and anisotropy parameters, extracted from the images
using pBASEX, are plotted below the images. The anisotropy parameters have beenweighted by the
normalised speed distributions in order to enhance the important features. The parameters extracted
from the CCD camera have been rescaled to overlay with those extracted from the PImMS camera
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the ion and electron images recorded using the PImMS camera contain some sys-
tematic artefacts due to the varying pixel-to-pixel sensitivity of the sensor. However,
notwithstanding these limitations, the images are generally in very good agreement,
with themajor features of the images reproduced by both cameras. Perhaps unsurpris-
ingly, themore limited resolution of the PImMScamera compared to the conventional
CCD camera has led to a decreased velocity resolution in both the ion and electron
images. In the photoelectron image, this has resulted in the two closely spaced peaks
at a radius of approximately 27 pixels (corresponding to ionisation of ground state
atomic bromine to ions in the 3P0 and 3P1 electronic states) becoming unresolved
in the PImMS speed distribution. The two peaks are, however, still distinguishable
through their anisotropy parameters, with the β4 coefficient changing sign within the
band. That the general agreement between the two data sets is good demonstrates
that for many imaging purposes the resolution of the prototype PImMS1 sensor is
sufficient to extract meaningful and scientifically pertinent information.

4.4 Measurement of the Detection Efficiency

The concurrent detection of both the photoelectrons and photoions resulting uniquely
from a single photochemical process provides a useful opportunity to measure the
efficiencies with which both photofragments are detected experimentally. The detec-
tion efficiencies of the photoions and photoelectrons may be determined through a
statistical analysis of the shot-by-shot experimental data recorded using the PImMS
camera, as follows.

Within each laser shot there will be a discrete number of photoionisation events,
NE. For a given NE and a known detection probability, the number of photoions
and photoelectrons detected within a single acquisition cycle may be described by a
binomial probability distribution:

Bin(ni, ne; NE, Pi, Pe) =
(

NE

ni

)
Pni
i (1 − Pi)

NE−ni (4.2)

×
(

NE

ne

)
Pne
e (1 − Pe)

NE−ne , (4.3)

where ni and ne are, respectively, the number of detected ions and electrons, and Pi
and Pe are their respective detection probabilities. Over a large number of acquisition
cycles, the probability of detecting ni ions and ne electrons is given by

P(ni, ne; Pi, Pe) =
∑

NE

f (NE) × Bin(ni, ne; NE, Pi, Pe), (4.4)

where f (NE) is the probability of NE events occurring within a single acquisition
cycle. From the experimental data, the ratio of the detection efficiencies, Pi/Pe, may
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be determined from the ratio of the number of ions and electrons detected, Ni/Ne.
The unknown quantities are the absolute detection efficiencies, Pi and Pe, and the
event frequency distribution, f (NE). By fitting Eq.4.4 to the experimental data it is
possible to determine the form of f (NE) and the values Pi and Pe.

Thefittingof the experimental data toEq.4.4was achievedbybothglobal and local
fittingmethods. The global fitting procedure employs a genetic algorithm to optimise
a set of (NE,max + 2) coefficients, one describing theweighting of each term inEq.4.4
and a further two parameterising the values of Pi and Pe. This fitting procedure
outputs a single, minimised set of coefficients, but does not provide any information
on the shape of the parameter space. Therefore, a second, local fitting procedure
was used in which the values of Pi and Pe were fixed, and a genetic algorithm was
used to optimise the weighting of each term in Eq.4.4. As the ratio of the detection
efficiencies is known from the experimental data, by trialling different detection
efficiencies and recording the converged best-fit on each occasion, a representation
of the parameter space may be determined.

The results of fitting Eq.4.4 to experimental data taken using the PImMS camera
are presented in Figs. 4.7 and 4.8. Panels (a) and (b) of Fig. 4.7 plot, respectively,
the experimentally observed and the fitted probability (P(ni, ne)) of observing a
given number of electrons (ne) and ions (ni) in each laser shot. The agreement
between the experimental and fitted distributions is so close as tomake the two almost
indistinguishable. Panel (c) plots the residuals between the fit and the experimental
distribution, illustrating that there is, in fact, a small difference between the two
distributions. The pattern of the residuals suggests that the true distribution is offset
slightly along the vertical axis (ne) and has a slightly lower gradient than the fitted
distribution. This effect suggests that there is a small amount of background electron
signal not belonging to Br+ ions in the electron images, causing an imperfect fit
of the data. This effect, however, is small and should not significantly affect the
accuracy of the parameters extracted from the analysis. Figure4.8 plots the results of
both the local and global fitting routines. The local fitting points form a well-defined
curve with a single minimum, representing the optimal detection efficiency of the
electrons. The points are fitted to a polynomial curve (N = 8), with a minimum at
43.5% (41.2% for the ions). The global fitting returned a value of 43.6± 0.06% for
the electron detection probability (41.3% for the ions), represented by the broken

(a) (b) (c)

Fig. 4.7 Panels a and b show the experimental and fitted f (ni, ne) distributions. Panel c plots the
residuals between the fit and the experimental data
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Fig. 4.8 The results of the local and global detection efficiency fitting procedures. The black
points are the minimised sum of residual squares achieved for each detection efficiency using the
local fitting method, with the error bars representing the 2σ uncertainty. The broken blue curve is
a polynomial fit to the data. The vertical green line represents optimised detection efficiency as
determined by the global fitting procedure, with the green shading representing the 2σ error

green vertical line in Fig. 4.8d. That the global and local fitting methods are in such
close agreement is encouraging. Furthermore, the absolute values are physically very
plausible, given the open area ratio of theMCPs (55.4%) and the use of high voltages
on the detector to achieve high gain. It should be noted that the open area ratio of
the MCPs generally represents the upper limit of the detection efficiency as charged
particles must enter a pore in order to be detected. In this case the MCPs were
obscured by a fine nickel mesh (95% transmittance), reducing the effective open
area to 52.6%. The average value of the global and local fitting methods of 43.55%
represents 83.1% of this effective open area ratio, suggesting that the PImMS camera
is capable of recording events on the phosphor screen with a very high efficiency.
This is particularly important in coincidence spectroscopy, where a high detection
efficiency is desirable in order to maximise the number of genuine coincidences that
are recorded.

4.5 Discussion

The work presented in this chapter has demonstrated that it is possible to extract and
velocity-map both the ions and electrons produced following photoionisation onto a
single detector in each acquisition cycle. The implication is that, with minor modifi-
cations, a conventional ion imaging apparatus equipped with a fast imaging detector,
such as the PImMS camera, has the potential for use as an effective photoelectron-
photoion coincidence (PEPICO) imaging spectrometer. Additionally, through the



86 4 Pulsed-Field Electron-Ion Imaging

concurrent detection of both the photoelectrons and photoions resulting from the
photodissociation of molecular bromine at 446.41nm and a statistical fitting of the
data, the experimental detection efficiencies of the electrons and ions have beenmea-
sured. The absolute detection efficiencies measured suggest that both the ions and
electrons are detected with a relatively high probability, implying that the PImMS
camera is ideally suited to the measurement of coincidences or correlations between
photofragments.
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Chapter 5
Principles of Coulomb Explosion Imaging

This chapter introduces the concept of Coulomb explosion imaging (CEI), which is
central to the work presented in Chaps. 6 and 7. The important principles upon which
the technique is based are described, and the current capabilities and limitations of
such experiments are discussed in the context of recent work.

5.1 Background and Motivation

The rapid development of the field of femtochemistry over recent years has rev-
olutionised the study of molecular dynamics. A tantalising prospect is that of the
‘molecular movie’, in which the detailed structure of a chemical system is recorded
as the reaction unfolds. However, achieving this level of insight is not without its
challenges. It is a difficult undertaking to perform such measurements without sig-
nificantly perturbing the structure of the target system as a direct result of performing
the measurement itself. Furthermore, the structure of a molecular system represents
a substantial amount of information, with three coordinates describing the position
of each atom. Therefore, in order to determine the full structure of a molecule it is
necessary to record a data set rich in information content.

The recent development of X-ray free-electron lasers (XFELs) [1] has brought
closer the realisation of coherent diffraction imaging of non-crystalline materials on
an ultrashort timescale. These new X-ray sources are capable of delivering optically
coherent femtosecond pulses with a peak brilliance some nine orders of magnitude
higher than that of conventional synchrotron sources. It has been suggested that
these ultrashort, intense, and coherent light sources have the potential to generate
diffraction signals from individualmacromolecules on a femtosecond timescale, such
that all structural information is collected before radiation damage can occur [2, 3].

© Springer International Publishing Switzerland 2016
C.S. Slater, Studies of Photoinduced Molecular Dynamics
Using a Fast Imaging Sensor, Springer Theses, DOI 10.1007/978-3-319-24517-1_5

87

http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_7


88 5 Principles of Coulomb Explosion Imaging

This approach is known as ‘diffract before destroy’ and, if successful, holds much
promise for the fields of structural biology, materials science, and potentially chem-
ical dynamics. Although very much in its infancy (the world’s first XFEL facility,
the Linac Coherent Light Source in Stanford, was only commissioned in 2009),
promising proof-of-principle experiments demonstrating coherent diffraction imag-
ing of single nanoscale particles have already been performed [4–7]. These initial
successes have given rise to a new field of nanocrystallography on a femtosecond
timescale [8–10].

The feasibility of performing diffraction experiments on individual molecules is
still contentious and the subject of active study, with the timescales and mechanisms
of radiation damage being of critical importance to the success of this approach [10,
11]. Additionally, as the size of the molecules is reduced, the probability of scatter-
ing photons in sufficient numbers to yield meaningful diffraction images becomes
diminishingly small. For large biomolecules it may be possible to perform ultrafast
X-ray diffraction on individual target molecules, but this is unlikely to be a realistic
goal for smaller molecular systems, such as those of interest to the chemical dynam-
ics community. For these reasons, alternative strategies have been investigated in the
pursuit of the ultimate goal of deducing molecular structure on an ultrafast timescale.
At the forefront of these efforts lies Coulomb explosion imaging.

5.2 Coulomb Explosion Imaging

Femtosecond Coulomb explosion imaging (CEI) aims to provide structural infor-
mation of molecular systems on an ultrafast timescale through the investigation of
the fragmentation dynamics of highly charged molecular ions. The first stage of CEI
involves the rapid removal of several electrons from the target molecule, usually
using an ultrafast radiation source, to produce a multivalent ion in a highly charged
state. The resulting intramolecular Coulomb repulsion forces far outweigh the bind-
ing energy of this highly charged, unstable molecular ion, resulting in rapid break-up
into several fragment ions. Since the forces governing the process of molecular dis-
sociation are primarily Coulombic in nature, the dynamics of molecular dissociation
may be described, to a good approximation, using classical laws of motion in a
Coulomb potential.

Figure5.1 illustrates the main principles of CEI and its application to pump-
probe time-resolved studies of chemical dynamics. A non-stationary state is pre-
pared through excitation of the ground state wavefunction by a pump laser pulse at
time zero. The system is then allowed to evolve for some short time, �t , where-
after the wave packet is projected onto a Coulomb potential energy surface, typically
through rapid photoionisation, resulting in a Franck-Condon-type transition. Fol-
lowing ionisation, the system rapid dissociates into atomic or fragment ions. The
use of Coulomb explosion as a probe of molecular structure therefore depends upon
three main assumptions. Firstly, the process of ionisation from the neutral to the
highly charged molecular cation must occur on a timescale that is short compared to
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Fig. 5.1 Illustration demonstrating the principles of CEI when used in an ultrafast time-resolved
pump-probe experiment. The initial ground state wavefunction is pumped into some excited poten-
tial energy surface, yielding a non-stationary state. The system is then left unobserved for a short
time period, �t , during which time the initially prepared wave packet evolves. A probe laser pulse
then rapidly ionises the intermediate state to form a highly chargedmolecular ion. The transfer of the
wave packet onto a Coulomb potential energy surface results in prompt dissociation of the system
under the influence of electrostatic repulsion, yielding a number of fragment ions with velocities
characteristic of the intermediate geometry of the system immediately prior to Coulomb explosion

the dynamics of the Coulomb explosion process, such that the initial coordinates of
the atoms comprising the parent molecule are well-defined. Secondly, the potential
energy surface upon which dissociation occurs is assumed to be entirely Coulom-
bic in nature, and that the ions pursue classical trajectories according to Newton’s
laws of motion. Finally, it is assumed that the total charge of the molecular ion is
partitioned between the constituent atoms at the instant of ionisation, and that the
charges remain localised in this way throughout the Coulomb explosion. In this way,
the final, experimentally observed charges of the ions map directly onto the initial
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charge distribution in the nascent molecular ion. If significant charge redistribution
occurs on a timescale comparable to molecular break-up, the interpretation of the
dynamics becomes rapidly more complex. In general, if these conditions are satis-
fied, CEI may be considered a suitable probe of the molecular structure of the neutral
system immediately prior to Coulomb explosion.

5.2.1 Methods of Ionisation

5.2.1.1 High-Energy Photon Sources

The technique of CEI was first demonstrated by firing a fast beam of singly charged
molecular ions through a thin foil, stripping a large number of valence electrons from
the molecule on a timescale of approximately 100 as to yield highly charged, mul-
tivalent molecular ions [12, 13]. Following this, an alternative method of inducing
Coulomb explosion was developed that involves directing fast beams of atomic ions
at targets of neutral molecules to induce multiple ionisation followed by Coulomb
explosion [14]. However, the considerable interest in the development of time-
resolved experiments capable of recording the ‘molecular movie’ have led to the
development of optical means of inducing Coulomb explosion of neutral molecules
on an ultrafast timescale.

Typically, photoabsorption of a single photon up to an energy of approximately
30eV results in the removal of a single electron from the target system. However,
absorption of photons exceeding this threshold tends to result in double, triple, or
even higher order photoionisation as the dominant processes. For diatomic and tri-
atomic molecules, these relatively low charge states are often highly unstable with
respect to Coulomb explosion. Generation of photons of these energies is not within
the capabilities of conventional laser systems and other light sources are therefore
required. In the laboratory, fixed energy lines from atomic discharge lamps are capa-
ble of generating photons of up to about 50eV in energy [15]. However, in order to
achieve higher energies or tunable light sources it is necessary to use the output from
large scale synchrotron facilities [1, 16].

Generally, photoionisation using VUV or soft X-ray light sources depends on
core-hole formation followed by sequential ionisation through Auger-type cascades
to yield highly charged molecular ions. Recently, the availability of XFELs has made
multiphoton ionisation by high energy X-ray photons experimentally accessible.
Through high energymultiphoton absorption, the creation of multiple core vacancies
becomes possible, allowing higher charge states to be achieved through Auger-type
processes than is possible using conventional synchrotron radiation sources. Double
or multiple core-hole creation has been demonstrated for a wide range of target
species, ranging from isolated atoms [17–19] to diatomics [20–22] and rare gas
clusters [23], with charge states as high as 36+ observed for Xe atoms [19].

The Coulomb explosion of small molecular systems following multiphoton ioni-
sation by XFEL light sources has only just begun to be explored. The most recently
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reported work depends upon multiphoton absorption by a single atom of high mass
within a molecule, such as selenium or iodine, to yield highly charged molecular
ions following Auger-type cascade ionisation [24]. In these applications, the inclu-
sion of high-Z atoms is desirable due to the large absorption cross section of heavy
atoms, resulting in efficient multiphoton absorption and subsequent ionisation. Due
to the localisation of charge build-up on the high-Z constituents, the mechanism
of Coulomb explosion necessarily relies on some degree of charge redistribution
to the rest of the molecular environment prior to break-up, somewhat complicating
the dynamics of these processes. Measurement of the kinetic energies of the result-
ing ionic fragments reveals that the atomic nuclei are considerably displaced on a
timescale comparable to the ionisation process [24], which is further compounded
by the presence of local charge ‘hot spots’ in the vicinity of the high-Z constituents.
Furthermore, the timescales of ionisation are defined by the XFEL pulse duration
and the lifetime of the core-holes with respect to electronic relaxation through Auger
decay. In atomic systems, these lifetimes range anywhere from 10 as to tens of fs [25].
However, in molecular systems the processes of relaxation will be affected by the
local chemical environment, causing the lifetimes to differ from the values observed
for isolated atomic species [26, 27].

5.2.1.2 Optical Laser Systems

The use of synchrotron and XFEL light sources to induce Coulomb explosion in
highly charged molecules certainly has its advantages. Pulse durations as short as
a few femtoseconds are possible and excitation energies are well-defined. A par-
ticularly attractive feature of ionisation by high energy photons is that the related
absorption cross sections are insensitive to the relative molecular orientation with
respect to the polarisation of the ionising light source, thereby removing spatial
anisotropy effects that may complicate the interpretation of experimental data. How-
ever, despite these advantages, there are obvious impracticalities associated with
the use of such facilities. Due to the incredibly high cost and limited number of
synchrotron and XFEL light sources, beam time is severely restricted and highly
competitive. The logistics of transporting experiments large distances to operate for
short periods of time are far from trivial, and the pressures on time are necessarily a
cause of compromise.

The most widespread Coulomb explosion method relies, therefore, on irradiation
of neutral molecules by tabletop intense ultrashort laser pulses typically in the visible
or near infrared region [28–32], most commonly using the output of a Ti:Sapphire
laser system at around 800nm. These laser systems are capable of producing pulse
durations below 5fs [33], with peak intensities high enough to induce substantial
multiple ionisation almost universally. The use of ultrafast tabletop light sources
obviates the need for storage ring based radiation sources, and renders Coulomb
explosion possible for the vast majority of molecules in a conventional laboratory
environment. Importantly, the use of ultrafast optical lasers also enables timing of



92 5 Principles of Coulomb Explosion Imaging

the Coulomb explosion event such that studies of time-resolved dynamics become
possible through pump-probe measurements.

When Coulomb explosion is driven by ultrafast optical laser systems, the interpre-
tation of the fragmentation dynamics depends crucially on the ionising pulse duration.
The mechanism of ionisation proceeds via a sequential process, in which the charge
state of the molecule is gradually increased through the stepwise removal of valence
electrons. For small molecular systems, the removal of the first few electrons may
be sufficient to trigger Coulomb explosion, which proceeds on a potential energy
surface that is distorted by the ionising laser field. Depending on the pulse duration
and intensity, further electrons may be removed from the molecule on a timescale
comparable to the initial displacement of the atomic nuclei, potentially complicat-
ing the interpretation of the dissociation dynamics. Since ionisation in intense laser
fields is a highly non-linear process, it is likely that the time window within which
ionisation may occur will be far shorter than the actual pulse duration. Nevertheless,
if meaningful conclusions pertaining to the structure of the neutral molecule prior to
Coulomb explosion are to be drawn from the data, it is crucial that the pulse duration
is kept as short as possible. Commercially available tabletop Ti:Sapphire oscillators
are capable of generating pulses as short as 5 fs. However, during the amplification
phase these pulses are broadened significantly and must be recompressed back to
the original pulse length before they can be used effectively for CEI (as described in
Sect. 2.3.6).

Although it is necessary to limit the duration of the ionising laser pulse, it has
been experimentally observed that, even for pulse durations as long as 50 fs, precise
measurements of dissociating wave packets, or ‘picostructures’, are possible for
relatively heavy molecules such as I2 [32]. Furthermore, few-cycle optical laser
pulses of shorter than 10 fs in duration bring into reach to possibility of measuring
elements of molecular structure for even the lightest molecules with an accuracy
better than typicalmolecular bond lengths. Impressively, the evolution and recurrence
of vibrational wave packets of H2 [34] and D

+
2 [35] have been probed in remarkable

detail using pulse durations of 7 fs. Corkum and co-workers have also compared
the geometries calculated from CEI of D2O and SO2 using 8 and 40 fs laser pulses
at 800nm to the known ab initio structures and found a generally good level of
agreement [36]. While the absolute values determined through a fitting to classical
trajectory simulations were not in perfect agreement with the ab initio parameters,
the general structures of the molecules were reproduced on a scale of considerably
less than a molecular bond length, with the closest agreement observed when using
the shorter pulse duration.

5.2.2 Ionisation by Intense Laser Fields

Strong field ionisation by intense laser pulses differs substantially from conventional
multiphoton ionisation. Where the intensity of the ionising radiation source exceeds
∼1014Wcm−2, the laser field becomes comparable in strength to the Coulombic

http://dx.doi.org/10.1007/978-3-319-24517-1_2
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(a) (b) (c) (d)

Fig. 5.2 Illustration of the various ionisation schemes in intense laser fields for an atomic Coulomb
potential. The unperturbed potential is shown in a, where IP denotes the field-free ionisation poten-
tial, or binding energy. b–d illustrate the distortion of the Coulombic potential by the external
field, resulting in multiphoton, tunnelling, and over-the-barrier ionisation, respectively. See text for
further details

interaction between the electrons and the nucleus. The effect of the ionising radiation
can therefore no longer be considered using standard low-order perturbation theory,
and a new theoretical framework must be sought.

Whenever the energy of a single photon is much less than the binding energy of
the electrons, the process of photoionisation by intense laser fields may be divided
into three regimes: multiphoton ionsation, tunnelling ionisation, and over-the-barrier
ionisation. These three processes are illustrated schematically in Fig. 5.2. The three
regimes may be understood rather simplistically by considering the relative magni-
tude of the laser field compared to the ionisation potential of the atom or molecule.
If the external field is conservative compared to the binding energy of the electrons,
the process may be treated using higher order perturbation theory, and ionisation
proceeds via multiphoton absorption, as depicted in Fig. 5.2b. As the magnitude of
the external field is increased, the potential experienced by the electrons becomes
substantially deformed, lowering the barrier to ionisation sufficiently such that the
tunnelling of bound electrons into the continuum becomes the dominant mechanism
of ionisation. Eventually, when the external field becomes sufficiently strong, the
barrier to ionisation is reduced below the binding energy of the electrons, resulting
in over-the-barrier ionisation. An approximate indication of which of these three
mechanisms is likely to dominate is given by the Keldysh parameter [37]:

γ =
√

IP
2UP

, (5.1)

where IP is the field-free ionisation potential and UP is the ponderomotive energy of
the electron, defined as

UP = e2E2
0

4meω2 , (5.2)



94 5 Principles of Coulomb Explosion Imaging

where E0 and ω are the amplitude and angular frequency of the ionising radiation,
respectively. The ponderomotive energy represents the energy imparted to the elec-
tron due to the oscillating, or quiver, motion at the frequency of the laser. The value
of the Keldysh parameter may be used to infer the nature of ionisation in intense
laser fields. For situations in which γ � 1, multiphoton ionisation dominates. In
this case, either the binding energy far exceeds the magnitude of the external field or
the frequency of the oscillations is much faster than the tunnelling rate of the elec-
trons. In the case of γ � 1, strong field ionisation dominates, leading to tunnelling
and over-the-barrier ionisation.

The theory outlined above relies on two main assumptions: the quasi-static, and
single active electron (SAE) approximations. The quasi-static, or adiabatic approxi-
mation, assumes that the timescale of electron motion inside the atom or molecule is
much faster than the periodic oscillations of the electric field. The electrons are there-
fore considered to respond instantaneously to the electric field, in amanner analagous
to the well-known Born-Oppenheimer approximation [38]. The single active elec-
tron (SAE) approximation assumes that the laser field interacts with a single electron
in the potential well. In atomic systems, these conditions are easily met under most
conditions; the length scale of an atom is sufficiently short such that the electron may
traverse the potential well on a timescale far shorter than the period of the laser field,
and there are rarely accessible doubly excited electronic states below the ionisation
limit. The SAE description has therefore been exceptionally successful in describing
the behaviour of atoms [39, 40] and small molecules [41] in intense laser fields.

In the strong field ionisation of molecules, however, the adiabatic and SAE
approximations often fail to account for the observations of experiment. The original
Keldysh theory does not account for electron dynamics within the potential, assum-
ing an instantaneous response to the laser field. As the path length of delocalised
electron motion in conjugated systems lengthens, the timescales of electron motion
within the potential become comparable to the laser frequency, causing a break-down
of the quasi-static approximation. Furthermore, doubly excited states below the ion-
isation threshold are far more common in molecules than in atoms, particularly in
the case of extended conjugated systems, rendering the SAE approximation invalid.
As a result, where electron dynamics within the molecule become important, the
Keldysh parameter becomes meaningless, and a more complex treatment is required
based upon non-adiabatic multi-electron (NME) dynamics [42].

5.3 Molecular Alignment

The use of CEI to extract structurally pertinent information requires themeasurement
of the momenta of the ionic products of dissociation and their respective correlations
in order that the absolute configurationof the systemmaybedetermined.Thepredom-
inant method of achieving this has been the detection of the full three-dimensional
(3D) momentum vectors of all fragments from each individual dissociation event.
This is possible through the use of multiparticle 3D imaging detectors coupled with
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coincidence analysis [43–45]. The information content accessible through suchmea-
surement schemes is extremely high and has recently enabled the determination of
the absolute configuration of small chiral molecules [30]. However, there are limi-
tations on the suitability of detecting the full 3D velocities of the product photoions
when the structures of large, polyatomic molecules are to be measured. In these
cases, the time-of-flight spectra will often be highly congested, with a large number
of photofragments of different m/z arriving at the detector within a short time in
each acquisition cycle. The requirement to stretch each ion peak in time according
to the initial z-velocities of the photofragments renders the measurement of the full
3D velocities unsuitable as this unavoidably causes neighbouring peaks in the time-
of-flight spectrum to overlap, resulting in ambiguity in the chemical identity of each
ion detected. For this reason, in the experiments described in Chaps. 6 and 7 of this
thesis, laser-induced alignment of the target molecules was exploited to increase the
information content of two-dimensional photofragment velocity data.

5.3.1 Principles of Laser-Induced Alignment

The confinement of the spatial orientations of molecules using laser pulses was pro-
posed by Friedrich and Herschbach in 1991 [46] and involves the fixing of one or
more molecular axes in the laboratory frame using a linearly polarised non-resonant
electromagnetic field. In a non-aligned ensemble the spatial orientation of eachmole-
cule will be randomly distributed, as shown in Fig. 5.3a. Through the application of
non-resonant laser pulses, it is possible to induce either preferential alignment or
orientation of the molecules, where alignment and orientation have separate and
distinct definitions. In an aligned ensemble the primary axis of the molecules pref-
erentially lies parallel to some spatial vector, but the distribution remains symmetric
with respect to inversion with half the molecules pointing ‘up’ and half pointing
‘down’ (Fig. 5.3b). An oriented ensemble, on the other hand, has no such inversion
symmetry, with the molecules being both aligned and preferentially pointing in the

(a) (b) (c)

Fig. 5.3 Illustration of the differences between a non-aligned (a), aligned (b), and oriented (c)
molecular ensemble. See text for further details

http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_7
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same direction, as illustrated by Fig. 5.3c. While it is possible to induce orientation
of molecules using a combination of non-resonant laser irradiation and static elec-
tric fields [47], this was not exploited in the work described in this thesis and will
therefore not be explored in any further detail here.

Broadly, laser-induced alignment may be categorised according to the duration of
the pulse envelope into two regimes: adiabatic and non-adiabatic, as reported by Sei-
deman [48] and Friedrich et al. [49]. In the case of adiabatic alignment, the laser pulse
duration is long with respect to the molecular rotational period (τpulse > Trot) [50],
and the pulse envelope varies slowly with time. The method of action depends on the
anisotropic interaction of the induced dipole moment with the electric field vector
of the laser pulse. This interaction causes the mixing of the molecular rotational
quantum states, leading to the formation of pendular states directed along the laser
field polarisation axis [49, 51]. Conversely, non-adiabatic alignment results from
the use of laser pulses which are short compared to the natural rotational period of
the molecules (τpulse < Trot). Non-adiabatic alignment results from the propagation
of a rotational wave packet formed from a coherent superposition of several rota-
tional eigenstates, which causes transient and recurrent alignment of the molecular
ensemble.

In the experiments described in the following chapters, adiabatic alignment was
achieved through irradiation of the target molecules by the fundamental output
(1064nm) of a seeded nanosecond Nd:YAG laser, while non-adiabatic alignment
was observed following the application of a femtosecond ‘kick’ pulse to induce
torsional motion in substituted biphenyl derivatives, as reported in Chap. 7.

5.3.1.1 Adiabatic Alignment

The mechanism of adiabatic alignment depends on the interaction of the anisotropic
polarisability tensor of the molecules with the oscillating electric field of a non-
resonant laser pulse with a duration that is long compared to the characteristic rota-
tional period of the target molecules. This interaction results in the creation of direc-
tionally localised superpositions of the rotational eigenstates of the target molecules,
confining the most polarisable axis (MPA) of the molecules to be parallel to the laser
polarisation.

The electric vector of the alignment laser pulse is described in the time domain
by

E(t) = ε(t) cos (ωt), (5.3)

where ω is the frequency, and ε(t) is the time-dependent electric field vector,
given by

ε(t) = E0εε(t), (5.4)

http://dx.doi.org/10.1007/978-3-319-24517-1_7


5.3 Molecular Alignment 97

where E0 is themagnitude of the electric field, ε is a unit vector along the polarisation
axis, and ε(t) describes the temporal evolution of the pulse envelope. The induced
potential (Vind) experienced by amolecule in a laser field described by Eq.5.3will be,
to leading order, determined by the interaction of the polarisability and permanent
dipole moment of the molecule with the oscillating electric field. However, since
the electric field oscillates with a far higher frequency than the typical rotational
period of the target molecules, and the pulse duration is long (τpulse > Trot), the
interaction with the permanent dipole moment averages to zero [52]. In contrast,
the interaction with the polarisability of the molecule relies on the coupling of the
electrons, rather than the nuclear framework, to the oscillating field, resulting in a
non-zero contribution to the induced potential. If it is assumed that the polarisability
tensor of the molecule is diagonal in the same major axis system as the moment of
inertia, the laser-induced potential is given by

Vind(t) = −1

2

∑

i

αii|Ei (t)|2, (5.5)

where αii is the ii polarisability component with respect to the molecular frame.
Furthermore, in the limiting case where the evolution of the pulse envelope is slow
compared to the natural rotational period of the target molecules, the explicit depen-
dence of the rapid oscillations may be disregarded, reducing Eq.5.5 to

Vind(t) = −1

4
ε2(t)

∑

i

αii|E0,i (t)|2, (5.6)

where the additional factor of 1/2 results from the time average of cos2 (ωt). For a
molecule in a non-resonant laser field the total energy is given by

Ĥ = Ĥ0 + Vind, (5.7)

where Ĥ is the total Hamiltonian and Ĥ0 is the Hamiltonian in the absence of an
applied laser field. If the polarisability tensor is anisotropic in the molecular frame,
the value of Vind will depend on the spatial alignment of the molecule with respect
to the polarisation of the alignment laser pulse. Consequently, the laser field exerts
a torque on the molecules, guiding them towards the most energetically favourable
geometry, in which the interaction of the polarisability tensor with the oscillating
electric field is greatest. This results in alignment of the target molecules in the
laboratory frame, with the MPA aligned parallel to the major component of the
oscillating electric field. Thus, the alignment of themolecules in the laboratory frame
may be controlled through a manipulation of the polarisation axis of the electric field
vector of the alignment laser pulse.

A more detailed understanding of the mechanism of adiabatic alignment may be
sought by considering the relationship between the field-free rotational eigenstates
of the molecules and their counterparts in the presence of an oscillating laser field.
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Fig. 5.4 Sketch of the lowest lying field-free rotational states and field-dressed pendular states
for a linear molecule. The broken lines illustrate the adiabatic coupling between the field-free and
field-dressed states, demonstrating that the lowest lying rotational states correspond to the lowest
lying pendular states. The parameter θ refers to the angle between the MPA of the molecule and
the polarisation vector of the alignment laser field. The energies of the levels are not shown to scale
and the splitting of the near-degenerate pairs of pendular states has been enlarged for illustrative
purposes. The notation of the pendular states is given as J̃M , where J̃ is the rotational angular
momentum quantum number and M� is the projection onto the z-axis. Adapted from Ref. [53]

According to the adiabatic theorem, the slowly varying alignment pulse envelope
transfers each of the field-free rotational eigenstates to separate pendular states in
the presence of a rapidly oscillating electric field [54]. The pendular states may be
expressed as superpositions of the field-free rotational eigenstates and, in the case
of linear polarisation of the alignment pulse, correspond to librational motion of
the MPA of the molecules about the electric field polarisation vector. Figure5.4
illustrates the transfer of the field-free rotational eigenstates to the corresponding
pendular states for the case of a linear molecule. From this sketch, some important
principles of non-adiabatic alignment may be identified. Crucially, as a result of the
adiabatic approximation, the occupation of the pendular states is identical to the
initial rotational distribution. Since the lowest lying pendular states are the most
tightly confined in their librational motion, the initial rotational temperature of the
distribution is directly related to the degree of alignment that may be achieved for
a given field strength [55]. Furthermore, the degree of alignment will be greatest
when the perturbation of the field-free Hamiltonian is greatest, according to Eq.5.7.
Since the value of Vind depends on both the polarisability and the magnitude of the
alignment field strength, these parameters are crucially important in determining the
degree of alignment possible. In the case of the polarisability tensor, it is not only the
size, but also the relative magnitudes of the orthogonal components that determine
the overall degree of alignment, with a greater anisotropy in the polarisability leading
to a greater degree of alignment.

Adiabatic alignment has proved to be a very effective means of achieving highly
alignedmolecular ensembles [56].However, since alignment dependson thepresence
of the laser field, the dynamics of the system under investigation may be influenced
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somewhat as a result. This is an unavoidable consequence of the adiabatic coupling
of the field-free rotational eigenstates and the field-dressed pendular states. In the
absence of the external field, each of the pendular states is returned to their initial
field-free rotational states, at which point no alignment of the ensemble remains.

5.3.2 Non-adiabatic Alignment

Non-adiabatic alignment refers to the confinement of theMPAof the targetmolecules
in the laboratory frame using a linearly polarised laser pulse of short duration with
respect to the rotational period (τpulse < Trot). A correct theoretical description
of the mechanism of adiabatic alignment depends on a numerical solution to the
time-dependent Schrödinger equation [57, 58]. However, it is possible to explain
the process in a more intuitive sense, both quantum mechanically and classically,
without recourse to such detailed mathematics.

The quantum mechanical description involves the preparation of a non-stationary
state composed of a coherent superposition of rotational eigenstates through non-
resonant stimulated Raman transitions [48]. Transient time-dependent alignment
results from the periodic rephasing and dephasing of the rotational states compris-
ing the wave packet. This recurrent alignment allows the possibility of performing
experiments on aligned molecular ensembles in the absence of an external laser field.

A classical description of non-adiabatic alignment may be sought by considering
the induced angular momentum imparted to the molecules as a result of a short kick
pulse, which is known as the δ-kick model [59–61]. The salient result of this classical
model is that, for small angles, the induced angular velocities of theMPA towards the
linear polarisation vector of the non-adiabatic alignment pulse will be proportional
to the value of θ , where θ is the initial angle between the MPA and the electric field
polarisation vector. Therefore, at a certain time after the initial kick pulse, the MPA
of the molecules in the ensemble will transiently align parallel to the electric field
polarisation. The δ-kick model also correctly predicts that confinement of the MPA
will be strongest for an initially prealigned distribution, such that the value of θ is
already small and the above approximations become valid.

Non-adiabatic alignment is attractive primarily due to the recurrent nature of the
alignmentwhich allows for the possibility ofmeasuring properties ofmolecules fixed
in the laboratory frame in the absence of an external field. However, the degree of
alignment achievable through non-adiabatic means is not as good as that afforded by
adiabatic methods, either for the initial alignment or for the subsequent revivals.

5.3.3 3D Alignment

So far, the discussion has been restricted to confinement of the MPA of a molecule,
with the remaining orthogonal axes having free rotation in the plane perpendicular
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to the polarisation of the electric field. However, asymmetric top molecules have
complex 3D structures and all three axes must be confined if the molecule is to be
considered truly fixed in space. In the case of a rigid molecular framework, if two
orthogonal molecular axes are controlled, this necessarily implies the confinement
of the third. If this condition is achieved, the molecules may be considered to be 3D
aligned.

To achieve 3D confinement, the electric field must have two orthogonal compo-
nents. This may be achieved experimentally by a number of different schemes, using
either adiabatic laser pulses [62], non-adiabatic laser pulses [63], or a combination
of the two [64, 65]. Perhaps the simplest way of achieving 3D alignment is to use an
elliptically polarised adiabatic laser field. In this case the induced potential depends
on all three Euler angles, with a global minimum when the MPA and second most
polarisable axis (SMPA) are confined parallel to the major and minor components of
the electric field respectively [66]. Experimentally, 3D alignment using elliptically
polarised nanosecond laser pulses has been demonstrated for substituted benzene
rings [62, 67] and substituted biphenyl derivatives [68], and is the method employed
to achieve 3D alignment of the substituted biphenyl molecules in Chaps. 6 and 7 of
this thesis.

5.4 Summary

This chapter has introduced some of the important theoretical and experimental prin-
ciples upon which the technique of Coulomb explosion imaging, as presented in this
thesis, is grounded. While the Coulomb explosion dynamics of small molecules,
particularly diatomic and triatomic species, has received much attention over the
past couple of decades, comparatively little work has been targeted at understanding
the behaviour of larger systems under similar conditions. To this end, the following
chapter considers the Coulomb explosion dynamics of a substituted biphenyl mole-
cule by a tabletop femtosecond pulsed laser, investigating the relationship between
the structure of the parent molecule and the asymptotic recoil velocities of the frag-
ment ions. Chapter7 builds upon this work, using CEI to infer the instantaneous
value of the dihedral angle following torsional excitation of the molecule by a fem-
tosecond ‘kick’ pulse. This work demonstrates that it is indeed possible to use CEI
as a sensitive probe of molecular structure on an ultrafast timescale.
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Chapter 6
Investigations of Coulomb Explosion
Dynamics

This chapter demonstrates the application of the PImMS camera to laser-induced
Coulomb explosion imaging (CEI) of a substituted biphenyl molecule. The multi-hit
capabilities of the device allow the concurrent detection of individual 2D momentum
images of all ionic fragments resulting from the Coulomb explosion of multiple
molecules during each acquisition cycle. Correlations between the recoil directions of
the fragment ions are determined through a covariance analysis. In combination with
the ability to align the molecules in space prior to the Coulomb explosion event, the
experimental results presented in this chapter demonstrate that it is possible to extract
extensive information pertaining to the parent molecular structure and fragmentation
dynamics following strong field ionisation. Preliminary simulations of the Coulomb
explosion dynamics suggest that such an approach may hold promise for determining
elements of molecular structure on a femtosecond timescale, bringing the concept
of the ‘molecular movie’ closer to realisation.

The experiments presented in this chapter were performed at the University of
Aarhus in collaboration with Prof. Henrik Stapelfeldt and his research group.

6.1 Introduction

As discussed in the preceding chapter, CEI using tabletop femtosecond laser systems
in the visible or near-IR has shown much promise for the determination of molecular
structure on an ultrafast timescale. So far, investigations of the usefulness of CEI
as an effective probe of molecular structure have largely been confined to diatomic,
triatomic, or small polyatomic systems, such as H2 [1], SO2 [2], and substituted
methyl derivatives [3]. The experiments reported in this chapter explore the potential
of CEI for determining elements of molecular structure of large polyatomic systems,
using a substituted biphenyl molecule (RMM = 373) as an example of such a target.
The conventional means of determining the configuration and absolute structure of a
molecule following Coulomb explosion depends on the concurrent measurement of
the individual 3D momenta of all fragment ions following molecular fragmentation.
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C.S. Slater, Studies of Photoinduced Molecular Dynamics
Using a Fast Imaging Sensor, Springer Theses, DOI 10.1007/978-3-319-24517-1_6

103



104 6 Investigations of Coulomb Explosion Dynamics

F

F
Br

N

Br

1'

2'

3'
4'

5'

6'
1

2
3

4 6

5

(a) (b)

Fig. 6.1 a Skeleton and b ball and stick representations of 3,5-dibromo-3′,5′-difluoro-4′-
cyanobiphenyl

The relationships between these 3D momenta are determined through a coincidence
analysis, thereby allowing inferences to be made on the parent molecular structure.
However, due to the large number of fragment ions that are necessarily produced
following Coulomb explosion of such extended structures, alternative strategies to 3D
momentum imaging, based on a statistical correlation of 2D fragment ion momenta
and prealignment of the spatial orientations of the target molecules, are investigated.

6.1.1 The Molecule

The target molecules used in this study were those of 3,5-dibromo-3′,5′-difluoro-4′-
cyanobiphenyl (C13H5F2Br2N, DBrDFCNBph), the structure of which is shown in
Fig. 6.1. DBrDFCNBph is not commercially available and was synthesised specif-
ically for these experiments following the procedure described in the appendix of
Ref. [4]. The biphenyl molecules consist of two substituted phenyl rings linked by
a single carbon-carbon (C–C) bond. The first phenyl ring is substituted with two
bromine atoms at the 3 and 5 positions. The second phenyl ring is substituted with
two fluorine atoms at the 3′ and 5′ positions and with a nitrile group (CN) at the
4′ position. The molecules possess a stereogenic axis that lies along the C–C bond
between the two phenyl rings, which is also the C2 symmetry axis. Rotation about this
axis takes place on a torsional potential energy surface, which has two equal minima
when the angle between the rings is ±39◦ [4]. The two conformers that result from
localisation around these minima are the Ra (+39◦) and Sa (−39◦) enantiomers.1

At room temperature, the molecules have sufficient energy to overcome the potential
barrier between the two enantiomeric conformers, resulting in free rotation of the
phenyl rings about the central C–C bond. However, at the low temperatures achieved

1In this case, the angle refers to that between the two phenyl rings when observed along the stere-
ogenic axis, with the ring of higher priority (the Br-substituted ring) pointing towards the observer.
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through the supersonic expansion of the gaseous sample into the vacuum chamber
(∼1 K), the molecules are effectively frozen into one of the two enantiomeric forms.

The structure of DBrDFCNBph makes it an attractive target molecule for the
study of Coulomb explosion dynamics for a number of reasons. Firstly, the inclu-
sion of the CN group dramatically increases the permanent dipole moment of the
molecule (4.4 Debye as opposed to 0.2 Debye without), thereby allowing for efficient
deflection of the molecules according to their rotational states using the electrostatic
deflector. By focussing the alignment and Coulomb explosion laser pulses onto the
most deflected part of the molecular beam, which contains molecules that occupy the
lowest rotational quantum states, it is therefore possible to achieve a high degree of
alignment of the target molecules [4], which aids the interpretation of the measured
ion trajectory correlations. As well as possessing a large permanent dipole moment,
the molecule has a highly anisotropic polarisability, which is an important prerequi-
site for achieving efficient preferential alignment of the most polarisable axis (MPA)
of the molecules in the laboratory frame. Furthermore, the MPA coincides with the
C2 symmetry axis of the molecules, thereby allowing a straightforward interpreta-
tion of the alignment of the molecules relative to the polarisation of the adiabatic
alignment laser pulse. In addition to the molecules being highly amenable to efficient
alignment, the biphenyl carbon skeleton provides a rigid framework upon which the
peripheral substituents are arranged. The molecule therefore contains a number of
well-defined structural coordinates that may be measured through CEI. For exam-
ple, the two phenyl rings are easily distinguished through their substituents, and the
CN group provides a useful probe of the orientation of the molecules. Finally, the
molecule is composed of atoms spanning a wide range of different masses: from H
atoms, with a mass of 1 Da, to Br atoms, with a mass of 81 Da. This allows for a
relatively comprehensive study of the behaviour of a wide range of atoms under the
conditions of Coulomb explosion.

6.1.2 Experimental Details

The experimental apparatus was described in detail in Sect. 2.3, so only the opera-
tional parameters will be considered in this section.

The voltages applied to the ion optics were VR = 7.5 kV and VE = 5.0 kV. The
high extraction voltages were necessary in order to capture the majority of the high-
velocity ions within the limits of the 40 mm detector. The use of such a high extrac-
tion field has the additional advantage that a large kinetic energy is imparted to the
fragment ions, resulting in a high detection efficiency through efficient secondary
electron production when the ions impact the surface of the microchannel plates [5].
To ensure efficient amplification of the ion signal by the detector, the MCPs were
operated with a total potential difference across both plates of VMCP = 1.75 kV. The
effect of the phosphor screen voltage on the quality of the timing information using
PImMS was investigated in detail in Sect. 2.5.3, where it was found that maintaining
a high potential difference between the MCPs and the phosphor screen is desirable.

http://dx.doi.org/10.1007/978-3-319-24517-1_2
http://dx.doi.org/10.1007/978-3-319-24517-1_2
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For this reason, the MCPs were operated at 4.75 kV to give a high photon yield with-
out risking damage to the detector or causing each ion event to illuminate too many
pixels of the PImMS camera. If the clusters were to become too large, there would be
a significant risk of adjacent ion events overlapping, causing an incorrect counting
and centroiding of the ions during post-processing (see Sect. 2.5.3 for details of the
centroiding routine).

6.2 Adiabatic Alignment

To maximise the information content of the fragment ion momentum images,
the molecules were 1D adiabatically aligned in space using a linearly polarized
10 ns (FWHM) pulse from an Nd:YAG laser (YAG pulse: λ = 1064 nm, IYAG =
8 × 1011 W cm−2). When the YAG pulse is polarised perpendicular to the detector,
the MPA of the molecules, which coincides with the C2 symmetry axis, is confined
along this direction. Thus, the molecules are imaged along the C2 symmetry axis,
as illustrated in Fig. 6.2a. Alternatively, with the YAG pulse polarised parallel to the
detector, the molecules are imaged from a side-on perspective, as shown in Fig. 6.2b.
In each case the molecules are 1D aligned and are free to rotate about the C2 sym-
metry axis. Coulomb explosion was induced by a linearly polarised 30 fs (FWHM)
probe pulse (probe pulse: λ = 800 nm, Iprobe = 3 × 1014 W cm−2), which was over-
lapped in time and space with the YAG pulse. The polarisation of the probe pulse was
parallel to the alignment laser pulse. The Nd:YAG laser system is limited to 20 Hz,
which defines the maximum repetition rate of the experiment.

Experimentally, the degree of alignment may be assessed through inspection of
the resulting ion images. Images of the N+ and Br+ fragments in both alignment
geometries are presented in Fig. 6.2 to illustrate this point. A qualitative assessment of
the degree of alignment may be gained through inspection of the general features of
the ion images. In the case of perpendicular alignment the molecules are imaged along
the C2-axis, as illustrated in Fig. 6.3a, whereas in the case of parallel alignment the
molecules are imaged side-on, as illustrated in Fig. 6.3b. A reasonable approximation
of the ion trajectories following Coulomb explosion may be made through the axial
recoil approximation, in which the fragment ions corresponding to the peripheral
substituents are considered to leave the molecule along the vector defined by their
bond axis. Within this approximation, it is clear that the N+ photofragments are
ejected from the molecular parent ion parallel to the MPA since the C≡N bond lies
along the C2 symmetry axis of the molecule. The ion images corresponding to the
N+ photofragments therefore represent an ideal probe of the alignment of the parent
molecules prior to Coulomb explosion. In the case of perpendicular alignment, the
N+ ions will be ejected with the major component of velocity perpendicular to the
plane of the detector. The N+ ion image shown in Fig. 6.2a illustrates this clearly, with
the N+ ion intensity localised towards the centre of the image, corresponding to a low
velocity in the xy-plane. Conversely, when the molecules are aligned parallel to the
detector, the N+ ion image (Fig. 6.2b) consists of two opposing maxima lying along

http://dx.doi.org/10.1007/978-3-319-24517-1_2
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Fig. 6.2 Schematic illustration of a perpendicular and b parallel 1D laser-induced alignment, as
used in the experiments described in this chapter. The molecules align with the MPA (in this case
the C2 symmetry axis) parallel to the polarisation of the alignment laser pulse. The alignment and
probe pulses are both linearly polarised in the same direction. The laboratory frame images of the
N+ and Br+ photofragments are shown in each case to illustrate the effect of alignment on the data.
The alignment of the molecules is clear from the qualitative features of the images, as described in
the text

the polarisation vector of the alignment laser pulse. The two maxima correspond to
molecules that are oriented either ‘up’ or ‘down’ in the laboratory frame and are of
equal intensity.

The signature of molecular alignment is also clearly present in the Br+ ion images.
According to the axial recoil approximation, in the laboratory frame the Br+ ions
will be ejected isotropically in two rings, or ‘doughnuts’, corresponding to the two
orientations of the molecule when aligned. Figure 6.3 illustrates schematically the
projection of these two rings of intensity onto the detector plane in the case of (a)
perpendicular and (b) parallel alignment of the molecules under velocity-mapping
conditions. In the case of perpendicular alignment, the two rings corresponding to
the two opposing orientations of the parent molecule are coincident in the plane of
the detector, resulting in a single ring of intensity, as observed in the Br+ ion image
presented in Fig. 6.2a. When the molecules are aligned parallel to the detector plane,
the two rings are imaged from a side-on perspective, resulting in two opposing bars
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(a) Perpendicular Alignment (b) Parallel Alignment

Fig. 6.3 Illustration of the alignment of the target molecules from the perspective of an observer
located at the imaging detector for a perpendicular and b parallel 1D alignment. In both cases
the molecules are aligned, not oriented. Therefore both orientations are equally likely and both are
shown here. The red arrows illustrate the axial recoil trajectories of the Br+ ions following Coulomb
explosion. The red shaded areas illustrate schematically the expected ion impact coordinates of the
bromine ions on the detector following ion extraction under velocity-mapping conditions

of intensity across the top and bottom of the images, as observed in the Br+ ion
image presented in Fig. 6.2b.

Whilst the above arguments demonstrate qualitatively that a strong degree of 1D
alignment of the target molecules has been achieved, it is possible to extract a more
quantitative measure of the degree of alignment through an analysis of the N+ ion
image taken with the molecules aligned parallel to the detector plane. The degree of
alignment may be quantified through a calculation of the expectation value of cos2 θ ,
where θ is the polar Euler angle between the C2 symmetry axis of the molecule and
the polarisation axis of the alignment laser pulse. A value of 0.5 corresponds to a
totally isotropic distribution, whereas a value of 1 is the limiting value in the case
of a perfectly aligned sample. From the N+ ion image shown in Fig. 6.4a, 〈cos2 θ〉

(a) (b)

Fig. 6.4 a The N+ ion image recorded following parallel alignment of the target molecules relative
to the detector plane, as captured using the PImMS camera. The value of 〈cos2 θ〉 for the area
between the concentric yellow circles is calculated to be 0.87. Panel b shows the axial recoil of N+
ions from the parent molecule, illustrating the usefulness of the N+ ions as a probe of the degree of
alignment
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is calculated to be 0.87 when considering the intensity between the two concentric
rings overlayed on Fig. 6.4a, which corresponds primarily to the contribution from
N+ ions. While this value is not as high as has been reported for iodobenzene, where
a value of 〈cos2 θ〉 of 0.96 has been observed [6], a high degree of alignment of the
target molecules has clearly been achieved. The lower value of 〈cos2 θ〉 measured in
this case is likely due to a combination of factors. Firstly, in the work on iodobenzene
only the most deflected ions, corresponding to the very lowest rotational states, were
probed by Coulomb explosion. However, in the work presented here, the position of
the probe pulse in the deflected beam was a compromise between achieving a good
degree of alignment of the molecules and maintaining a high enough density in the
target volume to yield the signal level required to achieve a satisfactory convergence
of the covariance data in a limited time. A further reason for the reduced value
of 〈cos2 θ〉 is the overlap in the time-of-flight spectrum of the N+ and C+ peaks,
resulting in a diffuse background signal corresponding to C+ ions. Furthermore,
such a measure of molecular alignment assumes complete axial recoil of the N+
ions and takes no account of the dynamics of Coulomb explosion. The actual value
of 〈cos2 θ〉 corresponding to the N+ ions alone will therefore likely be somewhat
higher than the already favourable value of 0.87 reported here.

6.3 Time-of-Flight Spectra

The time-of-flight spectra following Coulomb explosion of DBrDFCNBph in parallel
and perpendicular alignment, as recorded using the PImMS camera, are shown in
Figs. 6.5 and 6.6, respectively. The data were recorded over 125,000 and 50,000

H+ C2+ N2+ F2+ C+ N+ F+ C2
+ Br+Br2+

H+

H2
+ He+

C2+

F2+

N2+

C+

N+ F+H O2
+

C2
+

N2
+
O2

+ Br2+ Br+

f b CN+

CN /Br+ 3+

Fig. 6.5 Time-of-flight spectrum recorded using the PImMS camera following the Coulomb explo-
sion of DBrDFCNBph aligned parallel to the detector plane. The peaks are assigned and images
corresponding to a selection of fragment ions are shown above the time-of-flight spectrum. The
grey shading identifies the range of time codes contributing to each image. Where appropriate, the
forward- and backward-scattered peaks are identified by arrows labelled with ‘f’ and ‘b’, respec-
tively
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H+ C2+ N2+ F2+ C+ N+ F+ C2
+ Br+Br2+

H+

H2
+ He+

C2+

F2+

N2+

C+

N+
F+H O /2

+

C2
+

N2
+
O2

+ Br2+
f b CN+

f b

f b

79 +Br 81 +Br
f

b f
b

Br3+

Fig. 6.6 Time-of-flight spectrum recorded using the PImMS camera following the Coulomb explo-
sion of DBrDFCNBph aligned perpendicular to the detector plane. The peaks are assigned and
images corresponding to a selection of fragment ions are shown above the time-of-flight spectrum.
The grey shading identifies the range of time codes contributing to each image. Where appropri-
ate, the forward- and backward-scattered peaks are identified by arrows labelled with ‘f’ and ‘b’,
respectively

laser shots, respectively, and have been processed according to the scheme outlined
in Sect. 2.5.3 in order to extract the most accurate timing information. Additionally,
since the master trigger for the experiment was taken from the Ti:Sapphire laser
system, it was necessary to trigger the PImMS camera from the previous laser shot.
This is due to the delay between the PImMS camera receiving a trigger and the start
of data acquisition by the sensor, which is on the order of 14µs. The time interval
between successive laser shots is broadly consistent. However, a small amount of
time jitter, on the order of a few PImMS time codes, was observed in the data. In order
to reduce the effect of this time jitter, the time codes in each laser shot were shifted
such that the H+ signal was centred on time code 368. The H+ peak was chosen for
calibration as it is both intense and narrow, with ∼90 % of laser shots containing a
signal from H+ ions. The remaining ∼10 % of laser shots were left unshifted, which
was the most probable correction applied to the data.

6.3.1 General Details of the Spectra

The data presented in Figs. 6.5 and 6.6 demonstrate the capabilities of the PImMS
camera as an effective multi-mass imaging sensor. The spectra contain a large number
of mass peaks, which are largely well-resolved and confidently assigned. The 12.5 ns
timing resolution of the camera is clearly fully exploited, with features separated by
only two or three time codes being clearly resolved. The mass spectra are highly
congested in places, leading to the unavoidable overlap of some peaks. This is a

http://dx.doi.org/10.1007/978-3-319-24517-1_2
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consequence of the high extraction voltages required to map the highly energetic
ions onto the 40 mm detector. The use of such a high extraction field results in the
entire mass spectrum spanning only 2.75µs, somewhat restricting the mass-resolving
capability of the experiment. Nevertheless, the majority of the important features
are well-resolved and the additional velocity information provided by the spatial
resolution of the camera aids the assignment of the peaks. In addition to the time-
of-flight information, the overlapping ion signals often have significantly different
velocity signatures, allowing their separation in the spatial domain. For example,
the F+ signal is coincident in the time domain with the signal from background
water in the chamber. However, since the Coulomb explosion process imparts a
substantial velocity to the fragment ions, the F+ signal is easily separated from that
of H2O+, which has almost zero velocity and impacts exclusively on the centre of
the detector. In several instances the contribution from background contaminants
in the centre of the image has been removed. In addition to signal assigned to the
Coulomb explosion of DBrDFCNBph, the time-of-flight spectra contain a number of
peaks resulting from the ionisation of background gas in the target chamber, notably
He+, H2O+, N+

2 , and O+
2 . A further interesting observation is that several species

exhibit a double peak structure, corresponding to forward- and backward-scattered
ions, depending on the orientation of the molecules in the laboratory frame. This
effect is particularly noticeable for the ions corresponding to N, F, and Br atoms in
the case of perpendicular alignment.

From the mass spectra alone, some details of the Coulomb explosion process
may be inferred. The most striking observation is that the vast majority of product
fragments are atomic ions, with the contribution from diatomic or larger ionic frag-
ments comprising the minority. The only non-atomic ion signals in the spectra are
assigned to C+

2 and CN+ ions. It is possible that some minor contributions from
other diatomic and larger fragment ions are present in the spectra, but these are so
small as to be unassignable. The relatively low yield of CN+ ions, when compared
to the signal assigned to N+ and N2+ ions, is perhaps surprising given the strength of
the C≡N bond in the parent molecule, which must be broken to yield nitrogen ions.
These observations suggest that, in this case, Coulomb explosion is indeed domi-
nated by the forces of Coulomb repulsion, with the majority of interatomic bonding
destroyed during the process. Furthermore, the identification of doubly and triply
charged atomic ions, including the highly energetically unfavourable F2+ and Br3+,
suggests that a substantial degree of charge is acquired by the parent molecule prior
to fragmentation.

6.3.2 Ion Yields

Further insight into the mechanism of Coulomb explosion may be gained through an
assessment of the relative yields of the various ionic photofragments, as presented in
Table 6.1. The values in Table 6.1 were calculated from the integrals of the peaks in
the time-of-flight spectrum, following Coulomb explosion of perpendicularly aligned
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target molecules. Since the atomic ions dominate the spectrum, only these have
been considered in the ion yield calculations. The relative yields of the ions have
been grouped according to the neutral parent and normalised such that the yield
of H+ ions is equal to 5, which corresponds to the stoichiometry of the parent
molecule. From the data presented in Table 6.1, it is clear that the relative ion yields
differ somewhat from those expected based on purely stoichiometric arguments.
Although the relative yields of the hydrogen and carbon ions agree closely with the
stoichiometry of the parent molecule (especially when it is noted that the contribution
of the C+

2 ions has been ignored, thereby reducing the relative yield of the carbon
ions from the expected value of 13), the ion yields corresponding to the remaining
substituents are somewhat higher than expected. The yield of the fluorine and bromine
fragment ions is substantially higher than the value of 2 expected based purely on
stoichiometric arguments, with observed yields of 2.70 and 3.82, respectively. The
higher relative yield of bromine ions may be attributed to the much lower ionisation
energy of bromine compared to fluorine, and the reduced collection efficiency of
fluorine ions due to the limited size of the detector. However, the increased yield
of fluorine ions relative to hydrogen and carbon ions is interesting, given the highly
electronegative character of the atoms. The most pronounced enhancement in ion
yield when compared to the stoichiometric ratios of the parent molecule is found for
the nitrogen fragment ions, for which the ion yield is more than double that expected.
The same trend is seen when the relative charges attributed to each substituent are
calculated from the ion yields. By inference, the charge carried by ions corresponding
to the peripheral N, F, and Br substituents is substantially higher than that calculated
for the carbon skeleton.

The considerable enhancement of the ionisation yields of the peripheral sub-
stituents compared to the carbon skeleton is likely to be a reflection of the charge
distribution in the nascent molecular ion immediately prior to Coulomb explosion.
Therefore, electronic structure calculations were performed for various charge states
of the molecular ion using a commercial software package (Gaussian Inc.) using
Møller-Plesset perturbation theory (MP2) and the 6-311G∗∗ basis set. These calcu-
lations were performed on request by Dr C. Vallance. The geometry of the molecule
was fixed as that of the equilibrium structure of the neutral parent molecule, calcu-
lated at density functional level of theory by colleagues at the University of Helsinki,
according to the details presented in Refs. [7, 8]. The calculated equilibrium struc-
ture, along with the bond lengths, angles, and coordinates, are presented in Tables A.1
and A.2 of the Appendix. The partial charges on each atom in the ground electronic
state was calculated for various total charge states of the molecule. The results of
these calculations are summarised in Fig. 6.7 and Table 6.1. Table 6.1 compares the
calculated relative charge per atom type for various charge states of the molecule
with that observed from the experiment. The calculations are in reasonable agree-
ment with the experimentally observed ion yields, predicting a disproportionately
large charge build-up on the peripheral atoms compared to the core, increasingly so
for higher charge states. In particular, the bromine atoms are predicted to carry far
more charge than is observed experimentally, which, if correct, suggests a substantial
degree of charge migration in the early stages of Coulomb explosion. In contrast,
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Atom 1 Charge 10 Charges 14 Charges 20 Charges

N -0.261 0.614 1.132 1.901
C1 0.178 0.903 0.983 1.365
C2 -0.135 -0.132 0.437 0.443
C3 0.430 0.682 0.651 0.635
C4 -0.136 0.441 0.513 0.668
C5 -0.011 -0.200 -0.175 0.374
C6 -0.136 0.441 0.513 0.671
C7 0.430 0.682 0.651 0.636
C8 -0.089 0.193 0.220 0.176
C9 0.104 0.394 0.533 0.655
C10 -0.126 -0.454 -0.400 -0.070
C11 0.019 0.615 0.703 0.820
C12 -0.126 -0.454 -0.400 -0.186
C13 0.104 0.394 0.533 0.680
F1 -0.270 0.109 0.395 0.853
F2 -0.270 0.109 0.395 0.856
Br1 0.215 1.915 2.619 3.584
Br2 0.215 1.915 2.619 3.504
H1 0.140 0.373 0.422 0.505
H2 0.140 0.373 0.422 0.506
H3 0.197 0.345 0.394 0.455
H4 0.197 0.345 0.394 0.455
H5 0.190 0.397 0.446 0.514

5

Fig. 6.7 The table on the right lists the calculated partial charges present on each atom of the
parent molecule in the ground electronic state for various total charge states of the molecule. The
geometry of the molecule is fixed at the equilibrium geometry of the neutral molecule in the ground
electronic state. The electronic structure calculations were performed on request by Dr C. Vallance,
using the Gaussian software package at the MP2 level of theory using the 6-311G∗∗ basis set. The
representation of the molecule identifies each of the atoms, as labelled in the table

the predicted charge density localised on the fluorine atoms is generally less than
observed experimentally, especially when it is noted that much of the contribution
from the F2+ peak lies beyond the range of the detector and is therefore not counted
in the experimental values reported.

It is worth bearing in mind, however, that ionisation of the neutral parent will
not necessarily result in the formation of molecular ions exclusively in the ground
electronic state. Furthermore, the charge density calculations neglect the presence of
the ionising laser pulse, which will influence the electronic states of the parent ion to
a substantial degree. An understanding of the distribution of charge in the parent ion
must therefore consider the presence of this field and the mechanism of ionisation,
which is likely to be highly complex in this case due to the highly conjugated and
extended nature of the molecule.

6.3.3 Time-of-Flight Covariance

Acquisition of event-based data using the PImMS camera allows the measurement
of the correlation between the various mass peaks through a covariance analysis of
the data. The covariance may be formulated as
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C(x, y) = 〈X (x)Y (y)〉 − 〈X (x)〉〈Y (y)〉 (6.1)

= 1

N

N∑

i=1

Xi (x)Yi (y) −
[

1

N

N∑

i=1

Xi (x)

] [
1

N

N∑

i=1

Yi (y)

]
, (6.2)

where the expected values 〈〉 are calculated over N laser shots. Equation 6.2 may be
applied to the measurement of correlations between the times of flight, as demon-
strated by Frasinski et al. in 1989 [9]. In this case, X and Y are simply the same
time-of-flight spectrum, where Xi (x) is the value of spectrum X at time x on laser
shot i . The calculation of the covariance in this way reveals correlations between the
mass peaks, which are hidden in the time-averaged spectra so far considered.

Figure 6.8 plots the time-of-flight correlations following Coulomb explosion of
the molecules in perpendicular alignment as a two-dimensional covariance map. It is
worth noting at this point that in a conventional covariance map, of the sort presented
in Fig. 6.8, a diagonal line of autocovariances is normally present, which represents
the necessarily perfect correlation of each ion with itself. However, in the calculation
of the data presented here, these autocorrelations have been excluded by neglecting
the correlation of each ion with itself. This is possible since each discrete ion event
is identified as such and may be treated individually. The covariance map is rich in
information and reveals some interesting details pertaining to both the experiment
and the dynamics of the Coulomb explosion process.

From the shape of the peaks in the covariance map, it is clear that the effect of
time jitter due to triggering the camera from the previous laser shot has not been
completely removed. Each of the peaks has a diagonal profile with a gradient of 1,
indicating that late events in one peak correlate with late events in another, and vice
versa. As a consequence, the features corresponding to the various photofragments
are somewhat better resolved in the covariance map than in the conventional time-
of-flight data, demonstrating that the time-resolution of the PImMS camera itself is
not the limiting factor in determining the sharpness of the time-of-flight spectrum.

The most striking features of the covariance map are related to the various corre-
lations between the forward- and backward-scattered peaks of the various photofrag-
ments. This is highlighted particularly clearly in Fig. 6.9, which shows a section of
the full covariance map corresponding to the correlations of the F+ ions with all
other charged photofragments. It is clear that the forward- (backward-) scattered F+
ions are correlated exclusively with both forward- (backward-) scattered fluorine
(F+, F2+) and nitrogen (N+, N2+) fragment ions, as highlighted by the yellow rings
superimposed on the covariance data presented in Fig. 6.9. Conversely, the forward-
(backward-) scattered F+ ions are correlated with the backward- (forward-) scattered
bromine (Br+, Br2+) ions, as highlighted by the red rings. These asymmetric correla-
tions allow inferences to be made about the structure of the parent molecule. Firstly,
it is clear that since the F and N ions are scattered in the same direction they must
reside on the same end of the molecule, with the opposite true for the relationship
between F and Br. From the structure of the target molecules, this is known to be the
case and it is encouraging that these relationships manifest themselves in the corre-
lation spectrum. It is also possible to deduce, through the existence of correlations
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Fig. 6.8 Plot of the covariance between the time codes, as calculated from the PImMS data. The
autocorrelation normally present in such measurement is not present as the correlation of each
particle with itself has been ignored. The diagonal nature of the correlation peaks suggests that the
effect of time jitter has not been completely removed from the data

between F+ ions and other fluorine photofragments, that there is necessarily more
than one fluorine atom in the parent molecule. If this were not the case then it would
be impossible for F+ to correlate with either itself or F2+ as there would be no
remaining fluorine atoms from which the partner ions could be produced.

While the covariance map presented in Fig. 6.8 clearly contains a wealth of infor-
mation, it is difficult to accurately assess some of the more subtle, but nonetheless
important features present in the data. In order to undertake a more detailed analy-
sis of the correlations between the various time-of-flight peaks, it is perhaps more
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Fig. 6.9 Section of the time-of-flight covariance data corresponding to the correlations of F+ ions
to all others in the spectrum. The red and yellow rings highlight asymmetric correlations in the data

informative to consider the covariance profiles of carefully selected individual time
codes corresponding to the different ion species, as presented in Figs. 6.10 and 6.11.
The subtle differences between the individual covariance profiles corresponding to
different product ions reveal much about the Coulomb explosion dynamics and the
relationships between the various ionic photofragments. Encouragingly, it is univer-
sally observed that contribution of signal from ions attributed to background gas in
the target chamber is almost entirely removed. The peaks corresponding to H+

2 , He+,
N+

2 , and O+
2 are effectively absent in each trace, confirming their lack of association

with the target molecules. Furthermore, in the cases where a backward-scattered
peak has been selected, the asymmetric relationships discussed above are clearly
reproduced in the data. This is particularly pronounced in the traces correspond-
ing to backward-scattered N+ and N2+, which correlate almost exclusively with
backward-scattered F+. Inferences on the composition of the parent molecule may
also be made through inspection of the correlation spectra of N+ and N2+. In these
traces, correlations to N+ and N2+ ions are largely absent, suggesting that only a
single N atom is present in each parent molecule, which is indeed the case.

A perhaps more subtle feature of the data is the disproportionately strong positive
correlation between the doubly charged ions C2+, N2+, and Br2+. In the covariance
traces corresponding to these species the relative abundance of other doubly charged
ions is significantly higher than in the 1D time-of-flight spectrum. In particular, the
ion signal assigned to C2+ shows a particularly strong correlation to other doubly
charged ions, displaying a markedly increased intensity in the correlation spectra of
C2+, N2+, and Br2+. Similarly, the singly charged photofragments show a strong
correlation to other singly charged species. For example, the correlation spectrum of
C+

2 is weighted heavily in favour of itself and the Br+ ion, whereas the correlation
of C+

2 to the doubly charged species C2+, N2+, and Br2+ is so small as to be almost
negligible. These trends are reproduced consistently across each of the correlation
spectra presented in Figs. 6.10 and 6.11, suggesting that highly localised charge accu-
mulation in the parent ion is unlikely. If the charge imparted to the parent molecule
through strong field ionisation is relatively low, the fragment ions released following
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Fig. 6.10 A selection of covariance profiles corresponding to individual time codes, as labelled. The
ion species to which each trace corresponds is labelled along with the time code. The addition of a (b)
indicates that a backward-scattered peak has been selected for. The top trace is the integrated time-
of-flight spectrum, which is included for comparison. The vertical scales represent the covariance
and have been normalised such that the most intense peak in each trace has a maximum value of 1

Coulomb explosion will themselves carry a low charge. In this case, it is unlikely
that sufficient charge will become localised on any individual atom to yield a doubly
charged fragment ion, as observed in the correlation spectrum of C+

2 in Fig. 6.11.
Conversely, where charge build-up in the parent ion is significant, the probability
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Fig. 6.11 A selection of covariance profiles corresponding to individual time codes, as labelled.
The ion species to which each trace corresponds is labelled along with the time code. The addition of
a (b) indicates that a backward-scattered peak has been selected for. The vertical scales represent the
covariance and have been normalised such that the most intense peak in each trace has a maximum
value of 1

of forming singly charged fragment ions diminishes, with doubly charged species
becoming increasingly common. It is important to note that this is not to say that
charge is uniformly distributed amongst the atoms of the parent molecule (the ion
yield calculations presented earlier in this chapter demonstrate clearly that this is not
the case), but that significant localised charge build-up is unlikely.
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6.4 Recoil Frame Covariance Images

From the above discussion, it is clear that the dynamical insight that may be gained
from the time-of-flight information is substantial. Details of ion yields, ionisation
mechanism, charge distribution, and structural properties of the parent molecule
may be inferred to some degree from either the raw time-of-flight information or
through an analysis of the correlations between the various photofragments. However,
the covariance method is not limited to measuring correlations between the time
coordinates of the ion events recorded by the PImMS camera, but may also be applied
to the measurement of correlations in the full x , y, t coordinate space recorded by
the sensor. In this way, it is possible to simultaneously measure correlations between
both the velocities and times-of-flight of the recorded ion events. Using the full
event coordinate information provided by the PImMS camera, the covariance may
be expressed as

C(c1, c2) = 1

N

N∑

i=1

Xi (c1)Xi (c2) −
[

1

N

N∑

i=1

Xi (c1)

] [
1

N

N∑

i=1

Xi (c2)

]
, (6.3)

where Xi (c j ) is the value of the PImMS data set at coordinate c j on laser shot i ,
where c j is identified by the coordinates (x j , y j , t j ). In this formulation, if an ion
event is recorded at coordinate c j on laser shot i , then a value of 1 is assigned to
Xi (c j ); otherwise Xi (c j ) = 0.

In practice, the full, x, y, t correlation map is difficult to process analytically due
to the vast amount of information contained within the data. The situation becomes
somewhat more manageable if the ion events are grouped according to the ion species
attributed to each time code. Following this approach, the t coordinate is replaced
by an ion identification. For example, any event that occurs within the time window
567–581 in the perpendicularly aligned data set is identified as a Br+ ion. In the
present example, this reduces the 4095 individual time codes present in the PImMS
data down to fewer than 10 ion species of interest. In this case, Eq. 6.3 becomes

C(X, Y ) = 1

N

N∑

i=1

Xi (x)Yi (y) −
[

1

N

N∑

i=1

Xi (x)

] [
1

N

N∑

i=1

Yi (y)

]
, (6.4)

where Xi (x) is the value of the PImMS data set for the ion species X at the spatial
coordinate x , as recorded on laser shot i . Using this formulation, the covariance
analysis can be applied to the signal variations recorded by each pixel of the sensor
for either the same or two different ionic photofragments, X and Y . However, for
each pair of ions between which the covariance is measured, there still exists an
overwhelming amount of covariance data. For each pair of ions there will exist N 4/2
individual correlation measurements for a sensor comprising N × N pixels, where
the factor of 2 accounts for the reciprocal nature of the covariance. It is therefore
necessary to develop methods of condensing the data into a more manageable form.
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A particularly intuitive representation is to transform the coordinate system of
the measurements, such that the data are presented in the recoil frame of one of the
ion species between which covariances are being measured. In this approach, one
ionic species is designated as the ‘reference’ ion, and the covariance between each
pixel in the reference ion time window and each pixel in the partner ion time window
is calculated. In this way, each pixel of the sensor has an associated ‘covariance
map’, showing the correlations of the reference ions at that pixel to the partner ions
recorded by each pixel of the sensor. The covariance maps for each pixel are then
rotated such that the reference pixels all lie along a common vector, and summed
together. This results in a ‘recoil frame’ covariance ‘image’, in which the trajectories
of the reference ions are confined along a single vector, and the covariances with
the partner ions are shown relative to this vector. This visual representation of the
2-vector correlations is a useful and intuitive tool through which the features and
trends of the data can be readily appreciated.

Figure 6.12 illustrates schematically the various stages involved in the production
of a recoil frame covariance image. In this case, reference ion signals (to which the
correlations are measured) are rotated such that the x component of the velocity is
zero and the y component is positive, i.e. the frame of reference has the reference
ions travelling vertically along a vector from the centre of the image to the top edge.
For each of the recoil frame covariance images presented in this thesis, this is the
frame of reference that is used.
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Lab Frame
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Fig. 6.12 Illustration of the various stages involved in the generation of a recoil frame covariance
image. First, two time windows corresponding to two ion species, A and B, are identified. One of the
ions is designated the ‘reference’ ion, in this case ion A. The covariance maps plotting the correlation
of each pixel in the reference frame (pixels a–d) to each pixel in the partner frame are generated.
Each of these covariance maps is rotated so that the velocity of the reference ion is confined to a
single vector, and summed together to produce a recoil frame covariance image
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Fig. 6.13 Covariance images of each ion species (labelled at top) relative to various reference ions
(labelled left), compared to the laboratory frame ion images (bottom row), as recorded following
alignment of the target molecules perpendicular to the detector plane. In each case the reference
ion is confined to a vertical vector from the centre of the covariance image to the top edge

6.4.1 Overview of Covariance Images

Figures 6.13 and 6.14 show the complete set of recoil frame covariance images for the
eight most prominent peaks in the mass spectrum for both perpendicular and parallel
alignment, respectively. The columns plot the correlated velocities of the individual
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Fig. 6.14 Covariance images of each ion species (labelled at top) relative to various reference ions
(labelled left), compared to the laboratory frame ion images (bottom row), as recorded following
alignment of the target molecules parallel to the detector plane. In each case the reference ion is
confined to a vertical vector from the centre of the covariance image to the top edge

ion species in the recoil frame of various reference ions, with the laboratory frame ion
images for each of the photofragments displayed in the bottom row of each figure
for comparison. The quantity of information contained in the covariance images
is striking. Each geometry yields 64 individual covariance maps, representing the
2-vector velocity correlations between each pair of product ions. When compared
to the information content of the uncorrelated laboratory frame measurements, the
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advantage of considering the velocity vector correlations is clear. The majority of the
covariance images show distinctly anisotropic distributions, which relate directly to
the structure of the molecules prior to Coulomb explosion and to the dynamics of
the dissociation process.

Before exploring the details of the covariance images fully, it is worth noting
the absence of false correlation artefacts in the data. In the case of a well-behaved
experiment operating under Poisson statistics, all positive covariances will be caused
by genuinely coincident events; i.e. where the photofragments are correlated due to
their common provenance from a single parent ion. However, if experimental factors
cause systematic fluctuations in signal level, such as may be caused by a variable
shot-to-shot laser intensity or target gas density, all recorded signals will be cor-
related to some extent. For example, if the photon flux is higher than average on
a given laser shot, all ion signals have an enhanced probability of being recorded,
causing some degree of false correlation to be measured. Various schemes have been
developed to address this issue, such as the calculation of the partial covariance
[10–12], in order to remove the contributions of these false correlations. Such
schemes depend on the measurement of various experimental parameters, usually the
laser power, on each laser shot so that the correct number of false covariances may be
calculated and subtracted. However, the covariance maps presented in Figs. 6.13 and
6.14 appear to be almost entirely unaffected by such effects, with artefacts caused
by systematic correlations largely absent from the data. For example, in the parallel
geometry covariance maps of F+ and Br+ measured with N+ as the reference ion, one
would expect to see the ‘shadow’ of the laboratory frame ion image superimposed
on the covariance map if false correlations were present in the data. This is because
the N+ ions are already tightly confined to the vertical y-axis in the laboratory frame,
and because the laboratory frame ion images possess reflective symmetry about the
x-axis. However, such artefacts are either not observed in the covariance maps, or
are very minor in their contribution, suggesting that the experiment operates under
Poisson statistics, with a consistent laser power and a consistent target molecule
density in the laser interaction region. The application of corrective procedures was
therefore not deemed necessary, and the raw covariance data are considered.

Returning to the discussion of the covariance images themselves, there are some
interesting general trends that are worth noting before a more detailed interpretation
of the data is pursued. The most striking feature is the sheer wealth of informa-
tion represented by the full collection of covariance images in both geometries. It is
perhaps unsurprising that clear and distinct anisotropies are present in some of the
covariance images, particularly those between peripheral substituents occupying a
limited number of positions in the molecule. However, it is interesting that even the
covariance images corresponding to the 13 carbon atoms comprising the molecular
skeleton (C+ and C2+) are highly structured. In the case of H+ ions, each covari-
ance image has a unique and complex structure, containing important information
pertaining to the connectivity of the atoms in the parent molecule, and to the process
of Coulomb explosion itself.

It is interesting to compare the details of the covariance images corresponding
to the singly charged C+ and Br+ ions and their doubly charged counterparts C2+
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and Br2+. In the case of bromine, the covariance images of the doubly charged ions
resemble almost exactly those of the singly charged photofragment, but with an
increased kinetic energy of the ions, as witnessed by the larger radius of the features
in the Br2+ covariance images. That the more highly charged species acquires a
greater kinetic energy is an unsurprising and expected result of the larger magnitude
of the pairwise Coulomb forces acting on the Br2+ ion. It was suggested in Sect. 6.3.3
that highly charged ions are more likely to be released from highly charged parent
molecular ions. This assertion is supported by comparing the covariance maps of
other ionic photofragments measured relative to Br+ and Br2+. In all cases the kinetic
energies of the photofragments recorded in coincidence with Br2+ are greater than
those recorded in coincidence with Br+, implying a greater initial potential energy
and therefore a more highly charged molecular parent ion. This observation lends
further support to the argument that the localised charge build-up required to produce
highly charged photofragments such as Br2+ is unlikely unless the charge state of
the molecular parent ion is sufficiently high, suggesting a relatively even build-up of
charge across the whole molecule prior to Coulomb explosion.

In the case of the carbon ions (C+ and C2+), while a similar effect is observed,
wherein the covariance images corresponding to the more highly charged species are
broadly similar to those of the singly charged counterpart but with a larger kinetic
energy, the differences between the C+ and C2+ covariance images is more pro-
nounced. For example, the C+ and C2+ covariance images recorded relative to H+
ions in parallel geometry both peak in the forward-scattered direction (where forward-
scattered here refers to both ions travelling in the same direction). However, the C2+
covariance image shows a greatly increased preference for forward-scattering than
the covariance image of the C+ counterpart. This particular example is perhaps sug-
gestive of interesting details of the Coulomb explosion process. It would seem highly
likely that the forward-scattered component of the C+ and C2+ covariance images
comprises primarily of carbon atoms connected directly to H atom substituents in
the parent molecule. This is due to the proximity of the nascent ions and the similar
Coulomb forces that will therefore result, guiding them onto similar final trajectories.
The enhancement of the forward-scattered signal in the C2+ covariance map there-
fore suggests that charge is more likely to reside on the carbon atoms adjacent to H
atom substituents in the more highly charged states of the molecular ion, resulting in
an increased yield of C2+ ions from these positions relative to the remaining carbon
atoms. The charge density calculations for various charge states of the molecular
parent ion lend support to this argument. Figure 6.15 compares the calculated per-
centage of the total charge carried by carbon atoms either with or without an H atom
substituent for various charge states of the ion. It would appear from these calcula-
tions that in the lower charge states of the molecule the charge is more likely to be
located on carbon atoms without H atom substituents. As the total charge carried by
the molecule increases, the greater proportion of the overall charge is calculated to
reside on the carbon atoms bonded to H atom substituents, which is in accordance
with the vector correlations presented in the covariance images. Although this agree-
ment between calculation and experiment is indeed promising, it should be stressed
that the charge density calculations have been performed for the ground electronic
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Fig. 6.15 Left Plot of the average charge carried by carbon atoms with (red) and without (blue) H
atom substituents. Right The carbon atoms with (red) and without (blue) H atom substituents are
identified in the context of the molecular structure

state, and in the absence of the ionising laser field, and so must be treated with
caution. The laboratory frame ion image also supports this hypothesis, with the C2+
ion image in parallel alignment resembling much more closely the H+ ion image
than that corresponding to C+ ions.

A further possible explanation for the differences observed between the covariance
images measured relative to C+ and C2+ stems from the location of the carbon
atoms in the core of the molecule, consisting as they do of the skeleton on which
the remaining constituents are arranged. While an additional charge to a peripheral
substituent, such as a bromine atom, is unlikely to influence to any significant extent
the trajectories of the remaining ions, the presence of a highly charged ion in the
core of the molecule is far more likely to perturb the Coulomb explosion process.

6.4.2 Detailed Analysis of Selected Covariance Images

The general trends identified in the discussion thus far are certainly interesting and
help to further our understanding of the Coulomb explosion mechanism. However,
the covariance data contains within it a vast amount of detailed information relating
to the structure of the parent molecule prior to dissociation. In particular, the two
orthogonal projections of the ion trajectories afforded by the adiabatic alignment
of the target molecules provide complementary information pertaining to various
structural coordinates of the parent. In this section a more detailed analysis of selected
covariance images is undertaken with a view to extracting quantitative structural
measurements of DBrDFCNBph.
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6.4.2.1 Perpendicular Alignment: Measurement of the Dihedral Angle

In perpendicular alignment, the relationship between the velocities of the bromine
and fluorine ions is indicative of the dihedral angle of the parent molecule prior to
Coulomb explosion, and of the details of the dissociation process itself. As an exam-
ple, Column I of Fig. 6.16 shows ‘raw’ ion images of (a) F+ and (b) Br+ recorded
following perpendicular alignment of the molecules. Both images show a cylindri-
cally symmetric distribution around the alignment axis, as expected, due to free
rotation about the C2-axis. However, it is not possible to determine the relationship
between the two fragments from the raw ion images alone; it is necessary to refer
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I II III
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Fig. 6.16 Ion images (I) of a F+ and b Br+, and covariance images (II) of a F+ relative to Br+, and
b Br+ relative to F+ for perpendicular alignment of the target molecules. The molecular reference
frames resulting in the covariance maps shown in column II are illustrated on the right. The bottom
panel shows the corresponding covariance plotted as a function of the relative angle of F+ to Br+.
The peaks are fitted to four asymmetric sigmoidal peak functions
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to the covariance images, which correlate the velocity vectors of the F+ ions with
respect to Br+, or vice versa.

The covariance images shown in column II of Fig. 6.16 clearly reveal the relation-
ship between the velocities of the F+ and Br+ ions. The covariance images consist
of four peaks of intensity, with the relative positions of the peaks being determined
by the combination of the dihedral angle between the two phenyl rings in the parent
molecule and the Coulomb explosion dynamics. The lower panel of Fig. 6.16 plots
the signal intensity from the covariance images as a function of the relative angle
between the two ion trajectories. In the limit of axial recoil, the angles of the peaks
should be characteristic of the dihedral angle between the two phenyl rings. The
equilibrium dihedral angle, computed at density functional theory level (see Refs. [7,
8] for details), is 39.0◦, which is in reasonable quantitative agreement with the val-
ues extracted from the covariance images, especially considering the rather shallow
minima on the potential energy surface in the torsional coordinate. The peaks in the
covariance images are fitted to four asymmetric sigmoidal peak functions in order to
identify the angles of peak intensity. The fitted maxima are observed at approximately
±138.2◦, which corresponds to a dihedral angle of 41.8 ± 1.3◦, and 45.1 ± 0.4◦
(where the errors represent 2σ statistical errors from fits to the data).

The increased recoil angles obtained from the covariance images relative to that
calculated for the parent molecules suggest that the ion trajectories are somewhat
affected by Coulomb repulsion between the measured fragment ion pairs. Further-
more, it is interesting to note that the peaks of the near side (proximal) Br+/F+
ion pairs (±45.1◦, FWHM = 36.96◦) are broader and have a larger relative recoil
angle than those corresponding to Br+/F+ ion pairs originating from opposite sides
(distal) of the molecule (±138.2◦, FWHM = 33.21◦). This suggests that the mutual
Coulomb repulsion between Br+ and F+ is greater when the ion pairs originate from
the same side of the molecule, which is likely to be due to the closer proximity of the
nascent ions resulting in a larger pairwise Coulombic interaction. Nevertheless, the
results show convincingly that the covariance analysis is a good probe of the dihedral
angle, a characteristic structural coordinate of the molecule, to within a few degrees
of the calculated value.

6.4.2.2 Parallel Alignment: Bonding Angles of F and Br

Whilst the perpendicular geometry allows the measurement of the dihedral angle of
the molecules, the orthogonal alignment, wherein the molecules are aligned parallel
to the detector plane, arguably offers a richer source of structural information. In
particular, the unique position of the nitrogen atom in the parent molecule makes
the measurement of covariances relative to N+ ions an especially useful probe of
the relative coordinates of the various constituents of the system. Furthermore, that
the trajectories of the N+ ions are preferentially confined parallel to the C2 sym-
metry axis of the parent molecule and therefore the axis of free rotation makes the
covariance images recorded relative to N+ particularly amenable to straightforward
interpretation.



6.4 Recoil Frame Covariance Images 129

Br+

F+

H+

N+

I II III
(a)

(b)

-127.2° 127.2°60.5°-60.5°

-86.7° 86.7°

(c)
F+ Br+H+H+

N+ N+ N+

F+ Br+H+

F+ Br+H+

N+ N+ N+

Fig. 6.17 Row (a) plots the laboratory frame ion images of (I) H+, (II) F+, and (III) Br+ following
parallel alignment of the target molecules. Row b plots the corresponding recoil frame covariance
images with respect to N+. Row c plots the pBASEX inversions of the recoil frame covariance
images presented in Row b. The molecular reference frame to which the covariance images cor-
respond is illustrated on the right hand side. The bottom panel plots the covariance as a function
of the recoil angle of H+ (black dashed), F+ (blue), and Br+ (red) relative to N+. The maxima in
each of the traces are identified with vertical markers

To illustrate this point, Row (a) of Fig. 6.17 shows raw ion images of H+, F+, and
Br+ recorded following parallel alignment of the target molecules. To some degree,
the positions of the substituents within the molecule are reflected in the ion images.
However, due to the four-fold symmetry of the images, it is not possible to identify,
for instance, whether Br or F substituents are located adjacent to the CN group in
the molecule, or on the second phenyl ring. In order to ascertain more precisely the
positions of the substituents in the molecule it is once again necessary to refer to
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the recoil frame covariance images. Row (b) of Fig. 6.17 presents the recoil frame
covariance images of H+, F+, and Br+ with respect to N+. It is immediately clear
that these covariance images bear a striking resemblance to the molecular structure of
the parent: Br+ is observed on the opposite side of the images relative to N+, while
F+ is located adjacent to N+, as intuitively expected. Furthermore, the equatorial
positioning of the H atoms in the parent molecule is highlighted, and the unique
location of the remaining H atom opposing the CN group is revealed.

The information obtained from the covariance images can be increased by exploit-
ing the cylindrical symmetry resulting from the 1D alignment of the molecules, which
allows free rotation around the alignment axis. The 3D correlated velocity distribu-
tions were retrieved through an inverse Abel transform, using the pBASEX algorithm.
The Abel inverted ion images are displayed in Row (c) of Fig. 6.17, with the resulting
angular distributions of the H+, F+, and Br+ ions, as measured relative to N+, plot-
ted in the lower panel. From an inspection of the Abel inverted covariance images,
it would appear that the inversion has been successful, with the features attributed
to free rotation about the MPA of the molecule largely removed. Some artefacts
do, however, remain in the images. In particular, the pBASEX routine allows the
fitting of Legendre polynomials up to a maximum of L = 10, which results in small
periodic oscillations in the angular coordinate. Furthermore, although the x- and
y-components of the N+ ion velocities have been confined to a single vector in the
covariance images, the out-of-plane component (z) is confined only by the degree of
alignment of the target molecules in the laboratory frame. This results in some con-
tributions to the covariance images from out-of-plane molecules, breaking the strict
requirements of cylindrical symmetry necessary to perform a clean Abel inversion.
However, in the cases of the N+ to F+ and Br+, the out-of-plane component consists
of a slight bulge in the line of covariances linking the two maxima, resulting from a
side-on projection of the ‘doughnut’ of covariances at a slightly oblique angle. In the
inverted covariance images for F+ and Br+, the out-of-plane contribution manifests
itself as a peak at either 0 or 180◦, respectively, and is therefore easily identified and
distinct from the important features.

From the peaks in the angular profiles of each of the recoil frame covariance
images, the recoil angles relative to the N+ ions are determined to be ±60.5◦ for
F+,±127.2◦ for Br+, and ±86.7◦ and 180.0◦ for H+. The recoil angle measured
between the N+/F+ ion pairs is exceptionally close to the bonding angle between the
C–CN and the C–F bonds in the parent molecule (60.0◦), suggesting almost axial
recoil of the N+ and F+ ions from the nascent molecular ion. In contrast, the relative
recoil angles of the N+/Br+ ion pairs corresponds to a relative leaving angle of 52.8◦
for the Br+ ions with respect to the para C–H bond, which is substantially smaller
than the calculated 60.0◦ bonding angle between the para C–H and the C–Br bonds
in the parent molecule. This discrepancy is perhaps surprising given the heavier
mass of the bromine atoms, which should relax the requirement for impulsive parent
ionisation in order for straightforward conclusions to be drawn from the resulting
ion trajectories. The greater deviation from axial recoil observed for the Br+ ions
may be due to a variety of factors. One possibility is that the slower velocities of
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the bromine ions compared to the remaining constituents of the parent molecule is
likely to result in the Br+ ions being ‘overtaken’ by ions generated in the core of
the molecule, namely those derived from the carbon skeleton. This would result in
substantially non-axial components contributing to the overall forces experienced by
the Br+ ions, causing their trajectories to deviate from those expected from the axial
recoil approximation. A further possibility is that the higher-than-average charge
build-up in the vicinity of the bromine ions suggested by the electronic structure
calculations may also lead to more complicated mechanisms than those described by
the simple model in which the charges are assigned at time zero and remain localised
throughout the dissociation process.

The above discussion demonstrates that it is possible to infer details of the
Coulomb explosion process directly from the covariance images themselves. When
combined with the laboratory frame ion images and the time-of-flight covariance
maps, an increasingly detailed picture of the explosive dynamics is revealed. How-
ever, it is clear that in order to pursue a more accurate and complete interpretation of
the data, in terms of both the structure of the parent molecule and the dynamics of
ionisation and subsequent explosion, some model of the system must be constructed
to guide and support more detailed inferences. The remainder of this chapter there-
fore explores the application of a simple classical model of Coulomb explosion to
the experimental data.

6.5 Classical Simulations of Coulomb Explosion

Coulomb explosion is a highly complex process, involving ionisation, charge redis-
tribution, and molecular break-up, all occurring on competing timescales of a few
tens of femtoseconds. Furthermore, the presence of the intense laser field used to
induce ionisation may have unintended consequences for the structure of the tar-
get molecules beyond simple removal of valence electrons. However, as an initial
approximation, the Coulomb explosion process may be modelled through simple
classical trajectory calculations of point charges following instantaneous ionisation
of the parent molecule. While such an approximation ignores many of the important
details of ionisation, charge transfer, and structural deformation that may occur dur-
ing the initial phases of Coulomb explosion, the success, or otherwise, of this simple
model in simulating the experiment is useful as a guide towards a more detailed
interpretation of the data and the underlying processes that characterise Coulomb
explosion.

The simulation code has been adapted from that developed as part of a collabo-
ration between the author, Dr C. Vallance, and a selection of mathematicians who
attended a ‘Maths in Chemistry Study Group’ hosted by the Mathematical Institute
at the University of Oxford.
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6.5.1 Computational Details

In general, the inverse problem (that is starting with the final velocities of the fragment
ions and working back to the initial molecular structure through a reverse Coulomb
explosion) is intractable for polyatomic systems. A far more realistic approach is to
use an iterative procedure in which the initial conditions of the system are somehow
assumed and the forward process simulated. The results of the ion trajectory simula-
tion may then be compared to the experimentally observed velocities, and the starting
conditions refined until a satisfactory agreement between simulation and experiment
is achieved.

The motion of the ions is assumed to be entirely governed by the inter-ionic forces
of Coulomb repulsion, with no contribution from the bonding characteristics of the
molecule. The trajectories propagate according to Newton’s second law of motion
(F = ma), allowing the problem to be formulated as a series of coupled second
order differential equations, corresponding to the equations of motion of the charged
particles. More explicitly, for a molecule consisting of N atoms, the equations of
motion are of the form

Mi u
d2xi

dt2 = zi eEi (xi ), (6.5)

for i = 1, . . . N , where Mi , zi , and xi are the mass number, integer charge, and
position of atom i respectively, and u and e are the atomic mass unit and elementary
charge, respectively. Ei (x) is given by

Ei (x) = E0ez +
N∑

j 	=i

z j e(x − x j )

4πε0|x − x j |3 . (6.6)

The ions are assumed to be initially stationary at time zero (t = 0) at the coordinates
calculated for the equilibrium geometry of the parent molecule. The equilibrium
structure used in this case was that calculated at density functional level of theory
by colleagues at the University of Helsinki, according to the details presented in
Refs. [7, 8]. The calculated equilibrium structure, along with the bond lengths, angles,
and coordinates, are presented in Tables A.1 and A.2 of the Appendix. The initial
conditions of the system are therefore

xi (0) = xi,0,
dxi

dt
(0) = 0. (6.7)

The first term on the right hand side of Eq. 6.6 defines the ion extraction field of the
ion imaging experiment (considering only the dominant z-component of the field,
where the z-axis is defined as the time-of-flight coordinate), whereas the second term
defines the pairwise Coulomb interaction of ion i with all other ions in the exploding
system. The problem may be reformulated in dimensionless quantities using
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xi = Lx∗
i , t = τ t∗, Ei = e

4πε0 L2 E∗
i , (6.8)

where L and τ are the characteristic length and timescales of the Coulomb explosion
process. By solving Eq. 6.5 for a pairwise Coulombic term only, the non-dimensional
timescale is identified as

τ =
√

4πε0 L3u

e2 . (6.9)

Using a value of 2 × 10−10 m as a typical interatomic separation, this gives a char-
acteristic timescale of ∼7.6 × 10−15 s. The non-dimensionalised formulation may
then be written as (dropping the stars)

Mi
d2xi

dt2 = ziλez +
N∑

j 	=i

zi z j (xi − x j )

|xi − x j |3 , (6.10)

with

λ = 4πε0 L2

e
E0. (6.11)

Using a typical value of 2.5 × 105 V m−1 for E0 gives a value of λ 
 6.9 × 10−6.
If the non-dimensionalised charges and interionic separations are of order 1, as
is the case at t = 0, it is clear that the Coulomb term in Eq. 6.10 dominates the
explosion dynamics, and the extraction field may be considered an insignificant
perturbation of order λ. The effect of the external field becomes comparable to the

Coulomb force only once the ions are of order λ− 1
2 apart. However, at this separation

(∼750 Å) the Coulomb potential is too small to significantly alter the ion trajectories.
CEI may therefore be considered as a two-step process, in which the ions initially
explode exclusively under the influence of the Coulomb potential, whereafter they are
extracted onto the detector according to their asymptotic recoil velocities. Since the
experiments were performed under velocity-mapping conditions, the extraction of the
ions by the static electric field is well-formulated. For this reason, the extraction field
was ignored during the ion trajectory calculations and the asymptotic recoil velocities
of the ionic fragments were projected onto a two-dimensional plane simulating the
detector. Explicitly, the coupled second order differential equations to be solved are
of the form

Mi u
d2xi

dt2 =
N∑

j 	=i

zi z j e2(x − x j )

4πε0|x − x j |3 , (6.12)

These equations are solved numerically using an ordinary differential equation
(ODE) solver contained in the library of commercially available MATLAB� software
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to yield xi (t). The simplest method of approximately solving differential equations of
this sort is through an iterative procedure, such as Euler’s method, wherein the func-
tion is solved at a discrete time, t , and the system allowed to evolve for a short time
step, �t . This procedure is repeated in order that the trajectory of the particles may be
determined as a function of time. However, following such a procedure is generally
insufficiently accurate for most applications as the cumulative error involved in the
iterative procedure becomes too large. The ODE solver used here implements a more
sophisticated Runge-Kutta formulation to increase the computational accuracy of the
calculations. Within this method, the solution is calculated over a given time interval,
combining several values determined using Euler’s method at different time steps
within the interval being processed. These values are then fitted to a Taylor series
expansion, which significantly increases the accuracy of the approximate solutions.
For purposes of computational efficiency, the algorithm uses variable time intervals,
which are chosen intelligently by the ODE solver. The algorithm is able to calculate
approximately 300 Coulomb explosion events per minute on a desktop PC, allowing
for a relatively rapid convergence of the simulated data.

6.5.2 Details of the Ion Trajectories

Figure 6.18 plots the trajectories of the ions following Coulomb explosion of DBrD-
FCNBph carrying a single positive charge on each atom. While this particular charge
configuration is unlikely to be representitive of the actual charge distribution in the
molecule, the trajectories that result are a useful guide for understanding the dynam-
ics of the Coulomb explosion process and the interactions between the various ionic

(a) (b)

Fig. 6.18 Plots of the trajectories of the fragment ions following Coulomb explosion of DBrDFC-
NBph carrying a single positive charge on each atom in three dimensions (a) and as projected onto
the xz-plane (b), where the y-axis is coincident with the C2 symmetry axis of the molecule. The
trajectories are plotted up to 70 fs after the start of the simulation
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photofragments. The calculated ion trajectories illustrate that, while for some atoms
(such as the peripheral substituents N, F, and Br) axial recoil does indeed serve as a
reasonable approximation, for a number of the constituent atoms, particularly those
from the core of the parent molecule, the trajectories depart substantially from the
axial recoil scheme. A particularly interesting example of this behaviour is seen in
the trajectories of carbon atoms 10 and 12, which are bonded directly to the Br sub-
stituents on the first phenyl ring. The relatively large mass, and therefore inertia, of
bromine causes the Br+ ions to accelerate significantly slower than the C+ ions to
which they are bonded in the parent molecule. The carbon atoms at positions 10
and 12 initially depart the molecule on an axial trajectory, approximately parallel
to the C–Br bond axis, but encounter an obstruction in the form of the Br+ ions
after a short time. The larger intertia of the Br+ ions relative to C+ causes the C+
ions to deviate substantially from their initial path, resulting in their departure from
the molecule along trajectories approximately parallel to the C2 symmetry axis. In
addition to deviations caused by obstructed ion trajectories, it is generally observed
that ions formed from atoms located around the waist of the molecule are ejected
almost perpendicular to the C2 symmetry axis.

Figure 6.18b shows plots the projection of the ion trajectories onto the xz-plane,
where the y-axis is coincident with the MPA of the molecule. Interestingly, the
halogen substituents leave the molecule along trajectories largely confined to the
planes of the phenyl rings to which they are originally bonded. This suggests that
the relative recoil of the Br+ and F+, as imaged in the xz-plane, is indeed indicative
of the dihedral angle, as postulated in the discussion of Fig. 6.16.

Although the integrated ion trajectories plotted in Fig. 6.18 provide a highly intu-
itive representation of the fates of the various fragment ions following Coulomb
explosion, they fail to convey the timescales of the process. Figure 6.19 plots the
displacement and velocities of the various fragment ions as a function of time after
the start of the simulation. Again, each atom in the parent molecule is allocated a
single positive charge, so the values in Fig. 6.19 are intended as a guide to the range of
timescales involved in the Coulomb explosion process. It is clear from this data that
the ions are displaced to a significant extent during the pulse duration of the ionising
laser (30 fs). By 30 fs the majority of ions have travelled between 0.8–4.5 Å, with the
H+ ions having effectively left the parent molecule long before this time. In fact, the
H+ ions effectively leave the molecule instantaneously, becoming displaced by 10 Å
within ∼13 fs. The remaining ions, however, move very little during the first 10 fs,
becoming displaced by less than 1 Å. By 70 fs the ions are reaching their asymptotic
trajectories, with slight increases in their velocities the only perturbations beyond
this time. Additionally, the obstructed trajectories of carbon atoms 10 and 12 are
readily identified in Fig. 6.19a.

Given the large displacements calculated for the ions within the time period cor-
responding to the ionising laser pulse, it would seem unlikely that detailed insights
into the structure of the parent molecule should be possible through the use of CEI as
a probe in this case. It is therefore interesting that the parameters extracted from the
covariance images presented in Figs. 6.16 and 6.17 are in such close agreement with
those calculated for the target molecules. This suggests that either the actual time
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(a)

(b)

Fig. 6.19 Plots of the simulated displacement (a) and velocities (b) of the fragment ions as a
function of time after the start of the simulation, at which time the ions are at rest at their equilibrium
positions. The carbon ions are labelled according to the parent atom, as defined in Fig. 6.7. Each
atom in the parent molecule is assigned a single positive charge

during which the ionisation of the parent molecule occurs is much shorter than the
total pulse duration of the ionising laser, occuring only during the period when the
pulse reaches near maximum intensity, or that the trajectories are not greatly affected
by the gradual build-up of charge within the molecule. It is perhaps conceivable that
such an extended molecule is able to support a substantial degree of charge before
the Coulomb explosion of the system occurs. This would have the effect of allowing
charge to accumulate gradually, with Coulomb explosion being triggered only when
a threshold of total charge has been reached. From a slightly different perspective,
this may be considered a break-down at early times of the assumption that the trajec-
tories of the ions are determined solely by the Coulombic interactions. With respect
to the timescales of parent ionisation, it is likely that ionisation proceeds via some
sort of tunnelling or over-the-barrier mechanism, which will have an exponential
dependence on the height of the barrier to ionisation. It is therefore plausible that
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ionisation occurs only during the period of peak laser intensity, which will be sub-
stantially shorter than the 30 fs pulse duration. Of course, the actual dynamics of the
Coulomb explosion process are not yet well understood, and these are merely sug-
gestions of the possible reasons for the observed well-behaved nature of the Coulomb
explosion process.

6.5.3 Comparison to Experimental Data

While the simulated data presented in Figs. 6.18 and 6.19 aid in the interpretation of
the Coulomb explosion process, it is perhaps more useful to consider the final veloc-
ities of the ions in the plane of the detector, as these are the observable quantities
from the experiment. Figure 6.20 shows the simulated velocity-map ion image fol-
lowing the Coulomb explosion of a single molecule of DBrDFCNBph with a single
positive charge allocated to each atom. This idealised ‘ion image’, corresponding to
a molecule with the F+ phenyl ring confined to the plane of the detector, allows the
relationships between the various ion velocities to be clearly identified. These veloc-
ity relationships are effectively being measured in the recoil frame covariance images
extracted from the experimental data. Although the simulated ion image presented
in Fig. 6.20 corresponds to only a single initial charge distribution and a single initial
alignment of the parent molecule relative to the detector plane, it is worth comparing
the velocity vector correlations measured from the experiment with those predicted
by this simple simulation.
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Fig. 6.20 Ball and stick (a) and skeleton (b) representations of DBrDFCNBph, alongside a sim-
ulated ‘ion image’ resulting from the Coulomb explosion of a single parent molecule originally in
the geometry represented in Panel (a), and in which each atom is assigned a single positive charge.
The ions in Panel (c) are by colour according to their type (H+, green C+, black N+, blue F+,
yellow Br+, red). The C+ and H+ ions in the ion image are identified according to the parent atom,
as labelled in Panel (b)
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Fig. 6.21 Panels a and c show the simulated velocities of F+ and Br+ relative to N+ superimposed
on the corresponding pBASEX inverted recoil frame covariance images. The simulated data have
been rescaled to overlay with the main features of the experimental data. Panels b and d plot in red
the integrated intensities of the covariance images as a function of the relative recoil angle between
the N+ and the F+ and Br+ ions, respectively. The radial blue lines represent the predictions of the
simulations

Figure 6.21 overlays the simulated relative velocities on the pBASEX inverted
covariance images of F+ and Br+, as measured relative to N+, following parallel
alignment of the target molecules, as previously presented in Fig. 6.17. The simu-
lated ion images have been rescaled to approximately match the velocities observed
in the experimental images. The agreement between the simulation and the exper-
imental data is exceptional in the case of F+ relative to N+. The simulated data
predict a relative recoil angle of 60.5◦, the exact value extracted from the inverted
covariance images. In the case of Br+ relative to N+, however, the agreement is qual-
itatively good, but the discrepancy between the simulation and experimental data is
pronounced. The simulated ion trajectories predict a relative recoil angle between
the N+ and Br+ of 112.5◦, which differs substantially from the experimentally deter-
mined value of 127.2◦. This difference, wherein the Br+ ions are predicted to have
a tighter relative recoil angle with respect to N+, may be caused by the exaggerated
effect of the obstructed C+ ion trajectories, which act to push the Br+ away from the
path predicted by axial recoil. In reality, it is possible that the likelihood of yielding a
C+ ion from the 10 or 12 positions is lower than assumed in the simple model used in
these simulations. This hypothesis is supported by the electron density calculations
presented in Fig. 6.7, which suggest that the carbon atoms at the 10 and 12 positions
carry a net negative charge, even for very highly charged states of the molecule. If
the simulation is run with zero charge assigned to these carbon atoms, the relative
recoil angle between the Br+ and N+ increases significantly to 150.6◦, suggesting
that the actual situation lies somewhere between these two extremes.

The interpretation of the covariance images of the halogens relative to N+ is rather
straightforward, and the simulations act to provide a more quantitative appreciation
of the factors governing the ion trajectories. However, the covariance images cor-
responding to the more abundant constituents of the parent molecule, in particular
those of the H+ and C+ fragments, are more complex in their composition and are
therefore more difficult to interpret. The simulated ion trajectories in these cases offer
a valuable insight into the relationship between the structure of the parent molecule
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and the features of the experimentally measured covariance images. To illustrate this
point, Fig. 6.22 presents the covariance images of H+ and C+ plotted relative to N+,
F+, and Br+, overlayed with the appropriately transformed simulated H+ and C+
ion images. In the covariance images where correlations are measured relative to
ions located at two positions in the molecule, as is the case for the measurements
relative to F+ and Br+, the contributions from the second reference ion are circled
in red.

Row (a) of Fig. 6.22 compares the simulated and experimental covariance images
of H+ relative to N+, F+, and Br+, while Row (b) plots the integrated intensities of
the experimental covariance images as a function of relative scattering angle between
the plotted and reference ions. At first glance, it is clear that the simulated ion tra-
jectories reproduce reasonably well the main features of each of the experimental
covariance images. The measurement relative to N+ illustrates clearly that the strong
perpendicular feature corresponds to the equatorial H+ ions, whereas the antiparallel
component corresponds to the H+ ion originating from the end of the molecule oppo-
site to the CN group. Given the speed at which the H+ ions are calculated to escape
the influence of the parent molecular ion, it is perhaps surprising that the simulated
and experimental ion trajectories are in such close agreement. This strong agreement
between the simulations and experiment is reproduced for the measurements of H+
relative to F+ and Br+, where the origin of the different relative intensities of the
major angular features of the covariance images is revealed. The four main peaks
in the angular intensity profiles plotted in Panels II (b) and II (c) of Fig. 6.22 each
contain contributions from the equatorial H+ ions. The different intensities of the
forward- and backward-scattered peaks results from the contribution, or otherwise,
of H atom 5, coincident with the C2 axis of the molecule.

Rows (c) and (d) of Fig. 6.22 show the C+ analogues of the H+ data presented in
Rows (a) and (b). The somewhat higher abundance of carbon in the parent molecule
leads to rather more congested, and therefore more difficult to interpret, covariance
images. However, in each case, the simulations appear to reproduce to some extent
the main features of the experimental data, offering a valuable insight into the rela-
tionship between the structural composition of the parent molecule and the resulting
relative recoil of the fragment ions. The covariance image of C+ relative to N+
presented in Panel I (c) is composed primarily of a large lobe of intensity scattered
preferentially in the forward direction. In addition there exists a localised peak in
intensity in the backward-scattered direction, corresponding to C+ ions travelling in
an antiparallel manner following Coulomb explosion. The simulated ion trajectories
overlay favourably with the experimental data, revealing the origins of each feature in
the covariance image. It would appear that the backward-scattered tail is composed
of contributions from C+ ions originating from the 10, 11, and 12 positions. The
experimental covariance image appears to lend strong support to the prediction that
the carbon ions originating from the 10 and 12 positions in the parent molecule follow
an initially obstructed trajectory which causes a substantial deviation in their flight
path from that expected according to axial recoil assumptions. The remaining car-
bon ions contribute to the dominant forward-scattered component of the covariance
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Fig. 6.22 Rows a and c show, respectively, the covariance images of H+ and C+ relative to N+ (I),
F+ (II), and Br+ (III), as recorded following parallel alignment of the MPA with the detector plane,
overlayed with the simulated relative recoil velocities. The simulated data have been rescaled to
overlay with the main features of the experimental data. Rows b and d plot the integrated intensities
of the covariance images as a function of the relative recoil angle between the fragment ions.
Where the covariance images contain contributions as measured relative to ions located at two
distinct positions in the molecule, as is the case for the measurements relative to F+ and Br+, the
contributions from the second reference ion are circled in red
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image, with the two small lobes at approximately 105◦ and 255◦ corresponding to
the carbon atoms at the 4 and 6 positions.

The general agreement between the experimental data and the simulated ion tra-
jectories, and resulting structural insight demonstrated in the above discussion is
repeated in Panels II (c) and III (c). Where the C+ recoil velocities are plotted rela-
tive to the F+ ions, the peaks at approximately ±50◦ and ±130◦ are predicted by the
simulated ion trajectories. These peaks in intensity correspond to the increased den-
sity of simulated ion trajectories across the diagonal of the images, resulting from the
large number of C+ ions that are ejected parallel to the MPA of the parent molecule.
Similarly, the prominent features at approximately ±55◦ in the experimental covari-
ance image of C+ relative to Br+ are reproduced by the simulated ion trajectories.
Once again, it is the contribution of the C+ ions originating from positions 10, 11,
and 12 that are responsible for the sharp features observed.

Although the covariance images obtained following parallel alignment of the
target molecules relative to the detector plane are arguably richer in structural infor-
mation than those recorded following perpendicular alignment, there are nonethe-
less a number of covariance images recorded in the latter geometry that display
distinctly anisotropic features worthy of further investigation. The top Row (a) of
Fig. 6.23 shows, respectively, the covariance images of H+, C+, and F+, relative to
F+ (Columns I and II), and Br+ (Column III), as recorded following perpendicular
alignment of the MPA to the detector plane, overlayed with the simulated relative
recoil velocities of the ions. Once again, the simulated ion trajectories in each case
are generally suggestive of the features seen in each of the covariance images. How-
ever, although the agreement is indeed strong between the simulated ion trajectories
and the covariance images, there are some interesting points of difference present,
which may be suggestive of details of the Coulomb explosion dynamics. For exam-
ple, in the recoil frame covariance image of C+ relative to F+, the contribution of the
C+ ions corresponding to the carbon atoms 4 and 6 in the parent molecule is under-
represented when compared to that suggested by the simulated ion trajectories. This
suggests that either the carbon atoms at the 4 and 6 positions carry little charge in
general or that there is a reduced probability of charge build-up at these positions if
the fluorine atom carries a positive charge. Since features corresponding to C+ ions
originating from the 4 and 6 positions in the parent molecule have been identified
previously, it would seem likely that the reduced contribution of these atoms to this
particular covariance image is caused by correlations in electron density in the parent
ion. This is, of course, highly speculative, but would appear to be plausible in light
of the evidence presented here.

Panel III (a) plots the simulated and experimental relative recoil angle between the
Br+ and F+ fragments, which is suggested to be indicative of the dihedral angle of
the molecule. The value predicted by the simulations is 40.9◦, which is in fairly close
agreement with the values extracted from the experimental data of 41.8 ± 1.31◦, and
45.1 ± 0.39◦. This simple model appears to overestimate the relative recoil angle by
between 0.9◦ and 4.2◦, which represents a good level of agreement in the context of
the absolute values.
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Fig. 6.23 Row a shows, respectively, the covariance images of H+, C+, and F+, relative to F+ (I
and II), and Br+ (III), as recorded following perpendicular alignment of the MPA to the detector
plane, overlayed with the simulated relative recoil velocities. The simulated data have been rescaled
to overlay with the main features of the experimental data. Row b plots the integrated intensities of
the covariance images as a function of the relative recoil angle between the fragment ions. Where the
covariance images contain contributions as measured relative to ions located at two distinct positions
in the molecule, as is the case for the measurements relative to F+ and Br+, the contributions from
the second reference ion are circled in red

6.6 Simulation of Experimental Data

The simple model of Coulomb explosion presented in the previous section has been
demonstrated to provide many valuable insights on the behaviour of the fragment
ions during Coulomb explosion, and has proved to be remarkably effective in repro-
ducing the primary features of the recoil frame covariance images. In particular, the
understanding of the relationship between the structure of the parent molecule and
the asymptotic recoil velocities of the fragment ions that is afforded is promising.
However, this simple model neglects many of the factors important in the experi-
ment, which must be included if a more complete and accurate simulation of the
experimental data is to be pursued.
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6.6.1 Details of the Simulations

In order to simulate more closely the experiments described in this chapter, several
modifications were made to the simulation routine. The simulations presented thus
far have been concerned with the Coulomb explosion of a single parent molecule,
which is to neglect the vast number of initial starting conditions that are possi-
ble, in terms of the total charge held by the parent molecule and its distribution
amongst the constituent atoms. To more accurately reflect this in the simulations,
each molecule is assigned an integer number of positive charges, in units of ele-
mental charge (q), according to a Poisson distribution. The charges are randomly
localised amongst the atoms, weighted according to the experimentally observed
relative charge per atom type, as listed in Table 6.1. Additionally, each atom type has
a maximum number of charges that it may support, as informed by the time-of-flight
data (H = 1; C, N, F = 2; Br = 3). A further layer of averaging that has been ignored
in the simulations thus far is that related to the precise orientation of the target mole-
cule relative to the imaging plane. Since the molecules are only one-dimensionally
aligned in the experiment, rotation about the C2 symmetry axis is unrestricted. To
accurately reproduce this rotational averaging in the calculation of the simulated
ion trajectories, each target molecule is rotated through an arbitrary angle about the
C2 symmetry axis of the molecule prior to Coulomb explosion. Additionally, the
imperfect degree of alignment observed in the experiment is approximated using a
cos4 θ weighted distribution of the MPA of the target molecules, where θ is the angle
between the electric vector of the alignment laser pulse and the C2 symmetry axis of
the molecule. With additional layers of averaging included in the ion trajectory sim-
ulation routine, it becomes possible to attempt a full simulation of the experiment.
Each simulation is run over 30,000 trajectories in order to achieve a satisfactory
convergence of the data, and the covariance maps generated on each iteration are
summed together to yield the final output.

6.6.1.1 Limitations of the Approach

Although the simulation routine has been adapted to incorporate some of the aver-
aging present in the physical experiment, it is important to note that the inherent
model remains fundamentally the same: that the ions are assigned charge when at
rest in their equilibrium positions and the trajectories calculated using the forces of
Coulomb repulsion and Newtonian mechanics. More complex phenomena likely to
be important in the process, such as the gradual ionisation of the parent molecule
and charge redistribution during dissociation, are still ignored. Furthermore, some
assumptions must still be made regarding the range of initial conditions over which
the system must be averaged in order to closely simulate the experiment. In particu-
lar, the degree of alignment of the target molecules has been approximated to a cos4 θ

distribution, where the exponent value of 4 has been used as an initial estimation,
which reproduces relatively closely the features observed experimentally. An exact
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determination of the true degree of the target molecules in the experiment is difficult
as the observed alignment of the molecule, as calculated from the observed ion sig-
nals, is influenced by both the degree of alignment of the target molecules and the
deviation from axial recoil of the ionic product fragments caused by the influence of
the Coulomb explosion process on the ion trajectories.

A further approximation must be made in determining the average charge car-
ried by each of the parent molecules prior to Coulomb explosion. Simulations have
been performed using average charge states of 10+, 15+, and 20+ in order to gain
some understanding of the initial conditions present in the experiment. From these
investigations it was observed that an initial average charge of 15+ gave the closest
qualitative agreement to the experimental data and was therefore the value used in
the following simulations. Ideally, a calibration of the ion fragment kinetic energies
would allow a direct comparison between the absolute experimental and simulated
velocities. This may seem an attractive route towards determining the total charge
state of the parent molecule prior to fragmentation since the final kinetic energies of
the fragment ions will be determined by the geometry and charge distribution in the
parent ion, according to Eq. 6.12. However, such assumptions have been shown to
be rather inadequate in the case of Coulomb explosion since a small displacement
in the initial positions of the atoms during the ionisation process will cause large
differences in the final kinetic energies of the ions [2]. As the ion trajectory calcu-
lations in this chapter have shown, the atomic nuclei are likely to become displaced
on the timescale of parent ionisation (see Fig. 6.19). Furthermore, in the present
case, the precise distribution of charge amongst the constituent atoms of the parent
molecule is not yet well understood. For these reasons, the absolute velocities of the
simulated covariance images were deemed an unsuitable route to determining the
charge state of the parent ion prior to Coulomb explosion. Instead, the charge state
of the parent ion was estimated through a qualitative comparison of the simulated
and experimental data, and the simulated covariance images appropriately scaled to
overlay favourably with the experimental data.

For future experiments, one possibility is that a knowledge of the total number
of ions, and therefore charges, recorded on each laser shot may be statistically fitted
from the experimental data to yield the distribution of initial charge states of the
parent molecules. The parameters to be fitted include the average number of mole-
cules undergoing Coulomb explosion on each acquisition cycle and the statistical
probabilities of a given number of charges being supported be each target molecule
prior to break-up. In the current experiment this approach is difficult, however, due
to the highly condensed time-of-flight spectrum and the number of ions that travel
beyond the limits of the MCPs and are therefore not detected. However, there are
no fundamental practical reasons why an experiment could not be designed to allow
such measurements to be taken.
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6.6.2 Simulation Results

6.6.2.1 General Details

The full set of experimental and simulated recoil frame covariance images for all
singly charged ions, as recorded following parallel alignment of the target molecules,
is presented in Fig. 6.24. It is immediately obvious that the agreement between the
simulated and experimental data is, at least qualitatively, very good. In general,
the majority of the experimentally observed features are clearly reproduced in the
simulated recoil frame covariance images. The strength of the agreement is perhaps
surprising, given the basic assumptions of the model and the relatively long duration
of the probe laser pulse, providing further support for the assertion that CEI provides
a means of determining structural parameters of large polyatomic molecules on a
femtosecond timescale. The simulations suggest that the variable initial charge states
of the target molecules is largely responsible for the broad nature of the features
present in the experimental covariance images, with further broadening caused by
the finite degree of alignment of the target molecules and free rotation about the
MPA.

Figure 6.25 compares the experimentally measured and simulated recoil frame
covariance images recorded following perpendicular alignment of the molecules
relative to the imaging plane. Although the radial properties of the simulated covari-
ance images are generally in good agreement with the experimental data, the angular
properties are somewhat less convincing than in the case of parallel alignment. The

Fig. 6.24 Experimental (left) and simulated (right) recoil frame covariance images, as recorded
following Coulomb explosion of molecules aligned parallel to the detector plane. In each case the
ion species plotted is labelled at the top of the column, with the reference ion labelled to the left
of the rows. In each case the reference ion is confined to a vertical vector from the centre of the
covariance image to the top edge
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Fig. 6.25 Experimental (left) and simulated (right) recoil frame covariance images, as recorded
following Coulomb explosion of molecules aligned perpendicular to the detector plane. In each
case the ion species plotted is labelled at the top of the column, with the reference ion labelled to
the left of the rows. In each case the reference ion is confined to a vertical vector from the centre of
the covariance image to the top edge

features of the simulated covariance images are considerably more localised than
those present in the experimental data, suggesting a far higher degree of angular cor-
relation between the fragment ions than is observed experimentally. The relatively
low level of angular correlation observed experimentally is perhaps suggestive of
deformation of the parent molecule out of the planes defined by the phenyl rings dur-
ing the early stages of Coulomb explosion. This result should perhaps be expected
given that the phenyl rings are initially planar to facilitate the delocalisation of π -
electrons, which are likely to be removed during the process of ionisation preceding
molecular explosion. With the stabilising effect of conjugation lost, the molecule
is free to relax into a non-planar conformation. Such a relaxation of the initially
rigid carbon skeleton would have the result of reducing the strength of the angular
correlations between the trajectories of the fragment ions, as observed in the exper-
imental data. The angular correlations observed following alignment of the MPA
perpendicular to the imaging plane are far more sensitive the planarity, or otherwise,
of the phenyl rings than the measurements taken in a parallel geometry, hence the
somewhat poorer agreement between the simulated and experimental data in this
case. Nevertheless, certain covariance images show a clear similarity between the
simulated and experimental data. In particular, the covariance images describing cor-
relations between and amongst F+ and Br+ resemble closely those predicted by the
simulations. Since these correlations are indicative of the dihedral angle between
the two phenyl rings, it is promising that the simulations successfully reproduce the
experimental data in these cases.
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Fig. 6.26 Relative average
scaling factors used for the
simulated recoil frame
covariance images of each
ion species. See text for
details

Figure 6.26 summarises the average relative scaling factors used to fit the simu-
lated data to the experimental covariance images for each ion species. The scaling
factors reveal some interesting discrepancies between the simulated and experimen-
tal data. Clearly, the bromine ion velocities observed experimentally are far in excess
of those predicted through simulation. This is again suggestive of substantial charge
migration during the early stages of Coulomb explosion. In the ion trajectory cal-
culations the initial charge state of each ion is conserved throughout the simulation.
In order to account for the experimentally observed bromine ion velocities, it would
appear that the ions must initially carry a far higher charge than is observed at the
detector such that the ions possess sufficient Coulombic potential energy to account
for their final recoil velocities. This hypothesis is supported by the electron density
calculations presented in Table 6.1, which predict exceptionally high partial charges
on each of the bromine ions, far in excess of that observed experimentally from the
ion yields. The evidence therefore suggests that in the molecular ion the positive
charge is supported to a substantial degree by the bromine atoms, which becomes
redistributed during the early stages of fragmentation to yield the observed charge
states of the bromine ions. The H+ scaling factors are the lowest of all ions. This may
be explained by considering that the hydrogen ions are expected to become substan-
tially displaced on the timescale of molecular ionisation due to their low mass (see
Fig. 6.19), thereby reducing the final velocities of the ions from those expected based
on an impulsive ionisation model. That the scaling factor is not so much smaller than
the other ions is perhaps surprising, and suggests that the hydrogen atoms remain
bound to the molecule for a substantial time during the process of ionisation. The
scaling factors of the remaining ions lie somewhere between these two limits. The
slightly higher scaling factors applied to the fluorine ion images are perhaps sugges-
tive of some degree of charge redistribution akin to that observed for the bromine
ions, but to a far lesser extent.
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6.6.2.2 Detailed Analysis of Selected Data

The data presented in Figs. 6.24 and 6.25 demonstrate that there is a good qualitative
agreement between the simulated and experimental data. However, since the exper-
imental covariance data have been used to extract quantitative measurements of the
molecular structure, namely the dihedral angle between the two phenyl rings and the
bonding angles of the fluorine and bromine atoms relative to the CN group, it is pos-
sible to gain a quantitative assessment of the agreement between the simulated and
experimental data by measuring the same coordinates from the simulated covariance
images.

Figure 6.27 compares the simulated and experimental covariance images of F+
and Br+ to N+, as viewed parallel to the C2 symmetry axis of the parent molecule,
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Fig. 6.27 Presented in Row a are the experimental (I and III) and simulated (II and IV) recoil
frame covariance images of F+ relative to N+ (I and II) and Br+ relative to N+ (III and IV). Row
b presents the pBASEX inversions of the covariance images displayed in Row (a). The lower panel
compares the simulated and experimental covariance as a function of the relative recoil angle of the
partner fragment ions, as determined from the pBASEX inverted data
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alongside the pBASEX inversions of the data. The lower panel of the figure plots the
angular intensities of the inverted images for both the simulated and experimental
data. It is clear from this comparison that the parameters extracted from the simu-
lated and experimental data are in excellent agreement. The most probable relative
recoil angle between the F+ and N+ fragment ions, as measured experimentally and
predicted by the simulation, differs by only 1.0◦, with the simulated data predict-
ing an angle of 62.6◦ compared to the experimentally observed value of 61.6◦. The
agreement in the case of Br+ improves upon that observed for the F+ ions, with a
simulated value of 126.6◦ comparing very favourably to the experimentally deter-
mined most probable relative recoil angle of 127.2◦. The level of agreement between
the experimental and simulated data is striking, given the simplicity of the model
employed and the approximations involved. Nonetheless, this is not to say that the
agreement is perfect, and there remains some significant differences between the
experimental and simulated data; most notably in the relative spread of recoil veloc-
ities of the photofragments and the degree of confinement about the most probable
relative recoil angles.

Of particular interest is the measurement of the dihedral angle between the two
phenyl rings of the parent molecule, which represents perhaps the most characteristic
coordinate of the parent structure. Figure 6.28 compares the simulated and experi-
mental covariance images corresponding to the recoil of F+ and Br+ relative to
one another, as viewed along the C2 symmetry axis of the parent molecule. Panel
(b) of Fig. 6.28 compares the angular intensities of the simulated and experimental
covariance images, with Panel (c) showing the fitting of the simulated data to four
asymmetric sigmoidal peak functions. From the simulated data, the relative recoil
angles between the F+ and Br+ ion fragments are predicted to be 48.3 ± 2.3◦ for the
near side peaks, and 137.2 ± 1.5◦ for the far side peaks, corresponding to a dihedral
angle of 42.8 ± 1.5◦. These values are in good agreement with those measured from
the experimental data, where the maxima are observed at 45.1 ± 0.4◦ for the near
side peaks, and at 138.2 ± 1.3◦ for the far side peaks, which corresponds to a dihedral
angle of 41.8 ± 1.3◦.

In addition to accurately predicting the relative recoil angles of the F+ and Br+
product ions, the differences observed between the near side and far side peaks are
also reproduced in the simulated data, with the far side peaks being considerably
narrower and implying a smaller dihedral angle than their near side counterparts. In
Sect. 6.4 it was suggested that the differences between the proximal and distal ion pair
trajectories is largely due to the increased pairwise Coulomb repulsion experienced
between the F+ and Br+ fragment ions when the two ions originate from the same
side of the molecule, influencing the trajectories of the ions during the early stages
of Coulomb explosion. Since the present model considers exclusively Coulombic
forces, the reproduction of this effect in the simulated data appears to support this
assertion. However, in the model system, unlike in the experiment, it is possible to
investigate precisely the effect of each ion on the rest of the system. In particular,
it is possible to ignore terms in Eq. 6.12, describing the pairwise Coulomb repul-
sion between specific ions. Ion trajectories were therefore simulated with the terms
describing the pairwise interaction between the F+ and Br+ fragments ignored.
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Fig. 6.28 Presented in Row a are the experimental (I and III) and simulated (II and IV) recoil
frame covariance images of F+ relative to Br+ (I and II) and Br+ relative to F+ (III and IV). Panel
b compares the simulated and experimental covariance as a function of the relative recoil angle of
the partner fragment ions. Panel c illustrates the fitting of the simulated data to four asymmetric
sigmoidal peak functions. The table presented in Panel d summarises the properties of the four
peaks labelled in Panel (b), as determined from the fits to the data

The resulting recoil frame covariance image of F+ relative to Br+ is shown in
Panel II of Fig. 6.29. Interestingly, the covariance image in the absence of pairwise
interactions between F+ and Br+ is almost identical to that calculated using the full
model, as presented in Panel I. Although the proximal peaks are narrowed slightly
in the absence of direct F+/Br+ repulsions, they remain far broader than their distal
counterparts. However, closer inspection of the angular dependence of the correlated
ion trajectories, as presented in Panel (b) of Fig. 6.29, reveals that the implied dihe-
dral angle, as measured from both the proximal and distal peaks, is reduced when
compared to the full simulation. The relative recoil angles between the F+ and Br+
are measured as 44.4◦ and 39.8◦, from the proximal and distal ion pairs, respectively.
These values are in closer agreement to the actual dihedral angle of the molecule
of 39.0◦ than those extracted from the full simulation, implying that the pairwise
interactions between the F+ and Br+, while not the primary cause of the differences
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Fig. 6.29 Row a presents the simulated covariance images of F+ relative to Br+ in the case of
(I) all Coulomb terms included, (II) the exclusion of the pairwise repulsion of F+ and Br+, (III)
the exclusion of repulsive forces resulting from interactions with Br+ as the second body. Panel b
compares the covariance plotted as a function of the relative recoil angle between the partner ions
for each of the cases presented in Row (a). Panels c and d illustrate the fitting of the simulated
data presented in Panels II and III, respectively, to four asymmetric sigmoidal peak functions. The
table presented in Panel e summarises the properties of the four peaks labelled in Panel (b), as
determined from the fits to the data
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observed between the proximal and distal peaks, do influence the ion trajectories to
a measurable extent.

The logical corollary of these findings is that the repulsive interactions between
the F+ and Br+ ions are largely mediated through third parties, rather than through
the simple pairwise interaction initially postulated. To investigate this assertion, a
further simulation was run in which the trajectories of all ions were unaffected by the
Coulomb terms corresponding to interactions with Br+ ions. The trajectories of the
Br+ ions themselves were calculated as in the full simulation, with all Coulombic
terms included. The resulting recoil frame covariance image is shown in Panel III of
Fig. 6.29. The removal of the Br+ terms from the equations of motion noticeably alters
the ion trajectory correlations with the features of the covariance image becoming
markedly broader. This observation suggests that the presence of the Br+ ions acts to
restrict the possible range of trajectories of the other product ions. With the repulsive
influence of the Br+ ions removed, the remaining ions are free to explore a greater
range of possible ion trajectories, resulting in the broadening of the features observed
in the covariance image. Interestingly, although there are still differences between
the peaks corresponding to the distal and proximal ion pairs, these differences are
markedly less pronounced than in the full simulation. The proximal ion pair peaks
are still slightly broader than their distal counterparts, but this is to be expected as
the Br+ ions are still subject to repulsions caused by the F+ ions, both directly and
indirectly.

6.7 Summary

This chapter has demonstrated the considerable advantages conferred through the
application of the PImMS camera to the recording of multi-mass velocity-map images
following the Coulomb explosion of a large polyatomic molecule. The information
content of the data upon concurrent acquisition of the full set of product fragment ion
images on each acquisition cycle is compelling, allowing inferences on the structure
of the parent molecule and the dynamics of Coulomb explosion to be made through
analysis of the correlated fragment ion trajectories. The data presented are sugges-
tive of many details of the Coulomb explosion process, including the mechanism
of ionisation, charge localisation and migration, and rearrangement of the parent
structure following ionisation. Furthermore, the measured and simulated fragment
ion trajectories suggest that it is indeed possible to measure to a reasonable degree
of accuracy various characteristic structural coordinates of the parent system on a
femtosecond timescale.

The unique properties of the PImMS camera are crucial to the success of these
measurements. While there are alternative devices that are capable of recording
ion events to a high degree of temporal and spatial accuracy, the unique ability
of the PImMS camera to record a large number of ion events simultaneously and
without an appreciative loss of data is decisive in this application. The use of a
delay line detector would place severe constraints on the number of ions that may be
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detected concurrently, rendering the technology unsuitable for the recording of data
following the Coulomb explosion of moderately large polyatomic systems containing
a number of identical constituent atoms. Alternative silicon-based detectors, such as
the TimePix/MediPix family, overcome this limitation, but at the expense of an
imperfect and non-uniform collection efficiency of late-arriving ions. This is a direct
consequence of each pixel containing only a single memory register, resulting in
shadowing of later mass peaks by those occurring at earlier times. Where a large
variety of product fragments are yielded spanning a large range of mass and charge
states, this limitation has the potential to systematically reduce the fidelity of the
experimental data.

Having stated the considerable and unique advantages of the PImMS camera, it
is important to note that the present experiment is not without its limitations. For
example, due to the size of the ion detector, a number of fragment ions of high
velocity are unrecorded, skewing the calculated ion yields and resulting in an incom-
plete representation of the system under investigation. Moreover, the small size of
the ion detector requires the use of high extraction voltages, thereby condensing the
mass spectrum and reducing the overall effective mass resolution of the experiment.
This has implications for the assignment of the various peaks in the time-of-flight
spectrum. The experiments presented in this chapter utilise the 1D adiabatic align-
ment of the target molecules prior to Coulomb explosion to aid the interpretation of
the experimental data. While it is arguably not entirely necessary to pursue such a
scheme, the advantages of this approach are clear. In the present example, the MPA of
the molecules coincides with the primary molecular axis, allowing for a straightfor-
ward interpretation of the resulting ion images and covariance information. However,
while it is generally likely that the polarisability tensor is diagonal in the molecular
frame, this is by no means guaranteed, which has implications for the range of sys-
tems for which the combination of alignment and CEI is suitable. The relatively long
ionising laser pulse is also likely to cause a reduction in the information content of
the resulting data, with minor rearrangements of the parent structure possible on the
timescale of the ionisation. Commercial systems are currently available that provide
laser pulses as low as a few femtoseconds, which limits the possibilities for atomic
displacement during the ionising step of Coulomb explosion. Employing such laser
systems to similar experiments should allow for a more accurate determination of the
structural coordinates of the parent system, including the possibility of measuring
bond lengths in addition to bond angles and molecular configuration.

The success of a simple model in the simulation of the ion trajectories is encour-
aging. The details of the simulations reveal much about the dynamics of Coulomb
explosion, and are informative of the relationship between the structure of the parent
molecule and the final trajectories of the various fragment ions. The refinement of
this simple model to include, for example, the effects of the finite ionisation period
and charge migration during the early stages of the Coulomb explosion should further
our understanding of this interesting and complex phenomenon. That such a simple
model has proved capable of reproducing many of the characteristic features present
in the experimental data suggests that there is much promise in the suggestion that
CEI combined with ion trajectory calculations represents a relatively straightforward
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and accessible means of monitoring changes to the structural parameters of molec-
ular systems on a femtosecond timescale. Furthermore, that the simulations predict
to a reasonable degree of accuracy the trajectories of even the lightest ions following
Coulomb explosion by a relatively long probe laser pulse is surprising. The success
of the model is strongly suggestive that either ionisation occurs on a much shorter
timescale than the duration of the probe laser pulse or that a more complex scheme
of ionisation and dissociation is followed. For example, it is possible that the parent
molecule remains bound until such time as a threshold level of charge is reached,
after which molecular break-up proceeds rapidly, thereby reducing the effect of the
finite duration of the ionisation step. In order to understand better the early time
behaviour of the system, it will be necessary to gain a clearer understanding of the
range of initial charge states of the parent molecule prior to break-up, and how these
relate to possible bound states of the system.

The strategy introduced in this chapter holds much promise for the measurement
of characteristic structural parameters, particularly those relating to bond angles, of
relatively large polyatomic systems on a femtosecond timescale. In the following
chapter, this potential is explored through the time-resolved measurement of the
dihedral angle following following excitation of the torsional mode by a femtosecond
kick pulse.
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Chapter 7
Time-Resolved Studies of Induced Torsional
Motion

This chapter reports the application of the PImMS camera to the imaging of laser-
induced torsional motion of axially chiral biphenyl molecules through femtosec-
ond Coulomb explosion imaging (CEI). The target molecules are initially one-
dimensionally (1D) or three-dimensionally (3D) aligned in space using a nanosecond
laser pulse, and torsional motion is induced using a femtosecond ‘kick’ pulse. Instan-
taneous measurements of the dihedral angle of the molecules are inferred from the
correlated F+ and Br+ ion trajectories following photoinitiated Coulomb explosion
at various time delays after the initial kick pulse. The technique is extended to include
a second kick pulse, in order to achieve either an increase in the amplitude of the
oscillations or to damp the motion, representing a substantial degree of control of
the system. Measurements out to long kick-probe time delays (200ps) reveal that the
initially prepared torsional wave packet periodically dephases and rephases, in accor-
dance with the predictions of recent theoretical work. Finally, the potential of such
schemes for preparing samples with an enantiomeric excess from racemic mixtures
are considered.

The experiments presented in this chapter were performed at the University of
Aarhus in collaboration with Prof. Henrik Stapelfeldt and his research group.

7.1 Introduction

Torsional modes in polyatomic molecules represent a fascinating intermediary
between overall molecular rotation and internal vibration. Often characterised by
shallow potential energy surfaces and timescales comparable to those normally
expected of rotational motion, torsional modes exhibit complex time-dependent
dynamics due to their unique energy eigenvalue spectra (see Fig. 7.1). In addition
to being of significant fundamental interest, torsional modes have been observed to
influence a wide range of interesting chemical phenomena, including charge transfer
[1], energy flow and redistribution [2], electrical conductivity of molecular junc-
tions [3–5], and molecular chirality [6–12]. The manipulation of torsional motion
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Fig. 7.1 Left The torsional potential and first 26 torsional eigenstates of biphenyl as a function of
the dihedral angle, where a zero angle corresponds to the conformation in which the two phenyl
rings are in a coplanar arrangement. Right The energy level spacings between adjacent torsional
eigenstates for biphenyl. (Figure adapted from Ref. [13])

in polyatomic molecules therefore represents a possible means of controlling an
interesting variety of fundamental molecular processes in a time-resolved manner.

In particular, the dependence of electrical conductivity on the dihedral angle in
molecules such as biphenyl, diphenylacetylene, and their derivatives is especially
interesting from a practical perspective [14, 15]. Since the manipulation of torsional
motion in such systems necessarily translates into control over the electrical con-
ductivity, it has been proposed that the study of torsional dynamics may lead to
potentially interesting applications in the field of nanomaterials and molecular junc-
tions [16–20]. A particularly enticing proposition is that such molecules may be
placed between two electrodes, allowing optical control of the conductivity on a
picosecond timescale. Through careful preparation of the torsional wave packet, it
should, in theory, be possible to precisely dictate the pattern of torsional motion,
and therefore the time-dependent current flow through the junction. If realised,
such schemes would complement currently available technologies such as mechan-
ical break junctions [21] and molecular junctions driven through resonant photon
absorption [22, 23].

The control of torsionalmotion also has potentially interesting implications for the
stereochemical properties of a particular subset of molecules, which owe their chiral-
ity to the presence of a stereogenic axis of symmetry. Suchmolecules are described as
‘axially chiral’, and interconversion between the two enantiomeric forms is often pos-
sible through rotation about the stereogenic axis. Substituted derivatives of biphenyl,
which consist of two phenyl rings linked by a single C–C bond, are prime examples
of such axial chirality in which an asymmetric offset equilibrium angle between the
two phenyl rings gives rise to two energetically confined conformers, which consti-
tute the two enantiomeric forms of the molecule. The characteristic dihedral angle
between the phenyl rings results from the interplay between the conflicting tendency
of the system to favour planarity, which maximises the extent of delocalisation of the
π-electrons within the ring systems, and the steric repulsion of the substituents at the
ortho positions, which favours a perpendicular alignment of the phenyl rings. The
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reaction path corresponding to interconversion between the two enantiomeric forms
is therefore a rotation about the central C–C bond linking the two phenyl rings.

The stereochemical control of axially chiral molecules by laser fields has been
the subject of much theoretical attention in recent years. This interest is largely
driven by the relatively low barrier separating the two enantiomers, allowing the
use of moderate laser intensities to achieve interconversion without causing sub-
stantial ionisation and fragmentation of the molecules. The first theoretical study
directed towards achieving an enantiometic excess from a racemic mixture of axially
chiral target molecules considered the use of circularly polarised continuous mono-
chromatic light [24]. While the study predicted that it should indeed be possible to
pursue deracemisation using such an approach, the enantiomeric excess predicted by
the theory fell far short of anything that would be experimentally detectable or of seri-
ous practical merit (50.0001:49.9999%). However, subsequent theoretical studies,
based on the use of linearly or elliptically polarised laser pulses, have suggested that
it should be possible to achieve a far more pronounced deracemisation of an initially
achiral sample using laser radiation. Using oriented molecules of phosphinothioic
acid (H2OPSH) as a target, Fujimura et al. [25] proposed that the use of ellipti-
cally polarised picosecond shaped laser pulses could drive an ensemble from a 50:50
racemate to a nearly pure 100:0 ratio of a single enantiomer through a pump-dump
process, which exploits the asymmetric shift in the permanent dipole moment upon
rotation about the torsional coordinate.

Following this initial success, several further schemes have been developed to
achieve enantiospecific control of torsional motion in axially chiral systems. For
example, the probability of exciting one enantiomer over the other may be enhanced
by coupling the ground state to a superposition of two excited states of opposite
parities. Such schemes depend on quantum interference effects present in a three-
level system, allowing for a gradual population transfer from one enantiomer to the
other through laser distillation [26] or cyclic population transfer [27]. Alternatively,
the relationship between the molecular handedness and the direction of the transition
dipolemoment vectormay be exploited to achieve population transfer fromone enan-
tiomer to the other, causing deracemisation of the ensemble. Pump-dump schemes
based on this approach depend on the optimised alignment of the polarisation vectors
of the pump and dump pulses relative to the molecule such that the interaction with
one of the enantiomers vanishes, resulting in exclusive transfer of population from
one conformer to the other [28]. Similarly, the preferential asymmetric excitation of
a single enantiomer in a racemic mixture may be followed by removal of molecules
in the excited state from the population. This is achieved by, for example, pumping to
a dissociative state which leads to fragmentation of the excited molecules, or through
ionisation and acceleration by static electric fields [29].

Since torsional modes exhibit many similarities with molecular rotation, it is
natural to look to the concepts of laser-induced alignment to provide alternative
approaches towards manipulating torsional motion. As with laser-induced align-
ment, the various strategies may be divided into two broad regimes: that where the
pulse envelope is long with respect to the timescale of field-free torsional motion
(τpulse � Ttor), known as the adiabatic regime, and that where the pulse envelope is
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much shorter than the torsional period (τpulse � Ttor), known as the non-adiabatic
regime. Adiabatic control of the torsional coordinate of a biphenyl derivative may be
understood on a qualitative level by treating the phenyl rings as two distinct moieties
that interact classically with one another and an applied electric field. For the case
in which the stereogenic axis and the MPA of the biphenyl coincide, it has been
suggested that the torsional coordinate may be manipulated adiabatically using a
single, elliptically polarised nanosecond laser pulse. This pulse simultaneously acts
to induce 3D alignment of the target molecule through an interaction of themajor and
minor axes of polarisationwith theMPAandSMPAof themolecule, respectively, and
to modify the torsional coordinate of the system through an interaction of the minor
axis of the polarisation ellipse with the two phenyl rings, reducing the dihedral angle
between them and eventually forcing them into a coplanar arrangement [30, 31].
The extension of this scheme to manipulating molecular systems comprising more
than two planar components, and to forcing the dihedral angle to an arbitrary value,
is conceptually straightforward [10]. Quantum mechanically, as the pulse envelope
increases in amplitude, the population of each field-free torsional eigenstate grad-
ually transfers adiabatically into the corresponding eignestate of the field-dressed
Hamiltonian. As the laser field turns off, the system adiabatically evolves back into
the original field-free state. Adiabatic torsional alignment therefore serves to modify
the system only during the period in which the laser pulse is present, with the effect
vanishing thereafter. Although attractively intuitive and apparently straightforward
to implement, the feasibility of achieving adiabatic torsional control has recently
been disputed due to the strong coupling between the torsional modes and molec-
ular rotation, which results in a substantial degree of delocalisation in the torsional
coordinate and therefore a break-down of the torsional confinement [32].

Non-adiabatic excitation of torsional motion, where the pulse duration is short
with respect to the timescale of the field-free torsional period (τpulse � Ttor), pro-
ceeds via a coherent excitation of the ground state to a non-stationary superposition
of excited torsional eigenstates through a series of non-resonant stimulated Raman
transitions. The resulting torsional wave packet evolves such that the peak alignment
of the two phenyl rings occurs a short time after the laser pulse, under field-free con-
ditions, whereafter dephasing of the wave packet occurs. Provided that the coherence
of the system is maintained to some degree, a non-periodic partial revival structure
will be observed at later times, with the precise details of the beat structure being a
consequence of the energy eigenvalue spectrum of the torsional motion and the rela-
tive populations and phases of the contributing eigenstates. Non-adiabatic excitation
is therefore predicted to exhibit a far more complex behaviour than adiabatic control
schemes, making it a far more attractive target for experimental investigation. Fur-
thermore, since the torsional dynamics persist long after the initial excitation pulse,
non-adiabatic control is more appealing for most practical applications as these will
benefit from the field-free torsional revivals that result.

While much theoretical work has been devoted to investigating the potential for
strong field control of torsional motion, comparatively few experimental studies
have sought to validate the predictions of this theory. This is largely due to the
considerable challenges involved in the necessary preparation of the target mole-
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cules in the correct alignment or orientation, and the ultrafast real-time monitoring
of the system following the initial torsional excitation. Of particular relevance to
the work presented in this chapter are the experimental papers of Stapelfeldt and
co-workers, who have combined the principles of adiabatic laser alignment with
non-adiabatic excitation of torsional motion in substituted biphenyl derivatives. In
the work described in Refs. [11] and [12], 1D adiabatic alignment by a 9ns laser
pulse was used to achieve spatial confinement of the stereogenic axis of molecules
of 3,5-dibromo-3′,5′-difluorobiphenyl (DBrDFBph). The equilibrium dihedral angle
between the two planar, differentially substituted phenyl rings is calculated to be 39◦.
The aligned molecules were subsequently irradiated by a linearly polarised 700 fs,
moderately intense, non-resonant laser pulse, resulting in non-adiabatic excitation of
motion about the torsional coordinate. Since the ‘kick’ pulse was polarised perpen-
dicular to the nanosecond alignment pulse, the torsional motion was accompanied by
overall rotation of the molecules about the stereogenic axis, which causes transient
non-adiabatic 3D alignment of the sample. The torsional dynamics were probed by
an intense 25 fs probe pulse, delayed by a known time after the initial kick pulse,
which was used to induce rapid Coulomb explosion of the parent molecules. By
measuring the recoil velocities of the F+ and Br+ fragments in the laboratory frame
through velocity-map ion imaging, the period (1ps) and amplitude (0.6◦) of the
torsional motion was determined. While the measured torsional period was in rea-
sonable qualitative agreement with the theoretically predicted 1.2ps, there remained
a large discrepancy between the predicted amplitude of the torsional motion (2.45◦)
and that observed experimentally.

In an attempt to resolve this discrepancy between the theoretically predicted
and experimentally observed amplitude, further experiments were performed by
Stapelfeldt et al. [33]. The general principle of the experiments was largely simi-
lar to the previous work, with two important elements altered or improved to achieve
an enhanced resolution of the torsional motion. The target molecule was exchanged
for a very similar, but crucially different molecule. The new target was identical to
the previous one, but with the addition of a nitrile group at the 4 position on the Br-
substituted phenyl ring (3,5-dibromo-3′,5′-difluoro-4-cyanobiphenyl). The inclusion
of the nitrile group has a negligible effect on the torsional dynamics of the molecule
as it is coincident with the stereogenic axis, but has the crucial effect of increasing the
permanent dipole moment of the molecule from 0.2 to 4.4Debye. The increased per-
manent dipole moment of the molecules allowed the use of an electrostatic deflector
to select for molecules occupying the lowest rotational states, thereby increasing the
degree of adiabatic alignment possible using the nanosecond laser pulse. The most
important modification to the experiment, however, was the use of an elliptically
polarised alignment laser pulse to achieve full 3D alignment of the molecules in
space [34, 35] prior to the interaction with the femtosecond kick pulse. Following
this approach, the discrepancy between theory and experiment was largely resolved,
with the amplitude and period of the torsional motion measured experimentally as
∼3◦ and 1.25ps, respectively.

The success of these experiments in measuring the real-time torsional dynamics
of a biphenyl system to an unprecedented level of accuracy is impressive. However, a
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common feature of the experiments so far reported is their dependence on the spatial
alignment of the target molecules in order to measure the torsional motion through
laboratory frame measurements of the ion fragment velocities. Unfortunately, due to
the transient nature of the alignment induced by the impulsive interaction with the
kick laser pulse, the alignment of the SMPA of the molecules is rapidly lost past a
kick-probe time delay of 4ps,making it impossible tomeasure the torsional dynamics
out to longer time delays. The experiments reported in this chapter aim to overcome
this limitation by removing the dependence of the time-resolved measurements on
the confinement of the SMPA of the target molecules, thereby allowing the evolution
of the torsional wave packet to be followed with a high degree of accuracy out to
long time delays.

7.2 Experimental Details

With the exception of the optical systems, the experimental set-up is identical to those
reported in Sect. 6.1.2 and will therefore not be reviewed in detail. The molecules
were 3D adiabatically aligned in space using an elliptically polarized 10ns (FWHM)
pulse from an Nd:YAG laser (YAG pulse: λ = 1064 nm, IYAG = 8× 1011Wcm−2).
The major and minor components of the elliptical field were in a ratio of 3:1, with
the major component aligning the MPA and the minor component acting to confine
the SMPA of the molecules, as illustrated in Fig. 7.2. In DBrDFCNBph the MPA
is coincident with the stereogenic axis of the molecules, whereas the SMPA lies
orthogonally to theMPA, bisecting the dihedral angle between the two phenyl rings at
an offset of 11◦ with respect to theBr-phenyl ring and 28◦ with respect to the F-phenyl
rings.While it is not necessary to achieve 3D alignment for the purpose of measuring
the dihedral angle, the preparation of the torsional wave packet is sensitive to the
relative alignment of the molecules with respect to the polarisation of the kick pulse.
Excitation of the torsional motion was achieved through irradiation of the molecules
at precisely determined times by either one or two femtosecond kick pulses, eachwith
a duration of 130 fs (kick pulse: λ = 800nm, Iprobe = 2 × 1013Wcm−2). The kick
pulseswere linearly polarised perpendicular to themajor component of the alignment
laser pulse. The timings of the two pulses were independently controlled using two
independent delay stages. Coulomb explosion was induced by a linearly polarised
30 fs (FWHM) probe pulse (probe pulse: λ = 800 nm, Iprobe = 3 × 1014Wcm−2).
The polarisation of the probe pulse was parallel to the major component of the
alignment laser pulse, and therefore to the stereogenic axis.

The target molecules were 3,5-dibromo-3′,5′-difluoro-4′-cyanobiphenyl (C13H5
F2Br2N, DBrDFCNBph), which was described in detail in Sect. 6.1.1.

http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_6
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Fig. 7.2 a Ball and stick representation of DBrDFCNBph illustrating the three-dimensional align-
ment of the molecules in space. In the coordinate system used the z-axis is parallel to the time-of-
flight axis and perpendicular to the detector plane. Panels b and c identify the dihedral angle of the
molecule (φd) and the relative angles of the fluorine and bromine phenyl rings relative to the SMPA
of the molecule. In the ground torsional state φF+ = 28◦ and φBr+ = −11◦

7.3 Single Kick Torsional Dynamics

7.3.1 Theoretical Treatment

The experimental data presented in this chapter allow the torsional dynamics to be
parameterised in terms of the period and amplitude of the beating motion. These
values are compared to the predictions of a previously developed theoretical model
which concerns the torsional motion of a similar substituted biphenyl derivative
(DBrDFBph) [11, 12]. Since the primary focus of this work is therefore on the
predictions of the model and their comparison to the experimental data, only a brief
description of the theory is presented.

It is convenient from a theoretical standpoint to describe the system in terms
of two parameters: the dihedral angle, φd = φBr − φF, where φF and φBr are the
angles of the two phenyl rings with respect to the kick laser pulse, and the overall
rotation about the stereogenic axis, which is described by the weighted azimuthal
angle, � = (1 − η)φBr + ηφF, where the parameter η is formulated in terms of the
rotational moments of inertia of the two phenyl rings, η = IF/(IF + IBr).

The torsional motion evolves according to the time-dependent Schrödinger equa-
tion, which, in atomic units (e = � = me = a0 = 1), may be formulated as

i
∂

∂t
�(�;φd, t) = [Td + Vtor(φd) + Vkick(�;φd, t)]�(�;φd, t), (7.1)
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where Vtor is the torsional potential energy surface, Td is the rotational kinetic energy
due to torsional motion, given by

Td = − IBr+ + IF+

2IBr+ IF+

∂2

∂φ2
d

, (7.2)

and Vkick is the polarisability interaction between the kick pulse and the molecule,
given by

Vkick(�;φd, t) = − 1

4
E2
0(t)[αxx (φd) cos

2(� + ηφd)

+ αyy(φd) sin
2(� + ηφd)

+ αxy(φd) cos(� + ηφd) sin(� + ηφd)]. (7.3)

Here, E0 is the amplitude of the electric component of the kick pulse, and the αi j

coefficients are the dynamic polarisability components of the molecule.
Equation7.1 has previously been solved formolecules ofDBrDFBphusing a close

coupling method for interaction with a kick pulse polarised parallel to the SMPA,
which starts with a wavefunction localised in the ground torsional state. The kick
pulse is predicted to excite the system to a coherent superposition of the ground and
first excited torsional eigenstates, separated by 3.42meV. This superposition behaves
essentially as a classical harmonic oscillator, resulting in periodic oscillatory motion.
Although the molecule used in the work presented here contains an additional nitrile
group compared to that for which calculations have previously been performed,
quantum mechanical calculations have shown that the torsional potentials of the two
molecules are very similar [33]. Therefore, the values calculated for DBrDFBph are
those to which the experimental data are compared.

7.3.2 Alignment Dynamics

The initial proof-of-principle experiments, demonstrating the feasibility of measur-
ing the dihedral angle of the molecules as a function of time through a covariance
analysis of the F+ and Br+ recoil velocities, were performed using a single 130 fs
kick pulse to initiate torsional motion. The time of the kick pulse defined time zero
(t0), fromwhich the 30 fs probe pulse was delayed by various predetermined intervals
(tprobe).

Figure7.3 shows the full set of laboratory frame ion images of both F+ and
Br+ recorded at various kick-probe time delays, from −1.00 to 10.00ps. The target
molecules of DBrDFCNBph were three-dimensionally adiabatically aligned using
an elliptically polarised nanosecond laser pulse according to the principles described
in Sect. 5.3.3, whereby the MPA and SMPA are confined in space by the major and
minor components of the polarisation ellipse. In this case, the major component of
the polarisation ellipse is aligned perpendicular to the page and the minor component
aligned vertically in the ion images.

http://dx.doi.org/10.1007/978-3-319-24517-1_5
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Fig. 7.3 Laboratory frame ion images of F+ and Br+ recorded at various kick-probe time delays, as
indicated by the values alongside the images. The target molecules were adiabatically 3D aligned
in space prior to interaction with a 130 fs kick pulse, which induced torsional motion about the
stereogenic axis, and were subsequently Coulomb exploded by a 30 fs probe pulse. The nanosecond
alignment laser pulse was elliptically polarised with the major component of the polarisation ellipse
perpendicular to the detector plane and theminor component polarised vertically. Each data set from
−1.00 to 4.00ps was recorded over 20,000 laser shots. The remaining data sets contain 10,000 laser
shots each
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7.3.2.1 Three-Dimensional Adiabatic Prealignment

The success of the three-dimensional adiabatic alignment scheme is confirmed
through an inspection of the ion image corresponding to a negative kick-probe delay
of −1.00ps, which displays the unmistakable signatures of three-dimensional con-
finement of the target molecules. The central regions of the ion images are largely
devoid of intensity, suggesting that the ions are aligned with the MPA perpendicular
to the detector plane (note: a small region at the very centre of each image has been
masked in order to remove the contribution from contaminants in the reaction cham-
ber). The localisation of the signal intensity around the vertical axis is a direct result
of the confinement of the SMPA of the molecules parallel to the minor component
of the polarisation ellipse of the alignment laser pulse. The signal intensity of Br+ is
more tightly localised about the vertical axis than the corresponding F+ ion image
due to the smaller offset angle of the Br-phenyl ring from the SMPA in the torsional
ground state (φBr+ = 11◦, φF+ = 28◦).

7.3.2.2 Non-adiabatic Alignment

While the purpose of the kick laser pulse is primarily to induce torsional motion, an
inevitable secondary consequence of exposing the molecules to a short, intense, non-
resonant femtosecond laser pulse is the preparation of a coherent superposition of
rotational eigenstates, resulting in transient non-adiabatic alignment of themolecules.
Since the kick pulse is polarised parallel to the minor axis of the nanosecond laser
polarisation ellipse, the kick pulse acts to sharpen the alignment of the SMPA of the
molecules. This effect is obvious from an inspection of the ion images presented in
Fig. 7.3. The degree of alignment of the F+ and Br+ ion images gradually increases
from tprobe = 0, reaching a maximum at around 2 to 3 ps after the initial kick pulse.
In the case of the Br+ images, the two peaks of intensity become noticeably more
localised about the vertical axis, whereas in the F+ ion images the contributions
from molecules with the F-phenyl rings aligned at +28◦ and −28◦ relative to the
SMPA become increasingly well-resolved. It is possible to discern the beating of
the torsional motion from an inspection of the F+ ion images, with the four peaks
in intensity periodically oscillating towards and away from the central vertical axis
of the images. From approximately 4ps, the alignment of the ion images begins to
degrade as the rotational wave packet dephases, eventually reducing the degree of
alignment far below that observed before the introduction of the kick pulse.

As described in Chap.6, the alignment dynamics of the system may be quantified
through a measurement of 〈cos2 θ〉 in each of the ion images, where θ is the angle
between the ion velocity vector in the xy-plane and the polarisation axis of the kick
pulse. Figure7.4 plots the value of 〈cos2 θ〉 as a function of kick-probe time delay,
as measured from the F+ and Br+ ion images. From the traces in Fig. 7.4, the effect
of the kick pulse on the alignment of the target molecules is clear. The initially adia-
batically aligned distributions of F+ and Br+ become increasingly strongly aligned
in the direction of the kick laser polarisation, reaching a maximum alignment at

http://dx.doi.org/10.1007/978-3-319-24517-1_6
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‹
‹

Fig. 7.4 Plot of the value of 〈cos2 θ〉 as a function of kick-probe delay time, as measured from the
F+ and Br+ ion images, where θ is the angle between the ion velocity vector in the xy-plane and
the polarisation axis of the kick pulse

around 1.5ps in the case of the F+ and 3ps in the case of Br+. The combination of
adiabatic and non-adiabatic laser alignment schemes clearly enhances the degree of
confinement of the target molecules, as expected based on previous studies [36, 37].
Following the attainment of peak alignment, the coherent superposition of rotational
eigenstates dephases, resulting in a reduction in the degree of alignment observed.
The alignment of the F+ ion images falls below that initially achieved using exclu-
sively adiabatic alignment shortly after 4ps, with the same effect observed for Br+
at approximately 6ps.

Importantly, the disalignment of the SMPA of the molecules renders the mea-
surement of the dihedral angle from the laboratory frame ion images impossible
past these times. This represents a fundamental limitation of the previously reported
experimental strategies [33]. An additional and highly interesting feature of the data
presented in Fig. 7.4 is the presence of periodic oscillations superimposed on the
alignment trace of the F+ ions. This regular beating behaviour is a consequence of
the induced torsional motion, which periodically reduces and increases the dihedral
angle between the two phenyl rings. As the dihedral angle closes, the two phenyl
rings become increasingly well aligned with the SMPA of the molecule, enhancing
the degree of alignment observed. This effect is not observed in the case of Br+ due
to the far larger amount of rotational inertia of the heavier moiety, and the closer
initial alignment of the Br-phenyl rings relative to the SMPA.

7.3.3 Time-Resolved Torsional Motion

While the phenomenon of non-adiabatic alignment is indeed interesting, the pri-
mary aim of this study is to observe the torsional dynamics of the system through
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time-resolved measurements of the dihedral angle. In Sect. 6.4.2 it was demonstrated
that the relative recoil angle between the F+ and Br+ ions following Coulomb explo-
sion of the parent molecule is indicative of the dihedral angle of the system. Although
it was observed that there is a small discrepancy of a few degrees between the mea-
sured relative recoil angle and the generally accepted dihedral angle of the parent
molecule, for the most part, the torsional dynamics of the systemmay be described in
terms of the amplitude and period of the oscillations, which should be largely unaf-
fected by this small discrepancy. As in Sect. 6.4.2, the relative recoil angle between
the F+ and Br+ ions was determined through a covariance analysis of the data. The
resulting recoil frame covariance images of F+ relative to Br+ are shown alongside
the laboratory frame F+ ion images in Fig. 7.5. The covariance images clearly dis-
play a well-resolved four peak structure, with a significantly improved resolution
when compared to the laboratory frame ion images. Crucially, the resolution of the
covariance images is invariant of the laboratory frame alignment of the molecules,
with the four distinct peaks preserved throughout the period of the measurements.
Furthermore, since the covariance images represent the measurement of the F+ ion
velocities in the recoil frame of the Br+ ions, the angular intensity translates directly
into a measurement of the dihedral angle.

Figure7.6 plots the angular intensities of the recoil frame covariance images as a
function of kick-probe time delay. In this plot the torsional dynamics are manifested
in the periodic oscillations of the peak intensities of the four major features. The
middle two features, at an approximate relative recoil angle of 45◦, correspond to
ions ejected from the same sideof themolecule,whereas the features at approximately
140◦ correspond to ion pairs originating from opposite sides of themolecule. In order
to achieve a more quantitative description of the torsional dynamics, the angular
intensities of the covariance images were fitted to four Gaussian functions and the
peak intensities interpreted as representing the instantaneous dihedral angle of the
molecule at a given time delay. The resulting data are presented in Fig. 7.7, where
the most probable recoil angles are plotted as a function of kick-probe time delay.

The periodic torsional motion is immediately obvious from inspection. The sinu-
soidal oscillations are clearly resolved to a high degree of precision for both the
proximal and distal ion pairs. The data corresponding to the distal ion pairs (i.e.
that oscillating about a mean value of approximately 140◦) represent a more reliable
measure of the dihedral angle due to the reduced Coulombic effects on the ion trajec-
tories, as reasoned in Sect. 6.4.2. The evolution of the torsional motion was therefore
parameterised according to a damped sine curve fitted to this data. The fit to the
data, as shown in Fig. 7.7, closely follows the observed measurements of the dihe-
dral angle, allowing for a confident parameterisation of the torsional dynamics. The
period of the oscillationswas determined to be 1.253±0.006 ps, with an amplitude of
1.63±0.23◦, about a mean dihedral angle of 40.02±0.10◦. The period of the motion
is in almost perfect agreement with that predicted by theory, as is the mean dihedral
angle which differs by 1◦ from that expected. However, the amplitude is slightly
lower than the expected 2.45◦. Given the quality of the data and the close agreement
of the other parameters to that predicted by theory, this discrepancy is perhaps a little

http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_6
http://dx.doi.org/10.1007/978-3-319-24517-1_6


7.3 Single Kick Torsional Dynamics 167

-1
.0

0
0.

00
0.

17
0.

33
0.

50
0.

67
0.

83
1.

00

3.
00

2.
17

2.
33

2.
50

2.
67

2.
83

2.
00

1.
17

1.
33

1.
50

1.
67

1.
83

4.
00

3.
17

3.
33

3.
50

3.
67

3.
83

5.
00

4.
33

4.
67

6.
00

5.
33

5.
67

7.
00

6.
33

6.
67

8.
00

7.
33

7.
67

9.
00

8.
33

8.
67

10
.0

0
9.

33
76.9

LF Cov LF Cov LF Cov LF Cov

Fig. 7.5 Laboratory frame (LF) ion images of F+ recorded at various kick-probe time delays
alongside the corresponding recoil frame covariance images (Cov) of F+ relative to Br+. The target
molecules were adiabatically 3D aligned in space prior to interaction with a 130 fs kick pulse, which
induced torsional motion about the dihedral angle, and were subsequently Coulomb exploded by a
30 fs probe pulse. The nanosecond alignment laser pulse was elliptically polarised with the major
component of the polarisation ellipse perpendicular to the page and the minor component vertical
in the plane of the page. Each data set from −1.00 to 4.00ps was recorded over 20,000 laser shots.
The remaining data sets contain 10,000 laser shots.
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Fig. 7.6 Plot of the angular intensities of the recoil frame covariance images as a function of
kick-probe time delay

Fig. 7.7 Plot of the most probable relative recoil angle between the F+ and Br+ ions, as determined
from a fit to the angular profiles of the recoil frame covariance images presented in Fig. 7.5. The
standard errors of the fits are generally <0.5◦, and are therefore not shown. The red and blue lines
represent fits to the data of a damped sine wave. See text for more details

surprising. One possibility is that the kick pulse intensity was not exactly matched
to that used in the theoretical calculations, causing the lower amplitude observed.

Interestingly, the decay time constant of the fitted damped sine curve was effec-
tively infinite, suggesting that the phase relations between the various eigenstates
comprising the torsional wave packet are maintained indefinitely. The spectral band-
width of the kick pulse is sufficient to excite the torsional ground state to either the
first or second excited state through a stimulated Raman process. This modest degree
of torsional excitation gives rise to the rather small amplitude of the vibrations. The
states that contribute to the torsional wave packet will therefore exist within the
deepest regions of the torsional potential, where the motion is largely harmonic in
nature. Since it is the anharmonic terms in the potential that cause the phase relations
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between the various eigenstates to become unmatched, the absence of these terms
results in persistent torsional motion, as observed experimentally.

7.3.4 Torsional Dynamics of 1D Prealigned Molecules

So far, the investigation of torsional dynamics has been restricted to the case in which
the SMPA and the electric vector of the kick laser pulse are aligned in a parallel
arrangement. However, inspection of Eq.7.3 reveals that the interaction between the
kick pulse and the molecule depends upon the weighted azimuthal angle, �, which
has so far been limited to values close to zero. It is therefore interesting to consider
molecules aligned in a variety of spatial arrangements relative to the kick laser pulse.
By reducing the degree of alignment of the target molecules, such that the SMPA is
free to rotate about the stereogenic axis, the experiment necessarily probesmolecules
sampled over a range of geometries with respect to the kick laser pulse. By selecting
the appropriate subset of ions between which the correlations are measured, the
possibility of investigating the torsional dynamics of molecules following excitation
by an arbitrarily aligned kick laser pulse becomes experimentally accessible.

Figure7.8 presents the laboratory frame ion images of both F+ and Br+ recorded
at various kick-probe time delays, from −1.00 to 10.00ps, following 1D adiabatic
alignment of the target molecules. At negative times, before the application of the
kick pulse, the images are circularly symmetric, demonstrating the free rotation of the
molecules about the stereogenic axis. Following the interaction of the femtosecond
kick pulse, the molecules exhibit a gradually increasing degree of non-adiabatic
alignment around the vertical axis of the images, which coincides with the axis
of polarisation of the kick pulse. The 3D alignment that results is transient, with
the tight confinement of the minor polarisation axis of the molecules persisting for
only a short time, on the order of a few picoseconds. Figure7.9 plots the alignment
parameter 〈cos2 θ〉 as a function of kick-probe time delay for both the F+ and Br+
ion images. The quantification of the degree of alignment reveals some interesting
features, which are not obvious from an inspection of the ion images alone. Firstly,
although the impulsive kick pulse induces transient 3D alignment of the molecules,
themaximum degree of confinement is less than that achieved through a combination
of adiabatic and non-adiabatic pulses. Of more direct interest to the present study is
the observation of the torsional beat superimposed on the time-resolved F+ alignment
parameter, as was observed in the 3D aligned case. However, the torsional beat
persists for a far shorter time in the 1D aligned case, with the oscillations becoming
damped to such an extent that they are not observable by 4ps.

The strategy employed for achieving a quantitative measurement of the torsional
dynamics in the case of 1D alignment follows the same principles as used previously.
The covariance is used as a measure of correlation between the F+ and Br+ signals,
which allows a determination of the relative recoil angle between the fragment ions,
and by extension a measurement of the instantaneous dihedral angle. In a minor
modification, the covariance analysis is confined to considering only pixels that fall



170 7 Time-Resolved Studies of Induced Torsional Motion

-1
.0

0
0.

00
11.0

0.
22

0.
33

44.0
65.0

1.
00

11.1
1.

22
1.

33
0.

89
0.

67
0.

78

2.
67

1.
67

2.
00

2.
33

3.
67

3.
00

3.
33

5.
00

4.
00

8.
00

6.
00

7.
00

00.9
10

.0
0

F+ Br+ F+ Br+ F+ Br+ F+ Br+

Fig. 7.8 Laboratory frame ion images of F+ and Br+ recorded at various kick-probe time delays,
as indicated by the values alongside the images. The nanosecond alignment laser pulse was linearly
polarised perpendicular to the detector plane. Each data set from −1.00 to 4.00ps was recorded
over 40,000 laser shots. The remaining data sets contain 20,000 laser shots each

within the bounds of certain angular limits, in order that molecules may be identified
according to their alignment with respect to the kick laser pulse.

Figure7.10 plots the most probable relative recoil angle between the F+ and Br+
ions, as determined from Gaussian fits to the angular profiles of the recoil frame
covariance data, for two subsets of the data. In Panel (a) the covariance is measured
relative to Br+ ions with a final velocity within ±15◦ of parallel to the kick pulse
polarisation axis, whereas Panel (b) considers only covariances to Br+ ions with a
final velocity within ±15◦ of perpendicular to the kick pulse polarisation axis. At
negative time delays, before the application of the femtosecond kick pulse, these
subsets correspond to molecules with the SMPA aligned approximately parallel and
perpendicular to the polarisation of the kick laser pulse, respectively, since the the
Br-phenyl ring is offset by just 11◦ from the SMPA. The evolution of the dihedral
angle in the case of parallel alignment therefore resembles the torsional dynamics
following 3D alignment of the molecules, as discussed in the previous section. The
dihedral angle is initially observed to decrease, as the kick laser pulse modifies the
torsional potential in such a way as to coerce the rings into amore coplanar geometry,
whereafter the system oscillates at a characteristic frequency. Conversely, in the case
ofmolecules alignedwith the SMPAperpendicular to the femtosecond kick pulse, the
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‹
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Fig. 7.9 Plot of the value of 〈cos2 θ〉 as a function of kick-probe delay time, as measured from the
F+ and Br+ ion images, where θ is the angle between the ion velocity vector in the xy-plane and
the polarisation axis of the kick pulse

(a) (b)

Fig. 7.10 Plot of themost probable relative recoil angle between the F+ andBr+ ions, as determined
from Gaussian fits to the angular profiles of the recoil frame covariance data, for molecules with
the SMPA aligned initially a parallel and b perpendicular to the polarisation axis of the kick laser
pulse

opposite effect is observed. The dihedral angle is observed to increase immediately
following exposure to the kick pulse, with the subsequent oscillations offset by half
a torsional period relative to the parallel alignment case.

The data demonstrate clearly the dependence of the wave packet preparation
on the initial alignment of the molecules relative to the kick pulse polarisation.
The torsional dynamics unfortunately become obscured at relatively short delays
following the kick laser pulse, with the periodic oscillations becoming considerably
damped, especially in the case of parallel alignment. This is a result of the transient
non-adiabatic 3D alignment of the system, induced by the femtosecond kick pulse,
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Fig. 7.11 Illustration of the torque induced in the phenyl rings resulting from a parallel and b
perpendicular alignment of the SMPA with respect to kick pulse polarisation vector. A minimum
energy conformation exists with the two phenyl rings in a coplanar arrangement in the presence of
the kick pulse, pulling the rings away from their equilibrium angle under field-free conditions

which acts to align the SMPA of the molecules about the vertical axis. The induced
rotation of the molecules about the stereogenic axis results in a greater uncertainty
in the initial alignment of the SMPA at time zero for a given laboratory frame recoil
angle as the kick-probe time delay increases. At later times, when a high degree of
3D alignment is observed in the laboratory frame images, many of the molecules
that were initially aligned with the SMPA perpendicular to the kick laser pulse have
become aligned along the axis of the kick laser polarisation. Since these molecules
will be oscillating in anti-phase with the molecules initially aligned with the SMPA
parallel to the kick laser pulse, this results in a substantial damping of the observed
torsional motion at parallel geometries.

Although a complete description of the mechanism of the kick pulse requires a
quantummechanical treatment, the torsional dynamics may be understood on a qual-
itative level using simple classical arguments. The opposing phase of the torsional
oscillations in the two cases considered here may be understood by considering the
torque experienced by each phenyl ring upon exposure to the kick pulse, as illus-
trated schematically in Fig. 7.11. As individual moieties, the two phenyl rings favour
alignment with the kick pulse, resulting in a torque which acts to draw the system
away from the equilibrium dihedral angle under field-free conditions. When the kick
pulse is removed, the rings experience a restorative force in the opposite direction,
which results in the periodic torsional motion observed.

7.4 Double Kick Torsional Dynamics

The torsional motion observed thus far has been relatively modest, with typical
amplitudes of around 2–3◦ inferred from themeasurement of the relative recoil angles
of the F+ and Br+ fragment ions. In the introduction to this chapter, the prospect
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of photoinduced deracemisation was discussed, which would clearly require a much
greater degree of torsional excitation to be induced in the target molecules in order
that the barrier to interconversion between the two enantiomeric conformers may be
overcome. In principle, this may be achieved using a higher intensity, a longer pulse
duration, or a train of synchronised kick pulses optimised to amplify the torsional
motion.

The two single pulse strategies, while attractive due to their apparent simplicity,
are less straightforward than they initially appear. The intensity of the kick pulse
is limited by the ionisation threshold of the target molecules. If this threshold is
exceeded, ionisation and subsequent Coulomb explosion will occur, resulting in
the destruction of the system that is to be controlled. In the present experiments, the
intensity of the kick pulse was optimised to induce the maximum torsional excitation
without inducing Coulomb explosion of the target molecules, leaving little scope for
increasing the pulse intensity. As discussed previously, the use of a longer kick
pulse is complicated by the strong coupling between overall rotation and torsional
motion, which results in a large degree of delocalisation in the torsional coordinate,
and therefore a break-down of the torsional confinement [32]. Furthermore, since
the coherence of the torsional wave packet depends on the duration of the kick
pulse, the use of longer pulse envelopes is likely to have a detrimental effect on the
coherence of the resulting torsional motion. As the pulse duration is lengthened, the
initial coherence of the torsional wave packet will weaken, ultimately destroying
the coherence of the system entirely as the pulse length becomes comparable to the
torsional period.

In light of these considerations, themore attractive strategy for achieving a greater
degree of torsional excitation would appear to be the use of multiple kick pulses that
are synchronised in such a way so as to successively amplify the torsional motion.
The remaining experimentalwork presented in this chapter investigates the feasibility
of this approach by introducing a second kick pulse to modify the torsional wave
packet following the initial excitation. Extending this approach to include a train of
kick pulses delivered to the experiment at optimised time delays should be relatively
straightforward using conventional femtosecond pulse shaping techniques [38].

The experimental details are largely identical to those used previously, with the
important addition of a second kick pulse, identical to the first, to the optical scheme.
A further difference to the experiments was the use of a slightly different target mole-
cule, 3,5-dibromo-3′,5′-difluoro-4-cyanobiphenyl (C13H5F2Br2N, DFDBrCNBph).
The new target molecule is almost identical to that used previously, but the nitrile
group has beenmoved to the 4 position of theBr-phenyl ring from its original location
at the 4′ position on the F-phenyl ring. The reason for the change of target molecule
is the higher purity of the DFDBrCNBph sample following synthesis, which results
in a reduced contribution to the ion images from impurities and byproducts. The
molecules were adiabatically 3D aligned in space prior to interaction with the initial
kick pulse.

Figure7.12 presents the measurement of the relative recoil angle between the F+
and Br+ ions as a function of time after the initial kick pulse for three different pulse
sequences. Panel (a) presents the results following torsional excitation using a single
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(a) (b)

(c) (d)

Fig. 7.12 Plots of the most probable relative recoil angle between the F+ and Br+ ions, as deter-
mined from Gaussian fits to the angular profiles of the recoil frame covariance data. The data are
plotted as a function of initial kick-probe time delay, following a a single kick pulse, b two identical
kick pulses separated by 1.226ps, and c two identical kick pulses separated by 540 fs. Panel d
overlays the results presented in Panels a to c for comparison. The solid lines are fits of a damped
sine function to the data. Each data set consists of 10,000 laser shots

kick pulse, as previously reported in Sect. 7.3.3 forDBrDFCNBph. The period (1.236
± 0.015ps) and amplitude (2.50 ± 0.14◦) are in good agreement with the predicted
values and those measured in Sect. 7.3.3 for DBrDFCNBph. Panel (b) presents the
results following excitation by two kick pulses separated by 1.226ps. The delay of the
second pulse relative to the first is optimised to achieve maximum amplification of
the torsional motion, which results when the molecules pass through the equilibrium
geometry as the dihedral angle closes. The amplitude of the torsional beat is increased
to 5.95±0.40◦, almost exactly double that observed following excitation by a single
kick pulse, while the period (1.274± 0.002) remains relatively unaffected. Panel (c)
presents the results following interaction of the target molecules by two kick pulses
separated by 540 fs. In this case, the timing of the second kick pulse relative to the
first is optimised to achieve the maximum damping of the induced torsional motion,
occuring almost exactly half a phase earlier than the kick pulse used in Panel (b)
so as to exert a torque on the rings opposing their angular velocity. A considerable
damping of the motion is observed, with the amplitude of the oscillations reducing to
1.15±0.21◦, with the period (1.233±0.049 ps) again remaining largely unaffected by
the second kick pulse. From the progression of the torsional motion inferred from the
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data in Panel (c), it would appear that the kick pulse was applied slightly prematurely
in this instance, with the effect that the motion is over-damped by the second kick
pulse, such that the direction of the torsional motion is reversed rather than stopped.
By applying the kick pulse slightly later, at exactly half a period before the timing
of the amplifying kick pulse, it should therefore be possible to enhance the effect of
the damping kick pulse, potentially stopping the torsional motion completely.

Long Time Behaviour

In Sect. 7.3.3 the invariance of the covariance method to the laboratory frame align-
ment of the molecules was demonstrated to allow the measurement of the instanta-
neous dihedral angle out to kick-probe delays of 10pswith a high precision. Provided
the alignment of the stereogenic axis is preserved, there is no fundamental limit on
the range of kick-probe delays over which measurements may be taken, offering
the possibility of monitoring the long time behaviour of the torsional dynamics. As
discussed previously, the torsional wave packet is prepared from a coherent superpo-
sition of torsional eigenstates, which occupy a complex ladder of energy eigenvalues
exhibiting characteristics of both rotational and vibrational motion. The time evolu-
tion of the torsional motion is therefore expected to exhibit a rich revival structure,
periodically damping and amplifying as the eigenstates successively dephase and
rephase [13].

Figure7.13 plots the evolution of the dihedral angle following an amplifying
double kick pulse (kick-kick delay=1.226ps) out to 20ps. The periodic beating
of the torsional motion persists throughout the measured time window, with the
gradual dephasing of the excited torsional eigenstates manifested in the decaying
amplitude of the oscillations. Interestingly, the coherence of the torsionalwave packet

Fig. 7.13 Plot of themost probable relative recoil angle between the F+ andBr+ ions, as determined
from Gaussian fits to the angular profiles of the recoil frame covariance data. The data are plotted as
a function of initial kick-probe time delay, following two identical kick pulses separated by 1.226ps.
Each data set consists of 10,000 laser shots
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Fig. 7.14 Plot of themost probable relative recoil angle between the F+ andBr+ ions, as determined
from Gaussian fits to the angular profiles of the recoil frame covariance data. The data are plotted as
a function of initial kick-probe time delay, following two identical kick pulses separated by 1.226ps.
Each data set consists of 10,000 laser shots. The vertical drop lines are spaced by the period of the
torsional motion (1.274ps), and are included as a guide to the eye

appears to reduce noticeably faster than that observed following a single kick, as
reported in Sect. 7.3.3 for DBrDFCNBph. In contrast to the practically infinite decay
time constant parameterising the single kick torsional dynamics, the damping of
the torsional motion following two synchronised kick pulses is noticeable within a
few torsional periods. This contrasting behaviour may be understood by considering
the composition of the initially prepared torsional wave packet in each case. The
second kick pulse acts to further excite the torsional motion through the inclusion
of higher lying torsional eigenstates, accessed via a second tranche of non-resonant
stimulated Raman transitions. Since the anharmonic nature of the system increases as
the torsional ladder is climbed, the energy spacings, and therefore the phase relations,
between successive eigenstates become increasingly non-uniform.

Although the coherence of the system is clearly decreasing, the torsional pro-
gression observed in Fig. 7.13 is suggestive of a rather long revival time. In order
to confirm that the damping of the torsional motion is caused by the dynamics of
the torsional wave packet, and not through other processes such as intramolecu-
lar vibrational redistribution (IVR), measurements were taken at several short time
windows between 50 and 200ps. The results of these measurements are shown in
Fig. 7.14. These data offer an intriguing glimpse of the full time-dependent torsional
dynamics of the system. At 50ps, although significantly damped, the signature of
torsional motion is still clearly present, suggesting that the coherence of the system is
still, to some degree, intact. However, by 100ps the periodic beating of the dihedral
angle is no longer measurable, with the system exhibiting complete decoherence.
The revival of the torsional motion is unmistakable at 150ps, with an amplitude of
approximately 3◦ and a period consistent with that observed at earlier times. By
200ps the torsional motion is once again damped; however, the torsional beat is still
just about discernable above the level of the noise.



7.4 Double Kick Torsional Dynamics 177

Although the data are not sufficiently complete to pursue a more quantitative
assessment of the torsional dynamics, they give at least an impression of the long
time behaviour of the system. It is clear that torsional motion persists for an extended
period of time, with the energy localised in the torsional coordinate of the molecule
for at least 200ps. Due to the anharmonicity of the torsional potential, the torsional
mode undergoes coherent dephasing following initial excitation, and subsequently
exhibits at least onewavepacket revival. Itmaybepossible that there aremore revivals
within the first 200ps. However, from the current data it is not possible to draw strong
conclusions on the precise details of the revival structure. It is also difficult to derive
any firm conclusions from the data on the role of IVR in the torsional dynamics.
It appears that the energy persists in the torsional mode for an extended period of
time, certainly compared to the normal timescales of IVR, which are generally on
the order of femtoseconds or picoseconds. However, due to the complicated revival
structure it is not possible to determine the contributions of IVR in any quantitative
manner. The localisation of energy in the torsional coordinate is consistent with the
low frequency nature of torsional motion, which couples more strongly to overall
rotation of the molecule than to other vibrational modes.

7.5 Summary and Outlook

The experimental work presented in this chapter has demonstrated the extension of
Coulomb explosion imaging to the real-time monitoring of photoinduced torsional
motion in substituted biphenyl derivatives. The measured torsional dynamics are in
good agreement with both theory and previous experimental results, suggesting that
a high confidence may be ascribed to the findings. Crucially, the measurement of
the instantaneous dihedral angle depends only on the confinement of the stereogenic
axis and is invariant of the degree of alignment of the SMPA, allowing the study of
the torsional dynamics to be extended far beyond the first few picoseconds following
the initial kick pulse. In this work, measurements were recorded at a kick-probe time
delay of 200ps, compared to the 4–5ps range possible through measurements of the
laboratory frame F+ and Br+ signal intensity. Furthermore, the insensitivity of the
measurements to the alignment of the SMPA allowed the measurement of the tor-
sional dynamics of molecules aligned perpendicularly to the kick pulse polarisation
following 1D adiabatic alignment of the molecules.

Building on the success of the measurements following torsional excitation by a
single kick pulse, the optical scheme was extended to include a second kick pulse at
different, user-defined time delays after the first, in order to either dampor amplify the
amplitude of the torsional motion. Following amplification of the torsional motion,
snapshots of the torsional revival structure were recorded, providing the first exper-
imental observation of revival phenomena in a torsional mode. A possible direction
for future work is the measurement of a more complete data set, although it should
be noted that this will take some time due to the low repetition rate (20Hz) of the
experiment. Complementary to this, ab initio calculations of the torsional dynamics
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are currently being performed by Lauge Christensen in the group of Prof. Henrik
Stapelfeldt, in order that the experimental results may be more accurately compared
to the predictions of theory.

More generally, the success ofCEI using a tabletop light source inmeasuring small
amplitude molecular motion on a femtosecond timescale provides direct evidence of
the feasibility of recording a ‘molecular movie’ using such a strategy. It is therefore
proposed that CEI, when combined with a fast imaging sensor, provides a means of
monitoring photoinducedprocesses on the natural timescale ofmolecularmotion. It is
possible that the experimental principles introduced in this chapter could be extended
to the study of the structural transformations following photoabsorption in a variety
of interesting systems. For example, the photoinitiated cis-trans isomerisation of
alkenes could be studied, where substituted derivatives of stilbenewould be attractive
candidates for study.

7.5.1 Towards Larger Amplitude Torsional Motion

The torsional motion observed in this work has been relatively modest, with a peak
amplitude of around 5◦ induced following amplification by a second kick pulse. In
principle, larger amplitude torsionalmotionmay be achieved using a higher intensity,
a longer pulse duration, or a train of synchronised kick pulses optimised so as to
amplify the torsionalmotion, as discussed previously. The use of higher intensity kick
pulses is rather unattractive, however, due to the increased likelihood of ionisation and
fragmentation of the target system following exposure to high intensity femtosecond
laser pulses. An extension of the double kick strategy to include a train of kick
pulses delivered to the experiment at optimised time delays should be relatively
straightforward using conventional femtosecond pulse shaping techniques [38], and
represents amore feasiblemeans of inducing larger amplitude torsionalmotionwhile
avoiding significant ionisation and fragmentation of the target molecules.

An alternative route towards achieving larger amplitude torsional motion is to
instead exchange the target molecules for systems with a shallower torsional poten-
tial energy surface. Suitable candidates include phenylpyrroles and ortho-substituted
biphenylacetylene derivatives, for which the barrier to stereochemical interconver-
sion is lowered compared to the substituted biphenyl molecules considered in this
work.

An interesting extension of the current work would be to monitor the torsional
motion induced upon resonant π–π∗ excitation. Such a transition is expected to be
associated with large amplitude torsional motion as the equilibrium dihedral angle
is significantly different in the excited state compared to that of the ground state. A
potential complication of such an experiment is the influence of the YAG laser on the
system, since the absorption spectrum of the molecule will be red-shifted following a
π–π∗ transition, potentially increasing the risk of ionisation by the YAG laser pulse.
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7.5.2 Prospects for Photoinduced Deracemisation

The introduction to this chapter discussed the prospect of photoinduced deracemisa-
tion for molecules in which torsional motion corresponds to the coordinate by which
the enantiomers may be interconverted. The experimental results demonstrate that
the application of a train of synchronised kick pulses has the potential to induce a
well-defined degree of torsional motion, potentially allowing the torsional barrier to
be crossed if the optical scheme is extended to include further kick pulses. Alterna-
tively, it may be possible to induce a sufficient degree of torsional excitation using
a longer kick pulse. However, it must be stressed that an important prerequisite for
all photoinduced deracemisation schemes so far proposed is that the molecules may
be oriented in space, rather than simply aligned as has been considered in this work.
The requirement of orientation may be understood by considering Eq.7.3, which
describes the interaction of the kick pulse and the target molecules. Close inspection
of the terms present in Eq. 7.3 reveals that the kick pulse interaction is sensitive only
to the projection of the rings in the xy-plane, which will be identical for oppositely
oriented Ra and Sa enantiomers. It is therefore inevitable that in an aligned ensemble
the interconversion of the two enantiomers will proceed with equal probabilities in
both directions, resulting in no net deracemisation.

The orientation of suchmolecules usingmixed-field orientation schemes has been
investigated in previous studies [39], where it was found that a modest degree of ori-
entation of the target molecules could be achieved (45:55). Clearly, if deracemisation
is to be seriously pursued, a far higher degree of orientation must be realised than
has been demonstrated thus far, either by significantly increasing the static field
strength, or through alternative strategies such as the use of terahertz pulses [40,
41] or two-colour fields [42]. However, in an aligned ensemble the interaction of
the two enantiomers with the kick pulse is reversed in the two orientations. There-
fore, although net deracemisation of the ensemble is not expected, deracemisation of
each orientation should occur, with the opposing molecules consisting of a greater
proportion of either the Ra or Sa enantiomer, depending on their orientation. While
this is arguably of little practical use, the process of photoinduced deracemisation
is interesting from a theoretical perspective, and it would therefore be interesting
to monitor this process experimentally. Using the current experimental set-up, this
should be possible as the signature of molecular orientation is present in the time-of-
flight spectrum. In Sect. 6.3 it was shown that the two opposing orientations of the
molecule split the peaks of the fluorine ions into forward- and backward-scattered
components. By selecting either the forward- or backward-scattered ions, the orien-
tation of the molecule is therefore selected for, and the enantiomeric composition of
the sample may be assessed by measuring the contributions from each of the four
peaks present in the recoil frame covariance images, as illustrated by Fig. 7.15.

Recent theoretical work has investigated the feasibility of performing photoin-
duced deracemisation using a similar scheme to that reported in this thesis. In Ref.
[12] calculations were performed using the time-dependent torsional potential of
DFDBrBph, as determined from quantum chemical calculations, but reduced by a

http://dx.doi.org/10.1007/978-3-319-24517-1_6
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S -a enantiomerR -a enantiomer
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Fig. 7.15 Illustration of the principles of enantiospecific identification. Using the forward-scattered
F+ time-of-flight peak to determine the orientation of the molecules, it is possible to deduce the
chirality of the molecules contributing to the recoil frame covariance image

factor of 1/4. Such a reduction in the torsional barrier should be possible through
structural modifications to the molecule; for example, by modifying the phenyl rings
or by using a halogen substituted diphenylacetylene. In these calculations, torsional
motion was initiated by a kick pulse with a peak intensity of 1.2× 1013Wcm−2 and
a duration of 1ps, polarised at an angle of 13◦ relative to the SMPA of the molecules.
In order to achieve this alignment experimentally, it would be necessary to introduce
the kick laser pulse at an angle of 13◦ relative to the alignment pulse, rather than in
the collinear fashion currently used. The results of the simulations are summarised
in Fig. 7.16. The potential energy surface plot presented in Panel (a) illustrates some
important features of the kickpulse interaction. Firstly, for a perfectly oriented ensem-
ble, the effect of the kick pulse on the torsional potential energy surface is clearly
asymmetric with respect to the two conformationally restricted enantiomers, caus-
ing a differential behaviour of molecules originally confined within the two potential
wells. Secondly, the potential barrier separating the two enantiomers is substantially
reduced during the kick pulse envelope, facilitating interconversion between the Ra

and Sa conformers.
In order to investigate the extent of deracemisation that would result from such an

interaction, the torsional dynamics of molecules initially of purely Sa and Ra char-
acter were calculated under identical experimental conditions. The results of these
calculations are presented in Panels (b) and (c) of Fig. 7.16, and illustrate the strongly
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Fig. 7.16 Panel a shows the calculated torsional potential energy surface of oriented molecules
of DBrDFBph as a function of kick-probe delay in the presence of a kick laser pulse with a peak
intensity of 1.2×1013Wcm−2 and a duration (FWHM) of 1ps, polarised at an angle of 13◦ relative
to the SMPA of the molecules. The broken red line at later times represents the field-free torsional
potential. The red and black traces above the PES illustrate the motion of molecules initially
confined to the Ra and Sa potential wells, respectively. Panels b and c plot the probability density
of the torsional wavefunction as a function of kick-probe delay when starting with 100% Ra and
Sa molecules, respectively. (Figure adapted from Ref. [12])

differential response of the two enantiomers to the kick laser pulse. For molecules
initially confined to the Ra potential well, the kick pulse drives the population over
the potential barrier separating the two enantiomers, resulting in a permanent change
in conformation. In contrast, the Sa enantiomer responds to the kick pulse in a less
dramatic fashion due to the higher potential barrier to conformational interconver-
sion, resulting in a modest oscillatory motion confined within the Sa potential well.
A quantitative analysis of the results reveals that 99% of the molecules initially of
Ra character are converted to the Sa form following the kick pulse, whereas only
13% of the Sa enantiomers cross the barrier to become Ra in symmetry. The enan-
tiomeric excess that results is therefore calculated to be 0.86, which corresponds to
a mixture in which 86% of the molecules are Sa , and 14% of the molecules consist
of a racemic mixture of Sa and Ra .

The theoretical calculations therefore demonstrate that it should be possible to
induce a significant e.e. from an initially racemic mixture of oriented molecules.
Furthermore, since the effect is reversed upon inversion of the orientation of the
molecules, in an aligned ensemble the two oriented components will become der-
acemised to an equal and opposite extent, which should be observable using the
current experimental scheme.
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Appendix A
Calculated Structural Parameters

See (TablesA.1 and A.2).

Table A.1 The coordinates and bond lengths of 3,5-dibromo-3′,5′-difluoro-4′-cyanobiphenyl, as
calculated at density functional level of theory by colleagues at theUniversity of Helsinki, according
to the details presented in Refs. [1, 2]

x y z

N 0.00 0.00 7.03
C1 0.00 0.00 5.88
C2 0.00 0.00 4.46
C3 -0.99 -0.66 3.72
C4 -1.00 -0.67 2.34
C5 0.00 0.00 1.63
C6 1.00 0.67 2.34
C7 0.99 0.66 3.72
C8 0.00 0.00 0.15
C9 -1.20 0.11 -0.56
C10 -1.18 0.11 -1.95
C11 0.00 0.00 -2.66
C12 1.18 -0.11 -1.95
C13 1.20 -0.11 -0.56
F1 -1.94 -1.31 4.38
F2 1.94 1.31 4.38
Br1 -2.83 0.28 -2.90
Br2 2.83 -0.28 -2.90
H1 -1.78 -1.22 1.83
H2 1.78 1.22 1.83
H3 -2.14 0.22 -0.03
H4 2.14 -0.22 -0.03
H5 0.00 0.00 -3.74

Atom
Coordinates(Å) Length (Å)Bond

Br1-C10 1.91
Br2-C12 1.91
C10-C9 1.39
C11-C10 1.39
C12-C11 1.39
C13-C12 1.39
C13-C8 1.40
C2-C1 1.42
C3-C2 1.40
C4-C3 1.38
C5-C4 1.40
C6-C5 1.40
C7-C2 1.40
C7-C6 1.38
C8-C5 1.48
C9-C8 1.40
F1-C3 1.34
F2-C7 1.34
H1-C4 1.08
H2-C6 1.08
H3-C9 1.08
H4-C13 1.08
H5-C11 1.08
N-C1 1.15
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186 Appendix A: Calculated Structural Parameters

Table A.2 The bond angles of 3,5-dibromo-3′,5′-difluoro-4′-cyanobiphenyl, as calculated at den-
sity functional level of theory by colleagues at the University of Helsinki, according to the details
presented in Refs. [1, 2]

Bond Pair Bond Pair

Br1-C10-C11 119.0 C7-C2-C3 116.2
Br1-C10-C9 119.3 C7-C6-C5 119.7
Br2-C12-C11 119.0 C8-C5-C4 120.4
Br2-C12-C13 119.3 C8-C5-C6 120.4
C10-C9-C8 119.7 F1-C3-C2 118.2
C11-C10-C9 121.8 F1-C3-C4 119.1
C12-C11-C10 117.9 F2-C7-C2 118.2
C12-C13-C8 119.7 F2-C7-C6 119.1
C13-C12-C11 121.8 H1-C4-C3 118.7
C13-C8-C9 119.2 H1-C4-C5 121.6
C1-C2-C3 121.9 H2-C6-C5 121.6
C1-C2-C7 121.9 H2-C6-C7 118.7
C2-C1-N23 180.0 H3-C13-C8 120.4
C4-C3-C2 122.7 H3-C9-C10 119.9
C5-C4-C3 119.7 H3-C9-C8 120.4
C5-C8-C13 120.4 H4-C13-C12 119.9
C5-C8-C9 120.4 H5-C11-C10 121.1
C6-C5-C4 119.1 H5-C11-C12 121.1
C6-C7-C2 122.7

Dihedral Bond Linkage

C4-C5-C8-C9 39.0

Angle (Degrees)

Angle (Degrees) Angle (Degrees)
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