NanoScience and Technology

Hilmi Unlii
Norman J.M. Horing
Jaroslaw Dabowski Editors

Low-Dimensional
and Nanostructured
Materials and
Devices

Properties, Synthesis, Characterization,
Modelling and Applications

@ Springer



NanoScience and Technology

Series editors

Phaedon Avouris, Yorktown Heights, USA
Bharat Bhushan, Columbus, USA

Dieter Bimberg, Berlin, Germany

Klaus von Klitzing, Stuttgart, Germany
Cun-Zheng Ning, Tempe, USA

Roland Wiesendanger, Hamburg, Germany



The series NanoScience and Technology is focused on the fascinating nano-world,
mesoscopic physics, analysis with atomic resolution, nano and quantum-effect
devices, nanomechanics and atomic-scale processes. All the basic aspects and
technology-oriented developments in this emerging discipline are covered by
comprehensive and timely books. The series constitutes a survey of the relevant
special topics, which are presented by leading experts in the field. These books will
appeal to researchers, engineers, and advanced students.

More information about this series at http://www.springer.com/series/3705


http://www.springer.com/series/3705

Hilmi Unlii - Norman J.M. Horing
Jaroslaw Dabowski
Editors

LLow-Dimensional
and Nanostructured
Materials and Devices

Properties, Synthesis, Characterization,
Modelling and Applications

@ Springer



Editors

Hilmi Unlii Jaroslaw Dabowski

Department of Physics Engineering, Faculty Innovations for High Performance
of Science and Letters Microelectronics (IHP) GmbH

Istanbul Technical University Frankfurt

Istanbul Germany

Turkey

Norman J.M. Horing

Department of Physics and Engineering
Physics

Stevens Institute of Technology

Hoboken, NJ

USA

ISSN 1434-4904 ISSN 2197-7127 (electronic)
NanoScience and Technology

ISBN 978-3-319-25338-1 ISBN 978-3-319-25340-4 (eBook)
DOI 10.1007/978-3-319-25340-4

Library of Congress Control Number: 2015953262

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2016

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(Www.springer.com)



My work in this volume is dedicated to my
wife, Yeliz and my children, Melek,
Merve and Miray, in deep appreciation for
their support and encouragements.

—Hilmi Unlii
My work in this volume is dedicated to my
wife, Jerilyn, in deep appreciation

for her enduring forbearance and love.

—Norman J.M. Horing



Preface

Since the invention of the first transistor in 1949, there has been a continuous
avalanche of growth and development in the science and technology of semicon-
ductor materials and device applications. The thrust of the advances has involved
the steady lowering of the dimensions in which confined charge carriers can move,
ultimately reaching the nano-world. The term nano, a prefix derived from the Greek
word for dwarf (vavoc), is used to indicate sizes in the range of about one to a
hundred nanometers, or 10 to 10~ m. By 1970, systems thin enough to be
regarded as two dimensional (for example, semiconductor inversion layers, etc.)
were being analyzed, and these were rapidly followed by one-dimensional quantum
wires and zero-dimensional quantum dots. In conjunction with technology, “nano”
was used for the first time by Norio Taniguchi in 1974. As he predicted,
nanoscience and nanotechnology emerged strongly as research fields in the 1980s:
the scanning tunneling microscope was invented by Gerd Binnig and Heinrich
Rohrer in 1981 and the first carbon nanomaterial, C60 buckyballs, was discovered
by Richard Smalley, Robert Curl, Harold Kroto, James Heath, and Sean O'Brien in
1985, followed by carbon nanotubes in 1991 found by Sumio Iijima. With the
discovery of graphene in 2004 by Andre Geim and Kostya Novoselov, the world
was presented with a two-dimensional device-friendly carbon material just a single
atom thick, and this was followed by similar materials including silicene, ger-
manene, stanene, metal dichalcogenides, and topological insulators.

The requisite support basis of nanotechnology, laden with promising develop-
ments tantamount to a new industrial revolution, has been a qualitatively reliable
understanding of the underlying physics of semiconducting materials accompanied
by quantitatively precise predictions of device performance. This has led to new
concepts and techniques of semiconductor growth that have facilitated the emer-
gence of a generation of advanced devices with more complex functionality and
much higher densities for electronic, computational, and optical applications.
Advances in the growth of semiconductor thin films of differing structural, elec-
tronic, and optical properties, and the diminution of layer thickness approaching
atomic dimensions, have provided new opportunities for fundamental scientific
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studies and technological applications of semiconductors in new devices.
Moreover, contemporary fabrication technologies have made it possible to reduce
device dimensions to the point where size effects must be properly described
quantum mechanically in order to reliably predict the potential and performance of
low-dimensional semiconductor systems for electronic and optical applications.

Advances in single and multilayer thin film growth technologies (e.g., molecular
beam epitaxy (MBE), and metal organic chemical vapor deposition (MOCVD)),
have made it possible to produce semiconductor heterostructure thin films based on
group IV-IV, III-V and II-VI semiconductors in binary/binary and alloy/binary
forms, having engineered electronic and optical properties that are not available in
nature. One can now control the alloy composition and doping in ternary, quater-
nary and pentanary IV-IV, III-V and II-VI semiconductors over atomic distances.
These growth techniques, taken jointly with advanced characterization and fabri-
cation techniques have facilitated the development of a number of high perfor-
mance devices for fast signal processing, as well as some novel structures that are of
fundamental interest to solid state scientists and device engineers. The epitaxial
layers are so thin that quantum mechanical effects govern the operation of such
heterostructure devices. These materials, coupled with device design, have enabled
the emergence of novel devices in which signals propagate faster, promising to
replace silicon with compound semiconductors having much higher electron
mobility and velocity. Low-dimensional bipolar and unipolar compound semi-
conductor devices (e.g., GaAs based heterojunction bipolar transistors (HBTs),
modulation doped field effect transistors (MODFETS), light-emitting diodes, lasers,
etc.) operate much faster than conventional homostructure silicon devices (e.g.,
bipolar junction transistors (BJTs), metal oxide field effect transistors (MOSFETs),
etc.), leading to a many-thousand-fold increase in speed, which is of crucial
importance to the electronic and optical communication and computer industries.

This book describes recent scientific and technological developments of
low-dimensional nanomaterials in over 20 review and research articles. It begins
with metrology and methodology, with simple carbon nanomaterials (nanotubes
and graphene), and with metal oxide thin films, nanowires, and quantum dots. More
complex issues associated with the environment and with energy production and
storage follow. Furthermore, important achievements in materials pertinent to the
fields of biology and medicine are also reviewed, exhibiting an outstanding con-
fluence of basic physical science and vital human endeavor. Finally, after a brief
excursion into device physics, new and interesting developments relating to
quantum computing are addressed.

In recognition of the vastly important role that low-dimensional semiconductor
systems are now playing in all fields of science and technology and the even greater
role that they are poised to play in high-functionality devices for electronic, com-
putational, optical, biological, and medical systems that will support much greater
economic development and human well-being, much of this book has been pre-
pared in a way that permits access to the various subjects by readers who are not
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experts at the outset. This is to say that this book will be helpful to graduate
students and young scientists who want to develop an understanding of the subject;
and it will also be informative to seasoned scientists and engineers who are
knowledgeable in some areas and wish to broaden their perspective in others in this
multidisciplinary field.

Istanbul Hilmi Unli
Hoboken Norman J.M. Horing
Frankfurt Jaroslaw Dabowski
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Chapter 1
Modelling of Heterostructures for Low
Dimensional Devices

H. Hakan Giirel, Ozden Akinc1 and Hilmi Unlii

Abstract Advancement in the theoretical understanding and experimental devel-
opment of the science and technology of low dimensional electronic and optical
devices requires qualitatively reliable and quantitatively precise theoretical mod-
elling of the structural, electronic and optical properties of semiconducting mate-
rials and their heterostructures to predict their potential profiles. In this chapter, we
review the calculation techniques of electronic band structures of III-V and II-VI
compounds and their heterostructures. We focus on the semiempirical tight binding
theory (with sp®, sp’s’, sp°d’s and sp’d’ orbital sets) and density functional theory
(DFT), which, in turn, employs the modified Becke-Johnson exchange-correlation
potential with a local density approximation (DFT-MBIJLDA). We conclude that
the density functional theory and semiempirical tight binding theory can easily be
employed in relation to charge transport in heterostructure devices as well as in the
accurate design and simulation of low dimensional semiconductor electronic and
optical devices.
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1.1 Introduction

Progress in the theoretical understanding and experimental development of the sci-
ence and technology of semiconductor devices has grown rapidly ever since the
invention of first transistor in 1949 [1-6]. Advances in growing semiconductor thin
films having differing structural, electronic and optical properties with varying
composition and layer thickness (even approaching atomic dimensions) have pro-
vided new opportunities and challenges in basic scientific studies and in their device
applications in the electronics industry. The combination of advanced growth, char-
acterization and fabrication technologies has led to the production of an impressive
number of high performance semiconductor devices for fast signal processing and the
discovery of some novel structures that are of special interest to solid state scientists
and device engineers. One can now control the alloy composition and doping in
ternary and quaternary alloys based on group IV-IV, III-V and II-VI semiconductor
compounds over atomic distances, as low as tens of angstroms. These man-made
heterostructures, are easily grown as lattice mismatched substrates (e.g. growth of
GaAs on Si substrates [5, 6]) by modern crystal growth techniques including
molecular beam epitaxy (MBE) and metal organic chemical vapor deposition
(MOCVD). The epitaxial layers are so thin that quantum mechanical effects are
prominently realized. The resulting contemporary low dimensional semiconductor
devices (e.g., heterostructure bipolar transistors (HBTs) and modulation doped field
effect transistors (MODFETSs), nanowires, quantum dots, etc.) are known to operate
much faster than conventional silicon devices (e.g., silicon bipolar junction transistors
(BJTs) and metal oxide semiconductor field effect transistors (MOSFETS)); this is
crucial for the electronic and optical communication and computer industries.

When the semiconductor composition changes abruptly across the interface
between two constituents, the difference in their energy bandgaps is accommodated
by the discontinuities in the conduction and valence bands [7, 8]. There are three
types of interface formation between a wide bandgap semiconductor and a narrow
bandgap semiconductor shown in Figs. 1.1, 1.2 and 1.3;

(i) Type I heterostructure: The bandgap of the barrier semiconductor overlaps
(straddling lineup) that of the well and equilibrium Fermi level is near the
middle of the bandgap on both sides, as shown in Fig. 1.1. Both an electron
and a hole tend to localize in the narrow bandgap quantum well. Such
semiconductor heterostructure is useful in optoelectronic applications such as
lasers, with both electrons and holes participate to device operation.

(i) Type II heterostructure: The bandgap of the barrier semiconductor partially
overlaps (staggered lineup) that of the well and the equilibrium Fermi level is
close to the conduction band (or valence band) on one side while it is near the
middle of the bandgap on other side, as shown in Fig. 1.2. The potential
energy gradient tends to spatially separate electron and hole on different sides
of heterointerface. Large potential barrier in conduction (or valence) band at
heterointerface leads to a better electron (hole) confinement in field effect
transistors with higher electron (hole) concentration. Position of equilibrium
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Fig. 1.1 The schematic energy band diagram of Type I heterostructure: electrons and holes
localize in the narrow gap quantum well
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Fig. 1.2 Schematic energy band diagram of Type II heterostructure: the potential energy gradient
tends to spatially separate electrons and holes on different sides of heterointerface

(iif)

Fermi level determines the density of carrier confinement on either side of the
heterointerface. When equilibrium Fermi level is close to conduction band of
wide bandgap constituent (left) the density of electrons in its conduction band
is greater but when it is closer to the valence band of narrow bandgap con-
stituent (right) the number of holes is greater there.

Type III heterostructure: This is the extreme case of Type II band alignment.
The bandgap of the barrier does not overlap at all (broken gap lineup), as
shown in Fig. 1.3. The equilibrium Fermi level is well above the conduction
band minimum (or well below the valence band maximum) on one side while
it is near the middle of the bandgap on the other side. Position of equilibrium
Fermi level determines the carrier confinement on either side of the
heterointerface. When equilibrium Fermi level is close to conduction band of
wide bandgap constituent (left) the number of electrons in its conduction band
is greater but when it is closer to the valence band of narrow bandgap con-
stituent (right) the number of holes is greater there.
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Fig. 1.3 Schematic energy band diagram of Type II heterostructure: the potential energy gradient
tends to spatially separate electrons and holes on different sides of heterointerface
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Fig. 1.4 The schematic energy band diagram of a forward biased N-AlGaAs/p-GaAs emitter/base
part a of Npn heterojunction bipolar transistor (HBT) in forward active mode

The impact of heterostructures on semiconductor device physics and technology
is twofold [1, 2]. The first impact of heterostructures is a high charge carrier injection
efficiency that can be obtained in an anisotype heterojuction bipolar transistor
(HBT), in which the charge carriers are flowing from a wide bandgap emitter (e.g.,
AlGaAs) to narrow bandgap base (e.g., GaAs) as shown in Fig. 1.4. When a Np
hetero-emitter is forward biased, the potential barrier blocking electron emission
from the emitter to the base is lowered and electrons injected from the emitter diffuse
across the base and are collected in the collector. Furthermore, holes injected from
the base into the emitter are blocked by the valence band offset as AE,/kT.

The second impact of heterostructures involves the confinement of charge car-
riers in a narrow bandgap two dimensional electron gas (2DEG) quantum well
structure to reduce their scattering by parent impurities in a doped wide bandgap
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Fig. 1.5 Schematic energy
band diagram of an
AlGaAs/GaAs 2DEG. The
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bandgap GaAs well leads to 3‘6/‘56/~
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barrier layer, as shown in Fig. 1.5. The charge carrier scattering that limits the high
speed character of MOSFETs can be minimized by replacing an
oxide/semiconductor junction with a widegap/narrowgap semiconductor hetero-
junction to separate the free charge carriers in a nominally undoped narrow bandgap
quantum well (e.g., i-GaAs) from their parent impurities in the doped wide bandgap
(e.g., N-AlGaAs) barrier layer, leading to a much higher mobility and a high current
from the drain to the source of a MODFET [2, 4].

Conduction and valence band offsets at the AlGaAs/GaAs interface lead to a
depletion of electrons from the wide-bandgap AlGaAs barrier and an accumulation of
electrons in the narrow-bandgap GaAs channel where they are quantized due to the
potential ‘notch’ at the interface. Quantized energy levels are formed in this well, with
the lowest level filled and the second level partially or fully filled by electrons,
depending on the electron density; the Fermi level lies between the first and the second
sub-bands. Free electrons confined in the channel conduct current parallel to the
hetero-interface between the source and the drain of a FET when an electric field is
applied parallel to the hetero-interface. As the wide bandgap and narrow bandgap
semiconductors reach thermal equilibrium, their Fermi levels align at the heteroint-
erface and the resultant energy band structure is as shown in Fig. 1.4 for a Np
heterostructure bipolar device and in Fig. 1.5 for a unipolar heterostructure device,
respectively.

1.2 Issues in Modelling of Electronic Structure
in Heterostructures

Ever since the invention of the first transistor in 1949, device scientists and engi-
neers have witnessed an amazing growth in semiconductor science and technology.
Advances in the growth of semiconductor thin films of different structural,
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electronic and optical properties and with layer thickness approaching atomic
dimensions has provided new opportunities in fundamental science and technology
of semiconductors for device applications. Furthermore, contemporary fabrication
technologies have further made it possible to reduce the device dimensions to the
point where quantum size effects must be described in order to realistically describe
the operation and reliably predict the potential and performance of low dimensional
semiconductor devices for electronic and optical applications. Such advancement
could not have been possible without a qualitatively reliable understanding of the
basic physics of semiconducting materials and quantitatively precise potential
predictions and performance of devices, leading to new concepts in the semicon-
ductor growth that allowed previously many unknown devices with more complex
functionality and much higher densities for electronic and optical applications.

In order to emphasize the importance of heterostructure in low dimensional
semiconductor systems it is necessary to understand the interface formation and
modelling of the electronic structure of heterostructure constituents. The composi-
tion variation in alloy constituent and lattice mismatch between two semiconductors
and thermal expansion of lattice constant with the growth temperature will cause
strain across the interface that will modify the electronic properties of both materials
and consequently, the energy of the moving charge carriers across the interface that
influence the device performance [7, 8]. Qualitatively reliable and quantitatively
precise modelling and simulation of electronic properties of semiconductor con-
stituents is important for a better prediction of their potential in making low
dimensional electronic and optical devices. In the following we will give a brief
discussion about the critical structural properties and how they can be implemented
in theoretical models for the calculations of electronic properties of heterostructures.

1.2.1 Interface Strain Effects in Heterostructures

When two semiconductors with different lattice constants are grown upon each
other, strains will develop across the heterointerface increasing with layer thickness.
As long as the thickness of epilayer is kept under a critical thickness, the lattice
mismatch will be accommodated by uniform elastic strain, as shown in Fig. 1.6.
The interface strain will modify the structural and electronic properties of the
constituent semiconductors in directions parallel and perpendicular to the growth
direction. Therefore, the lattice matching is known to be important to the electronic
properties of semiconductor layers in heteroepitaxy. Until the early 1980s, the
studies of heterostructures had focused on semiconducting materials with close
lattice matching with a substrate, such as an AlIGaAs/GaAs heterostructure quantum
well. The constraint on lattice matching in crystal growth is essential for relatively
thick epitaxial layers since a large lattice mismatch can cause the occurrence of
misfit dislocations with large densities. Such lattice-matched growth will prevent
the generation of misfit dislocations that would degrade charge transport and lower
device performance.
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The lattice constant of strained epilayer along the growth direction is equal to
that of the substrate and is expanded or compressed in the direction parallel to the
interface, shown in Fig. 1.6. Considering the (001) heterepitaxial growth, elastic
theory allows one to decompose the biaxial strain tensor into the sum of hydrostatic
and uniaxial strains along the growth direction.

ay ar) Cn2
Exx = Syy = SfH = (a_fl)l_ ), €y =81 = (a— 1> = Z(C—H)f8f| (11)

where ¢ and ¢ are the strain components perpendicular and parallel to growth
direction. The epilayer lattice constant will be equal to that of the substrate along
the growth direction: as| = a; and is expanded by the bulk value of its Poisson ratio
perpendicular to the growth direction:

Cu) (afll )
ar =ap|1-2(=2) (LL-1)], 1.2
1 fO[ (C“ Nan (1.2)

where, ay, is the bulk lattice constant and Cy; and Cj; are the bulk elastic stiffness
constants of the strained layer. ag is the bulk lattice constant of the substrate.
Equations (1.1) and (1.2), suggest that when a thin layer is deposited on a buffer (or
substrate) with large mismatch, the epilayer will be under strain. The lattice con-
stant of the epilayer along and perpendicular to the interface will change to mini-
mize its elastic energy. The interface strains due to lattice mismatch and thermal
expansion gradients over the crystal growth temperature can co-exist in heterolayers
in low dimensional heterostructures; it is difficult to assign the observed stress to
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Fig. 1.7 The schematic view of energy band diagram of a semiconductor under tensile strain
bandgap decreases (left) and compressive strain bandgap increases (right). Heavy hole (HH), light
hole (LH) and split-off (SO) bands are also shifted with respect to top of the valence band energy

either one or the other. The thermal expansion of lattice constants of epilayer and
the substrate with the growth temperature cause the lattice constant parallel and
perpendicular to the hetero-interface to change with temperature. High resolution
x-ray scattering measurements of GaAs grown on a Si substrate [9] show that the
thermal expansion of GaAs perpendicular to the growth direction follows the
thermal expansion of a Si substrate oy (T) = o(T) and is therefore smaller than
that of bulk GaAs. However, the thermal expansion along the growth direction
exceeds the bulk GaAs value by the Poisson ratio as a result of the in-plane
constraint;

C
%@hwm+%ﬁmm—mm, (1.3)
11f

where o, (T) and oy (T) are the bulk linear thermal expansion coefficients of Si and
GaAs. Strain across the interface that will modify the electronic properties of both
materials, including the band offsets. Compressive (or tensile) strain in epilayer
results in an increase (or decrease) in conduction and valence band energy levels
[2], as shown in Fig. 1.7.

The uniaxial component of the biaxial strain tensor splits the heavy-hole,
light-hole and split-off valence band edges relative to the average valence band
edge. The heavy-hole, light-hole and split-off band energies relative to the average
valence band edge E, are
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1, 1
Evh(S) = EV(S) + §A — §5E7 (1421)
E.(e) = E,(¢) Lot Yoe s 1\/A2+A5E+95E2 (1.4b)
T e T T g 2 4770 '
Ey(e) = E,(e) Yoy Ltop 1\/A2+A5E+95E2 (1.4¢)
e 6 4 2 4777 '

where 0E = 2b(e,; — &x) = 2b(¢. — ¢)) and b is the shear deformation potential
which describes splitting in the valence band energy due to the [001] uniaxial strain.
E, (&) is the average valence band maximum under hydrostatic strain. The hydro-
static component of biaxial strain tensor corresponds to the relative volume change
of the strained epilayer; Tr(e) = 2¢1 +¢/) = AV/Vy = (V — Vy)/ Vo, which leads
to shifts of the conduction band minimums relative to the average valence band
maximum at the I" point.

According to a statistical thermodynamic model in which the conduction elec-
trons and valence holes are treated as charged chemical particles, the conduction
and valence band energy levels energy are expressed as a function of pressure at
any temperature as [10, 11]

; P2 (1+PB
_aif, (1+8)

E(T,P) = E(0,Po) + CpT(1 =InT) — 2 |P — 5 — "~

P, (1.5

where i represents the conduction (c¢) or valence (v) band energy levels, P is the
applied pressure, T is the temperature, E;(0, Py) are the conduction or valence band
edges at I, L and X high symmetry points. E, and E, are the conduction and
valence band edges at I, L and X points with deformation potentials a.; =
—B(0E./OP) and a, = —B(0E,/OP). B is the bulk modulus; B = OB/0P is its
derivative. CBD is the standard heat capacity of conduction electrons and valence
holes. CPp = C))p — Clp = Cp+ACy and C)p = Cpp are the standard heat

capacities of conduction electrons and valence holes; C?, = C[?P = (5/2)k, where k

is the Boltzmann’s constant. AC?, = CSP + CSP - Cgp is the heat capacity of
reaction of free electron and hole formation obtained by fitting (1.6) to the exper-
imental data [12, 13] and empirical pseudopotential bandgap energy [14] and at
high symmetry points in the first Brillouin zone of semiconductors:

Eg(T,P) = Eq+ACOT(1 —InT) — -5 |P— — —

B 2B 6B ’ (1.6)

where P = —2B;Cyés /) and P = —3BX.95” for the epilayer and the substrate,
respectively. In the case of (001) pseudomorphic growth, ¢ = &p = (ap| — ar)/ay is
the strain in the epilayer along the growth direction and Cr = (C1; — Ci2)/Ciy.



10 H. Hakan Giirel et al.

Any interface strain will modify the energy band structure and charge transport in
heterobipolar and unipolar devices. It should be noted that as the device dimension
is reduced to nanoscale of the order of Bohr radius of charged carriers, the use of
continuum elastic theory becomes questionable [15]. In such a case one should use
the atomic elasticity theory known as valence force field (VFF) approach [16],
especially as the lattice mismatch at heterointerface becomes large.

1.2.2 Composition Effects in Heterostructures

Semiconductor alloys based on IV-VI, III-V and II-VI compounds are important
in fabricating low dimensional bipolar and unipolar heterostructure devices since
their structural and electronic properties (e.g., lattice constants and bandgaps) can
be tailored independently. Therefore, reliable and accurate determination of com-
position variation of lattice constant and bandgap energies are very important. In the
theoretical determination of composition effects on the structural properties such as
lattice constants, a virtual crystal approximation (VCA) is often used [17, 18] in
which the compositional disorder effect is neglected. Since in VCA the alloy
potential is taken as the concentration weighted average of the constituent potentials
the bandgap energy is linear function of alloy composition. However, many
experimental studies report that the bandgap energies of semiconductor alloys is
nonlinear function of composition. Furthermore, it is believed that the composi-
tional disorder, which is related to the differences of electronegativity of atoms
forming a ternary semiconductor, plays a major role in determining its bowing of
the bandgap energy when lattice mismatch induced strain plays a crucial role in
heterostructure electronic properties.

In our recent studies [19-28] the effects of composition and strain on the elec-
tronic properties of semiconductor alloy constituents in heterostructures are
implemented in the semiempirical tight binding models and first principles DFT
with MBJLDA functional in terms of host bond length and distorted bond length by
the substitutional impurity without any adjustable parameter. In determining the
composition effects on band structures, we do not follow the common practice
which employs the so called virtual crystal approximation (VCA) to the TB
Hamiltonian matrix elements and bond length, with or without the compositional
disorder of the semiconductor alloys, since the detailed treatment requires inclusion
of the compositional disorder effect on the electronic properties. Instead, we employ
the method of the modified virtual crystal approximation (MVCA) in which one
formulates the composition dependence of the bond length of ternary material [19—
28]. The MVCA allows one to accurately take into account the effect of
disorder-induced nonlinear variation of the lattice constant on the TB parameters
used in calculating the band structure properties. The composition dependence of
bond length (or lattice constant) of the ABC ternary is written as the sum of
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undistorted bond length (dyca = (1 — x)dgc + xdgc) due to the virtual crystal
approximation (VCA) and the distorted bond length
(dretax = x(1 — x)8.(dY — d9)) due to cation-anion relaxation of binary in ternary
[19-28]:

d(x) = (1 = x)dac(x) +xdpc(x) = dvea(x) +x(1 = x)8(d}c — i), (1.7a)
dpc(x) = d%c - (1 - X)E_vAC:B(d(I;C - d(/)xc)7 (1-7b)
dac(x) = dgc - X‘ch;A(doAc - dgc)7 (1.7¢)

where dyc(x) and dpc(x) are the bond lengths of AC and BC binaries in an ABC
ternary, d. and d3. are the undistorted bond lengths of the host materials AC and
BC and .5 and Egc., are two dimensionless relaxation parameters [29],

1 1
) & M = )
14 2c (14 1080)7 PP Ty 4 e (1 4 g0 by

60pc o 6eac oBC

CacB = (1.74d)

O. is the difference between dimensionless relaxation parameters:
Oc = Epcg — Epcia- As an example, Fig. 1.8 shows the composition variation of the
lattice constants and interface strain in AIGaN and InGaN ternaries in AlGaN/GaN
and InGaN/GaN heterostructures, respectively. Compressive strain at the
InGaN/GaN heterointerface decreases the lattice constant of the InGaN ternary
constituent as composition increases. Whereas tensile strain at the AlGaN/GaN
heterointerface increases the lattice constant of the AlGaN ternary constituent as
composition increases, such an increase or decrease in lattice constant due to
interface strain will change the electronic properties of the heterostructure ternary
constituents. Therefore, it is essential that we include the compositional disorder
effect on the structural and electronic properties of constituents in lattice mis-
matched heterostructures. Equation (1.7a—1.7d) can then be used to take into
account the composition effects on the band structures of the ternary constituent of
heterostructures in the theoretical models such as first principles WIEN2K simu-
lations package with the MBJLDA functional embedded in DFT and semiempirical
sp>, sp°s , sp°d’s” and sp>d’ tight binding models.

The diagonal or off-diagonal matrix elements in the NN sp>d® and 2NN sp’s” TB
Hamiltonian matrix elements for an ABC ternary semiconductor are expressed as
[19-28]

Eyp(x) = (1 = x)E, (AC) +xE, 3 (BC) +x(1 — x)[E,/5(AC) — E,/3(BC)],
(1.8)

where E,/3(AC) and E, 3(BC) represent the fitted energies of the s, p and d states
of anion and cation atoms forming the AC and BC binary compounds. This allows
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Fig. 1.8 Lattice constant versus alloy composition (leff) and interface strain versus alloy
composition (right) for AlIGaN/GaN and InGaN/GaN GaN heterostructures

one to take into account the composition variations of the diagonal and off-diagonal
elements of the TB Hamiltonian matrix for a ternary ABC semiconductor can be
taken as a nonlinear function of alloy composition.

1.3 Semiempirical Tight Binding Modeling
of Heterostructures

Advances in growing multilayered structures with layer thicknesses approaching
atomic dimensions have provided new opportunities and new challenges for the
theoretical modelling of electronic structures of low dimensional heterostructures
based on the universally accepted fundamental principles of solid state physics and
quantum mechanics. The electronic properties of low dimensional bipolar and
unipolar semiconductor device structures are often calculated based on the fol-
lowing theoretical models: (i) First principle ab initio methods, such as density
functional theory (DFT) [29, 30], (ii) methods, such as local/empirical pseudopo-
tential method [14], or (iii) tight binding method (also known as the linear



1 Modelling of Heterostructures for Low Dimensional Devices 13

combination of atomic orbitals (LCAO) method) [19-28, 31-38], and k.p method
[39, 40]. The first principles ab initio methods are computationally expensive and
require heavy parallel computations. Since the ab initio models are based on the
calculations of ground state properties, they can only give limited physical insight
about the energy band structure at high temperatures and pressures.

On the other hand, the semiempirical tight binding models are less expensive
than the ab initio methods and can easily be implemented in calculating electronic
properties of low dimensional heterostructures such as nanowires or quantum dots.
The tight binding model has recently become popular, because of its simplicity and
ability to realistically describe the structural and dielectric properties of semicon-
ductors in terms of chemical bonds. The tight binding model is an atomistic
approach and is well suited for calculating the electronic band structure of semi-
conductor heterostructures such as two dimensional quantum wells and zero
dimensional quantum dots. In the following Sects. (1.3.1-1.3.4), we will give a
detailed discussion of the semiempirical tight binding theory with first and second
nearest neighbor (NN and 2NN) sp? and sp’s” atomic orbitals sets and first nearest
neighbor (NN) spd> orbitals set with spin-orbit coupling of cation (Al, Ga; In, Cd,
Zn) and anion (P, As, Sb, S, Se, Te) atoms for calculating the electronic structure of
III-V and II-VI compounds and their heterostructures. We shall later on (Sect. 1.4)
compare the semiempirical tight binding models with the density functional theory
(DFT) that uses the modified Becke-Johnson exchange-correlation potential with
the local density approximation (LDA), called MBJLDA functional, for calculating
the band structure of group III-V and II-VI compounds and their alloys.

1.3.1 Semiempirical Sp® Tight Binding Modeling

The elementary tight-binding method, also known as the linear combination of
atomic-orbitals (LCAO), provides a physically insightful formulation of energy
band theory in a crystalline solid, which permits tracing trends from system to
system entirely in terms of the fundamental physical features [31-34]. In the
semiempirical tight binding theory of semiconductors one assumes that the valence
electrons are tightly bound to their nuclei as in the free atom. Anion and cation
atoms are brought together until their separations become comparable to the lattice
constant of semiconductors, at which point their wave functions will overlap. In the
Slater-Koster formalism, the crystal potential of a binary semiconductor is defined
as a sum of the symmetrical spherical potentials around each atom. This allows the
electronic wave function , to be written as linear combination of atomic orbitals
@y (k)(called the Lowdin orbitals):

i.k.ri

W) = 3 taloalh)) = D2l =), (1.9)
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where r is the position of electron with respect to origin of coordinate system is real
space, Kk is the wave vector, N is the number of atoms, and r; is the crystal lattice
site. The energy state is given by the eigenvalue of the linear equation written in
matrix form [31-34];

> [Hap(k) = Sop(k)E]ug = 0, (1.10)
B

where E is the eigenvalue and H,3 = <q)d(k)|H‘q)ﬁ(k)> and S,p = (@, (k)|p4(k))
are the Hamiltonian and overlap matrices, respectively.

_ Hcc Hca _ 1 Sca
Haﬁi |:Hac I'Iaa:|7 Saﬁi |:Sac 1 :|’ (111)

Here o correspond to a cation s (p) orbital and B corresponds to an anion s
(p) orbital and ug is the wave function coefficient. In the orthogonal sp> tight
binding formalism in which only the first nearest neighbor interactions are taken
into account, the Bloch functions in (1.8) are taken to be orthogonal so that the
overlap matrix S,4(k) is an identity matrix. There are nine independent matrix
elements, namely the four on-site atomic energies, Eg,Es,E,, and Ep,. (with
a = anion and ¢ = cation) and five hopping terms, Eg, Ey, E ., E;.,, and E,,. The
diagonal elements (Ey,, Ey, E,, and E,.,) are expressed as the (4 x 4) matrix

EE 0 0 0 EE 0 0 0
0 E 0 0 0 ES 0 0
— P — P
Ha=19 0 g o|H<=]0 0 E o] (1.12a)
0 0 0 E 0 0 0 E

The off-diagonal elements (Eg, Exy, Es,p, , Esp, and E,,) are expressed as the
(4 x 4) matrix

[ BOEss BlEvp BZESX B3E.vp_
*BOEsp BOE\:x BSExy BZExy

H, = ’
—ByE, B:E, BoEy BE,
- Babyp Boby Biby b (1.12b)
BiE, —B!E, BE, BiE,
BE, B,E. BiEy BEy,
Hca = )

BE, BiE, BjE. BiE,
| BiE,, BiE, BE, BjE.]

where B is the complex conjugate of matrix element B;, defined in (1.15a). The
diagonal matrix elements, representing the interactions between the same p-orbitals
of cation and anion atoms yield symmetric sums; off-diagonal matrix elements
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representing the interactions between different p-orbitals of cation and anion atoms
yield asymmetric sums, given as:

(Pi|H ) = <p§ p3> = (p|H|p?) = EuBo(k), (1.13a)

p§f> = <p§

p$> = ExyBl (k)v
(1.13b)

(vl Hlpt) = EnBy(k),  (p|H|pt) = (pi|H

1) = EnBik). (pilH|pt) = (pElHpS) = EnBa(k),
(1.13c¢)

H|p?) = (pS

(s

Interactions between an s orbital of atom A and the py,p,,p, orbitals of
neighboring atoms B are

4
(s°|H|s"y = Ey »_ " = EyBy(k), (s°|H|pt) = ESpZe””"—E By (k),

n=1

(1.14a)

4
P > Yp Z ik.r, __ Evaz C|H’pz> Evp Z ezk.r,, _ ESpB3 (k),

n=1

(s°|H

(1.14b)

kya kya k,a kya kya k,a
By (k) = 4Cos (2> Cos <2> Cos <2) — 4181n< > )Sln( > )Sl < 2 ) ,

(1.15a)

kya kya k,a kya kya k,a
Bi(k) = 4COS< > >Sln< 5 >Sln( 2>+41Sm< > >Cos( > >C0 (2 >,

(1.15b)

. (kea kya k.a kya kya k,a
Bz(k)4Sm< > )Cos( 5 >Sln< 2>+41$1n( > >Sln< 5 >C0 <2 >,

(1.15¢)

k k k a . kxa kya . kza
B;(k) = —4Sln< > >Sln( )Cos< 2 ) — 4iCos <2> Cos (2> Sin <2) ,

(1.15d)
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Fig. 1.9 Crystal unit cell
group III-V and II-VI
compounds with zinc-blende
structure

where i = v/—1 and r; = (@/2)(1, 1, 1), r, = (@/2)(1, =1, 1), r3 = (@/2)(-1, 1, =1)
and ry = (a/2)(—1, —1, 1) are the displacement vectors of nearest neighbors.
Figure 1.9 shows the schematic view of unit cells for tetrahedral semiconductors.

In the first nearest neighbor (NN) sp’ tight binding theory, the acceptable fea-
tures of electronic band structure of semiconductors are dominated by the diagonal
terms (on-site atomic energies:Eg,, Ey, E,, and E,.) and off-diagonal terms
(Egs, Exy, Esp,, Esp, and Ey,) representing the nearest neighbor interactions. The
first two off-diagonal elements E;; and E,, can be obtained from the bandgap at the
I' point (k, = ky, = k, = 0) for which B;, B, and Bj are all zero, but By is nonzero.
The solution of the matrix (1.8) at the I' point (k = 0) then yields

E(Tiep) = 5 (B E) [~ E)/2P+1682, (116)
E(Tisep) =5 (B + B+ /(B — Bp) 2P 41683, (117)

where E(T'ys,) are E(T';.) the top of the triply degenerate valence band and bottom
of the conduction band, respectively. The two unknown parameters E,; and E,, can
be determined by inverting (1.7) provided we have accurate s and p energies E; and
E, for the anion and cation atoms, the bandgap at I' point and the width of the
valence band. The next three off-diagonal matrix elements E; , , E;,, and E,, are
obtained from the bandgap data at the X and L high symmetry points. At the X high
symmetry point (k, = 1,k, = k, = 0) the Block sums are By = 0,B; = 4i,B, =0
and B3 = 0, so that conduction and valence band energies are

E(Xsep) = %(E‘Z +E;) + \/[(Eg — E9)/2) + 16E2

SaPe’

(1.18a)
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(ch/v)z (E¢ +ES) i\/ — ES)/2P +16E2, | (1.18b)
1 a c ¢ 2 2}
E(Xsep) =5 (B +E i\/ — E5)/2P + 16E2, (1.18¢)

Equations (1.18a) can be inverted for E, ,E, and E,, in terms of the
bandgap data at the X symmetry point with appropriate s and p energies. Finally at
the L symmetry point (k, =k, =1,k, = 0) the conduction and valence band
energies are

E(Lscps) = 5 (ES+ES) /(B — E) /2P + 4(Exe + Ey)?, (1.19)

1
2

Likewise L energy levels can be improved. It should be noted that fitting of
(1.16)—(1.19) to the bandgap data [12, 13] and empirical pseudopotential bandgaps
[14] at high symmetry points is reliable only for the valence band but not to the
conduction bands; this is vital in studying the electronic structures of low dimen-
sional heterostructures. In this respect we find it useful to use the semiempirical
second nearest neighbor (2NN) sp” tight binding models [35, 36]. Talwar and Ting
[35] incorporate the second nearest neighbor (2NN) interactions of cation and anion
atoms in the semiempirical sp> tight binding formalism by constructing a nonzero
symmetrized (8 x 8) Hamiltonian matrix with 23 two-center 2NN integrals. The
(2NN) sp® TB Hamiltonian matrix elements are given as

Hyp = (0, (K)|H|0y(k)) = Esp+ Y Lp(0, 0" + Hjy + Hyp, (1.20)
i#0

where E, represents the intra-atomic integrals, coupling atomic orbitals located in
the same cell. The second term I,4(0, i) is the integral that represents the NN
interactions, coupling atomic orbitals located in different cells. Third term repre-
sents 2NN interaction integrals. Finally, the last term represents the spin-orbit
interactions. In this 2NN sp® TB approach there are 23 TB parameters to be
determined from the fitting of the TB model energy bands to experimental data [12,
13] and empirical pseudopotential bands at symmetry points [14].

The modified virtual crystal approximation (MVCA) can be implemented in the
semiempirical tight binding model [19-28] by using (1.7a—1.7d) and (1.8) for the
composition variation of bond length and diagonal and off-diagonal elements in the
TB Hamiltonian matrix for ternary constituent of heterostructures. This allows one to
take into account the composition variations of the off-diagonal terms in the TB
Hamiltonian matrix elements. Likewise, the TB parameters representing the diag-
onal terms in the Hamiltonian matrix for ABC ternary semiconductor can be taken
nonlinear function of composition using (1.8). We can then use the semiempirical
NN or 2NN sp® TB model calculate the composition effects on electronic properties
of ternary/binary heterostructures by taking account of lattice mismatch induced
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Fig. 1.10 Band structure of GaAs obtained using 2NN sp* TB model of Talwar and Ting [35]
(dashed lines) and 2NN sp3 TB model of Loehr and Talwar [36] (solid lines)

interface strain that causes modification of the energy levels of the heterostructure
constituents.

Figure 1.10 shows the band diagram of GaAs obtained using the NN and 2NN
sp” TB model due to the parametrization of Talwar and Ting [35] and Loehr and
Talwar [36]. As shown in Fig. 1.10, improvements made in the band structure
calculations by the 2NN sp® TB model of Loehr and Talwar is visible when it is
compared with that of Talwar and Ting at varying values of wave vector over the
entire first Brillouin zone, although both produce the experimental bandgap data
and empirical pseudopotential bands at symmetry points. However, the low
dimensional device performance modeling requires accurate numerical values for
the electron and hole masses since they determine the charge transport and device
performance. In aiming for this goal, Loehr and Talwar inverted the expressions for
energy levels at the I', L and X high symmetry point, fitting the electron and hole
effective masses, to reduce the number of free tight binding parameters from 23 to
8. The 2NN sp> TB parametrization of Loehr and Talwar yields much better
conduction band dispersion curves than that of Talwar and Ting. The optimized
2NN sp® TB parameters of Loehr and Talwar reproduce the electron mass at the
lowest conduction valley and heavy hole effective mass of the valence band at I
point, in addition to its ability to reproduce the correct values of the critical point
energies at the I', L and X high symmetry points.
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Fig. 1.11 Band structure of AlGaAs with x = 0.20 (left) and x = 0.30 (right) calculated with the
2NN sp* TB parameters of Talwar and Ting [23] (dashed lines) and Loehr and Talwar [24] (solid
lines)

Using the tight binding parameters of Talwar and Ting [35] and Loehr and
Talwar [36] we calculated the composition effects on band structure of AlGaAs
ternary semiconductor and the results are displayed in Fig. 1.11 for x =20 and 30 %
of aluminum fraction. Furthermore, the composition variation of band gaps of
AlGaAs ternary in lattice matched AlGaAs/GaAs heterostructure is shown in
Fig. 1.12 (left) and of InGaAs ternary in pseudomorphic InGaAs/GaAs
heterostructures is shown in Fig. 1.12 (right), for which band gaps at 0 K are
computed using the 2NN sp® TB model with the TB parameters of Talwar and Ting
and Loehr and Talwar compared with experimental data and empirical pseudopo-
tential model results at symmetry points. As can be seen from Fig. 1.12 (left), there
is an excellent agreement between theory and experiment for lattice matched
AlGaAs/GaAs heterostructures. However, it should be noted that there is a con-
siderable lattice mismatch across many of the III-V and II-VI ternary/binary
heterointerfaces (e.g., InGaAs/GaAs). Interface strain due to lattice mismatch
causes a shift in the lattice constant of an epilayer: a = (1 + ¢)ag, where ¢ is the
symmetric strain tensor. Therefore, the bond lengths, defined in (1.7a—1.7d), and
TB matrix elements, defined in (1.8), will be modified with strain. The effect of
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Fig. 1.12 Predicted strain effects on bandgaps of AlGaAs in lattice matched AlGaAs/GaAs (left)
and of InGaAs in pseudomorphic InGaAs/GaAs (right) heterostructures

interface strain is evident in the case of InGaAs/GaAs heterostructure, as seen in
Fig. 1.12 (right). There is a large strain shift in the band gaps of the InGaAs ternary
constituent in an InGaAs/GaAs heterostructure at symmetry points due to large
lattice mismatch that increases with indium mole fraction. There is good agreement
between theory and experiment for the InGaAs ternary as bulk at around 0 K.
Qualitatively reliable and quantitatively accurate determination of the strain
effects on the energy levels by fitting the off-site tight binding matrix elements to a
set of observables is difficult. The off-site TB matrix elements representing nearest
neighbor interactions, known as the hopping strength, will be modified with respect
to their unstrained values and are often determined by assuming that they obey the
Harrison Scaling Law [34]: Vs, (¢) = Vy,,(a/a,) ", where V}y,, (¢) is the strained
and Vj;,, the unstrained value of interaction potential for anion and cation atoms.
The exponents 7y, are determined to reproduce the strain variations of the band
structure of relevant semiconductors under hydrostatic pressure, namely the volume
deformation potential a, = —B(OE,/OP) for the corresponding band gap energies
E,r, E, and E,x at symmetry points. Since these bandgaps depend on experimental
data, in order to obtain reliable and accurate TB parameters, one must go through a
fitting process that depends on the mapping of a large number of orbital coupling
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parameters on the set of observables; in many cases there are not many analytical
expressions available. One can overcome this difficulty by using a so-called sta-
tistical thermodynamic model [10, 11], which considers the conduction electrons
and valence holes as distinct electrically chemical species, to study the interface
strain effects on the electronic structure of heterostructures at symmetry points,
defined by (1.5) and (1.6). In this model, one first expresses the shifts in the
conduction and valence band edges at I', L and X high symmetry points obtained
by using the 2NN sp’ TB orbitals basis sets as a function of pressure at any lattice
temperature and then obtains the refined tight binding matrix elements to find the
band structure.

Although the Slater-Koster type semiempirical 2NN sp’s tight binding treatment
of electronic structures yields a good description of valence band dispersion curves,
the conduction band dispersion curves are inaccurately given, especially the indirect
band gap at the X symmetry point is not well reproduced. Vogl et al. [34] intro-
duced a nearest neighbour sp’s’ tight binding model in order to include the influ-
ence of excited d-states, which will be discussed next.

1.3.2  Semiempirical Sp’s* Tight Binding Modeling

In the semiempirical nearest neighbor sp>s* tight binding model of Vogl et al. [41],
each atom is described by its outer valence s orbital, three p orbitals and fictitious
excited s~ orbital is added to mimic the effects of higher lying d-states. This results
in a semiempirical NN sp’s* tight binding model with a total of 13 parameters,
which are determined by comparing the predicted bandgaps with those produced by
empirical pseudopotential model [14] at high symmetry points. Adding the excited
s state and spin-orbit coupling to sp’ orbital basis set makes it possible to accu-
rately calculate band dispersion curves at the X high symmetry point. Furthermore,
the inclusion of 2NN interactions of cation and anion atoms in the sp’s’ TB model
yields better fit of conduction band dispersion curve at the L symmetry point.

The sub-matrices (diagonal (H,. and H,,) and off-diagonal (H., and H,. = H,)
elements of the 2NN Sp3S* Hamiltonian matrix H,g are written as [41]

E§ _8<S7px)86 _8(5’ px)BS F(Sv px)B4 0
_S(S?px)Bﬁ E; _8(px7py)B4 8(pmpy) 0
HCC = 78(5‘3 px)B5 78(px7py)B4 E; g(pmpv)BG 0 )
_S(Sa px)B4 _8(px7py)35 _8(px7py)B6 EL 0
0 0 0 0 E-.

(1.21a)
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EY e(s,p)Bs  &(s,p)Bs &, px)B4 0
&(s, py)Be E; é(pypy)Bs  &(ppy)Bs 0O
Hy = S(S7 px)BS 8(px7py)B4 Eg 8(pxapy)Bﬁ 0 ) (121b)
8(57 px)B4 g(vapy)BS 8(px7py)B6 Ea 0
0 0 0 0 ES.
BOEss BlEsp BZEsp B3Esp 0
_BlEsp B()E)cx BSExy BZEm _BlEps*
He, = _B2Esp BSExy BoEy. BlExy _BZEps* 7Hac = (Hca)*, (1210)

_B3Esp BZExy BlExy BOExx _B3Eps*
0  BEy, BEs, BiEe, 0

where E{,EC, E7 E EC, and Eg.. are diagonal elements of H, matrix and repre-
sent the on-site atomic energies of cation and anion atoms.
Eg,Eve,Esp, Es p,s Exy, Egp and E,e are the off-diagonal elements of H.,z matrix
and represent the hopping terms (transfer matrix elements). Finally, & =
¢(sc(a), pxc(a)) and &, = &(pyc(a), pyc(a))) are the two 2NN transfer matrix ele-
ments for the cation and anion atoms. Here s and p refer to the basis states and a and
c refer to anion (e.g., As, Sb, N) and cation (e.g., Al, Ga and In) atoms, respectively.
In the 2NN sp’s” TB Hamiltonian matrix, B is the complex conjugate of the matrix
element B; which gives the k wave vector dependence and the first four elements
are the same as in (1.15a) and other three are

By (k) = 4Sin(kya)Sin(kya), (1.22a)
Bs (k) = 4Sin(kya)Sin(k,a), (1.22b)
Bs(k) = 48Sin(kya)Sin(k,a), (1.22¢)

where i = +/—1 and displacement vectors of nearest neighbors. Including the
spin-orbit coupling the size of the (10 x 10) 2NN sp’s* TB Hamiltonian matrix
increases to (20 x 20) matrix which is diagonalized for each k vector to obtain the
band structure [42]. The spin-orbit effects are included with the 2NN sps* orbitals
set by coupling different spin states of different on-site p orbitals through the
spin-orbit interaction. Tight binding parameters of 2NN sp’s* orbitals set is
obtained by fitting the obtained band gaps given in Table 1.1 to those produced by
empirical pseudopotential theory [14]. Having reliable diagonal matrix elements
one can make realistic tight binding parametrization of the off-diagonal matrix
elements representing the first nearest neighbor (NN) and/or 2NN interactions,
which are obtained by focusing on the reproduction of the band gap energies at
symmetry points in the energy dispersion curve. As examples of 2NN sp’s* tight
binding parametrization, the bandgaps given in Table 1.1 [21, 23] for several group
III-V compounds may be used to calculate electronic band structure of their
heterostructures.
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Table 1.1 Bandgaps at symmetry points of AlAs, GaAs, InAs, GaP, AIN, GaN and InN
compounds obtained using the 2NN sp®s” TB model [21, 23] and experimental data [12] are given
in parenthesis

eV) GaAs InAs GaP AIN GaN InN

E,r 1.52 0.43 2.88 5.99 3.30 0.90
(1.52) 0.42) (2.88) (6.00) (3.27) (0.90)

Egx 1.98 2.28 2.33 4.90 4.70 2.83
(2.03) (2.50) (2.16) (4.80) (4.70) (3.00)

Eg 1.82 1.61 2.56 8.63 6.10 3.81
(1.85) (1.43) (2.79)

Table 1.2 2NN sp3s* TB parameters for GaAs, InAs, GaP, AIN, GaN and InN obtained using

Table 1.1

eV) GaAs InAs GaP AIN GaN InN

E;. —8.4399 —9.5381 —-8.1124 —11.505 —12.915 —12.860
Eya 0.9252 0.7733 1.0952 4.3815 3.1697 1.9800
| S —2.6569 —2.7219 -2.1976 0.5047 —1.5844 —0.3994
Epc 3.5523 3.5834 4.0851 10.2184 9.0302 8.0200
Eg: 6.6235 7.2730 8.4796 12.0400 12.2000 10.6300
Eg 7.4249 6.6095 7.1563 13.7400 12.2000 13.0000
4V —6.4210 —5.6052 —7.4909 -9.8077 —8.8996 —4.2285
4V x 1.9850 1.8398 2.1516 6.6900 5.3500 3.9800
4V, y 4.9100 4.3977 5.1213 8.9400 8.6200 7.4100
4V pe 4.2390 3.0205 4.2724 7.8500 6.4000 3.8100
4Vpase 5.15358 5.3894 6.3075 7.6800 7.2400 6.1900
4V gq pe 3.80624 3.2191 4.8184 8.0300 7.0600 6.8800
AV s 4.7009 3.7234 50534 2.4700 1.8200 3.3600
Esx 0.2459 0.1441 0.2325 —1.4000 0.9500 0.6150
Exy —0.1050 0.0249 —0.2200 6.9000 1.0100 0.7100
Aa 0.0553 0.1385 0.0578 0.0035 0.0035 0.0035
Ae 0.1338 0.1290 0.0222 0.0070 0.0410 0.1100

As an example of 2NN sp’s” TB parametrization, the diagonal and off-diagonal
tight binding parameters for AlAs, GaAs, InAs, GaP, AIN, GaN and InN are given
in Table 1.2 [21, 23].

Using the 2NN sp’s” TB model the electronic band structures of GaAs, GaN,
InN and AIN are calculated [21, 23] and are shown in Fig. 1.13, which reproduce
the conduction and valence band structures, including the heavy hole and light hole
bands as well as spin-orbit splitting bands. Tight binding interaction parameters
4V, and 4V, .« were adjusted to fit to the X bands and 2NN interaction param-
eters &, and ¢, to get a good fit to the L bands in reproducing the empirical
pseudopotential energy bands [14]. As shown in Fig. 1.13, adding the excited s*
state to the sp® orbitals set on the cation and anion atoms with 2NN interactions and
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Fig. 1.13 Band structures of AIN, GaN, InN and GaAs obtained using the 2NN sp’s” TB
parameters given in Table 1.2

spin-orbit coupling of p-states, improves the simulation of the conduction band
structure of III-V compounds, especially at the X symmetry point, reproducing the
empirical pseudopotential bands at symmetry points of energy dispersion curve,
which cannot be done with conventional NN and 2NN sp® TB models.

As an example of implementing the modified virtual crystal approximation
(MVCA) for the implementation of the composition effects in semiempirical NN or
2NN sp’s tight binding model, the tight binding parameters given in Tables 1.1
and 1.2 are used in the calculations of the electronic structures of AlGaN, InGaN
and GaAsN nitride ternaries in k-space for various alloy compositions, as displayed
in Fig. 1.14 showing the expected trend in band structures. The main features of the
composition effects on the energy band properties of AlGaN/GaN, InGaN/GaN and
GaAsN/GaAs ternary/binary group Ill-nitride heterostructures are summarized in
Fig. 1.15, in which the principal band gap energies of AlGaN, InGaN and GaAsN
ternaries are plotted as functions of interface strain for the entire composition range.
As seen from Fig. 1.15, lattice mismatch interface strain effects on the fundamental
band gaps at I, L and X symmetry points in AlGaN/GaN (left), InGaN/GaN
(middle) and GaAsN/GaAs (right) heterostructures can be quite large when the
band gap (or conduction band) deformation potential is large.
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Fig. 1.14 Band structures of AlGaN, InGaN and GaAsN obtained using the 2NN sp’s” TB
orbitals set with optimized energies given in Table 1.2

Predicted fundamental bandgaps of AlGaN, InGaN and GaAsN ternaries at the
I', L and X points, especially at I', are in excellent agreement with experiment [12].
The principal band gaps of AlGaN and InGaN conventional nitrides increase with
composition. However, the band gap of GaAsN diluted nitride at the I' symmetry
point decreases with alloy composition for x < 0.25, and then increases for
0.26 < x < 1, in agreement with experiment. It is gratifying to note that using the
optimized 2NN sp>s” tight binding model parameters for GaAs, GaN,AIN and InN
compounds given in Tables 1.1 and 1.2, we are able to obtain the nonlinear
composition dependence of the principal band gaps of AlGaN, InGaN and GaAsN
ternary semiconductors without any empirical fitting or any adjustable parameter.
This observation suggests that by using the optimized 2NN sps” TB parameters for
bulk GaAs, GaN, AIN and InN binary compounds, given in Table 1.2, the 2NN
sp>s” TB model allows one to determine the nonlinear composition dependence of
the principal band gaps of nitride-based ternary semiconductors without any
empirical fitting nor any adjustable parameter.

Cadmium and zinc based group II-VI compounds (CdX and ZnX (X = S, Se,
Te)) and their ternary/binary heterostructures are known to have considerable
potential for making optical and photovoltaic devices (e.g., light emitting diodes,
laser diodes, infrared detectors, photovoltaic devices, and quantum dots [1, 2]).
Therefore, similar calculations were carried out for the electronic band structure of
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Fig. 1.15 Predicted interface strain effects on the bandgaps of ternaries in AlIGaN/GaN (left),
InGaN/GaN (middle) and GaAsN/GaAs (right) heterosructures compared with experiment [12]

cadmium and zinc based group I[I-VI compounds (CdX and ZnX (X =S, Se, Te))
and their ZnCdS/CdS (left) and ZnTeS/ZnS ternary/binary heterostructures by using
the 2NN sp’s” TB parametrization, which yield the same accuracy for the con-
duction band structure of CdS, CdSe, CdTe, ZnS, ZnSe and ZnTe. Figure 1.16
shows the composition and interface strain effects on band gaps of ternaries in
ZnCdS/CdS (left) and ZnTeS/ZnS (right) heterostructures compared with experi-
ment [12]. It should be noted that there is a considerable lattice mismatch across
many of the ternary/binary heterointerfaces. Therefore, the composition dependent
bond lengths, defined in (1.7a—1.7d), and tight binding matrix elements in the
semiempirical NN sp>s” orbitals set, defined in (1.24), and hence the electronic
properties of heterostructure alloy constituents will be modified with respect to their
unstrained values. Furthermore, accurate description of the second conduction band
and the transverse effective masses at the X- and L-symmetry points are found to be
in good agreement with experiment, leading to a reliable and accurate TB model
calculation of electronic properties of semiconductors. We should note that the
accuracy of 2NN sp’s” TB parametrization depends on the accurate description of
band structures of III-V and II-VI compounds by the empirical pseudopotential
theory and bandgap data.
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Fig. 1.16 Predicted interface strain effects on band gaps of ternaries in ZnCdS/CdS (left) and
ZnTeS/ZnS (right) heterosructures compared with experiment [12]

Although the inclusion of s* excited state in the 2NN sp> TB model yields
accurate calculations of the conduction band structure features at the X high
symmetry point, it does so by modelling the average of p-d interactions and is
insufficient to determine energy levels above 6.0 eV. Jancu et al. [42, 43] suggested
that from a solid state physics point of view, the actual behaviour of excited d-states
is not reliably addressed in the sp’s” tight binding m of valence band and con-
duction band dispersion curves involving the I', X and L high symmetry points,
which will be discussed next.

1.3.3 Semiempirical Sp’d’s* Tight Binding Modeling

In the semiempirical nearest neighbor sp>d’s* tight binding model proposed by
Jancu et al. [42, 43], the excited d-states contribute critically to both the valence
band maximum at the I' symmetry point and to the conduction band dispersion
curves at the X and L symmetry points and is explicitly included in NN sp’d’s*
orbitals set. The band gaps at high symmetry points in the Brillouin zone and
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Fig. 1.17 Band structure and density of states of a GaAs compound calculated using the 2NN
sp>s* (dashed) and NN sp>d’s* (solid) tight binding models

optimized tight binding parameters are given in Tables 1.1 and 1.2 for the 2NN
sp s* 2NN TB model and those of the NN sp°d’s* TB model were taken from
Jancu et al. [42]. Results of 2NN sp3s* TB and NN sp3d5 s" TB models are com-
pared in Fig. 1.17 for electronic band structure and density of states of GaAs. As
can be seen from Fig. 1.17, both the valence band and conduction band dispersion
curves of GaAs obtained by using the NN spd’s* TB model overcomes most of the
limitations of the earlier 2NN sp® and sp>s*TB models. As Fig. 1.17 (left) for GaAs
show, the NN spd’s* TB model overcomes most of the limitations of the earlier of
2NN sp® and sp’s* 2NN TB models for both valence and conduction band dis-
persion curves. Furthermore, accurate description of the second conduction band
and the transverse effective masses at the X- and L-symmetry points that are in
good agreement with experiment suggests that the NN sp*d’s* TB parametrization
makes it possible to accurately calculate the electronic and optical properties
involving symmetry points at the edge of the Brillouin zone of tetrahedral semi-
conductors. It is noted here that the NN sp’d°s* TB model is reliable for the
calculation of dispersion curves for energies up to 6 eV above the valence band
maximum, correctly reproducing the orbital character of band edges, and their
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Fig. 1.18 Electronic band structure of AlAs and GaAs obtained using NN sp>d°s* TB model

behavior under strain, at the I', X and L symmetry points of the first Brillouin zone
of compound semiconductors.

In a search for physically realistic and numerically accurate calculations of band
structures of group III-V and II-VI compound semiconductors, Sapra et al. [44]
have argued that the adding of an s” state to an sp° orbitals set does not represent the
true contribution of d-states to both valence band and conduction band dispersion
curves and have shown that the NN spd’ tight binding model is sufficient to
calculate the electronic structure of group III-V and II-VI compounds and suggests
that the use of any fictitious s” state is not needed in tight binding modeling to
calculate the energy band structures. However, as can be seen from Fig. 1.18, the
use of the more complete nearest neighbor sp*d’s* orbitals set imposes drastically
heavier computational requirement on the calculation of electronic band structures
of III-V and II-VI compound semiconductors, without affording realistic physical
insight to the solid state interpretation of its contribution to the problem.

In the following section we use a semiempirical NN sp® tight binding
parametrization of the problems of nearest neighbor interactions and spin-orbit
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Table 1.3 Bandgaps of CdS, CdSe and ZnS obtained from fitting the NN sp>d® and 2NN sp’s”
TB models results [24] in the empirical pseudopotential bands [14] and measured band gaps [12,
13] at high symmetry points

Bandgap (eV) CdS ZnS CdSe

sp3s* sp3 d’ sp3s* sp3d5 sp3s* sp3d5
Egr 2.476 2.555 3.680 3.702 1.887 1.937
Ef; 4.341 4.696 5.103 5.190 3.784 3.779
Eé 3.983 5.193 4.810 4.641 3.097 3.027

coupling of p-states taken into account in the calculations of the band structures of
-V and II-VI compound semiconductors.

1.3.4 Semiempirical Sp>’d° Tight Binding Modeling

In this section we discuss the semiempirical sp>d’ tight binding parametrization
with the first nearest neighbor interaction and spin-orbit coupling of p-states taken
into account in the calculation of the electronic structure of constituents of semi-
conductor heterostructures. We write the semiempirical NN sp>d® TB Hamiltonian
matrix as [24]

H“ﬁ = <(/)1(k)|H{(PB(k)> = E%/f + ZIOC/J’(O7 i)eik.r[ +Hso7 (123)
i#0

where E,jg is the on-site energy for the f orbital (s, p, d) at the atomic site « (cation
and anion); and it represents the intra-atomic integrals, which couple atomic orbitals
located in the same cell, and I,3(0,7) represents the first nearest neighbor
(NN) interaction integrals, known as the hopping term, which couples atomic
orbitals located in different cells.

The nine state atomic-like (s;x,y,z;xy, vz, 2x, %% — y?,3z2 — r?) basis set
describes each atom of the semiconductor. H, has 19 independent matrix elements:
9 on-site and 10 off-site elements. The inclusion of spin-orbit coupling to the sp>d’
basis set, in which the spin-orbit interaction is given by two parameters; A, =
<X4 1 |Hsolza | > for anion and A, = <x, | |Hyl|z. | > for cation atom, adds
two extra tight binding parameters. Therefore, H,s has total of 21 independent
matrix elements, including the nearest neighbor interaction and spin orbit coupling
of p-states. The diagonal and off-diagonal matrix elements are determined by fitting
the empirical pseudopotential energy band dispersions to calculated energy band
dispersions using the semiempirical NN sp°d® TB parametrization for a given
semiconductor. One starts with calculating the electronic band structure by esti-
mating the values of on-site matrix elements and off-site matrix elements and then
carries out a least-squares error minimization fitting procedure at a number of high
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Ta(}"‘i 1T-;43 Optimized : p V) cds ZnS CdSe

19l ram T T

??dS,s CdSo and zer:; “btained Bea —11.5300 —11.6100 —9.63

from fitting the 2NN sp’s” TB ~ Epa 0.5300 1.4800 1.326

model [24] to empirical | 1.8300 1.1100 0.03

E;;Ji‘él;‘;tzngiltsband (14]at g 5.8700 6.5200 473
Eqea 7.1300 8.0800 7.53
Eqec 6.8700 8.0200 572
4v,, ~3.0700 ~6.3000 —4.64
4V, 1.7600 3.1100 2.64
4V, 4.2300 5.0000 536
4V, 2.1700 5.1600 4.57
4V, 5.4800 5.1700 5.54
4V 1.9900 2.8900 3.05
4V, 3.0600 1.7500 2.49
Eor 0.1000 0.2000 0.0
ty ~0.0100 ~0.1500 0.0
Ja 0.0250 [6] 0.0250 [6] 0.1434
Je 0.0130 [14] 0.0270 [14] 0.0591

symmetry points in the valence and conduction band dispersion curves to fit band
gap energies obtained from the empirical pseudopotential method [14] (Table 1.3).

We now compare the predictions of semiempirical NN sp>d® and 2NN sp’s” TB
parametrizations, both of which include spin-orbit coupling of p-states [28].
Tables 1.4 and 1.5 give the number of optimized TB parameters for the NN sp>d’
and 2NN sp’s” TB models. Figure 1.19 compare the electronic band structure of
CdS, ZnS and CdSe calculated using NN sp3d5 and 2NN sp3s* TB models, both
reproducing the band gaps as well as the valence band and conduction band dis-
persion curves at I', X and L symmetry points, which cannot be done with con-
ventional NN sp> and 2NN sp® TB models.

As can be seen from Fig. 1.19 the tight binding model with an sp*d® orbital
basis, including the nearest neighbor interactions of cation and anion atoms and
spin-orbit coupling of p-states, is adequate to accurately reproduce the band gaps at
I', X and L symmetry points and both the valence band and conduction band
dispersion curves. When compared with the 2NN sp®s” TB model, the NN sp°d® TB
model better simulates both the valence band and conduction band dispersion
curves. This is due to the fact that the inclusion of s -excited state is included by
modeling the average of p—d interactions, and it does not permit the inclusion of
excited d-orbitals to a sp> orbitals set. Therefore, the actual behavior and contri-
bution of the excited d-states in the band structure calculations is not reliably
reproduced, suggesting that the sps” TB model is of limited value for determi-
nation of optical properties of semiconductors involving high symmetry points. We
should point out that both TB models with NN sp>d” and 2NN sp>s” orbitals sets are
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Ta(}’:le]-; ()I’timizedf s CPdS (V) cds ZnS CdSe

19l - ram T T

pa e an d‘;ﬂ; citren;oﬁn o s 1.8300 1.3600 0.0300

obtained from fitting the NN Pc 5.8700 6.5200 4.7300

sp°d® TB model [24] to d. (1) —6.8300 —5.8200 ~7.3100

empirical pseudopotential d,(e) ~7.4400 —6.2100 ~7.8100

bands at symmetry points [14] ~11.5300 ~14.6100 ~9.6300
Pa 0.9300 1.7800 1.3260
da(t2) 14.4300 15.5400 15.2600
da(e) 13.1500 13.6000 14.1000
556 ~0.8440 ~1.0050 ~1.2600
spc 2.2729 2.5387 2.3989
ppo 1.68963 1.3343 1.9789
pp 2.5500 4.3775 3.3400
psc ~0.10750 -0.3725 ~0.6800
dsc 0.0000 ~2.5900 ~1.2200
dpc ~1.1400 ~0.0500 ~0.0100
dpr ~1.2900 ~2.7800 ~1.0900
sdo 1.7500 1.3700 1.5200
pdc 1.5580 2.1100 1.7800
pdn ~0.3500 ~0.4500 ~0.3200
Ja 0.0250 0.0250 0.1434
Je 0.07600 0.0270 0.0591

semiempirical and their basis lies in a good description of the electronic band
structures of tetrahedral semiconductors.

1.4 Density Functional Theory Modelling
of Heterostructures

The conventional density functional theory (DFT) enables us to have a
parameter-free description of structural and electronic properties of semiconductors
and has its foundations in the work of Kohn and his collaborators [30, 45]. The
variation method is used to calculate the ground state properties of a many-body
system with the charge density, expressed in terms of single-particle electronic
orbitals

0@ =YY filon > [, (1.24)

i=1
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Fig. 1.19 Band structure of CdS, CdSe and ZnS compounds obtained using the 2NN sp’s” and
NN sp’d® TB models with the tight binding parameters given in Tables 1.4 and 1.5

which plays the central role in the calculation of the structural and electronic
properties  of  semiconductors. = The  major consequence of the
Kohn-Hohenberg-Sham studies [30, 45] is that the single particle states ¢, (r) are
determined by the solution of a set of equations similar to the Schrodinger equation:

2
Ho;x = (— m V7 + Vex + Veff) Pix = Eipiy, (1.25)

where ¢; (1) are the one-electron wave functions, Vey is the external potential of
the nuclei, and Vg (r) the effective potential defined as

OExc(n(r)

Veir (1) = Vi(r) + Vi (r) = Vi(r) + “onm

(1.26)

where V(1) is the Hartree Coulomb term and E,.(n(r) is the exchange-correlation
functional. Since the electron density n(r) is involved in the definition of effective
potential, (1.24) must be solved consistently with (1.25) and (1.26). Although the
set of (1.24)-(1.26) yields, in principle, an exact solution to the
quantum-mechanical problem, there are approximations involved in the
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exchange-correlation potential V. (r). In this respect, Local Density Approximation
(LDA) and Generalized Gradient Approximations (GGA) have proven to be
effective for a large number of semiconductors.

The conventional DFT calculations based on (1.24)—(1.26) provide satisfactory
results for ground state properties (e.g., total energies, lattice constant, bulk mod-
ulus) but give unsatisfactory results for the electronic properties (e.g., band gaps
and effective masses) [46]. For example, DFT predicted bandgaps are too small
compared to experimental data [12] and predicted by empirical pseudopotential
theory [14]. This difficulty can be avoided using various approaches (e.g., GW
approximation or hybrid functional) that have been implemented in DFT model
calculations. Even with GW and hybrid functionals, conventional DFT results in
bandgap error on the order of 10-20 % as compared with experimental data [12].
As a remedy, the exchange-correlation potential contribution to the DFT band gap
is shifted by using a so-called “scissor operator”, in accordance with the suggestion
of Fiorentini and Balderschi [46]. The difference between the LDA and experi-
mental band gaps (AE) scales with the optical dielectric constant (AE = 9.1/ex)
[26, 27].

Recently, Tran and Blaha [47] proposed a new exchange-correlation potential,
called the modified Becke-Johnson density functional (MBJLDA), which combines
the Becke-Johnson exchange potential and the local density approximation (LDA)
correlation potential in DFT band structure calculations. The MBJLDA functional
is an exchange-correlation (XC) potential that is obtained as the functional
derivative of the XC-energy functional Exc with respect to the electron density n(r)
(VMBJ = §Exc[n](r)/dn(r)) taken from LDA. The computational cost of DFT with
the MBJLDA functional is comparable with DFT-LDA and DFT-GGA. It yields
bandgaps which are in good agreement with experimental data [12, 13] and
empirical pseudopotential theory [14]. We calculated the electronic properties of
CdX and ZnX (X = S, Se, Te) II-VI compounds and their ternary/binary
heterostructures using the WIEN2K [48] simulation package that uses the density
functional theory (DFT) with MBIJLDA functional in the band structure
calculations.

Figure 1.20 exhibits the crystal structure of CdSe and ZnS compounds. CdX and
ZnX (X =S, Se, Te) have a zinc-blende crystal structure (space group F-43 m No:
216) in which the Cd/Zn atoms are located at (0, 0, 0) and S (or Se) at (0.25, 0.25,
0.25). Converged results are obtained using 10,000 k points in the first Brillouin
zone with RyrK.x = 8.50, where Ryt represents the smallest muffin-thin radius
and K.« is the maximum size of the reciprocal lattice vectors. LSDA, GGA and
MBILDA, as implemented in the WIEN2K simulations package, are used for
exchange and correlation potentials in the calculations. SCF iterations are repeated
until the total energy converges to a point less than 10™* Ryd. The WIEN2K
simulations with the MBJLDA functional embedded in DFT yields a remarkable
improvement over LDA and GGA in the calculation of the structural properties
(e.g., lattice constants and bulk modulus) and electronic structure properties (e.g.,
bandgaps) of the compounds (see Tables 1.6 and 1.7). However, we should point



1 Modelling of Heterostructures for Low Dimensional Devices 35

Fig. 1.20 Crystal structure of ZnS and CdSe compounds

Table 1.6 Lattice constant (ag), bulk modulus (By) and its pressure derivative (Bp) for CdX
X =8, Se, Te) and ZnX (X = S, Se, Te) calculated using WIEN2K, with DFT-MBJLDA

Property CdS CdSe CdTe ZnS ZnSe ZnTe
ao(A%) 5.779° 5.994 6.425 5.470 5.540 5.985
5.839" 6.088 6.500 5.460 5.690 6.039
5.810° 6.084 6.480 5.320 5.669 6.030
(5.830)° 6.089
By 68.765 53.799 47.778 71.474 82.379 54.038
66.01 56.79 46.76 91.71 73.91 55.56
64.30 55.53 44.50 71.3 62.50 50.90
B’ 4375 2.364 5.200 3.550 3.646 4.381
4.20 4.470 - 5.10
431 5.00 5.00 -

a DFT-MBJLDA, b 2NN sp3 s* TBM, ¢ NN sp3d5 TBM, (...)d: Measured lattice constant

out that the MBJLDA only underestimates the band gaps between —2.50 and —7 %
for CdTe, ZnS, ZnSe, ZnTe and overestimates up to ~4 % for CdS and CdSe. In
most cases (except ZnS), MBJLDA is in better agreement with experiment than
GW and G’W’. Bandgap energies at L, I' and X symmetry points, calculated by
using WIEN2K simulations package, with the MBJLDA functional embedded in
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Table 1.7 Comparison of calculated bandgap energies of CdX (X =S, Se, Te) and ZnX (X =S,
Se, Te)

(eV) CdS CdSe CdTe ZnS ZnSe ZnTe
Eor 2.660* 1.89 1.56 3.66 2.67 2.22
2.476° 1.887 1.59 3.680 2.83 2.39
2.555°¢ 1.937 0.76 3.702 1.91 1.53
(2.55) (1.82) (1.60) (3.82) (2.82) (2.39)
E,x 4.28 3.40 2.36 4.48 3.61 2.45
3.983 3.097 2.46 4.810 3.99 2.80
5.193 3.027 1.83 4.641 2.14 1.62
EqL 4.71 4.04 3.03 4.42 3.78 2.71
4.341 3.784 3.57 5.103 4.54 3.43
4.696 3.779 4.76 5.190 5.04 3.34

a DFT-MBJLDA, b 2NN sp3 s* TBM, NN sp3d5 TBM, (...): Measured fundamental bandgap

DFT, and using NN sp>d® and 2NN sp’s” TB models, are given in Tables 1.6 and
1.7 for CdS, CdSe, CdTe, ZnS, ZnSe and ZnTe II-VI compounds.

As shown in Table 1.6, MBJLDA functional based DFT calculations of struc-
tural properties of compound semiconductors (such as lattice constant, bulk mod-
ulus and its pressure derivative) are in good agreement with the experimental data
[12]. Furthermore, as shown in Table 1.7, WIEN2K simulations with MBJLDA
embedded in DFT are in good agreement with the experimental data in terms of
band gaps. Figures 1.21 and 1.22 demonstrate use of MBJLDA functional in
WIEN2K simulations package in calculating the electronic band structure of
compound semiconductors yields much better results than those of LSDA for CdX
(X =S, Se, Te) and GGA band structures for ZnX (X = S, Se, Te). Accurate
modeling of band structure properties have a key role in the design of cadmium and
zinc chalcogenides based device applications. According to current calculations
MBIJLDA performed better than other conventional DFT functionals and GW
approximations to calculate band structure. For this reason, MBJLDA is a very
effective method and it can be used for a wide range of semiconductors. Accurate
modelling of band structure has a key role in the design of cadmium and zinc
chalcogenides-based device applications.

The comparison of the band structure dispersion curves obtained by using the
WIEN2K simulation package with MBJLDA functional embedded in DFT and the
semiempirical tight binding theories with NN sp>d” and 2NN sp’s” orbitals sets is
shown in Fig. 1.23 for CdS and ZnS and in Fig. 1.24 for CdSe, CdTe and ZnSe
compound semiconductors, respectively. As displayed in Figs. 1.23 and 1.24, the
MBJLDA functional based DFT and semiempirical NN sp®d® and 2NN sp’s”
orbitals sets TB models accurately reproduce the band gaps and band dispersion
curves at high symmetry points when they are compared with empirical pseu-
dopotential calculations for bulk II-VI compounds and their heterostructures. The
three different approaches almost equally well reproduce the band gaps at I', X and
L high symmetry points and valence band and conduction band dispersion curves in
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Fig. 1.21 Band structure of CdS, CdSe and ZnS obtained using WIEN2K with DFT-MBJLDA
(solid lines) and DFT-LSDA (dashed lines)

the entire Brillouin zone of bulk CdX and ZnX (X = S, Se, Te) II-VI compounds
and their heterostructures CdZnS/CdS, CdSTe/CdTe and ZnSSe/ZnSe.

We now discuss the use of DFT with MBJLDA functional and of the
semiempirical NN sp>d® and 2NN sp’s” TB models to calculate the electronic band
structures of ZnSSe/ZnSe and CdSTe/CdTe heterostructures. The predicted com-
position and interface strain effects on the fundamental band gaps of ZnSSe and
CdSTe in ZnSSe/ZnSe and CdSTe/CdTe heterostructures are shown in Fig. 1.25
(left, right), respectively. The calculations are carried out using the WIEN2K
simulations based on DFT with the MBJLDA functional (dark-solid line) and the
semiempirical NN sp°d® TB model (red-solid lines) and 2NN sp’s” TB models
(dashed-blue lines) with tight binding parameters given in Tables 1.3, 1.4 and 1.5,
integrated with the statistical thermodynamic model. (Since the measured band gaps
are near 0 K, we ignored the logarithmic term, which accounts for the
electron-phonon interactions for temperature dependence.) We can state that strain
effect on the fundamental bandgaps can be quite large when the interface strain
increases for large deformation potential and high alloy composition. The predicted
band gaps, especially at the I' point, are in excellent agreement with experiment
[12].
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Fig. 1.22 Band structure of ZnS, ZnSe and ZnTe obtained using WIEN2K with DFT-MBJLDA
functional (solid lines) and DFT-GGA (dashed lines)

In conclusion, as demonstrated in Figs. 1.23 and 1.24 for CdX and ZnX (X=S,
Se, Te) binaries and in 1.25 for ZnSSe and CdSTe ternaries of ZnSSe/ZnSe and
CdSTe/CdTe heterostructures, the WIEN2K simulations with DFT-MBJLDA
functional and semiempirical NN sp>d® and 2NN sp®s” TB methods described in
this work accurately reproduce the band gaps and band dispersion curves at high
symmetry points of Brillouin zone when they are compared with empirical pseu-
dopotential calculations for these binary and ternary semiconductors. The three
different approaches almost identically reproduce the band gaps at the I', X and L
high symmetry points, as well as the valence band and conduction band dispersion
curves in the entire Brillouin zones of the bulk CdX and ZnX (X = S, Se, Te)
binaries and ZnSSe and CdSTe ternaries of ZnSSe/ZnSe and CdSTe/CdTe
heterostructures, respectively.

As can be seen from Fig. 1.25, the tight binding model with an sp>d’ orbital
basis, including the NN interactions of cation and anion atoms and spin-orbit
coupling of p-states, is adequate to accurately reproduce the band gaps at the I', X
and L symmetry points and both the valence band and conduction band dispersion
curves, obviating the need for any fictitious excited s* state in the TB model
calculations. When the two semiempirical NN sp>d® and 2NN sp’s” tight binding
parameterizations are compared with each other, they both give reasonable
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Fig. 1.23 Band structures of CdS and ZnS obtained using WIEN2K with DFT-MBJLDA
(dark-solid lines), NN sp°d® TB (red-solid line) and 2NN sp’s” TB (dashed-blue line) models

descriptions of the energy levels in the vicinity of the bottom of the conduction
band and the top of the valence band of both binary and ternary II-VI compounds.
However, the NN sp’d® TB model does better than the 2NN sps” TB model in
accurately reproducing band gaps as well as valence band and conduction band
dispersion curves fitted to the empirical pseudopotential calculations at the L high
symmetry point of these compounds. Furthermore, since the inclusion of the fic-
titious s* excited state is done by modelling the average of p-d interactions, the
2NN sp’s’ TB parametrization does not permit the inclusion of excited d-orbitals to
an sp’ basis set. Consequently, the actual behavior and contribution of excited
d-states in the band structure calculations is reliably and accurately reflected in the
NN sp*d® TB model. We should point out that both the NN sp*d” and 2NN sp’s”
TB models are semiempirical and they rely on a good description of the band
structures that are produced exactly by WIEN2K simulations package with
MBLDA functional embedded in DFT [47, 48] and empirical pseudopotential
theory [14].
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Fig. 1.24 Band structures of CdSe, CdTe and ZnSe obtained using WIEN2K with DFT-MBJLDA
(dark-solid lines), NN sp°d® TB (red-solid line) and 2NN sp>s” TB (dashed-blue line) models

1.5 Modeling of Band Offsets in Heterostructures

One of the key issues in low dimensional heterostructure semiconductor device
technology is the understanding the formation and determining the magnitude of
conduction and valence band structure across heterointerfaces (e.g., band offsets),
shown in Fig. 1.26.

The potential barriers dominate various device properties such as injection
efficiency in heterobipolar devices (e.g., HBTs) and carrier confinement in unipolar
devices (e.g., MODFETs), and have received considerable attention among device
scientists and engineers over the years. When the semiconductor composition
changes abruptly at interface between constituents, the difference in their energy
bands is accommodated by the discontinuities in the conduction and valence bands
across the interface. In analyzing charge transport in bipolar and unipolar
heterostructure devices, the crucial problem is to determine the formation and
magnitude of potential barriers relating to conduction bands and valence bands
across the heterointerface. In the context of the semiempirical tight binding model
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Fig. 1.26 Schematic view of band diagram of Type I (left) and Type II (right) heterostructures

discussed in Sect. 1.2, the valence band offset across an ABC/AC ternary/binary
heterostructure can be obtained by taking the difference between the valence band
energies of the constituents that are screened with the optical dielectric constants of
the constituents [11]:
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an = () ~(5) (127)
€/ pc  \boo/ aBC

where E, = E,(I'y5) is top of the valence band at the I' high symmetry point and
€ (ABC) and &, (BC) are the optical dielectric constants of the ABC ternary and
BC binary constituents of heterostructure, respectively:

€ (ABC) = xe50(AC) 4 (1 — x)&0o(BC) + — x(1 — x)0. (€00 (BC) — €0 (AC)),
(1.28)

The conduction band offset for a given I', L and X high symmetry point of the
Brillouin zone is given as the difference between the respective band gap differ-
ences, written as [11]:

AE.; = Eciapc — Ecipc = AEgi — AE,, (1.29)

where E.; = Er,, Er,, and Ey,, are the bottom of the conduction bands at the I', L
and X high symmetry points, determined using the semiempirical tight binding
theory with the sp”, sp’s”, sp°d’s” or sp>d’orbitals sets. Here AE,; = E4(ABC) —

E,;(BC) is the difference between the band gaps of ABC ternary and BC binary
compounds with band gaps E,;(ABC) and E,;(BC), where E,; = Eqr, Ey; and E,x
are the principal bandgaps at the I', L and X symmetry points.

Once the valence band energies and band gaps at high symmetry points are
known, it is easy to determine the conduction band offsets of a given heterostructure
from (1.29).

The potential barrier in the conduction band and the potential step in the valence
band at the interface significantly influence carrier transport and device performance
[2], making reliable and accurate modeling of interface energy band structure
crucial to designing the functionality of group III-V and II-VI heterostructures and
their optimization in low dimensional semiconductor electronic and optical devices.
Here, we focus on modeling the effects of composition and interface strain on
electronic band structure, band gaps and band offsets of ternary/binary group III-V
and II-VI compounds based heterostructures for which experimental data are
available for comparison. In this, we compare the predictions of the nearest
neighbor (NN) sp>d’ tight binding model, with spin-orbit coupling of p-states, to
those of the widely used second nearest neighbor (2NN) sp>s” model, with
spin-orbit coupling of p-states. Tables 1.3, 1.4 and 1.5 give the number of tight
binding parameters for the 2NN sp’s” TB and NN sp>d” tight TB models used in the
calculations. Figure 1.27 shows the composition and strain variations of the band
gap difference and valence band offsets at lattice matched AlGaAs/GaAs and
pseudomorphic InGaAs/GaAs heterostructures.
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Fig. 1.27 Composition effects on bandgap differences and valence band offsets of lattice matched
AlGaAs/GaAs (left) and strained InGaAs/GaAs (right) heterostructures

The band offsets in III-V nitrides based ternary/binary heterostructures are
shown in Fig. 1.28 for AlIGaN/GaN, InGaN/GaN and GaAsN/GaAs as functions of
interface strain for the entire composition range (0 <x <1). As shown in Fig. 1.28,
the interface strain effect on the valence band offsets in AIGaN/GaN (left), InGaN/
GaN (middle) and GaAsN/GaAs (right) dilute nitrides based heterostructures is
rather small because of the smaller valence band deformation potentials. However,
the interface strain effects on conduction band offsets at the I, L and X high
symmetry points can be considerably larger because the conduction band defor-
mation potentials are large.

The predicted valence band offsets are in good agreement with experimental
findings [12, 13]. As shown in Figs. 1.27 and 1.28, strain effects on the band gap
differences and on the conduction band offsets can be quite large since the lattice
mismatch increases with an increase in the ternary mole fraction. As we pointed out
earlier, there is a considerable lattice mismatch across many of the ternary/binary
heterointerfaces. Interface strain due to lattice mismatch causes a shift in the lattice
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Fig. 1.28 Predicted interface strain effects on the valence band offsets of AlGaN/GaN (left),
InGaN/GaN (middle) and GaAsN/GaAs (right) heterostructures

constant of the epilayer: @ = (1 + &)ag, where ¢ is the symmetric strain tensor.
Therefore, the bond lengths and on-site and off-site TB matrix elements will be
modified with strain. Consequently, the electronic properties of heterostructures
such as conduction and valence band offsets will be modified with respect to their
unstrained values. As an example, Fig. 1.29 shows the composition and strain
effects on conduction and valence band offsets of CdSTe/CdTe and ZnSSe/ZnSe
heterostructures calculated by using the WIEN2K simulation package based on the
DFT with MBJLDA functional and semiempirical NN sp*d” and 2NN sp’s” TB
models for optimized tight binding parameters given in Tables 1.3, 1.4 and 1.5 As
can be seen in this comparison, the interface strain effects on the conduction band
offsets of ZnSSe/ZnSe and CdSTe/CdTe heterostructures can be quite large when
the interface strain increases for large the deformation potential and high alloy
composition.
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Fig. 1.29 Predicted composition and interface strain effects on the band offsets of ZnSSe/ZnSe
and CdSTe/CdTe heterostructures, obtained using the WIEN2K with DFT-MBJLDA (dark-solid
line) compared with the NN Sp3 d’ (red-solid line) and 2NN sp3s*(dashed—blue line) TB models for
parameters given in Tables 1.1 and 1.2 of [30]

1.6 Conclusion

Ever since the invention of the first transistor in 1949, device scientists and engi-
neers have witnessed amazing achievements in the semiconductor science and
technology. Advances in the growth of semiconductor thin films with layer
thickness approaching atomic dimensions and fabrication of low dimensional
electronic and optical devices has provided new opportunities in fundamental sci-
ence and technology of semiconductors and semiconductor devices. Such
advancement could not have been possible without a qualitatively reliable under-
standing of the basic physics of semiconducting materials and quantitatively precise
potential predictions and performance of devices, leading to new concepts in the
semiconductor growth that allowed previously many unknown devices with more
complex functionality and much higher densities for electronic and optical
applications.
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This review has presented comparative predictions of electronic band structures
of group III-V and II-VI compounds and their heterostructures obtained using the
semiempirical tight binding theory based on the 2NN sp?, 2NN sp’s”, NN spd’s”
and NN sp’d® orbitals sets in comparison with the WIEN2K simulations package
based on the density functional theory (DFT) with the modified modified
Becke-Johnson exchange-correlation potential with the local density approximation
(LDA), called MBJLDA functional. We conclude that DFT with MBJLDA func-
tional and the semiempirical NN sp>d® TB model are in good agreement with
experimental data for band gaps and band offsets and have considerable potential in
the design and optimization of group III-V and [I-VI compounds and their ternaries
used for the fabrication of electronic and optical devices. When compared to the
2NN sp’s’ TB model, NN spd® TB parametrization better simulates both the
valence band and conduction band dispersion curves. The actual contribution of the
excited d-states in the band structure calculations is reliably reproduced in the case
of NN sp’d’ orbitals set tight binding parameterization. We conclude that DFT with
MBJLDA and semiempirical NN spd® TB model show good agreement with
experiment for band gaps and band offsets and has a considerable potential in the
design and optimization of group III-V and II-VI compounds and their ternaries
used for the fabrication of low dimensional electronic and optical devices.
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Chapter 2
Aspects of the Modeling of Low
Dimensional Quantum Systems

Norman J.M. Horing

Abstract The mathematical modeling of low dimensional quantum systems is
discussed in this chapter. In particular, the use of generalized functions in such
modeling is illustrated in some detail, including applications of the Dirac delta
function and its derivative (“delta-prime”) in determining quantum mechanical
Schrodinger Green’s functions describing the dynamics of various low dimensional
systems. The illustrations include quantum dots, wires and wells (and a superlattice)
in various dimensions. Also, the one-dimensional “delta-prime” potential is shown
to provide an impenetrable barrier.

2.1 Introduction

The advent and rapid development of the fabrication of low dimensional semi-
conductor materials, replete with the promise of nanostructures upon which a whole
new generation of quantum electronic, optical and computational devices can be
based, has stimulated an enormous effort to explore the physical properties of such
materials, and how they can be manipulated to greatest advantage. Practically all the
fields of science and engineering are involved in this massive effort throughout the
world. Mathematical modeling has an important role in this matter, enabling highly
tractable analyses that provide insight into the quantum dynamical behavior of
nanostructures and their possible optimization. In this chapter on low dimensional
quantum systems, in which the direction/range of particle motion is sharply limited
by deep (strong) wells (barriers) in its potential profile, the role of generalized
functions, in particular the Dirac delta function, will be discussed in model cal-
culations of the properties of such structures in three, two, one and zero dimensional
systems. The generalized functions are useful in representing potentials that confine
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electrons into spatially small subsystems, such as quantum dots, wires, wells and
lattices thereof, lodged in a host medium that may itself be confined in lower
dimensions; for example, quantum dots can occur in bulk three-dimensional
structures, but can also occur on a thin planar two-dimensional layer and on a
one-dimensional quantum wire. Such electron confinement by a potential usually
has some wave function extension outside the spatial boundaries of the potential,
associated with tunneling phenomenology. However, if the confining potential is so
strong (high) that such external wavefunction extension is negligible, then an
object, such as a thin quantum well, may be viewed as zero dimensional in the
confinement direction(s), and may be reasonably represented by a generalized
function in regard to that spatial direction(s). Both of these important uses of
generalized function models, in particular Dirac delta functions, in representing
(i) confining potentials, and, also, (ii) spatial extension of a low dimensional narrow
quantum well, will be discussed here.

The illustrative model calculations to be discussed here include the use of Dirac
delta function confining potentials in the determination of Schrodinger Green’s
functions for:

(i) a zero dimensional quantum dot in a 3D bulk medium permeated by an
isotropic simple harmonic oscillator potential,

(i) double quantum dot systems lodged in a thin 2D layer, also in a thin 1D wire,

(iii) a one dimensional quantum wire on a thin 2D layer in a normal magnetic field.

Also, we present the example of (iv) the space-time inversion of the dynamic,
nonlocal dielectric function of a type 1 superlattice. Finally, the physical features of
the “delta-prime” derivative of a Dirac-delta function potential will be treated as
well.

The calculational procedure generally followed here involves rewriting the
differential Schrodinger Green’s function equation for the system at hand as an
integral equation in terms of the decoupled Green’s function without special low
dimensional features (such as quantum dots, wires, etc.). The resulting Dyson-type
integral equation involves the decoupled Green’s function as its driving term and
also as part of its kernel. The kernel also involves the special low dimensional
features described in terms of generalized functions (such as the Dirac delta
function and its derivative), which considerably simplify the equation, so that it
may be solved algebraically or by a spatial Fourier transform in directions of
translational invariance. The associated energy spectrum is discussed in terms of the
frequency poles of the resulting Green’s function. In regard to the inversion of the
dynamic, nonlocal dielectric function of a superlattice, it is facilitated by an
“ansatz” expressing its spatial structure in terms of Dirac delta functions. The
resulting superlattice structure factor describes a continuous band of superlattice
plasmons.
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2.2 3D Harmonic Oscillator with a Superposed Quantum
Dot (Fig. 2.1)

To start, we consider a three dimensional isotropic Schrodinger oscillator in a bulk
medium, which, by itself, has been viewed as a quantum dot capable of having
many electrons in the plethora of its many states. The associated retarded Green’s
function G9 satisfies (h — 1)

2
[i 5t } GEO(x,¥51,1) = 00 (r — ¥)o(1 — 1),
m

and is given in position-time representation as [1]
GO (r,v;T)
may 3/2 imayg
= 7| ——— ———[(r-r+r-r T-2r-r]p,
1+ ( )<27'Ci sin w0T> exp{z sin woT [(r-r+ ) cos o ]

(2.1)

where r = (x1,x2,%3), T =1 — ¢, and w is the natural frequency of the oscillator
of mass m (1, (T) = n, (t — ') is the Heaviside unit step function). The role of a
superposed quantum dot (at rp) in the electron energy spectrum and propagation is
represented by the addition of a potential term of the form

U(r) = ad® (r —rp), (2.2)

where 60 )(r — 1) is a three dimensional Dirac delta function, and o = —UyV <0
describes the product of the quantum well depth Uy times its volume V. The
retarded Green’s function G(r,r’; w) for electron propagation in this bulk medium
satisfies the differential equation (frequency/energy representation).

- U(r)] G(r,r';0) =¥ (r—r). (2.3)
Rewriting this as an integral equation in three dimensions, we have
G(r,r';w) = Gi9(r,¥'; 0) + /d3r”G§Ig(r, ;o) UG Yiw), (2.4)

where Ggig is given by (2.1). Introducing (2.2) on the right of (2.4), the r’-inte-
gration leads to
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Fig. 2.1 Schematic of a 3D
harmonic oscillator potential
(red) with a Dirac delta
function potential well
(green) at ry

G(r,v;0) = Gi9(r,v'; 0) + aGH9 (v, 1o; ) G(r, ¥'; ). (2.5)
To solve, set r = ry in (2.5), with the result

1
1 — aGH9 (ro, ro; )

Glro.r's ) = GOk, ), (2.6)

whence the full Green’s function for the “delta-dot”superposed on a 3D oscillator is
given by

G(r,v';0) = G (r,v'; w) + aGHY (r, ro; @) GA9 (v, 1'; ).

1-— ochL’DO(rO, Io; a))

(2.7)

The new set of coupled electron energy states occurring as frequency poles of

G(w) is introduced by the vanishing of the denominator of the last term on the right
of (2.7),

1 = aGA9 (ro, ro; ). (2.8)

Fourier transorming (2.1) from time to frequency/energy representation, we have

x 3/2 . 5
o mmagor,
dre™” 0 T—1];. 2.9
- / ¢ <2m sin w0T> eXp{sin woT [cos o ] } (29)
0
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The right side of (2.9) is readily expanded in the eigenfunctions ¢, (r) of the 3D
harmonic oscillator hamiltonian alone as (w — w+i0"; E, are the associated
decoupled oscillator eigenenergies)

o0

2
1=u / ATy " (=i) ¢, (r)]?e =T = azm. (2.10)

0

(An alternative evaluation could be developed from the generating function of
Laguerre functions [2].) As the 3D oscillator energy spectrum E,, is discrete (and
uniformly spaced), the structure of the coupled “delta-dot” eigenenergy dispersion
relation of (2.10) makes it clear that the new coupled set of energy roots will occur
shifted from each value of E,, with n = (n;,n,,n3) referring to the three sets of
integers corresponding to the three spatial directions of the bulk oscillator medium.

2.3 Double Quantum Dot Systems in Low Dimensions

Considering a GaAs semiconductor inversion layer or other 2D system (e.g. gra-
phene) in which electron motion is confined to the x—y plane at z = 0, we examine
the role of a double quantum dot induced by a 2D double-well potential (x+ <0)
constituted of Dirac delta functions:

Ur)=o,0%@c—r)+0_ 6P r—r_)= Zociém(r —ry), (2.11)
+

where r = xi + yj and the two potential wells defining the double dot are located at
r. = +id /2 with strengths o« = —UpA~ <0 representing the product of the well
depths Uy at ry times their common area Ay = a®. The retarded Green’s function
for electron propagation on the sheet, G(ry, r; ®), including the dot regions, obeys
the differential Schrodinger equation (frequency representation)

1 (P P : @
Al = U(r))|G(r1,rp50) = 07 (r; —12). (2.12)

Alternatively, this may be rewritten as a two dimensional integral equation as
0
G(ri, 12 0) = Gyp(ri, 12 0)

2. 0 (2.13)
+ [ dr3Gyp(r1,13;0)U(r3)G(r3, 125 ),

where GY,, is the infinite sheet two dimensional Schrodinger Green’s function for
electron propagation on the sheet in the absence of the double quantum dot
potential wells. Employing (2.11) and integrating with respect to r3, we have
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G(r1,13;0) = Gyp (r1,12; )
+ 3 0a Gy (ry, 15 ) G(rs, 15 ). (2.14)
+

Setting r; = ry here, G(r4,ry; ) is readily obtained algebraically, with the
result

G(ry,1p;0)
_ D+ G (re,r2;0) + Dy G (re, 10 ) (2.15)
Dz +Diy — Dy D+« ’

where
Dyt =04+ — aiGgo(rb ri;m) (2.16)
and
Dis = 0:Gop(re, 13 0). (2.17)
The final double-dot Green’s function is given by (2.14)—(2.17) as

G(ry, 125 0) =Gy (ry, 125 0) + Z 2 Gy (1y, T )
+
(2.18)

D¥-¥G3D(ri7 r; o) + D:E?G(Z)D(r¥7 r; o)
DzzDiy — DizDx s .

The coupled subband energy eigenstates associated with the double quantum dot
arise from the frequency poles of its Green’s function, as given by the dispersion
relation:

det(D;;Dii — Di_;D%i) =0. (219)

The retarded infinite sheet Schrodinger Green’s function for a spinless 2D
electron (absent dots) is well known as (& — 1) [3]
m exp [im(X; ; y2)]

GgD(rl s 25 T) =Ny (T) o T ) (2'20)
in position-time representation, with 7 =1 —t,, X =x; —x, Y =y, —y, and
1, (T) is the Heaviside unit step function. Fourier transforming from time to fre-
quency representation, and setting r; =r, =ry as needed in (2.16), (X =0,

Y = 0), we obtain (v — w+i0™")
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< th
G5,(0,0; ) / (2.21)
0

This T-integral diverges as T — 0 for X = Y = 0. The divergence is an artifact

of assuming a 5<2)(r) potential which confines the dot to a single point. It may be
removed by noting that the original integral equation involves integration over a
small, but finite radius “a”, so we should install a “smear” radius “a” putting
X? 4+ Y? — a? (instead of “0”) in (2.20), leading to the replacement

oo
m

2
0

dT
G55 (0,0;0) — GYp(a, @) = — "”Texp (ima*/2T), (2.22)

which is convergent. It is given by a Hankel function of the first kind, order zero
(H ) yielding

G9,,(0,05 ) — —%mH(()l) (Vamao) = _"7’" [0 (Vama) + ivo(Vamaa) |.
(2.23)

For a small (nano) quantum dot, 2ma’w < 1; this may be approximated as [4]
G25(0,0;0) ~ 2 ¥y (Vamao) ~ 21 2w)2 224
op (0, ’w)NEO ma’o | ~—In matw/2 ), (2.24)

since Y, then becomes dominant.

The energy eigenvalue dispersion relation, (2.19), for the 2D Schrodinger cou-
pled quantum double dot system is given by (note that |ry —ry|=d
[ry —ry| — a; suppress w):

[1—o. GY@)][1 — o GY(a)] —aya [GIy(d)] =0. (2.25)

If the dots are widely separated, d >> a, then G, (d) — 0 due to the extremely
rapid variation of the time-dependent exponential on the right of (2.20). The result
is two completely independent decoupled modes given by

[1-0,:Gp(a)] = [1—a_Gy(a)] =0. (2.26)

However, if the separation of the dots shrinks dramatically, d — a, then (2.25)
becomes
1—(ay +2)GIy(a) =0, (2.27)
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characterizing a single mode dispersion relation for one quantum dot of combined
strength o + o_. Of course, the fully coupled mode solutions of (2.25) are con-
siderably more complicated because of the transcendental character of that dis-
persion relation.

Another interesting case is that of a double quantum dot superposed on electrons
confined to move along a straight line in just one dimension, x. The associated
Schrédinger Green’s function for free 1D electrons in the absence of the double-dot
is [3]

Glp(x1, x5 0) = \/_lewexp<i\/2mw|xl —x2|). (2.28)
m

The “double-dot” Green’s function in one-dimension is given by (2.18) with the
replacement GY,, — GY,, (note that GY;, of (2.28) is finite when x; = x,). Similar
remarks apply to the dispersion relations of (2.25)—-(2.27). For the “single-mode”
type limits of (2.26), (2.27), the corresponding 1D bound state is given by

iom o?m

1+ =0, or w=——,
2mw 2

(2.29)

as found by Glasser, et al. (Phys. Rev. B 42, 7630 (1990)).

2.4 Quantum Wire on a 2D Sheet in a Uniform Magnetic
Field

To examine the effects of a normal magnetic field on the dynamics of a quantum
wire along the y-axis at x = 0 (on the two dimensional x—y plane at z = 0), the
confinement of electrons to the wire may be represented by a one-dimensional
Dirac-delta function potential as (r = (x,y) on the 2D sheet)

U(r) = ad(x), (2.30)

where oo = —Upd <0, with Uy as the potential well depth and d as its width. The
governing Schrodinger Green’s function equation is similar to (2.12), but with the
kinetic Hamiltonian part adjusted to include the magnetic field; and U(r) is given by
(2.30) for the quantum wire. As usual, the partial differential Schrédinger equation
can be reformulated as an integral equation given in frequency/energy representa-
tion by

G(r1, 125 0) = G5, (r), 105 0) + /d<2>r3G§D(rl,r3;w)U(r3)G(r3,r2;w), (2.31)
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where G5, (r1, r2; ) is the two-dimensional magnetic field Green’s function on the
2D planar sheet, with no wire present. It involves gauge dependence and lacks
spatial translational invariance through the Peierls phase factor C(r,r’): (A(r) is the
vector potential of the uniform magnetic field)

r

C(r,r') = exp ;—e / ar’ - A" |, (2.32)
C

l./
such that G5, has the form
G§D<r’ I‘/; 0)) = C(l’, r/)GIZD(n I‘/; U)), (233>
where G, (r,1'; 0) = Gy, (r — 1'; ) is effectively translationally invariant on the
2D sheet. Employing (2.30) in (2.31) yields (suppress )
G(ry,r;) = G5, (r1,r) + o / dPr3GY,(r1,13)8(x3)G(r3,12), (2.34)
and executing the x3-integration,

G(xlayl;x25y2) = Ggu(x17YI§X27Y2)

; (2.35)
+“/dy3GzD(X1,Y1;X3 =0,y3)G(x3 = 0,y3;X2,¥2).

Focusing attention on electron propagation along the wire with x; = x, = 0, we
note that the Peierls phase integral, f:, dr” - A(r"), which occurs in G as well as G5,
(and is generally dependent on the path from r’ to r in the x—y plane) in conse-
quence of gauge covariance, is now confined to a straight line path along the y-axis.
Accordingly, its role in (2.35) is eliminated and with

G(ri,12;0) = C(r1,12)G (11,125 0), (2.36)
we have the Green’s function “on-axis” determined by

G'(x1 =0,y1;00 = 0,y2) = Gyp(x1 = 0,y1;020 = 0,y,)
+°</dy3Glzp(X1 =0,y1;x3 =0,y3)G'(x3 = 0,y3;x = 0,y2).

(2.37)

Since G}, is translationally invariant, this integral equation can be solved by a
single momentum transform in the y-direction (y; — y, — p,), yielding
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1
1 — aGhp(x1 = 0,x, = 0;py)

G'(x1 =0,x, =0;p,) = Gyp(x1 =0,x, = 0;py).

(2.38)

Finally, the Green’s function for electron propagation along the quantum wire is
determined by substituting (2.38) as the last G'-factor on the right of (2.37)
transformed to p,-representation, with the result

G'(x1 = 0,x = 0;py; ) = Ghp(x1 = 0,x2 = 0; py; ®) + 0Gyp(x1 = 0,x2 = 0; py; )
x [1 = aGhp(x1 = 0,32 = 0;py; )] G (1 = 0,32 = 03y )
(2.39)

as a function of frequency/energy (and p,). (Off-axis propagation is more compli-
cated.) It is immediately apparent that the quantum wire energy spectrum is
determined by the zeros of the denominator of (2.39), (restore w)

1 — aGyp(x1 = 0,x2 = 0;py; ) = 0. (2.40)

Note that the energy spectrum of (2.40) supplants the original spectrum asso-
ciated with the frequency poles of G5, (x; = 0,x, = 0;p,; w), since G(x; = 0,x, =
0;py; ) vanishes identically when G, (x; = 0,x, = 0;py;w) — oo at its pole
positions, as can be seen from (2.39).

The 2D magnetic field Landau-quantized retarded Schrodinger Green’s function
is given in position-time representation as [3, 5]

mo, imw.(X*+Y?)], .

G T) = —n (T .T/2), 241
p(rne ) = - (1) ey o ) fsinorty), - an)

where X =x; —x2; Y =y, —y2; T =t — t; w, is the cyclotron frequency, m is

the effective mass and #_ (T) is the Heaviside unit step function. Fourier trans-

forming ¥ — p, and T — , we have

—meXz/4

_ mo >
Gop(X;py; Z

T w—[n+1/2]w

X / dY cos(p,Y)exp(—mam.Y? /4)L,(moc[X* 4 Y]/2),
0
(2.42)

where the T-integral was carried out using the integrand as the generator of a series
of Laguerre polynomials L,(x) [2]. The Y-integration is facilitated by expanding
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L,(mw.JX*>+Y?/2) in  products of Hermite  polynomials  [6],

<< ) is the binomial coefflclent>

_mo 0 ’7 71710)[)(2/4 n n mo
G, ) 9 - < Hn— 7CX
(X Py 0) =— Z n! w— n+1/2]coLkz;<k> 2 2k< 2 )

n=

x/ dY cos(pyY)exp(meY2/4)H2k( m;)CY>.
0

(2.43)

The Y-integral can now be evaluated in terms of a variant of Hermite polyno-
mials defined as He, (x) = 2"/2H, (x/V/2) [7]

mo. v 00 (_1)11
G/ X.py: — _ ¢ _—mwX*[4 py/mwr 2 :
20X Py ) V = ¢ ¢ nl(w — [n+1/2]o.)
_ (2.44)

B0 (a0 ()

In regard to the eigenenergy spectrum, the usual 2D Landau quantized energy
levels in the absence of a quantum wire (¢ = 0) appear as the frequency poles of
G5, in the first term on the right of (2.35). The coupled eigenenergies associated
with the quantum wire in a magnetic field perpendicular to the 2D sheet arise from
(2.40). For electron propagation along the wire, x; = x, = 0, the analysis above
yields the coupled (x # 0) dispersion relation as

o0 2 n
oL MOe s, Z . (p h 2" /n! (2.45)
o 2\ )| o= 1w

For a very narrow nanowire, o’m/l’w, = d*>mU} /B w, < 1, it is clear that
there is an energy root m, near each multiple of the cyclotron frequency, nw,, close
enough so that the nearest pole alone determines it as

2

o [mw.2" o2 /mo h
=[n+1/2)w.+ h3/2” e Py [H,,(py mo )| (2.46)

2.5 Inverse Dielectric Function of a Periodic Superlattice

The screening function K(1,2) [1 =ry,#; = (x1,y1,21,4)] of a periodic superlat-
tice (Fig. 2.2) provides an interesting and useful example of the use of Dirac delta
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functions in representing nano-thin systems, in particular 2D dynamic, nonlocal
plasmonic sheets. The frequency poles of K(1,2) are the superlattice plasmons and

its zero frequency limit describes static shielding. Its role is subsumed in the linear
relations

K(1,2) = —+—% or V(1)=/d42K(1,2)U(2), (2.47)

which indicate that the action of K(1,2) on an impressed potential U(2) at
space-time point 2 yields the resulting effective potential V(1) at 1. Its relation to
the dielectric function &(1,2),

&(1,2) = 8(1 — 2) +4nog(1,2), (2.48)

where 470 (1,2) is the polarizability, defines K(1,2) as the space-time matrix
inverse of ¢(1,2):

/d43 K(1,3)e(3,2) = 6*(1,2) — 4D space-time unit matrix. (2.49)
Alternatively expressed, K(1,2) obeys the integral equation [3]
K(1,2) =6(1-2)+ /d43/d44 v(1 —3)R(3,4)K(4,2), (2.50)

where R(1,2) is the density pertubation response function of the system, v(1 — 2) is
the Coulomb potential and

R(1,2):g‘p/—((lz)):—iGl(l,2)G1(2,l+), (2.51)

with G, as the single particle noninteracting Green’s function in the random phase
approximation. It is readily seen that this corresponds to the polarizability as

drog(1,2) = —/d43 v(1 —3)R(3,2). (2.52)
Furthermore,
e(1,2) = 6(1 —2) —/d43 v(1 —3)R(3,2). (2.53)

As an illustration of the usefulness of Dirac delta functions in representing the
spatial extension of a low dimensional system, we consider an infinite superlattice
of identical 2D planar sheets of electrons parallel to the x-y plane having period
a along the z-axis. Each sheet is characterized by a 2D density perturbation
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Fig. 2.2 Schematic of a type AN
1 superlattice Z
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response function of (2.51): Assuming that only the lowest electron energy subband
¢o(z) for motion in the z-direction across the sheet n is energetically accessible, an
associated  eigenfunction  expansion of R(1,2) has the form
R(1,2) = R(x —x3y1 = y2it1 — 12) = |¢o(z1 — na)|¢o(z2 —na)’.  As  the
width of the sheet shrinks to zero, so does ¢,(z; — na), except at z =0 where it
grows to accommodate the normalization to unity,

ie., |po(zi —na)|* — 6(zi — na).

Furthermore, since there is translational invariance in the x-y plane of the sheet,
R(1,2; ) can be Fourier transformed in terms of a single 2D wave vector Q in the
x-y plane, such that

R(Q,z1,22;0) = i 0(z1 — na)d(z — na)RZD(Q,w), (2.54)

since the densities of the various sheets are additive. The corresponding 2D wave
vector transform of the Coulomb potential coupling is (charge strength 1)
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V(1 =3) — (4/Q)exp(—Qlz1 — z3)), (2.55)
so (2.53) in Q-representation is given by
£(Q,21,22;0) = 8(z1 — 22) — 4noP(Q ) Y e P S(z; — na),  (2.56)

where the zz-integral has been executed and we have defined the corresponding
polarizablility of a single 2D sheet as

4nog”(Q, w) = IR(Q, )/Q. (2.57)

To address the problem of inverting &(Q, z1,z2; @) as a matrix in z;, z, we make
the ansatz for K(Q, z2,z3; @):

o0

K(Q,22,23;0) = 6(z2 — z3) + Z Cv(Q,22,23;w)(z3 — r'a), (2.58)

n'=—o0

with the coefficients C,; to be determined. The inversion condition, written in the
form

/dee(Q,zl,Zz; 0)K(Q, 22,233 0) = (21 — z3) (2.59)

with (2.56), (2.58) leads to (suppress Q and w)

Z [C,,/ (z1,n'a) — 47roc(2)De’Q|Zl’”/“q 0(z3 — n'a)
e (2.60)
= 4nad? Z Z e Q= (na,n'a)d(z3 — n'a),

n=—00 n'=—00

where the z;-integration has been carried out. Equating the coefficients of like delta
functions, we have

o0
Cy(z1,n'a) — dnalP Z e~ U=, (na, n'a) = dno2PeCa—mal, (2.61)
n=—o00

To solve for Cy(z1,na), it is necessary to determine C,(na,n’a). Because of
periodicity, it is to be expected that

Cy(ma,n'a) = G(m —n'), (2.62)
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and setting z; = ma in (2.61) yields

G(m —n') — 4naP Z e~ lmG(n — n') = 4nadPeCam=rl, (2.63)

n=—00

Introducing a Fourier (series) analysis with

n/a
a ; —n
Gim—n') = o / dge ™™g (q), (2.64)
—n/a

leads to the result [8]

g(q) =

4703 sinh(Qa) 42D sinh(Qa)
~ cosh(Qa) — cos(qa) ( a

% cosh(Qa)—cos(qa)) ’ (265)

from which G(n — n’) (2.64) and Cyy(na,n'a) (2.62) may be determined: In turn,
this provides the coefficients C,/(z;,n'a) through (2.61). This suffices to yield the
full solution for the inverse dielectric screening function K(Q,z,z2;®) (since
Cv(Q,z2,73,w) in (2.58) involves z3 only at zz = n'a). Introducing the definition of
the structure factor S(Q, q),

B sinh(Qa)
$(0:9) = cosh(Qa) — cos(ga)’ (2.66)

the final result for the superlattice screening function is given by

K(Qz1,2;0) = (21 —22) + Y 8(za —n'a)Cy(Q, 21,15 )

n'=—o0
00

= (21 — 22) +412P(Q, w) Z 8(za — r'a)

n'=—o0

n
- = 1 sy Am2P(Q, )S(0, x/a)
—Q|z1—n'al E —Qlz1—nal dxe™=1") 0 ’ ’
X (e + e o / xXe ) .

1 — 4102P(Q, w)S(Q, x/a

(2.67)

n=-—00
—-n

The spectrum of superlattice plasmons determined by the dispersion relation
arising from the vanishing of the denominator of the integrand on the right of
(2.67),

1 — 4n3(Q, )S(Q, q) = 0, (2.68)
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involves a continuous band of mode frequencies [9-24] associated with the integral
limits —n/a <g<m/a. The use of Dirac delta functions here has facilitated the
explicit determination of the inverse dielectric screening function as well as the
dynamic, nonlocal plasmon dispersion relation.

2.6 An Impenetrable Barrier: Quantum Particle
Dynamics in a Highly Singular 1D-Potential

The use of the one dimensional Dirac delta function (d(x)) itself as a potential has
proven to be quite straightforward; however, the inclusion of its derivative (&'(x))
has brought forth substantial controversy [25-29]. As far back as 1986, Seba [28]
found that electron transmission through that highly singular potential could not
take place. However, other researchers have appended boundary conditions to &' (x)
and claimed that electron transmission can occur [30-39].

We recently studied this problem by constructing the full, exact Green’s function
for the Dirac-delta-function-derivative model, defining it solely in terms of the usual
derivative property [6'(x) = d(5(x))/dx] under integration by parts, with no appeal to
additional boundary conditions [40]. Aside from such an integration by parts, we
employ only the conventional, well established properties of the Dirac delta function,
d(x), in terms of integration as a generalized function, [~ dxd(x — a)f (x) = f(a),
and differentiation, d (1 . (x — a)) /dx = d(x — a), where 1 ,_ (x) is the Heaviside unit
step function (which is understood to have the value 5, (0) = 1/2, to which a Fourier
series representation converges at the position of the step). Our avoidance of
boundary conditions is due to the fact that they are not at all necessary under the usual

conventions and that they may distort the meaning of ) (x) beyond recognition. The
Green’s function we obtain analytically in closed form confirms Seba’s finding that
there can be no electron transmission through the &' (x)-singular potential if the
potential profile is otherwise well-behaved, and that an incident Schrodinger
wave-packet must be totally reflected.

Here, we broaden these one-dimensional considerations to take into account a
spatially variable mass, m(x), and a reasonably well behaved spatially variable
potential, V(x), and a 5(x)-potential, all in addition to the &' (x)-potential previously
examined. It is in this very general situation that we construct the full, exact
Schrédinger Green’s function in closed form, and show that no electron wave
packet transmission through ¢'(x) can occur. Our analysis of this problem is in
agreement with aspects of the formulation by Park [38], but the latter is quite
limited in application to one specific case.

Allowing for a variable mass, m(x), the one-dimensional Schrodinger Green’s
function equation for a system with time-translational invariance has the (hermitian)
Sturm-Liouville form in frequency representation ¢t —# — @ (we suppress the
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explicit appearance of w, so G(x,x';r —¢) — G(x,x; w) = G(x,x')), as given by
[41]

5 (i) V0 U@ G =0 26

Here, V(x) is understood to be a relatively well behaved potential (which can
accommodate finite discontinuities using the well known Green’s function joining
technique employed in the theory of surface/interface states [42—46]; it also
includes an w-term from the Fourier time-transform), and the highly singular
delta-function-type generalized function potentials are relegated to U(x) as

U(x) = —ad(x) + pd'(x) (2.70)

(o, B are constants and &' (x) = d(5(x))/dx).
To start, we define an auxiliary Green’s function, Go(x,x’), as the inverse of the
Sturm-Liouville operator excluding U(x):

Taking y;(x) and y,(x) as two linearly independent solutions of the homoge-
neous counterpart of (2.71), with y; chosen to satisfy the boundary condition at the
lower limit and y, doing so at the upper limit, the solution of (2.71) is known to be
[41]

/ _Lx’) y1(x)y2 () forx<x/
GO(XMC) - A()’l,yz) {yz(X)yl (x/) forx > x' }7 (2.72)

where A(y;,y,) is the Wronskian of the two solutions, y; (x’), y(x'), evaluated at x':

A
A(y1,y2) = det il %

, 2.73
2 Y ( )

' = dy(¥) /dx).
Considering y;, y, to be known, and hence Gy is known, (2.69) may be rewritten
as

G(x,X') = Go(x,x') + / A" Go(x, X"\ U(X")G(xX", ), (2.74)
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or

G(x,x') = Go(x,x') — aGo(x,0)G(0,x")

i 2.75
+ ﬁ / dx"5/ (x//)GO ()C, X”)G(XN, xl) . ( )
Integrating the last term on the right by parts, this becomes
i 0
G(x,x') = Go(x,x') — aGo(x,0)G(0,x") — B / dx”é(x”)w [Go(x, X" )G (", x')].
—00
(2.76)

Introducing “left” and “right” derivative notation (L and R, respectively),

9 /" "
50 O, ¥) = [00) G, X)) 5
%G(lexﬂ) = [0 G(¥', x")]; (2.77)
o 0
WW (x/’ //) = {8(L7R>G(X,,XN)},

Equation (2.76) may be written as

G(x,x') = Go(x,x') — aGo(x,0)G(0,x) — B[Dr) Go(x,0)] G(0,x)

2.78
- ﬁGQ(X, 0) [G(L)G(O,x’)]. ( )

To solve, we need to determine G(0,x’) and [9;)G(0,x)]: Setting x — 0, we
obtain (2.78) as
G(0,x) = Go(0,x') — 2Gy(0,0)G(0,x') — B[9r)Go(0,0)] G(0,x)

— BGo(0,0)[01,G(0,x)]. (2.79)

Forming the left derivative of (2.78), we have
[01)G(x,X')] = [011)Go(x,x')] — a[d1)Go(x,0)]G(0,x)
0,x

G
~ B8R0\ Golx,0) | G(0,) — B[, Go(x,0)] [811)G(0, )],
(2.80)
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and putting x — 0 in (2.80) yields

[01)G(0,x)] = [01)Go(0,x')] — «[91)Go(0,0)] G(0, %)
~ B[4 Go(0,0)| G(0,%) = B[01)Go(0,0)] [0, G(0, )]
(2.81)

which expresses [9)G(0,x')] in terms of G(0,x') as

(14 B[01)Go(0,0)]) [011)G(0,x)] = [01)Go(0,x)] — &[0 Go(0,0)] G(0,x')
iy [a(zmco(o, 0)} G(0,%),
(2.82)

or

[01)G(0,2')] = (1+ B[91)Go(0,0)]) '
% ([01)Go(0.)] = #[011)Go(0, 0)] G(0, ) — B[, 4 Go(0.0)| G(0,.¥)).
(2.83)

Employing this result in (2.79), we have

G(0,X') = Go(0,x) — 4Go(0,0)G(0,x') — B[Ar)Go(0,0)]G(0, %)
— BGo(0,0) (14 B[91)Go(0,0)]) ™ { [011)Go(0,x')] — 2[81)Go(0,0)] G(0,x')
~B[02,.0)Go(0,0)| G0, },
(2.84)

which yields G(0,x') as

G(0,¥) = {144Go(0,0) + B[0x Go(0,0)] ~ BGo(0,0) (1 + B[D(1)Go(0,0)])

x(fl[@(L)Go(O:O)] ﬂ[ LRG‘)( O)D}il

x |Go(0,') = BGo(0,0) (1 + B[81)Go(0,0)]) ™' [911)Go(0,)] .
(2.85)

Equation (2.85) may now be substituted into the right side of (2.83) to obtain
[01)G(0,%)] in terms of Gy and its derivatives alone. Finally, the substitution of
these results for G(0,x") and [9(;)G(0,x)] as indicated above into the right side of
(2.78) yields the full, exact Green’s function for the highly singular 1-D potential
U(x) of (2.70) joined onto any relatively well behaved 1-D potential V (x), such as a
harmonic oscillator and/or a constant electric field potential independent of time.
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For the special case of f =0, we obtain the corresponding result for the —d(x)-
potential with no —&'(x)-potential.

2Go(x,0)Go (0, x')

G(xv )C/) = G()(X, )C/) - 1+ O(G()(O O)

(2.86)

To examine the role of the highly singular potentials in the 1-D Green’s function,
we rewrite (2.72) in the form

Go(x,xX') = C(X){ny (& —x)y1 )y () +11 (x =Xy ()01 (¥)} (2.87)

where 17, (x) is the Heaviside unit step function and C(x) = m(x)/4(y1,y2). Since
n.(0) = 1/2,

Gr(0.0) = CO){ 331032(0)+ 1O (0) | = COMOps(0).  (258)

Differentiating (2.87) to form [8(L)G0(x7x' )}, there is a cancellation of terms
involving Dirac delta functions arising from 8(L)17 i (x — x'), etc., and we obtain

[00)Go(x,x')] = C(){n (' = x)y} ()2 (x') + 11 (x = X)yy (x)y1 () }. (2.89)

Differentiating again to form [6(2L.R)G(x,x’)], we have (C'(x) = d(C(x))/dx,
etc.)

[8(2L,R)G0(xv K] = C’(x'){n+ (O = X)) ()y2 (&) + 14 (x = Xy (x (X/)}
(80— X a) 14 O — 203 (3 ()
+C“){—&x—f»x>l<>+n+< IR, un}
(2.90)

which may be written more compactly using the definition of the Wronskian,
Ay (y1,¥2), as (subscript “x”” denotes evaluation at x')

a(ZL,R)GO(X? x/) = (x’)é(x’ _X)Ax’ (ylayZ)

C()[ny (& —x)y; (5 (x') + 14 (x — )y (0)) (x')]
+ C’ @) (F =)y ()2 () + 114 (x = X )ys ()1 ()}
(2.91)

Clearly, the first term on the right of (2.91) shows that
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’ [8(2L7R)G0(0, 0)} ’ = o0, (2.92)

In view of the huge value of ’ { 2.1 G0 0, O)} ,

G(O,x’) __ 1+ﬁ[ GO(O O)] ﬁGo(O 0) [(9 L)GO(O xl)] }’

ﬁGo(o,O)[aZ Go(0, 0)} {GO(O’X)_ 1+ B[8(1)Go(0,0)]
(2.93)

and considering particle transmission through the highly singular potential at the
origin (with x<0 and x’ > 0), this means that (2.92), (2.93)

G(0,X)=0. (§+0) (2.94)
On the same basis, (2.83) for [9)G(0,x')] may be written for f8 # 0 as

[01)G(0,x')] = D™ [8(1) Go (0, X)]

+ m {GO(OJC,) - ﬁD71G0(07 O) [a(L)GO(Oax/)] }7
(2.95)
where we have defined D as
D=1 —l—ﬁ[GLGo(O,O)] (296)

Here, we see that the role of AU = —ad(x) as part of the generalized potential
U is negligible in G(x,x’) for well behaved potentials V(x) so long as f§ # 0.
Employing (2.93) and (2.95), we find G(x,x) of (2.78) for f§ # 0 as

G(x,x') = Go(x,x') — BGo(x,0) (D" [01)Go(0,%')]

m {Go(0,x') = BD™'Go(0,0)[91)Go(0,x')] },

or

G()()C, O)G()(O, x’) .

G(x,X') = Go(x,x') — Go(0.0)

(2.97)

Considering that the Fourier transform of G(x, x’; @) to direct time representation
represents the quantum mechanical amplitude for a Schrddinger particle (wave
packet) to be transmitted from position x’ at time ¢ to x at a later time ¢, such that
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do .o [

Vo (x,1) = /2—6067‘”)(’7') / dX G(x,x'; 0) Vi (X, 1), (2.98)
n

it is clear that an electron wave packet, ¥;,(x¥' <0,¢) in the region of incidence,

x' <0, cannot be transmitted to ¥, (x > 0,¢) in the outgoing wave region, x > 0,

on the other side of the highly singular potential 6’ (x) because (2.97) and (2.72)

jointly yield a vanishing result

¥2(%)y1(0)y2(0)y1 (')
y1(0)y2(0)

G(x >0, <0;m) = C(X) | y2(x)y1 (') — =0. (2.99)

This very general result means that there is no possibility of particle transmission
from ¥’ <0 through the BJ'(x)-potential, even in the presence of well behaved
potentials V(x) as well as the presence of AU = —ad(x), provided f # 0.
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Chapter 3

Wave Propagation and Diffraction
Through a Subwavelength Nano-Hole
in a 2D Plasmonic Screen

Norman J.M. Horing and Désiré Miessein

Abstract This article addresses the subject of subwavelength transmission and
diffraction by a two dimensional plasmonic screen/layer with an embedded
nano-hole aperture. The dynamical development of a prototypical scalar wave
(incident at an arbitrary angle) is traced in terms of the associated Helmholtz
Green’s function. The latter is derived through the exact analytic solution of a
succession of integral equations which obviate the need to specify boundary con-
ditions separately. The resulting wave transmission/diffraction is evaluated
numerically and exhibited graphically: It includes the finite plasmonic response of
the 2D layer jointly with that of the subwavelength nano-hole aperture, for an
arbitrary angle of incidence.

3.1 Introduction

Wave transmission and diffraction in the presence of a subwavelength nano-hole in
a screen (radius R< 1) has been the subject of extensive investigation in recent
years due to a variety of interesting optical phenomena [1-12]. The properties of the
screen are often represented by metallic boundary conditions, which, however, may
not accurately describe its plasmonic polarization response. In this article we dis-
cuss the transmission/diffraction of a prototypical scalar field incident on a thin two
dimensional plasmonic layer, having well defined finite polarizability, containing a

subwavelength aperture. The two dimensional layer is taken to be at the plane z = 0,

embedded in a 3D bulk host medium having background dielectric constant 823[))

with the aperture at its center, x = y = 0. Employing a succession of integral
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equations for the scalar Green’s function of the associated Helmholtz problem
describing the evolution of the wave in the transmission/diffraction process, the
need for boundary conditions is obviated, and explicit analytic solutions are
obtained that accurately account for both the presence of the subwavelength
nano-hole and the finite plasmonic response of the layer.

In Sect. 3.2, the scalar Helmholtz Green’s function of the two dimensional
plasmonic layer containing a nano-hole embedded in a 3D bulk host medium is
obtained through the analytic solutions of a succession of integral equations. The
trasmission/diffraction of a plane scalar wave at an arbitrary angle of incidence on
the perforated 2D layer is discussed in Sect. 3.3. The numerical analysis of
Helmholtz wave propagation in the vicinity of the plasmonic layer containing a
nano-hole, based on the analytic results obtained in Sect. 3.3, is presented in detail
in the figures of Sect. 3.4. A summary of conclusions is contained in Sect. 3.5.

3.2 Scalar Green’s Function for a 2D Plasmonic Layer
with a Nano-Hole Aperture Embedded in a 3D Bulk
Host Medium

Considering a two dimensional (2D) plasmonic layer on the plane z = 0, embedded

in a three dimensional bulk host medium with background dielectric constant a,(,3D),

the scalar Helmholtz Green’s function of the system Gy, satisfies the equation (o—
frequency representation) [13-15]

2 @ p) o [ 5, op)
<—V 2 )Gfs(l’»r/W)——z/d‘l‘/“fs (r,1"; 0) Gy (r", ¥'; o)
C C
=39 (r—r), (3.1)

where the polarizability a}f D) of the 2D plasmonic layer has the form

o127 (x,v; 0) = o7 (1), 1) ) d3(2) 6(2). (3.2)

Here, d is the thickness of the plasmonic sheet, r = (r|;z) and oc;szm(

r, l’ﬁ 5 w) is
the 2D plasmonic polarizability on the 2D sheet and d(z) is the Dirac delta function
needed to lock the polarizability onto the plane of the 2D layer at z = 0. To solve for
Gy (r,r'; ), we employ the bulk Helmholtz Green’s function, Gip(r,r’; @), given

by

2
(-7~ %4 ) Guolrr'i0) = 7(e =), (33)
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in lateral wavevector representation (r — ri‘ — k),

eike lz—7|

K- /. —
GSD( H,Z,Z,w) 21](1_

where ky = £,/ — kf and g, = (/)5

The Helmholtz Green’s function including the plasmonic sheet, Gg(r,r'; w),
satisfies the integral equation

Gi(r,v';0) = Gap(r,r'; 0)
2
4 CU_Z/dBr///d3r/NG3D(I_7 r";w)oc?sD(r”,r"’;a))Gfs(r"’,r';a)).
C ! ’
(3.5)

Fourier transforming this in the lateral plane of translational invariance
(r) — r"‘ — k) and employing (3.2), Gsp(k|;0,7’;w) is readily obtained alge-
braically and leads to Gy as

Gfs(kH§Z,Z/; W) = G3D(k|\3z’ Z; )
o  Gulky;2,0; )25 (kj; @) Gap (K ;0,730)  (3.6)

B 1 - f—fdogg,zD)(k\\; ®)G3p(k;0,0;w)
Using (3.4), this yields
eikLlz—2] peikL (2l + 2]

Gi(k;z,750) = — (3.7)

ik, + 2ik, (2iky +7)’

(2D)

where y = %2 d oy, (kj; ). For metallic densities, 2P

s

(kj; ) tends to negative
infinity and y also approaches negative infinity, so (3.7) reduces to

ik |z—2| _ ik (|2l +12])
¢ ¢ ) (3.8)

(K /. —
Gp (k52,25 ) ( k.

which indicates perfect reflection and no transmission of an impinging scalar wave.
It is useful to represent Gy (r), 0;z,0; @) in lateral position representation: with
7 =0, (3.7) yields

ekl

o) (39)

Gi(Kk|;2,0;0) = —



76 N.J.M. Horing and D. Miessein
Bearing in mind that
and

2D 2mie*nop
“JE& )(kH§CU) = (W \/ 95 —kﬁ, (3.11)

is the polarizability of the 2D plasmonic layer (with n,p as the 2D equilibrium
density and m” is effective mass), we have

G (k32,05 ) L ene
s (K52, 0) = — ==
11 + i 2ik, (3.12)
= “1ta Gsp(k|;z,0; ),
or, in position representation,
oo [zl
G (r),0;2,0;0) = (3.13)

47'[[1 —+ ,Ll] rﬁ + |Z|2 ’

where = ne?dnyp/m*c?

Addressing the problem of a two dimensional plasmonic layer §; perforated
by a nano-scale aperture S, of radius R at r =0 in the (x — y) plane, the full
sheet polarizability is modified by subtracting the part associated with the hole
(Fig. 3.1)

a®P)(r,r'; ) = oc}fm(r, ;o) — o (r,r; o) (3.14)

where och)(r, r';®) is the part of the layer polarizability excised from the

nano-hole. The scalar Green’s function for this system, including the aperture,
satisfies the integral equation given by:

G(r,v'; ) = Gi(r,v'; )

——/d3 ”/a’3 Gy (r,v"; )P (" ¥ 0)G(x" , Y'; ).

(3.15)
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K
N
o |
~ |
4L
N
S
N’

Z=0

Fig. 3.1 Two dimensional plasmonic layer (thickness d, embedded at z = 0 in a three dimensional
bulk host medium) with a nano-hole of radius R at the origin of the (x — y) plane

Here, the polarizability part excised from the nano-hole is defined as

A2 (e, ) = a2 (x, 3 X Y 0)d5(2) 6(2)

Xy (5= ). (g— Iyl) (3.16)
X . (g— Ix'|>11+ (g— |y'|),

where 1, (§ — |x]) is the Heaviside unit step function representing a cut-off function
imposed to confine the integration range on the 2D sheet to the nano-hole
dimension (R~a) and d(z) is the Dirac delta function needed to lock the
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polarizability onto the plane of the 2D plasmonic layer. A simple approximation of
(3.16) for very small radius leads to 1, (§ — [x]) — ad(x) and

o (v, ) o A% (1 1) ) 871 021 d3(2) 8(2), (3:17)

(A is nano-hole area) and with this, (3.15) yields

G(rH,rm;z, Ziw) = Gﬁ(rH,rh;z, 7;0) — [3Gfs(r||,0;z,O;cu)G(O,rh;O,z’;w)7
(3.18)

where ff =A% with y = 24 i ([r) = 0], [r}, = 0]; ). Equation (3.18) may be
solved algebraically by settlng r| = 0 and z = 0, with the closed form analytic result

G(ry,r;2,75 ) = Gy(ry, 152,25 )
_ BGplr, 052,05 0)Gp (0,15 0,25 ) (3.19)
L+ pGg(fry = 0] = [r) = 01:2 = 0,2’ = 0;0)

Anticipating that the transmitted scalar wave is controlled by G(ry,0;z,0; ®),
setting rﬁ =0 and 7 = 0 yields

Gy (1), 0;2,0; 0)

G 052 08 ) = G iy = 0] I = 0z = 0.2 = 00

(3.20)

which involves a divergent integral in the denominator when all its positional
arguments vanish. Specifically, rewriting (3.11) in lateral position representation
with r| =0, ri‘ =0, and z = 0, 7/ = 0, the resulting k-integral is divergent at the

upper limit,

m*w?

2D 1 [ 2nie*nyp r
% )(070;60):%( > / dkky /a2, — ki, (3.21)
0

and similar remarks apply to G/(0,0;0,0; w):

do 00
' dkk dk k
Gi(0,0:0,0;0) = ! [ — i/ B Y (3.22)

1+ / 2 _ g2 2 _ 2
H+u )y Vo =k SR~ o

These divergencies are artifacts of confining the aperture to zero radial size in
(3.17), and recognizing that the integral equation, (3.15), is actually extended over a

finite range R, it is necessary to adjust the result to accommodate a “ smear”
in Fourier lateral
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k|-integrations, the range is restricted to a large but finite range of k| < %, with

frequencies in the range g, R <1 for nano-holes of subwavelength dimensions,
R<i~ ql. The resulting integrations are elementary, yielding

27 ([ = 0], [ = O ) ~ (M> [<qu)3+1'[1—(qu)z]ﬂ

~ 6mR3 \ m*w?
(3.23)

and

3/2
= g |0 = [1- (@u?]”"]. (3.24)
Similarly,

Gy([r) =0] = [r} =0;2=0,7 = 0;0) = [iqu +4/1 - (qu)ﬂ.

(3.25)

4n(1+ wR

3.3 Scalar Field Response of a Perforated 2D Plasmonic
Layer to an Incident Wave Uy(r, ®): Transmission

The model scalar field system employed here, which is governed by Helmholtz
dynamics, is driven by a source density p(r;#) which is the sum of the induced
density, p;,;(r;1), and an external density, p,,,(r;1), in accordance with the inho-
mogeneous equation (Fig. 3.2)

) @ (3D) w? 3./ (2D) / /
=V ——¢ 7 U(r;0) = &' (v, v, )U(Y; o) = 4mp,,, (r; o).
C

(3.26)

Here, o(P)(

r,r’; ) is the polarizability induced in the perforated 2D layer,
o«2P) (r,¥; ) :ocf(szD)(r, r'; o) —a,SZD)(r, r;o) (3.14), (3.17). Comparison of

(3.26) with (3.1) immediately shows that

U(r,w) =4n /d3r’ G(r,r';0)p,.(r';m), (3.27)
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U,(x,y,z;1) ':;f”/l;;i:\\

Fig. 3.2 Two dimensional plasmonic layer (thickness d, embedded at z = 0 in a three dimensional
bulk host medium) with a nano-hole of radius R at the origin of the (x — y) plane, shown with
incident, reflected and transmitted wave vectors (ko, k,, k;) for waves (Uy(x, y, z; 1), UJ(x, y, z; 1),
Ulx, y, z; 1)

which is typical for linear systems. To connect this with the incident field Uy (r; w)

generated by a distant source p,,,(r; ), we follow the techniques of [13—15] noting
that

%@@:M/fﬂ@@ﬂm%ﬁm% (3.28)

or, in positional matrix notation

U() = 4TEG3DpeX,, (329)
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so that
U = GG Up. (3.30)

By the same token [13-15], (3.15) may be written as the positional integral
(matrix) equation

w? (2D)
G= Gfs - Gf; oy G7 (3.31)
c
or, multiplying by G™" from the right and Gfgl from the left,
w2 20
G Gfs + — . (3.32)

Alternatively, analogous treatment of (3.5) yields

2
. - W~ (2D
Gyl =Gsp — 7o, (3.33)
so that
G'=G3) > [ocfm - aﬁfm}

(3.34)

- (2D)

= Gﬂl + > Oth .

Consequently, U may be written as
L @ ooy, @ L D)

U=GG,pUy=Uy+ = Gog " Uy — = Go, ' Up. (3.35)

In explicit position/frequency representation, this result reads as

Urjsz0) = Up(rj;z o /d rH/der/dz//dZ”G(rH,ri‘;z,z’;w)

X ocfs (rH,r”,z 7 a))Uo(rH,z ;)

__/ ) / i / dz,/ 42 Gx) 1), 25 0)

x o (rl\|71'||»Z 7 w)Uo(rH,z ).
(3.36)
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Bearing in mind that oz” involves 6(z’) d(z”)—functions (3.2) and e;;” involves
52(1"’| )52(r|/" )6(Z') 6(Z")—functions (3.17) facilitating integrations on the right of
(3.36), we obtain

Urp;z;0) = Up(r;z;0) + Li(r),z;0) — L(r),z; ), (3.37)

where (3.19) has been employed in evaluating the integrals I;(rj,z;w) and
L(r),z;w) as

I (r -w)—@ 2yl ! K™ Gy (k3 2, 0; w)e ™ HocZD(k o)
i), 5,0) = =3 I ( ) 1€ 5\K)5 % > ®

B j BGy(ry, 0;2,0; )
1+ ﬁGfs(O, 0; 0, 0; (,U)

6'2
1 il /"
/d2I'H 72/(121(”Gﬂ(k“;0, 0; 60) OC}%SD(kH;w)e k"rH
(2n)
x Up(r][; 0; »)

(3.38)

and

L(ry,z;0) = BG(r),0;z,0; @) Up(0; 0; )
=B 11, 012, 0.0) Uo(0; 0; ), (339)

with Gy expressed in lateral position representation. It should be noted that in the
absence of a nano-hole, = yA? =0 and L(r|,z;w) = 0. In this case, the field
U(r),z; @) — Ug(r|,z; w) is that of the full sheet alone, so that

Ur(r;z0 ) o(r); 2 )+11(1‘H,Z;60)

Uo(
Uo(r \ FA0)
d 2 2 2 ikH .(I'H —r )
dr) [ d "I 2n)? dkje Gy (k32,05 0)
1 2y, K| ") 2D (! "
X m d’kje 1 o (Kj; ) | Uo(r"; 0; ).

(3.40)
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Using (3.9), this yields

Uy, (r)iz;0) = Uo(l'|| Zo
/ 2rﬁ/dzkueimz‘+""H'<'”_rﬁ)Uo(lv”;O;w).

(3.41)
Considering an infinite incident plane wave-train of the form
UO r;t) = eri[korfwot]
(x:1) Tk X (3.42)
_ erz[ 0TI + oLz—moz],
where U, is the amplitude, its frequency representation is given by
Uo(ry; 2 ) = 2nUge ™1™ 503 500 — ), (3.43)

where kg, =, /qa0 — k%H, oy = “’7" A/ a,(,w) is the incident wavenumber, and ko, and

ko, are the parallel and perpendicular components of the incident wave vector,
respectively.

The scalar field in the vicinity of the 2D plasmonic screen in the absence of the
nano-hole is determined by (3.41) jointly with (3.43); in time representation (ex-
ecuting the 1'|| and Kk -integrations) it is given by (koL > 0)

Uy, (ry; ;1) = Up(ry;28) — b Uge' o1 koL el =] (3.44)

where b = ? The incident and reflected waves occurring in the region z < 0 are

described jointly as
Ug(r”;z; t) = Uo(l‘H;Z; I) [1 — beizz’koiz] (3.45)

and its square modulus relative to that of the incident wave is given by

= 1+b> —2b cos[2ky, z]. (3.46)

_ 2
U, (ry;z;1)
Uo

The total transmitted wave occurring in the region z > 0 is given by

|: x| Jrk(]LZ wot

U (rj;z1) = Uo(ry;z1) — bUge : (3.47)
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and its square modulus (relative to the incident wave) is given by

2
U (ry;231)

: U = (1-b)% (3.48)

It is readily seen that this result correctly reproduces the complete absence of a

transmitted wave in the limit in which the plasmonic layer becomes a perfectly
conducting screen. In this case, a}f P) tends to negative infinity and b approaches 1.

Alternatively, for z > 0, (3.47) takes the form

i | Ko, - +kL - j|
U (rjsz0) = Uo(rpizsr) — Uge L0705 (3.49)

or
Ul (r;z;1) = 0, (3.50)

which also shows that there is no transmission. On the other hand, for z < 0, (3.45)
becomes

Uy (r)32:) = Uo(x z:1) — Uge! 0 —Hoss e (3.51)

which indicates total reflection.
Addressing scalar field propagation in the vicinity of a perforated plasmonic

layer, (3.37), (3.38), (3.39) and (3.43) yield a delta function, 6@ (koH — k) after rﬁ—
integration, which facilitates the k-integration, with result for 7, (rH;z; ) as

de il
Li(r;z;0) = 2 G (ko3 2, 0; ) ogle‘,D(koH L) 2718(w — w) Upe ™1™

~ @?d [ BG(ry,0;2,0;) (3.52)

c? |14 Gx(0,0;0,0; w)
% Gy (ko ;0,0; ) ocfsz(koH ;)27 (w — wg) Uy,

and using (3.20), we have

w*d
L(r);z0) = =5 Gp(koy3 2,05 0) 2 (ko ; @) 2m8(@ — o) Uge

l’k()H J‘H

2
d .
- wc—z BG(ry,0;z,0; w) Ggs (ko ; 0,0; ) (3.53)

X og,%SD(ko“;w)Zné(w — o) Up.
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Bearing in mind (3.37) for U(r; z; @) and using (3.39) for I (r|; z; ) with (3.53)
for Iy (r; z; ), and transforming from frequency to time representation, we obtain

i|ko, | + ko, |z|—wot
Ulrjszir) = Up(ryszso) — bUge L7 (3.54)
_ ﬁo [1 — b] Uy G(I‘H ,0;2,0; (1)0)67[‘90’,
which can also be written in terms of Uy as

U(I’H;Z; [) = Uﬁ(l’H;Z; t) — ﬁO [1 — b] Uy G(I‘H,O;Z,O; wo)e’i“’“’, (355)

where

w [, 32
Bo = 10A%; ’/OZW{I(Q(UOR)S ~ 1= (@uR’] ] (3.56)

and U (r);z;1) is given by (3.44).

Equation (3.55) describes the total scalar field generated by the perforated 2D
plasmonic layer in the presence of the nano-hole. This result can be analyzed in terms
of the square modulus of U(ry; z,t) for z < 0 and for z > 0, both of which are given by

U(r|;z;t 2 Ug(ry; 25 2 . .
‘ (lnlo : :‘ f(Lgo ! + Bo By 1 — b)* G(ry, 052,0; o) G (r, 05 2, 0; o)
i i|ko,.r ko, |zl
_ [1 —b} ﬁSG*(rH7O§Z,O; wO) <ez[koAr+knz] — be |:0H |+ OLZ|:|):|
—i |ko, .1 + ko, z —i |ko x| + ko, |z
— 1] 50G(r\|70;z,0;w0) (e [0‘ )+ OLi| ~ be |:0H )+ 0L21|):|.

(3.57)

This equation, which represents the total field distribution generated by the 2D
plasmonic layer in the presence of the nano-hole, is examined numerically
below using the Green’s function of (3.20) jointly with the results above for G
(3.13, 3.25).
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3.4 Numerical Analysis of Helmholtz Scalar Wave
Propagation in the Vicinity of a Perforated Plasmonic
Layer with a Nano-Hole

Considering a subwavelength nano-hole, (¢o,R) <1 and 1/1 — (gu,R) is real, the
associated frequency range for the incident scalar wave is given by

oy < # = E(i)()7 (358)

Ryl

with @q as the cut-off angular frequency. Based on the above results, the wave
amplitude field distributions for z < 0 and z > 0 are evaluated using (3.57),
exhibiting dependence on the radius R of the nano-hole.

For the transmitted scalar wave in the region z > 0, |z| = z, the field distribution
of the wave is given by

2
Ut(r;zn)f UL (opz) . i
(P ST Gl 05 O50n) G (11,035,050
— [1 =] |G (x), 052, 0 wo)<€i [ko”'r” M”*Z] ~be [k“”n MMZ])]
= [1 =] | By G(ry,0:2,0;5 ) (ei [ko‘ " HMZ] —be [an " +kOAZ] ﬂ

(3.59)

Considering the scalar wave to be incident upon the perforated 2D plasmonic
layer (with a nano-hole) at an angle 6, with respect to the z-axis in the (x — z) plane

xll

==

0L

Fig. 3.3 The incident wave vector ko in (x — z) plane impinging on the 2D plasmonic layer at
angle 6, with respect to the normal z-axis, with frequency wq
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of incidence (Fig. 3.3), the components of the incident wave vector K, are defined
as follows (ko = g, ):

k()H = k()x = qwo sin(@o); koy = 0; k(h = qwu COS(@()). (360)

Substitution of this into (3.59) yields

2

’U*(&y;z;t) -

Uy

R?[1 = 3(qunR)’ +3(guR)’]
| (12— 5)* +3(16 = b)(qunR)” — 3(16 — b)b(g0,R)'] (7 +22)
+[1 - b
(2R, /1 - (4nR)*[(12 = b) — 3(4 — ) (g, R)* — 3b(qu,R)*] coslko,x + ko, 2 — Gon\ /1 + 7]
[(12 = b) +3(16 — b) (g, R)” — 3(16 — b)b(g0,R) )17 +22)'

x |1+

+ [1_7 b)?
§ [26R (¢ R)[b = 3(4 = 5)(qonR)” + 3b(qon R)* sinlko x4 Ko,Z = G /17 + 2]
[(12 = B)* +3(16 = b)(qu,R)” — 3(16 — b)b(qu,R)*)(rF +22)' " ’
(3.61)
where r| = /x% +y?* for g, R<1.
6y = 0° (Normal incidence)
R= 3nm; fi= 300 THz, dg= 10¥ am; d=10nm; =07

0.90240 | R — = 50 R{Near=field)
| RiMiddle—field)

-_—- z = 1000 RiFar-field)

e z=2

0.90235 |

23t Ugl*

o 0.90230

|U(x,¥

0.90225 |

—10000 —s000 0 o s00 10000
x(nm)

Fig. 3.4 6, = 0°—Transmitted field square modulii as functions of x produced by a perforated 2D
plasmonic layer of GaAs of thickness d = 10 nm, effective mass m* = 0.067mg (where my is the
free-electron mass, nyp = 4 x 10'% /cm? with dielectric constant of the host medium séw) =1in
the presence of a nano-hole of radius R = 5nm) for angle of incidence 6y = 0°, with incident
wavelength 4o = 1000 nm and frequency f; = 300 THz for z = 50 R [near-field (Blue)], z = 250 R

[middle-field (Red)] and z = 1000 R [far-field (Black)] regimes
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For the reflected and incident waves in the region z < 0, |z] = —z, the field
distribution is given by

U (rp;z;0) ]2 U}(I‘;Zﬁ)z y .
’ (Jo ) =| £ JO + Bo By 11 — B G(r), 0; 2, 0; 03) G* (), 0; 2, 0; )
— [1=b] [ByG"(ry, 052,05 ) (ei [ko” " HOLZ] ~be [kOH 'rk[ﬁ])]
— [1 =] | ByG(ry, 0;2,0; o) (Ei {ko”'r” HM] ~be {kou'rrw} ﬂ

(3.62)

The numerical analysis is focused on the transmitted field, with z > 0 for
R = 5nm. The transmitted field distributions are exhibited as functions of x for
z > 0 with the parameters chosen as fy = % = 300THz and /¢ = 1000 nm. These
field distributions show the nature of the transmitted scalar radiation fields in the
subwavelength regime (R<A) in terms of near-field, middle-field and far-field
zones of diffraction for various values of z at y = 0.

Figures 3.4, 3.5, 3.6 and 3.7, exhibit the square modulii of the transmitted fields

U (x,y,z; t)/U0|2 as functions of x at y = 0 for 6, = 0°, 6, = 30°, 6, = 60°, and

6y = 30°
[ Re Snm; fy= 300 THz; Ag= 107 any; de 10nm; fy=30"
0.90240 2= 50 R{Mear=ficld)
------ z = 250 RiMiddle=field)
z = 1000 RiFar=field)
0.90235 -
~
S
=
= |
N0.90230
S |
R
=)
0.90225-
0.90220
—-10000  -s000 0 5000 10000
x(nm)

Fig. 3.5 6, = 30°—Transmitted field square modulii as functions of x produced by a perforated
2D plasmonic layer of GaAs of thickness d = 10 nm, effective mass m* = 0.067mq (where my is
the free-electron mass, nyp = 4 x 10'° /cm? with dielectric constant of the host medium 8230) =1
in the presence of a nano-hole of radius R = 5nm) for angle of incidence 6y = 30°, with incident
wavelength 49 = 1000 nm and frequency fy = 300 THz for z = 50 R [near-field (Blue)], z = 250 R

[middle-field (Red)] and z = 1000 R [far-field (Black)] regimes
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6y = 60°

R= 5 nm; fo= 300 THz, ko= 10° nm; d=10nm; sp=60" |4
z = 50 R{Near—field)

------- 2 = 250 RiMiddle=ficld)

090235. - z = 1000 R(Far—field)

0.90230

[U(x,y,23t)/ Uol?

0.90225

0.90220

—1wo000  —s00 0 5000 10000
x(nm)

Fig. 3.6 0y = 60°—Transmitted field square modulii as functions of x produced by a perforated
2D plasmonic layer of GaAs of thickness d = 10 nm, effective mass m* = 0.067mq (where m, is
the free-electron mass, nyp = 4 x 10'° /cm? with dielectric constant of the host medium 823[)) =1
in the presence of a nano-hole of radius R = 5nm) for angle of incidence 0y = 60°, with incident
wavelength 4y = 1000 nm and frequency fy = 300 THz for z = 50 R [near-field (Blue)], z = 250 R
[middle-field (Red)] and z = 1000 R [far-field (Black)] regimes

6y = 80°, respectively, with several values of z =50 R, z=250 R and z = 1000 R in
each figure (taking R = 5nm and incident wave frequency fy = 22 = 300 THz).

2n
In addition to the transmitted field intensities illustrated above as functions of
x for fixed y = 0, we also exhibit the field amplitude distributions

|U* (x,y,2;1)/Us|* of the transmitted field intensities for the entire x — y plane in
terms of 3D and density plots, which characterize the spread of the transmitted
fields as they propagate in the positive z direction. The evaluations exhibited below
in Figs. 3.8, 3.9, 3.10 and 3.11 include angles of incidence 6, = 0°, 30°, 60° and
80°, respectively; and each figure has constituent pairs of 3D and density plots for
each of the diffraction zones [near (z = 50R), middle (z =250R) and far
(z = 1000 R) zones].

2
Furthermore, the field distributions ‘W({jioy”) of the transmitted waves have been

evaluated as functions of distance from the 2D perforated screen (z). It is readily seen
that for normal incidence (6, = 0°), the amplitude of the transmitted field distribution
decreases as distance from the aperture in the (x — y) plane, r, increases, and it also
decreases as a function of increasing z. This distribution flattens uniformly for large
z. These features are illustrated in the 3D and density plots of the field as functions of
x and z for y=0in Fig. 3.12 below for 8, = 0°, revealing the sharp decay of the field as
a function of z while spreading in the x-direction.
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6p = 80°

R=5nm, fp= 300 THz dg= 10° nm; d=10mm; dy=80°" | |

z= 50 R(Near

0.90235

0.90230

0.90225

[UGysz3t)/ Ul

0.90220

0.90215

=10000 5000 0 5000 10000
x(nm)

Fig. 3.7 6, = 80°—Transmitted field square modulii as functions of x produced by a perforated

2D plasmonic layer of GaAs of thickness d = 10 nm, effective mass m* = 0.067 m(y (where m is
the free-electron mass, nyp = 4 x 10'% /cm? with dielectric constant of the host medium SSD) =1
in the presence of a nano-hole of radius R = 5 nm) for angle of incidence 0y = 80°, with incident
wavelength 4y = 1000 nm and frequency fy = 300 THz for z = 50 R [near-field (Blue)], z = 250 R

[middle-field (Red)] and z = 1000 R [far-field (Black)] regimes

‘7U+(;;;sz?’) ? of the
transmitted wave as functions of the incident frequency f = f; (THz) at a fixed finite
x-value (x = 200 R) with y = 0 for incident angles 6, = 0°, 6y = 30°, 6, = 60°, and
0y = 80°, for the near-field (z = 50R), middle-field (z =250R) and far-field
(z = 1000 R) zones of diffraction. These results are shown in Figs. 3.13, 3.14, 3.15
and 3.16:

Furthermore, the 3D and density plot patterns of the transmitted field distribu-

Ut ey |
Uo

Moreover, we have also calculated the field distributions

tions are exhibited in Figs. 3.17, 3.18, 3.19 and 3.20 as functions of

position x and incoming frequency f = f, for incident angles 6y = 0°,30°, 60°, 80°
with values of z=50R,250R, and 1000R for near, middle and far zones,
respectively, (y = 0). At normal incidence, symmetry is observed in the intensity
distributions in the 3D plots in position space, while the distributions decay as
functions of frequency.

In addition to the field distributions of transmitted waves as functions of position

2
U™ (xy.z5t)
‘ e of

transmitted waves as functions of incident angle 6, for near-field, middle-field and
far-field zones of diffraction for z = 50 R,250 R and 1000 R, respectively, and x =
500 R with y = 0. These results are presented in Fig. 3.21 (R = 5nm and x = 500 R).

and frequency f(THz), we have also determined the field distributions
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For 6y = 0° and R = 5nm, A9 = 1000nm, fo =300THz
|R=Snm: 2= 50R (Near-Field); 4, = 10" nm; au=o"| [R = 5 nm; 2= 50 R (Near-Field); 4, =10’ nn; 6, =0’

o ™
= =
]

S o
NS ~
P 5
Ll ¢ #
2 =]

() JR=5mm; 2=250R (Middle- Fild): 4, = 10" n, 6, =0'] ()[R = 5nm; 2=250 R (Middle-Ficld): 4, =10" am; 6,=0"

lU(x,y,2)/Uol?

i)

¥ (nm)

2
=]
=]
~
—_
N
=
|0
o
=

Kinmi

Fig. 3.8 6, = 0°—Transmitted field distribution of a perforated GaAs layer in terms of 3D
(a, ¢, e) and density (b, d, f) plots
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For 6y = 30° and R = 5nm, Ay = 1000nm, fy =300THz
[R = 5 nm; 2= 50R (Near-Field); 2, =10’ nm; 4, =30'] [R =5 m; 7= 50R (Near-Field); , =10° nm; ¢, =30"

H
¥ (nm)

(]
¥

x ol .

[R = 5 nm; =250 R (Middle-Field): 4, = 10° nn; 6, =30’ ()[R = 5 nm; z=250R (Middle-Field): 4, = 10" nm; 6, =30"

00|

y (nm)

[T [ 000 000

™
[(€)]R =5 nm; 2= 1000R (Far-Field): 4, = 10" nm; 6, = 30'] [R = 5 nm; 2= 1000R (Far -Field): 7, =10 n; 4, =30’

100007

y (nm)

= 10000
ST [ 000

Fig. 3.9 6, = 30°—Transmitted field distribution of a perforated GaAs layer in terms of 3D
(a, c, e) and density (b, d, f) plots
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For 6y = 60° and R = 5nm, Ay = 1000nm, fy =300THz

’R =5nm; z= SBR(Ncar-Fic!d);/‘,. =107 nm; 4, =60"| |R =5nm; z=350R (Near-Ficld), 4, =10° nm; 6, = 60°

089960 |
159938}
089950}
089945}
s}

Ly ()|

y (nm)
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o
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]
It
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=
E
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Il
>
=3
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I
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E
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Il
=N
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10000f

[R= 5 nm; 2= 1000R (Far-Fild): 4, = 10° nm; 6, ~60°

y (nm)

Fig. 3.10 6, = 60°—Transmitted field distribution of a perforated GaAs layer in terms of 3D
(a, ¢, e) and density (b, d, f) plots
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For 6y = 80° and R = 5nm, Ay = 1000nm, fo =300THz

[(@)][R = 5nm: 2= 50R (Near-Field): £, = 10" nm; 6, =80 [(D)][R =5 nm: 2= S0R (Near-Field): £, =10 nm 6, =80°

10000}

il
3 g
§ =
= N
| | >
| J
= S000{ E

= 10000}

o 100

[R =5 mm; 2= 250R (Middle-Field): 2, 10" o 6, =80 [(GD)[R =5 nm: 2= 250R (Middle-Fild): £, 10" nm; 6, ~50°
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190228 |

y (nm)

1 RR LY
(5022 | !

.'.SClII

0002241

~3000(
=100 ) ¥ tnem) |
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% (nmi ., A ! = hiinr ®
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[R = 5nm; 2= 1000R (Far-Field): 4, =10° nm; 6, = 80'] [R =5 0 2= 1000R (Far-Field): 4, = 10" nm; 6, =80°
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0002260

00255 ad

~10000

ra

.w«xi o X (nm)

Fig. 3.11 6, = 80°—Transmitted field distribution of a perforated GaAs layer in terms of 3D
(a, ¢, e) and density (b, d, f) plots
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[ (a) ‘ |R=S

nm; f, =300THz; 2, =1000 nm & 6, =0"
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{].999900Ill
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Fig. 3.12 Transmitted field distribution as a function of x and z for y = 0 (a 3D and b density

plots) of the 2D plasmonic layer
R=5nm at angle 6,=0°
f =/fo=300THz

of GaAs of thickness d = 10 nm in the presence of a nanohole of
with incident wavelength 1y = 1000nm and frequency
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For 8y = 0° and x = 200R (R = 5nm)

R=5 nm, fp=0", d=10 nm, x= 200 R
.- w F 1 h — z =50 R (Near-Field)
0.90229 | " H ----- 2 =250 R (Middle-Field) H
[ ” ------ z = 1000 R (Far—Field) 1
] \ £\ i ﬂ
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Fig. 3.13 0y = 0° and x = 200 R (y = 0): Transmitted field distributions as functions of frequency
f produced by a perforated 2D plasmonic layer of GaAs of thickness d = 10 nm, effective mass
m* = 0.067 my (Where my is the free-electron mass, nop = 4 x 1013 /cm? with dielectric constant
of the host medium 8<b3D) = 1 in the presence of the nano-hole of R = 5nm); for z = 50 R (Blue),

z=250R (Red) and z = 1000 R (Black)
For 8p = 30° and x =200R (R = 5nm)

R=5 nm, #,=30°, d=10 nm, x= 200 R

r 2= 50 R (Near-Field)

%1772 1 S [ I A I A L N [— =250 R (Middle—Field)
[ ——— 2= 1000 R (Far=Field)
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Fig. 3.14 0y =30° and x =200R (y = 0): Transmitted field distributions as functions of
frequency f produced by a perforated 2D plasmonic layer of GaAs of thickness d = 10nm,
effective mass m* = 0.067 my (where myq is the free-electron mass, nyp = 4 x 10" /cm? with
dielectric constant of the host medium séw) = 1 in the presence of the nano-hole of R = 5 nm); for
7 =50R (Blue), z = 250R (Red) and z = 1000 R (Black)
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For 6) = 0° (R = 5nm)

R =5nm; 2= 50R (Near-Field); 4, = 10 nm; #, =0’ [R =S 2=50R
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Fig. 3.17 Field distributions as functions of x and f = f in terms of 3D (a, ¢, ) and density
(b, d, f) plots
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For 6y = 30° (R = 5nm)
[(a)|[R = 5 nm: z= 50 R (Near-Field): 4, = 10" nm: 6, =30°|

@ |R =5nm; z=50 R (Near-Field); 2, = 10" nm; 8, = 30"
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Fig. 3.18 Field distributions as functions of x and f = fy in terms of 3D (a, ¢, e) and density
(b, d, f) plots
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Fig. 3.19 Field distributions as functions of x and f = f in terms of 3D (a, ¢, ) and density
(b, d, f) plots

2
It is also of interest to analyze the field distributions ‘%Oy“)’ of the trans-

mitted waves as functions of the nano-hole radius R for a fixed value of z with
x =y =0. In this case, the acceptable radius range for a subwavelength nano-hole is
given by R < 1/q,, as
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For 6y = 80° (R = 5nm)
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Fig. 3.20 Field distributions as functions of x and f = fy in terms of 3D (a, ¢, e) and density

(b, d, f) plots
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Fig. 3.21 Transmitted field distributions produced by the 2D plasmonic layer of GaAs of
thickness d = 10nm, effective mass m* = 0.067m, where my is the free-clectron mass, nyp =
4 x 10" /em? with dielectric constant of the host medium &) =1 in the presence of the
nano-hole of R = 5nm, with incident wavelength 7y = 1000nm and linear frequency f, =

300 THz as functions of 6, for z = 5S0R (near-field) (Blue), z = 250 R (middle-field) (Red) and
z = 1000 R (far-field) (Black)
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Fig. 3.22 Transmitted field distributions produced by a perforated 2D plasmonic layer (GaAs of
thickness d = 10nm) as functions of the hole radius R (nm) with incident wavelength and
frequency: A9 = 1000nm and fy = 300 THz (Blue), Ao = 500nm and fy = 600 THz (Red), and
Ao = 250nm and fy = 1200 THz (Black), for z = 100 nm with x = y = 0 and normal incidence
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R< —"— =R (3.63)

The fixed point for which the transmitted field distributions are exhibited as
functions of R is z = 100 nm, x = y = 0. This is illustrated in Fig. 3.22 for normal
incidence, 0y = 0°, for fo = 300, 600, 1200 THz.

3.5 Summary

The subject of wave propagation, transmission and diffraction through a sub-
wavelength nanohole aperture embedded in a thin plasmonic layer/screen has been
reviewed in this article in terms of a prototypical scalar wave. This analytic
approach involving closed form solutions of successive integral equations has
facilitated relatively simple numerical computations exhibited in Sect. 3.4, and is
not in any way restricted to a metallic screen. Moreover, this formulation, which is
based on the use of successive integral equations for the associated Helmholtz
Green’s function involved, automatically incorporates the boundary conditions,
which would otherwise need to be addressed explicitly. It also incorporates the role
of the thin plasmonic layer, which is smeared by its lateral wavenumber
dependence.

In the case of normal incidence, the calculated results shown in the figures of
Sect. 3.4 exhibit a positional broadening of the central transmission maximum as
z increases from the near to the far zones. This is to be expected as a simple
geometric spreading of the radiation emanating from the nano-hole itself, but it is
also interesting to note that the transmitted radiation is well supported at large
lateral distances from the nano-hole by transmission directly through the plasmonic
sheet. Moreover, the figures also exhibit interference fringes as a function of lateral
distance from the nano-hole in presence of transmission through the sheet as well as
through the hole; and as the lateral distance from the hole increases, this interfer-
ence diminishes and the transmission tends to flatten to that emerging through the
sheet alone, in the absence of the distant nano-hole. As the angle of incidence
increases, the figures of Sect. 3.4 show that the axis of the central maximum follows
it, accompanied by a spatial compression of interference fringe maxima forward of
the axis and a spatial thinning of the fringe maxima behind it. Furthermore, the
figures also exhibit the dependence of the transmitted/diffracted field intensity on
incident frequency f = f;, and nano-hole size (Fig. 3.22).

Finally, the interested reader will find an account of the corresponding electro-
magnetic vector field propagation/transmission/diffraction through a subwavelength
nano-hole aperture in a thin plasmonic screen in research articles by Horing et al.
[15], and Miessein et al. [16].
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Chapter 4
The Challenge to Develop Metrology
at the Nanoscale

R. Ince

Abstract Since nanotechnology goods are manufactured and utilised by the
community, legal metrology, human safety, and the environment demand traceable
measurement techniques. This is the business of the international network of
measurements called metrology. After 2017 the realisation of the international
metre will be through the lattice parameter of silicon or another suitable crystalline
material. Many NMI’s have developed traceable instrumentation systems primarily
for AFM, but only partly for SEM and optical instrumentation. None of the existing
techniques is able to meet the present requirements for reliable metrology of
nanomaterials. However suitable reference materials are being developed alongside
standardised sample preparation methods. Present second generation nanostructures
are complex requiring multiparameter and ensemble measurements that AFM or
SEM cannot offer. Ensemble techniques reveal the sub-nanometre detail required in
the healthcare and electronics industry. The next generation of manufacturing in
these industries will be three-dimensional complex sub-nm architectures, and
nanometrology is currently being driven there.

4.1 Metrology

Metrology is the science of measurement; its mission and implementation is
international and ensures that each of the seven international SI units [1] is reliable
at all the levels shown in Fig. 4.1. This is achieved via traceability to the repre-
sentation of each unit held in national laboratories through a chain of unbroken
documented calibrations. Representation of each unit is the experiment that realises
the unit in national standards laboratories. The national representations must
therefore be traceable to the international values (some still held at the international
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measurement
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Fig. 4.1 Traceability pyramid showing laboratory hierarchy. Absolute accuracy refers to how
close a measurement is to a traceable standard held in the national standards laboratory

bureau of weights and measures, BIPM in Paris) by international comparisons
which is described by an uncertainty (a value expressing how near to the real value
the measurement is). This creates a highly correlated set of international base units.
Scientists themselves are often unaware that such a vast network of perpetual
calibrations exists at so many levels (traceability pyramid) and underscores all
global measurements for science, trade, and research. Indeed the SI is just as
important a part of the national infrastructure as roads, buildings and bridges; the
traceability pyramids in Fig. 4.1 illustrate the quintessence of the organization.

Thus, metrological validation is achieved through comparisons and peer review
resulting in a number that expresses the uncertainty called the combined uncer-
tainty, U, together with the level of confidence (usually 95 %). The value U,
includes in it all the uncertainties that contribute to the measurements and all those
which may affect the measurement as the root sum of the squares of each:
Pythagorus’ theory taken to the nth dimension.

U=\l +u5+ - u2 (4.1)

At the beginning of the SI system in 1869 the experiments involved transfer
artefacts; macro sized objects such as a platinum-iridium cylinder (1 kg) for mass or
a bar (1 m) for length. These have very well characterised values. These artefacts
are calibrated against others via metrological instruments.

However, even in 1870 James Clerk Maxwell pointed out that artefacts were
subject to local conditions, thus presented a barrier to imperishable standards. He
predicted their replacement with the parameters of microscopic, universal standards.
Over the twentieth century this artefact barrier has been removed and most
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Fig. 4.2 The Silicon unit
cell, a cubic packing
arrangement of 8 atoms. Its
volume is determined from
the lattice parameter a, the
length of one its sides

standards have long been replaced by fundamental constants of nature. The last
artefact the unit of mass is due to be replaced in 2017 with a definition from
Planck’s constant, h [2].

The method by which this has been achieved in the international Avogadro
project (2003) [3] is testament to the singular importance of optical and spectro-
scopic methods in determining dimensions of nanostructures. The lattice constant a,
volume, and density p of a 1 kg single-crystal sphere, highly enriched with the **Si
were all determined with unprecedented accuracy via optical and spectroscopic
methods. The structure of the silicon unit cell is shown in Fig. 4.2.

This enabled determination of the Avogadro number N by the equation

Na =nM/pd’® (4.2)

where n is the number of atoms per unit cell and M is molar mass.
The Avogadro number is directly linked to Planck’s constant via three other SI
microscopic representations as:

_ coaA.M
"~ 2R Ny

(4.3)

where a is the hyperfine splitting constant, R, is the Rydberg gas constant, A, is
relative atomic mass.

The SI definition of length is based on the speed of light, ¢, in a vacuum. This is
realised by measurement of stabilised laser wavelengths using highly sophisticated
interferometry of fixed length metal block artefacts (gauge blocks) to accuracies of
about 3 x 10~® under highly controlled conditions; here the wavelength itself must
be sub-divided to the nanometre and sub-nm scales required. However at primary
level it is achieved by comparator calibration against calibration artefacts called
gauge blocks (0.5-100 mm) to an accuracy of 2 x 10~® under highly controlled
conditions [4]. These macroscale artefacts can be picked up and placed in position
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for comparison; imagine the challenge of extending the traceability to nanoscale
artefacts that cannot even be seen by the naked eye. What does a straight line or a
flat surface mean on the nanoscale?

4.2 Nanotechnology Generations, Definitions, and Visions

Technology has innovated away from the 1st generation of passive nanostructures
which performed single tasks to the 2nd generation of nanotechnology ‘Active
nanostructures’ which multitask e.g. targeted delivery of drugs, the third generation
will be nanosystems with thousands of interacting components and several years
into the future further innovation to integrated nanosystems will form the 4th
generation of systems within systems e.g. molecular manufacturing of genes inside
the DNA of targeted cells, and nanosurgery for healing wounds on the cellular
level. The aim is to achieve nanoscale control of matter by processes that construct
precise three-dimensional structures through molecular manufacturing. This is
challenging because quantum physics becomes more important as structures shrink
to nanoscale. However, although we have an incomplete knowledge of quantum
physics, nature has not; it has built these machines for billions of years as
self-assembled viruses and motors, springs, tracks and actuators within cells [5].

In 2011 the European the Commission adopted the definition of nanotechnology
as the study of phenomena and fine-tuning of materials at atomic, molecular and
macromolecular scales, where properties differ significantly to those at a larger
scale. The US National Nanotechnology Initiative defines nanotechnology as the
understanding and control of matter engineering of nanosystems and manufacturing
them. The measurement of length or size, force, mass, electrical and other prop-
erties is included in nanometrology.

Nanotechnology has two primary research thrusts

e Nanoscale electronics (nanowires, connections, memory systems, displays,
nanosensors, NEMS, and the protein computer)

e Medicine (drug delivery via functionalization, improved imaging, materials to
repair blood vessels and cartilage, nanorobots [6])

Nanotechnology also has two secondary research thrusts

e Nanoenergy (Longer range electric cars with super batteries, strong lightweight
materials via nanocomposites, cheaper energy)

e Environment (purifying sea water, cleaning water supplies, removing
contaminants)

Nanotechnology also has three ivory tower projects under consideration:

The Space elevator [7-10],
The protein-based computer [11],
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e Molecular fabricators [12-14],
e Nanomachines for cellular repair [12, 15-18].

4.3 Nanotechnology Research Drives

From ancient times, metrology has always been driven by trade and industry; today
half of all R&D spending is in healthcare and semiconductors, nanometrology is
driven by these industries. Healthcare depends on molecular metrology (the
bottom-up approach), whilst the semiconductor industry depends on engineering
metrology (top-down approach).

Although research in molecular nanotechnology has only been boosted in the
past 10 years, a research rollercoaster began in 1948 in the semiconductor industry,
within a few years the world’s first transistor computer was built at the University
of Manchester in 1953 and commercialized within 3 years [19]. Burgeoning
demand for integration into more and more products, and for ever denser chips
(currently 995 million transistors per chip at Intel) with better performance and
speeds, innovated dimensional metrology.

Measurements of nanosystems are similar to those of the macroscopic world:
distance, width, height, form, texture/roughness, volume and physical and chemical
characteristics. However, unlike macroscale metrology, the dimensions of nanos-
tructures play a major role in almost all their physical and chemical properties
(functionality). For example, when crystal size is smaller than the mean free path of
an electron, the conductivity of the crystal is modified; the colour of nanogold goes
from the near infra-red through the full visible spectrum to blue, dependent on both
size 2-100 nm and shape; seemingly inert substances become catalysts at nan-
odimensions, stresses in nanosystems become discretized. The latter (as mentioned
in the previous section) directly affect the semiconductor and healthcare industries.
In anticipation of this profound link, the most common way to classify nano
structures is via their dimensions. Thus, dimensional metrology is the natural basis
for all nanometrology; but the link between nanostructure dimension (nanodi-
mensional metrology) and functionality must be strengthened.

4.3.1 The Semiconductor Industry

Metrology reduces the cost of manufacturing by bringing in more robust processes,
preventing scrap, and helping in ramping and maintaining yield [20].

Metrology tools are required to measure and monitor film thickness, refractive
index, resistivity, and stress; metrology systems for defect inspection are essential.
For high performance the manufacturing parameters must be controlled: IC line
widths and edge profiles must fall within tight tolerances. The minimum feature size



110 R. Ince

Table 4.1 Metrology systems utilised for measurements in the semiconductor industry

Process step Measurement Metrology system

Silicon Resistivity (dependent on thickness), Four-point probe,

manufacturing/epitaxy thickness FTIR

Wafer inspection Defects Defect inspection

system

Dielectric deposition Thickness, refractive index, stress, dielectric Ellipsometer,
constant stress gauge

Etching Pattern defects, uniformity, etch profile and AFM, SEM,
selectivity reflectometer

Lithography Critical dimension, pattern defects SEM

Yield monitoring Correlation of metrology and inspection Data management
results to yield system

in microchips today is 32 nm wide, yet research aims to decrease this to 20 nm
using extreme UV nanolithography. Film thickness must be accurate and uniform
and the devices must be free of defects that affect yield: defects as small as a third of
the linewidth cause electrical failure. Another important factor is in monitoring of
Nano dimensions, since semiconductor wafers tend to change thickness over time
due to environmental factors.

As film thickness decreases, it approaches that of the interlayer itself, making it
extremely difficult to manufacture or measure with assured accuracy [21]. This is
due to limits on instrumentation, data analysis procedures, and the fact that for
process control, measurements need to be made to a level below atomic dimensions
(Table 4.1).

4.3.2 The Healthcare Industry

Molecular nanometrology aims to advance the little explored and difficult field of
measuring nanometre distances/structures in situ, which lies at the heart of
molecular biology and medicine. This will lead to improved targeting of drugs to
diseased organs and cells reduce side effects and improve efficacy of drugs,
improved medical imaging technologies (due to utilisation of magnetic nanoparti-
cles iron oxide) will diagnose diseases earlier on, enabling precise and effective
intervention resulting in lower costs.

Important biomedical application areas involve trapping viruses, [22] bacteria,
living cells, repairing bones, implant of soft tissues, functionalised nanoparticles for
in vitro diagnostics. Here greater control on the nanoscale is required.

Many new drugs have poor solubility or poor permeability, however, through
nanotechnology scientists have realised that size distributions less than 100 nm
increase surface area, solubility and bioavailability. Thus, ‘active pharmaceutical
ingredients’ is a hot topic [23, 24].
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Table 4.2 Metrology systems utilised for measurements in the healthcare industry

Process

Measurement

Metrology system

Investigate nanostructures
internally

Dimension

Transmission electron
microscopy (TEM)

Trap:

Dielectric spheres, viruses,
bacteria, living cells, organelles,
small metal particles, DNA
strands.

Cell sorting tracking bacteria

Force, dimension,
motion tracking

Imaging Difficult in biology due | AFM
to low conductivity

Imaging Surface topography, Optical Tweezers creates an
correlation with ‘optical trap’ to hold
various physical particles < 1 nm at its centre
properties

Process Measurement Scanning tunnelling

microscope (STM)

Instruments utilised in the healthcare sciences for nanometrology are Electron
Beam Techniques, Scanning Probe Techniques, Optical Tweezers Table 4.2.

4.4 Nanotechnology Artefacts

First we will discuss nanosystems as possible nanometrology artefacts for future
nanometrology based on nanosystems presently available due to research, and then
we will discuss present nanometrology instruments available for their calibration.

There are 13 main elements and compounds in the literature from which
nanostructures are produced. The references in the Table 4.3 show their major area
of application in the past 3 years only.

Nanoparticles of the materials in Table 4.3 are mainly produced when their solid
particles are vaporised whilst moving on a carrier gas and then allowed to cool in a
chamber. They may be vaporised by plasma, laser ablation, or high voltage radio
frequency pulses across electrodes.

Presently, there are five overarching nanostructures broadly implemented in the
above research thrusts in order: films, composites, nanowires, crystals, rods,
fullerenes, tubes, and quantum dots. There is also a menagerie of flourishing sec-
ondary nanostructures that demonstrate potential for innovation of any of the major
research thrusts. The references attached in the Table 4.4 are noteworthy as the most
cited research papers on nanostructures (not including review papers) in each of the
past 3 years (Table 4.5):
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Table 4.3 Most widely utilised nano materials

R. Ince

Material Application | References Times cited
Carbon

Nanoparticles EST [60] 111
Buckyballs [61] Nanobot components [62] 25
Nanotubes [63] E [64] 111
Graphene [65] E [66] 204
Diamondoid [6, 67, 68] Mechanosynthesis [69] 11
Platinum Enhanced catalysis [70] 182
Gold Chemo-sensor [71] 120
Silica TDD [72] 102
Boron nitride electronic components [73] 89
Boron TDD [74] 15
Silicon EST, nanoantennae/metamaterials [75, 76] 86, 85
Silver Light amplification/photonics [77] 68
Tron oxide TDD [78] 63
Iron Enhanced catalysis [79, 80] 28, 28
Titanium dioxide Enhanced electric biosensor [81] 59
Palladium Enhanced catalysis [82] 40
Neodymium Sub tissue optical probes [83] 37

ECTIEST energy conversion/storage technology, E electronic devices and components, 7DD

targeted drug delivery

4.5 Nanomaterials Measurement Challenges

Physical dimensions of nanosystems must be measured with traceability and novel
chemical and physical phenomena accounted for in order to engineer and manu-
facture nanosystems for precise applications. The definition of a nanomaterial
includes measurements of the size and size distributions of Nano-objects embedded
in another material [25]. During fabrication these systems require measurement
down to accuracies of 0.1 nm. However, robust, easy to use measurement methods
for their characterisation are not present. This means a revolutionary ‘holistic’
approach is required for nanoscale metrology. This must involve morphing some of
the techniques below or development of Innovative techniques such as X-ray
interference, X-ray diffraction, small angle X-ray spectroscopy (SAXS) and
non-linear optical microscopy and spectroscopy (e.g. Raman).
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Table 4.4 Overarching nanostructures

Overarching Topic Times References

nanostructures cited

Films 2013 | SC 901 [84]
2014 | Chemo sensor 8 [85]
2015 | Dental adhesives 1 [86]

Composites 2013 |SC 373 [87]
2014 | EST 80 [88]
2015 | Bio sensor, TDD, tissue 6,55 [89, 90]

engineering

Wires 2013 | SC 244 [91]
2014 |EST 60 [92]
2015 | PC 5 [93]

Crystals 2013 | EST 135 [94]
2014 | PC 37 [95]
2015 |SC 9 [96]

Rods 2013 | SC 134 [97]
2014 | PC 36 [98]
2015 | EST/ECT, artificial retinas 3,1 [99, 100]

Fullerenes 2013 | SC 130 [101]
2014 | SC 30 [102]
2015 | SC 5 [103]

Tubes 2013 | Carbon computer 111 [64]
2014 |EST 60 [92]
2015 | Bio sensor 6 [104]

Quantum dots 2013 | Optical imaging agents 109 [105]
2014 |SC 58 [106]
2015 |PC 4 [107]

SC solar cells, PC Photocatalysis for transportation fuels

4.6 Nanomaterials Instruments

Spectroscopic ellipsometers, scanning probe microscopes and AFM and SEM are
widely used in nanotechnology, however, legal metrology, human safety and the
environment demand traceable measurement techniques—nanometrology. This
requires experience in the determination of uncertainties and metrological valida-
tion through comparisons and peer review. The metrological problems associated
with these devices are discussed below.
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Table 4.5 Secondary nanostructures

Secondary Topic Times References

nanostructures cited

Fibers 2013 Functional materials/E 901 [108]
2014 | EST 8 [109]
2015 PC/ECT 1 [110]

Nanopores 2013 EST 373 [111]
2014 | Molecular sieve 80 [112]
2015 |E 6,5,5 [113]

Cages 2013 |EST 244 [114]
2014 | TDD 60 [115]
2015 Catalytic enhancement 5 [116]

Pillars 2013 | EST 135 [117]
2014 Enhanced ferromagnetism 37 [118]
2015 Reversible adhesives, chemo sensor 9 [119, 120]

Needles 2013 | EST 134 [121]
2014 |ECT 36 [122]
2015 EST 3,1 [123]

Meshes 2013 Catalytic enhancement 130 [124]
2014 Foldable photoelectronics/ 30 [125]

muscle-like transducers

2015 | Energy conservation 5 [126]

Foams 2013 Efficient reaction medium 111 [127]
2014 Nanoscaffolding/architecture, 60 [128, 129]

efficient reaction medium

2015 Super insulation, radiation protection [130, 131]

4.6.1 Spectroscopic Ellipsometry (SE)

This is an indirect, non-imaging method for dimensional measurement of thin film
thickness but also extricates refractive index. They are a non-contact/non-
destructive method for solid/air or liquid/air interfaces and are used at every
stage of semiconductor processing. Fresnel’s equations are utilised to calculate
theoretical spectra to be compared with the measured spectra. Regression analysis is
then performed by varying the parameters of interest until a best fit is obtained [26].
However, some materials have a refractive index which varies as a function of
position and more elaborate models are required to analyse them; this directly
affects accuracy (Table 4.6).
The preferred approach for establishing and maintaining accuracy of measure-
ment tool performance is through use of transfer artefacts materials [27-29].
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Table 4.6 Typical commercial SE

Spectral | Resolution/nm | Measurement | Accuracy (NMI)/ Repeatability Possible
range/nm time/s nm (NMI)/nm traceability
440- 2 Typical 5 d =100 nm + 0.04 |d=15nm +0.02 | Wafer
1000 transfer
artefacts
from NMI*

“Only for very well-characterised materials systems (e.g. Silicon oxide on silicon)

4.6.1.1 Main Measurement Uncertainty Contributions

e Choice of starting assumptions during data analysis, e.g., different dielectric
functions available in the literature

e Correlation of variables when extracting multiple parameters in the thin film
regime increases the uncertainty for evaluated parameters.

These latter two issues may not be of concern in a particular manufacturing plant
because a fixed choice for the silicon dielectric function can be locally standardized
on, and the main concern will be detecting small changes from baseline values.
However, these issues strongly impact the certification of reference materials. It is
not yet possible with SE measurements alone to extract values of all the parameters
for a thin film with its interface layer and to provide certified values with 1 %
uncertainty at a 95 % confidence level.

4.6.2 Metrological AFM

This is a nanotechnology analogy of the coordinate measuring machine (CMM), the
present system for calibrating gauge blocks. It realises real three-dimensional
nanometrology, and like the CMM the scanning method over small areas is time
consuming. However, a need exists to modify existing, commercial nanoscale
measurement systems into routinely available instruments which provide traceable
measurements for nanometre scale calibration [24, 30].

In order to ensure traceability at a higher level, several NMIs have developed
metrological AFMs. Presently about 17 NMIs worldwide either have metrological
AFM in use or in development [31-34]. The largest NMIs have already developed
second or third generation metrological AFMs [30, 35-39]. Several international
comparisons have been organized in nanometrology [40-44]. One of the main
standards is step height, h (0.3-2000 nm).

A step height standard in amorphous silicon dioxide is defined in analogy to the
international standard organisation’s (ISO) 5436 definition [43] (Fig. 4.3).
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Table 4.7 Metrological AFM
Uncertainty/nm | Measurement Expanded Repeatability Traceability
time/s Uncertainty (NMI)/nm
Uy/nm
0.1 [132] 15 pm x 12 pm. SHN 43.00 —-0.8 NMI
>5 min 1.06 [133] via
0.1 SHN = 1012.50 | -0.26 laser
1.14 [133] standards
0.18 SHN = 7.0 0.1
0.43 [134]
0.18 SHN 1000 nm 0.4
0.89 [134]

SHN Step height nominal value, U, at 95 % confidence

A coordinated and optimised approach to the development of traceability at the
nanometre scale is pursued in Europe by the European Association of National
Metrology Institutes (EURAMET) projects to ensure (Tables 4.7):

e Development of ready-to-use methodologies for calibration of

— step height

— line width

— grating pitch
— surface roughness parameters

e Development of a methodology for general shape measurements of the various
nanostructures
e Study of the effects of data post-processing
Elaboration of good practice guides to minimise operator influence on the results
Preparation and realisation of an inter-laboratory comparison with all interested
European NMIs on

— step height
— line width (Fig. 4.4)
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Fig. 4.4 Transfer standard image in AFM [58]

4.6.2.1 Main Measurement Uncertainty Contributions

Laser calibration, step height roughness, sample temperature, imperfect shape of
tip.

4.6.3 Scanning Electron Microscopy (SEM)

Projects a two-dimensional image of a three-dimensional object, so is not appro-
priate for measurements of three-dimensional profiles. The resultant image is pro-
cessed to realise traceable measurements.

The interaction of secondary electrons with nanostructures being measured
changes the dimension. Modelling is required to de-convolute this from the image
[45].

SEM can inspect, characterise, and measure huge quantities of nanomaterials
(such as carbon nanotubes or cellulose nanocrystals) and over a much greater area
of the sample and at higher speed than AFM. However, SEM has poorer resolution
than AFM.

Measurements impact the healthcare (nanobio) and semiconductor industries.

A nanostructure can be calibrated by a metrological AFM and can then be used
as a 3D calibration artefact for other types of SPMs or SEMs. Gold nanoparticle
reference materials of size 10 nm and over are provided by some NMI’s [46]
(Table 4.8).

Table 4.8 Metrological SEM

Resolution/nm Measurement Expanded Repeatability/nm Traceability
[46] time/s uncertainty [136] [137]

U/mnm [135]
Voltage 60 mm % 100-1500 0.3 Metrological
30 keV 0.4 130 mm < 60 1% AFM
Voltage 1 keV
1.6

U, at 95 % confidence
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Fig. 4.5 The same transfer
standard from Fig. 4.4
projected as a
two-dimensional SEM image
at 20.0 kV 10 pm x 10 pm
[58]

10.0um

4.6.3.1 Main Measurement Uncertainty Contributions

Sample vibration, Proper instrument calibration, modelling of SEM image, choice
of operating parameters/understanding trade-offs, Beam-induced specimen con-
tamination [47] (Fig. 4.5).

4.7 Other Methods for Dimensional Nanometrology

The metrological systems described above must be further refined since they cannot
be used in deep holes or for sub-nm precision. For example, the feasibility of
utilizing CNT as probe tips is under investigation, since their high aspect ratio will
reproduce deep trenches, whilst maintaining high precision due to their nanoscale
diameters. Diamondoid tips are necessary both for sub-nm precision and for
avoiding wear which occurs on silicon tips [24]. Furthermore, there is the unique
challenge of gaining structural information on large-scale nanosystems with random
density inhomogeneities such as nanoparticles in suspension and dilute biological
samples; ensemble methods are required for this.

Thus the nanostructures in Tables 4.2 and 4.3 can be utilized either as parts of
nano-characterisation instruments or as reference materials to validate their per-
formances. Additionally the repeatability and uncertainties of the instruments must
be decreased. The following are alternate novel techniques that are currently under
investigation for future nanometrology:
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4.7.1 X-ray Interferometry (XRI)

This is currently being developed in the European Metrology Research Programme
(EMRP) as a technique for disseminating traceable measurements of sub-nanometre
step heights. Silicon reference samples have mono-atomic step terraces arranged in
an amphitheatre-like structure.

X-ray and visible light interferometry can be combined for better precision. In
visible light subdivision of an optical fringe may give rise to errors that are sig-
nificant at the sub-nanometre level. The X-ray interferometer is used to subdivide
the optical fringes. Traceability to the meter is achieved via traceable calibrations of
the lattice parameter of silicon and of the laser frequency. Each X-ray fringe cor-
responds to a displacement equal to the lattice parameter of silicon (~0.19 nm) for
the (220) lattice planes.

The X-ray interferometer’s translation stage must be moved in steps of discrete
numbers of X-ray fringes, so servo positioning capability at the picometer level has
been developed and includes quadrature counting of X-ray fringes with a resolution
of 24 pm [48] (Fig. 4.6).

X-rays from a Mo Ka source are split by the first crystal then recombined. When
the analyser is moved in the direction orthogonal to the diffracting planes, the
periodic variation in the transmitted and diffracted X-ray intensities (caused by the
diffracting-plane spacing) is observed. The analyser displacement x is measured by

¢ Sx X-ray fringes
X-ray source
cl c2 €3 2zpm
Mo Ka %// \\~.//// F\ Y
_ - - _ T~ < - / I I’r I', I{I
A ’lvf \/ \V
M4
—™
Optical fringes
M H H 316 nm
P
PM
He-Ne laser

Fig. 4.6 Cl1, C2, C3 Si crystals, M = mirror, PBS polarising beam splitter, PM phase modulator,
P = polariser [59]
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the optical interferometer. Polarization encoding and phase modulation enable
picometre and nanoradian resolutions to be achieved. Uncertainties at 95 % con-
fidence level are £30 pm [49].

4.7.2 Small Angle X-ray Scattering Diffractometer (SAXS)

This is deflection of collimated radiation away from a straight trajectory after
interacting with structures much larger than the wavelength of the radiation; these
deflections are small (0.1-10°). It has unique potential for analysing inner structures
of disordered systems and gains structural information on large-scales systems
(1 nm-hundreds of nm) with random density inhomogeneities. For nanoparticles in
suspension and dilute biological samples, this ensemble method is essential for
dimensional metrology.

It is an indirect method of obtaining dimensional information of sample structure
and requiring intense, monochromatic X-rays of low divergence. This is because
biological molecules and nanostructures normally scatter weakly and the measured
solutions are dilute. Such directional, high intensity light can only be acquired from
synchrotron radiation beam lines of typical size (100 x 100 um) to provide detailed
data for 10-500 nm structures placed with high uniformity in pitch.

By selection of suitable monochromator, X-ray wavelengths from several
nanometres down to 0.1 nm at very low angles (typically 0.1-10°) can be utilised to
determine dimensional measurements of samples from a plot of the scattered
electron ntensity (/) against momentum transfer(s) at very low angles. The particle
diameter and the size distribution are obtained from the scattering pattern as well as
structural information: shape and size of molecules, characteristic distances of
partially ordered materials, pore sizes, and other data [50, 51].

The solvent intensity is subtracted to obtain a scattering curve representing
infinite dilution. Thus, the isotropic intensity distribution remaining is due to ran-
dom positions and orientations of particles which, for monodisperse non-interacting
particles depend on the scattering from a single particle averaged over all orien-
tations (Fig. 4.7).

As for SE, analysis is based on complex fitting to multi-parameter geometric
models; for example, a diffraction grating is modelled as a stack of trapezoids, so
uniqueness of fit is not guaranteed since it cannot represent the complexity of the
sample. A new paradigm is required to elevate scattering and diffraction mea-
surements to quantitative dimensional metrology; this can be achieved by devel-
oping a materials model. The uniqueness of the sample structure and shape would
then depend on physical parameters (thermodynamics or statistical mechanics) of
the model, not the fitting procedure [52].
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intense,
monochromatic
X-ray source
b>
Photon energy E

Fig. 4.7 Schematic of a small angle X-ray scattering diffractometer for analysis of dilute,
biological and nanostructured samples

4.7.3 Electron/X-ray Diffraction

Suitable for transparent or opaque structures and offers non-destructive, fast col-
lection of data. High-resolution diffraction can provide dimensional information
with a relatively simple scan; however, the data have inherent complex error
function [53]. Parallel beam diffractometers (traceable to XRI) have self-calibrating
goniometers (stable, high-resolution encoders that have been calibrated using the
circle closure method) incorporated within them.

To ensure traceability to System Internationale (SI) based units, certification
measurements must be performed on this type of goniometer. This can be achieved
via Standard Reference Materials (SRM’s).

It has been developed to an optical ruler imaging system based on
cross-correlation of a feature-rich diffraction pattern (a robust ruler) and silicon
sample wafers. The diffraction pattern is projected onto the sample. This produces
metrology with a spatial precision of 17.2 nm across silicon wafers [54].

4.7.4 Raman Spectroscopy as a Nanometrology Tool

This is a non-linear optical spectroscopy technique that is capable of providing
dimensional information at the nanoscale.
Two-dimensional band features of graphene are highly reproducible and, toge-
ther with the G-peak position, can be used to count the number of graphene layers.
Raman features remain the same when you place graphene on arbitrary substrate
[55, 56] (Fig. 4.8).
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Fig. 4.8 Raman spectra of
graphene at 300 K, excitation
wavelength = 488 nm

a shows broadening and blue
shift b shows highly
reproducible 2D-band
features, and together with the
G peak position can be used
to count the number of
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4.8 The Challenge for Nanometrology

The challenge is to develop globally accepted standards and measurement tech-
niques which are reliable, stable, precise and accurate. This will involve the
development of innovative systems and standards to meet the needs of the
next-generation of manufacturing. These new systems will involve imaging,
modelling and manipulating matter at the nanometre length scale.

Various techniques have been discussed above; recently a few standards have
been published for terminology, characterization of nanomaterials and nanoparticles
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based on some physical phenomena observed on particle interactions or forces at
nanoscale using SPM measurement tools (AFM, SEM, Interferometers) [57].

To meet the requirements of future manufacturing and healthcare industries
suitable reference materials must be developed and standardised sample preparation
methods must be developed. Dimensional metrology must be correlated with
functionality by the creation of an international database. Monte Carlo modelling
software can be utilised to generate a library of waveforms (for microscopies and
spectroscopies) for three-dimensional structures with shape parameters (e.g. widths,
angles, radii of curvature) spanning a range of values around that expected together
with functional data. The task is then to identify three-dimensional shapes with
modelled images that fit the one acquired alongside expected functional behaviour.

As described in Tables 4.4 and 4.5 present second generation nanostructures are
more complex than the first generation passive nanotechnology products. They are
now functional structures requiring more complex measurement tasks to be per-
formed: shape, size distribution, characteristic distances of partially ordered mate-
rials, pore sizes, and other data. The need for more accurate, precise and fast
ensemble techniques will only grow as nanotechnology stretches into the third and
fourth generation: integrated nanosystems.

Traceability is one of the fundamental requirements for manufacturing and
assembly of products, but it is not possible to ensure traceability at nanoscale yet.
There are suitable calibration artefacts for achieving traceability, but the measure-
ment equipment required to ensure traceability has not been developed. National
reference standards are not always available and uncertainty estimation models
have yet to be developed.

4.9 Conclusion

Sub-division of optical laser wavelengths is naturally limited, so research must
pursue the realisation of the metre through the lattice parameter of silicon or another
suitable crystalline material. Reference samples will be arranged as mono-atomic
steps on silicon crystal surfaces or two-dimensional and three-dimensional pyra-
mids and cubes to calibrate nanotechnology instruments. XRI must be developed to
replace visible light interferometry. This will involve improving its hardware, optics
and data processing and provide a route to traceability to the lattice constant ‘a’ as
the metre realisation.

High resolution microscopes and integral non-imaging methods (ellipsometry,
scatterometry) are widely used for R&D purposes. Many NMI’s have developed
traceable instrumentation systems primarily for AFM, but only partly for SEM and
optical instrumentation due to lack of understanding of the probe-sample interac-
tion. This can be improved by advanced modelling techniques, such as Molecular
Dynamic Modelling (MDC), Monte-Carlo-Simulations.

Nanomaterials can be utilised for the validation of the measurement performance
of Nano-characterisation instruments. However, suitable reference materials and
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methods must be developed for this purpose. Bridging the gap between well
characterised reference nanomaterials and manufactured nanomaterials embedded
in complex matrix materials is a challenge. There is a great variety of different
nanomaterials, so a suitable categorisation approach is required to limit the char-
acterisation efforts to a meaningful manageable amount. The Tables 4.1, 4.2 and 4.3
describe thirteen different main materials and fifteen nano architectures in common
use, these are a platform for such reference materials.

The success of nanoelectronics is a precondition for any technological innova-
tion; expected future key challenges for the metrology and standards of to be
developed are well described in the ITRS roadmap document. Next generation
nanoelectronics technology will develop into three-dimensional complex sub-nm
architectures such as FInFET’s, and nanometrology is currently being driven there.

None of the existing techniques is able to meet the requirements for reliable
metrology of nanomaterials. To meet these requirements suitable reference mate-
rials must be developed and standardised sample preparation methods must be
developed. Dimensional metrology must be correlated with analytical metrology
and functionality, possibly by the creation of an international database.

Innovative techniques such as non-linear optical microscopy and spectroscopy,
X-ray scattering and FRET have to be developed further and intercompared with
presently employed nanometrology methods such as AFM and SEM to validate
accuracy. These innovative techniques have greater capability than present systems
for sensing the more complex structures and samples that are of keen interest to the
healthcare industry. For nanometrology to move into the biological environment
these techniques must be developed.

In addition they have great potential of realising the correlation gap between
analytical and dimensional metrology. These are important goals and incorporation
of these innovative techniques into nanometrology per se will provide the health-
care and semiconductor industries with remarkable tools.
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Chapter 5

Terahertz Devices and Systems

for the Spectroscopic Analysis

of Biomolecules—*“Complexity Great
and Small”

Anthony John Vickers and David Crompton

Abstract The world has an ever-growing need to understand the complexity of
biomolecules from fields as far ranging as drug design Hajduk and Geer, Nat Rev 6
(3):211, 2007, [1] and Congreve et al., Prog Med Chem 53(1), 2014, [2], crop
characterization Ge et al., 15(6):12560, 2015, [3] and organic electronics Gao et al.,
Phys Rev Lett 114(12):128701, 2015, [4]. There are many scientific techniques for
studying bio-molecules namely mass spectroscopy (MS), nuclear magnetic reso-
nance (NMR), droplet single biomolecule studies, spectroscopy, biocalorimetry,
chromatography, crystallography, electrophoresis, and bioinformatics. In this
chapter the focus will be on the study of biomolecules using the relatively new
technique of terahertz spectroscopy. This chapter will draw on the THz spec-
troscopy work of the authors and others to demonstrate the need to understand both
the biomolecule and its water environment, which provide both great (biomolecule)
and small (water) complexity.

5.1 Introduction

Terahertz spectroscopy has developed over the past two decades and has started to
make an impact on the understanding of biomolecules. One of the key issues
regarding the study of biomolecules is to study them in their natural aqueous
environment as this offers the greatest possibility of understanding their natural
behavior. This provides both a challenge and an opportunity in THz spectroscopy
as water strongly absorbs in the THz frequency range [5]. This strong water THz
absorption could be seen as a disadvantage making observation of the biomolecule
absorption difficult if not impossible. However, as we shall discuss in this chapter, it
can be argued that the modeling and study of biomolecules cannot be undertaken in
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isolation from its aqueous environment. Taking the proposition to another level it is
perhaps possible to argue that biomolecules have some water molecules so strongly
associated with them that they are truly a part of the protein. This is the basis of a
new drug design software package, WaterMap [6].

5.2 THz Time Domain Spectroscopy

Terahertz time domain spectroscopy (THz-TDS) describes a technique that has
become widely adopted in the field of THz spectroscopy. In THz-TDS, picosecond
THz pulses are generated from a photoconductive antenna pumped by a femtosec-
ond laser. High frequency sampling of the generated THz pulse is achieved by
delaying a probe laser, in time, to sample the THz EM field. By changing the time
interval of the probe laser, the THz EM field is sampled at each time interval until a
complete THz pulse has been sampled. The resulting THz pulse contains all the
frequency information of the THz beam in the time domain, which can be extracted
by a Fourier transform algorithm. A typical frequency range for photoconductive
antennas is 0.1-4 THz. Detection of the THz pulse is achieved using techniques such
as photodetectors or electro-optic sampling. In the case of a THz photodetector the
THz pulse creates an electric field across a pair of electrodes deposited on the
photodetector material, for example GaAs. The THz pulse biases the detector, a
signal being generated by the delayed optical femtosecond pulse. The signal, for a
given time delay, is then averaged using a lock-in amplifier. Modulation of the
lock-in amplifier is either achieved through the modulation of the THz emitter bias or
through the optical modulation of the femtosecond laser pulse train. THz photode-
tectors have characteristic resonant frequencies that effect the efficiency as a function
of frequency. Electro-optic (EO) sampling is a technique often used in place of the
photoconductive detector in THz-TDS spectroscopy. Unlike the photoconductive
antennas, EO sampling does not have resonant frequencies, so has the same effi-
ciency in THz detection across the frequency range. The principle of the EO tech-
nique is based on an EO medium, often constructed from a ZnTe crystal, which
introduces birefringence when under the influence of an external THz EM field.
Typically for a THz-TDS system, the EO medium induces an elliptical birefringence
to the probe laser beam, dependent on the strength of the instantaneous THz EM
field. A Wollaston prism splits the now elliptically polarized probe laser into
component p and s polarizations, which are subsequently detected by two balanced
photodiodes. The difference in p and s magnitude is then directly proportional to the
strength of the THz EM field. As with the photoconductive antenna, the probe laser
is delayed in time to detect the entire THz pulse. Without the THz EM field, the
probe laser will still undergo some equilibrium birefringence resulting in a non-zero
detection. To compensate for this effect, a quarter-wave plate is placed between the
Wollaston prism and the EO medium. The quarter-wave plate is then rotated till the
closest value of 0 V is achieved on the balanced photo detector. The p and s polar-
izations should now have equal magnitude at the detector for the null result.
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Fig. 5.1 A typical THz pulse recorded using a time domain system

The overall system consisting of a THz emitter, pumped by a femtosecond laser,
which also provides the variable time delayed probe pulse for the THz detector, is
referred to as a THz Time Domain Spectrometer (TDS) and provides a sampling
rate beyond current sampling oscilloscope technology [7]. A THz pulse sampled
using the above method is displayed in Fig. 5.1.

The choice of THz emitter and detector for a time domain system influences the
overall design of the spectrometer. For detectors and emitters without any associ-
ated focusing element, a four parabolic mirror system is usually adopted. The first
parabolic mirror gathers the THz emission from the emitter and generates a parallel
beam. The second parabolic mirror focuses this parallel beam onto the sample cell.
A third parabolic mirror gathers the THz beam as it expands after the sample cell,
again producing a parallel THz beam. The fourth parabolic mirror then focuses the
THz beam onto the detector. An alternative design, in the case where both THz
emitter and detector have associated focusing elements, requires only two parabolic
mirrors [8]. This design is sketched in Fig. 5.2. In this case a photoconductive
emitter and detector are used. Both emitter and detector have Si lenses positioned at
the point of emission and detection. The Si lenses can be manipulated in x—y to
center the lens on the emitter and detector to achieve optimum signal generation and
detection.

In the spectrometer shown in Fig. 5.2 the sample cell is an Attentuated Total
Reflection (ATR) cell, although in this design the ATR sample cell can be replaced
by a transmission cell. Attenuated total reflectance cells work on the principal of the
evanescent wave effect observed at the point of total internal reflection. This
evanescent wave extends out in an exponentially decaying wave that interacts with
a sample.

This method then avoids direct transmission through the sample. To achieve
total internal reflection of the THz beam, a general design utilises a dove prism
placed within a THz beam path, shown in Fig. 5.2. In biological systems, this is a
key advantage over transmission systems, which require short sample path lengths.
The evanescent tail is also highly sensitive to changes in sample concentrations
making ATR ideal for complex biological molecules that are difficult to purify in
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Fig. 5.2 A typical THz time domain spectrometer showing a photoconductive emitter and
detector, and an Attenuated Total Reflection (ATR) sample stage [8]

high concentrations. Techniques like high throughput protein-drug candidate
screening require accurate results with minimum protein sample usage. The con-
centrations required for protein-drug binding in THz transmittance systems are too
high to make this a viable option. This is one example where the sensitivity of the
ATR unit could be a dominating feature in its adoption in the THz frequency range.

5.3 Small Complexity—Simple Polar Liquids

One of the key areas of interest for THz spectroscopy is its ability to probe the low
frequency dynamics of water and other polar liquids. These dynamics are linked to
the continuous breaking and reformation of the hydrogen bonds that universally
bind polar liquids together across a hydrogen bond network. As water is a solvent
present in almost all biological processes, this network will almost certainly interact
with these processes through its dynamics. In the following section we explore the
composition of the hydrogen bond dynamics and how these dynamics underpin the
low frequencies in the THz regime.

ATR THz studies of simple polar liquids have been undertaken by a number of
groups including ourselves [9, 10]. We prepared an aqueous solution series (0, 10,
20 ...,100 %) of propan-2-ol. In turn, a drop of each solution placed on the ATR
sample cell, creating a sample with a depth of approximately 0.5 mm. The average
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Fig. 5.3 The frequency spectrum of varying IPA concentrations was calculated from the FFT of
THz pulse response. A high detection indicates less THz radiation has been absorbed by the
sample as more radiation has reached the detector. IPA has significantly less THz absorbance
compared to water with the max peak showing a linear response to the addition of IPA. The
standard error is approximately 8 units

spectra of each solution was calculated from three consecutive scans with 10
averages per time step. The peltier cooler was set to maintain the sample cell
temperature at 21 °C, and the spectrometer was dry nitrogen purged to prevent
water absorption by the THz beam on its passage through the spectrometer.
Figure 5.3 shows the THz frequency spectrum for the propan-2-ol concentration
series. The frequency spectrum, at each concentration, is defined by singular large,
broad peak. Broad peaks are a ubiquitous feature in THz spectroscopy and are seen
in THz studies using aqueous solutions [11]. The broad peaks are caused by
molecular vibrations associated with THz absorption not occupying discrete energy
levels and instead harmonically fluctuate at frequencies across the THz regime. It is
therefore difficult to assign specific vibrational modes to frequencies as many
vibrational modes can overlap in the same frequency space.

The large disparity between water and propan-2-ol THz absorption is best
explained by the physical properties of the molecules that cause THz absorbance.
Molecules have two key characteristics that absorb THz radiation. The first is the
collective motions of large molecules, typically manifested in the torsional motion
of hundreds of atoms along a molecule’s backbone. Propan-2-ol is a relatively small
molecule and so these collective motions are unlikely to contribute to
propan-2-ol THz absorption. The second characteristic that leads to THz absorption
is the existence of an extended dynamical hydrogen bond network. Propan-2-ol has
a functional hydroxyl group located at the center of the carbon chain that is able to
form hydrogen bonds. So intuitively propan-2-ol must be able to form a hydrogen
bond network that absorbs THz radiation. The lack of THz absorbance then indi-
cates these hydrogen bonds are significantly different to those found in water.

The geometry of water allows the acceptance and donation of up to four
hydrogen bonds freely arrange from any angle on the molecule, whereas
propan-2-ol has a carbon chain that is likely to sterically hinder the formation of



136 A.J. Vickers and D. Crompton

Table 5.1 Recalculation of atomic partial charges

Propan-2-ol molecule constituents Atomic point charges
Jorgensen charges New propan-2-ol charges

q(0) —0.683 —0.620
q(HO) 0.418 0.388
q(C) —-0.18 —0.456
q(C) —0.12 —0.444
q(CO) 0.145 0.148
q(H) 0.06 0.141

hydrogen bonds. Propan-2-ol is also a moderately larger molecule compared to
water, creating a lower hydrogen bond density per volume of solution. It can be
concluded the observed propan-2-ol absorbed THz spectrum is caused by the lack
of hydrogen bond density and the relative small size of the molecule.

To help clarify the underlying hydrogen bond dynamics of the polar liquid
concentration series, molecular dynamics are used to view the hydrogen bond
formation events associated with the THz frequency range. This is followed by an
analysis of the hydrogen bond network to determine the dynamical effects that are
not seen solely in the THz-TDS spectrum.

For this study, the OPLS-AIl Atom force field [12] was selected for its accuracy
in liquid simulation dynamics. Water was modeled by the TIP4P water model as it
works well with OPLS-AIll Atom and accurately models the tetrahedral shape of the
water molecule. The propan-2-ol topology parameters were based on the topology
of propan-1-ol, also built by Jorgensen et al. [13], using GAUSSIAN [14] to
calculate the charge distribution for propan-2-ol (Table 5.1).

The initial system for the simulation consisted of 1000 alcohol molecules with a
XYZ box size of 3.8 nm for ethanol and 4.3 nm for propan-2-ol. To generate the
different solution concentrations, a percentage volume of alcohol molecules were
removed at random from the system and then solvated with the TIP4P water. The
appropriate number of waters to add was selected by the GROMACS solvation
algorithm, with a van der Waals tolerance of 0.105 and a density of 1. The number
of water molecules added to each alcohol concentration is shown in Table 5.2. The
true percentage of alcohol to water molecules after solvation is also shown in the
table, which differs slightly from the alcohol volume to water ratio.

Each concentration solution was simulated for 1 ns to allow adjustment of the
total size of its system box to equilibrate the pressure. This had the effect of slightly
increasing the box size at higher concentrations of alcohol due to their lower density
than water. From the production runs the hydrogen bond auto correlation, the total
number of hydrogen bonds and hydrogen bond length were taken from twenty
averages of 10 ps simulations. The temperature was maintained at 300 K for these
simulations with an NPT ensemble and a 2 fs step between each time frame output.

From the simulation, the number of water molecules added to the system does
not increase linearly with decreasing alcohol concentration. Instead a smooth
gradual increase in the number of water molecules and hydrogen bonds is seen as
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Table 5.2 Polar liquid system parameters

Alcohol Alcohol ‘Water molecules in Water molecules in 4.3 nm
volume % molecules in 3.8 nm ethanol box propan-2-ol box
box

0 0 1728 2617

5 50 1555 2397

10 100 1389 2170

30 300 821 1395

50 500 400 845

70 700 165 412

80 800 74 200

90 900 30 64

95 950 10 39

100 1000 0 0

the alcohol concentration changes. The THz absorption aqueous solution series
therefore cannot be explained by a simple linear model of increasing water
hydrogen bonds.

The non linear increase in water molecules can be explained by the efficiencies
in packing alcohol-alcohol, alcohol-water and water-water bonds in the system.
Water, with its optimised geometry can efficiently place hydrogen bonds, and in the
simulation, pure water forms 3.34 bonds per water molecule. As alcohol is added to
the system, alcohols are sterically hindered from forming hydrogen bonds by their
carbon chains, causing inefficient packing of water molecules and a decrease in the
relative density of the system.

The reason why we observe a linear increase THz absorption in the experimental
results, but not equally linear increasing number of hydrogen bonds can be
explained in the terms of the dynamics of the hydrogen bonds. Strong and
long-lived hydrogen bonds have been previously correlated with higher THz
absorption [15]. In two systems with equal hydrogen bond density, the stronger and
longer-lived hydrogen bonds will absorb more THz radiation than those with
weaker and shorter lifetimes.

The strength of hydrogen bonds can be assumed to directly relate to the lifetime
of the hydrogen bond. The strength-lifetime relationship is calculated from the
molecular dynamic simulations using the Hydrogen Bond Auto Correlation func-
tion [16]. The existence of hydrogen bonds is calculated for any bond forming pair
within 35 nm. The HBAC function used in this experiment allows for the
re-formation of the same hydrogen bond, that is a donor and acceptor may move
away from the hydrogen bond geometry and subsequently move back. This is then
counted as one continuous hydrogen bond.

HBAC is calculated for 1, 2.5 and 5 picoseconds for the propan-2-ol concen-
tration series. A high HBAC can indicate strong and long-lived hydrogen bonds
relative to those with a lower HBAC [15]. Below an HBAC value of 0.5, half of the
original hydrogen bonds have been broken. At high propan-2-ol concentrations,



138 A.J. Vickers and D. Crompton

extreme hydrogen bond lifetimes are seen, suggesting these hydrogen bonds are
locked in position by steric constraints of the alcohol.

The high HBAC values in the alcohol systems then seem to suggest alcohol forms
strong hydrogen bonds, despite the perceived inefficient packing of the water mole-
cules. The HBAC results are then counter intuitive, as alcohols are expected to weaken
hydrogen bonds through a weak hydroxyl group and carbon steric effects. As a further
test of hydrogen bond strength the average distance distribution of the hydrogen bonds
was calculated for the propan-2-ol concentration series. Hydrogen bond length can be
directly correlated to the strength of hydrogen bonds, with shorter bonds having a
greater strength than the equivalent longer bonds [17]. The result of the distance
distribution indicates the bonds in high alcohol concentrations are stretched relative to
those found in water by approximately 0.01 A between pure propan-2-ol and water.
These results then disagree with the assumption that HBAC predicts the hydrogen
bonds in the alcohol solutions are stronger. From the distance distribution of hydrogen
bonds and the HBAC it can be concluded the hydrogen bonds in the alcohol solutions
are both sterically hindered and relatively weak in comparison to bulk water.

The contradiction in results between HBAC and hydrogen bond distance dis-
tribution suggests the THz absorption of hydrogen bonds cannot be simply
explained in terms of the hydrogen bond strength. Instead it appears it is the
hydrogen bond dynamics, controlled by both the strength of the bond and steric
hindrance from the alcohol, that dominate the THz absorbance at the low hydrogen
bond density seen in the high propan-2-ol concentrations.

This leads to the conclusion that the alcohol solutions have weaker and sterically
hindered hydrogen bonds, which have increased THz absorption properties com-
pared to non-sterically hindered and strong hydrogen bonds of bulk water. After
50 % water concentration the weaker, but more abundant water-water hydrogen
bonds begin to dominate the system and increase in THz absorption through their
efficient packing of hydrogen bonds at high water concentrations. It is then the
combine effects of sterically hindered hydrogen bonds at high propan-2-ol con-
centrations and the sheer number of packed hydrogen bonds in pure water that cause
the linear increase in THz absorption observed in the experimental results. A similar
result has been observed when water is exposed to a hydrophobic region of a protein
[18]. The hydrophobic regions of the protein act in the same manner as the alcohol
solutions, actively hindering the dynamics of hydrogen bonding, by repelling water
away from the protein surface. This led to an observed increase in THz absorption,
which this report attributes to the increase of sterically hindered waters.

5.4 Great Complexity—Proteins

Low frequency dynamics are not exclusive to hydrogen bond networks, but also
exist as large collective motions across proteins. These collective motions change as
the protein undergoes biological processes and often underpin the activation or
deactivation of the protein. THz radiation is able to probe these collective motions
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and in this section we use THz radiation to monitor the activation of G-Protein
coupled receptors.

G-Protein coupled receptors (GPCRs) are one of the largest and most diverse
group of membrane proteins found within the animal kingdom [19]. GPCRs are
characterized by a common structure of seven transmembrane helices (TMI,
TM2,..,TM7) that allow them to form cytoplasmic and extracellular domains across
the cellular lipid bilayer [20]. Their principal role is to act as a transmembrane
messenger and regulator of many biological functions, which has made them a
highly prized drug target, with 40-60 % of all modern medicines believed to target
a GPCR [21, 22]. Due to their significance in drug candidate research, GPCRs are
also one of the most widely studied classes of proteins.

The typical modes of action for GPCR drugs or ligands can be broadly classed in
two groups of agonists and antagonists, where the drug promotes or inhibits the
GPCR activation [23]. By binding to the GPCR, the drug or ligand can alter the
flow of activation energy across the protein by altering the molecular constraints of
the protein. This flow of activation energy is strongly linked to the low frequency
normal modes of the molecule, which sample the local spatial geometry [24, 25].
The sampling of the local geometry can lead to conformational changes, which
ultimately activate or deactivate the protein. The activated and deactivated low
frequency modes appear to be conserved between GPCRs [26] as the low frequency
modes seem to be an inherent property of the secondary structure of the protein
[27]. The THz frequency regime is able to directly probe these low frequency
modes and therefore sample the activation and conformational state of the protein.

In this section, the low frequency dynamics of GPCR Bovine Rhodopsin are
studied in an aqueous environment in both a membrane and non-membrane solu-
tion. Bovine rhodopsin is a key protein in monochromatic vision in cattle. Within
the GPCR super family rhodopsin is a type A, the largest class of GPCRs. The
proteins in this family are called opsins (visual purple), light sensitive proteins,
which are non-homologous, but have evolved to perform a similar function and
share a similar structure. Opsins are further sub divided into two groups, type I
Prokaryotic [28] and type II Animal [29].

Rhodopsin being a photoreactive protein makes it an ideal GPCR to study, as it
can be simply activated via light illumination without affecting chemical compo-
sition of the solution. ATR THz-TDS spectroscopy is then used to observe any
change in the low frequency dynamics of the protein in both the inactive dark and
active light state. Any shift in low frequency dynamics should indicate a confor-
mational change upon protein activation. By testing the rhodopsin in membrane and
non-membrane solution, the impact of the membrane on the low frequency
dynamics can also be established.

Further to ATR THz-TDS spectroscopy of rhodopsin, elastic networks are
computationally calculated from crystallised rhodopsin proteins in both activation
states. From these elastic models, the normal modes of the protein are calculated,
which are synonymous with the low frequency modes. The normal modes of the
elastic models are then used to help interpret data in the experimentally observed
THz spectrum.
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Bovine rhodopsin and all opsin type proteins are activated through photoiso-
merisation of the chromophore, where specific wavelengths of the electromagnetic
spectrum act as the primary stimulus [30]. The rhodopsin chromophore retinal is
linked to the protein via a protonated Schiff base located at Lys296 on the TM7
helix [20]. This location places the positively charged Schiff base into a
hydrophobic area neutralized by a neighboring Glul13 residue. This structure helps
stabilize the inactive thodopsin molecule until it is activated [31]. The retinal, in the
inactive state, is initially in the cis conformation. When illuminated, photoiso-
merisation of the retinal occurs, resulting in a cis to all-trans formation between the
carbon-11 and carbon-12 double bonds [20]. The initial cis to all-trans takes just a
few femtoseconds once photo excited [32]. This extension of the chromophore
leads to the series of conformational changes that ultimately lead to the activation of
the rhodopsin molecule within a few milliseconds [33].

Inside the core of rhodopsin exists what is believed to be a highly conserved
water network that interacts with the protein through hydrogen bonding [34]. The
hydrogen bond network is thought to help meditate conformational changes across
the rhodopsin protein and assist the color tuning of the rhodopsin chromophore that
helps stabilize the ground state of the GPCR [35]. The sensitivity of THz radiation
to the hydrogen bond dynamics and the importance of hydrogen bonds to protein
structure potentially makes THz radiation highly sensitive to the activation state of
the protein.

Activation-critical hydrogen bonding is also observed between residues within the
hydrophobic core of the protein. During activation the B-ionone ring moves toward
TMS, this movement rearranges the hydrogen bond network leading to a weakening
of the hydrogen bond to the Glu122 residue. A change in Glul22 absorption occurs
between the Meta Ila and the Meta IIb states suggesting that in the Meta Ila state the
hydrogen bond network is still in the inactive conformation [36]. The disruption of the
Schiff base upon activation also causes a rearrangement of the core hydrogen bond
network around TM1, TM2, and TM7 with the help of Asp83 [37].

Previous THz-TDS studies of rhodopsin have used thin film dried samples [26]
and small aqueous sample transmission path lengths (15 um) [38] to prevent high
water absorptions. For the experimental method in this chapter, THz-TDS is
combined with an ATR sample unit to achieve high sensitivity despite the aqueous
solvent. The theoretical method uses NMA to calculate the low frequency modes of
the protein by using an elastic model based on the atomic coordinates from x-ray
crystallography of protein structures. From each low frequency mode, the fluctu-
ations of the protein residues can be seen.

For the THz-TDS experiment, rthodopsin is activated by white light illumination,
so any change in the THz spectrum between activation states should be due to the
low frequency dynamics and hydrogen bonding within the protein. Rhodopsin is
tested both in a lipid bilayer membrane and non-membrane solution to observe if
the membrane has any noticeable impact on the protein’s low frequency dynamics.
Any change in the low frequency dynamics between inactive, active, membrane and
non-membrane results should be revealed by a change in the THz spectrum and the
level of residue fluctuations in the NMA.
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Bovine rhodopsin rod outer segments were prepared from bovine retina using
sucrose gradient centrifugation. The samples were urea washed and suspended in an
aqueous buffer (20 mM Tris-HCl [pH 7.2], 2 mM EDTA, 1 mM 2-mercaptoethanol,
0.1 mM PMSF). The resulting concentration was approximately 2 mg/ml [38]. The
rhodopsin samples were prepared in both membranes (BRM) and non-membrane
(BR). A dim red light is used for lighting during preparation to prevent accidental
activation of the protein.

The THz-TDS with ATR unit, described in Sect. 5.2, was used to resolve the
THz spectrum of each bovine rhodopsin sample. The experiments were carried out
in a controlled environment with a temperature of 20 °C and a dry nitrogen purged
atmosphere. The samples were kept in the dark to avoid accidental activation and
were pipetted in turn onto the sample facet of the dove prism. A total of four scans
for each sample was taken, with an average of 30 scans of each step of the
THz-TDS translation stage. This resulted in four sets of data, the inactive bovine
rhodopsin membrane dark state (BRMDark) and bovine rhodopsin non-membrane
dark state (BRDark). Followed by after 1 min illumination with a white LED, the
active bovine rhodopsin membrane light state (BRMLight) and bovine rhodopsin
non-membrane light state (BRLight).

Figure 5.4 shows, the peak terahertz electric field response of BRMDark,
BRMLight, BRDark and BRLight samples. The total amplitude of the THz electric
field appears to be unaffected by the protein’s activation state or its membrane
environment. The phase of the THz pulse, however, varies between each of the
samples. For the membrane and non-membrane solutions BRMDark-BRDark and
BRMLight-BRLight respective samples, the phase change appears as a +0.1 ps time
shift. This is not unexpected as the membranes in the bovine rhodopsin solution will
displace some of the water, which has a high refractive index in the THz region that
will affect the phase of the THz pulse [15].
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Fig. 5.4 THz-TDS of bovine rhodopsin: key differences between the samples THz pulses can be
seen at the 4.7 ps peak. Error bars show the standard deviation between data averages. Inset The
entire THz pulse recorded for each sample
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Upon protein activation, a phase change is also observed between the inactive
dark state and active light state. For membrane and non-membrane solutions, this
phase change from dark to light state is +0.63 and +0.6 ps respectively. As the
chemical composition of the sample from dark to light is unchanged, this suggests
the rhodopsin protein has undergone a conformational change. The more pro-
nounced phase change in the membrane solution may indicate the membrane has a
non-trivial influence on the conformational change of the protein.

From the THz electric field response, a fast Fourier transform algorithm is used
to generate the THz transmission frequency spectrum of the sample. Background
correction is applied to the sample spectrum by division by the reference trans-
mission spectrum. In this instance, the reference spectrum is the ATR prism with no
sample. The result of this calculation is shown in Fig. 5.5.

There are three key features of the rhodopsin absorption spectrum that can be
observed in these results. First it appears rhodopsin in both aqueous and membrane
systems absorb more radiation at lower THz frequencies. The low frequency modes
of the protein are expected to significantly contribute the absorptions in this region
at these frequencies. Secondly, the rhodopsin in membrane absorbs less THz
radiation than the rhodopsin in aqueous solution. The membranes displacement of
highly absorbing waters may account for the decrease in THz absorption between
the rhodopsin samples, as previous reports have shown membranes absorb signif-
icantly less THz radiation than water [39]. Although the membranes do not sig-
nificantly absorb THz radiation, they are likely to affect the THz absorbing low
frequency dynamics of the protein through steric or electrostatic interaction due to
their close proximity. The potential of this interaction is further investigate in the
difference spectrum below. The third feature is the light activated state is observed
to absorb more THz radiation than the dark inactive state for both aqueous and
membrane solutions. This indicates the unlocking of low frequency modes upon
protein activation, with the increased low frequency modes absorbing more THz
radiation.
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Fig. 5.5 THz frequency spectrum of bovine rhodopsin: the results have been corrected for
spectrometer absorptions and the standard error is calculated from the average of four sample scans
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Fig. 5.6 Difference absorbance of rhodopsin in aqueous and membrane solutions

To help elucidate the THz characteristics of the activation states of rhodopsin,
the difference spectrum between BRMDark-BRMLight and BRDark-BRLight is
calculated. This effectively removes the THz characteristics of the water and
membrane molecules, leaving the contributions of the low frequency modes from
the protein inactive-active conformational change. The results of the difference
spectrum are shown in Fig. 5.6.

There appears to be significant differences between the inactive state and active
state between 0.2 and 1.4 THz for both membrane and non-membrane systems.
This difference is more pronounced in the membrane solution with an average
difference of 0.005 (Arb.Units) higher than the rhodopsin in aqueous solution. The
membrane appears to have a significant effect on the low frequency dynamics of
rhodopsin, making a more defined response between the two activation states. This
suggests the membrane may stabilise the low frequency dynamics between inactive
and active thodopsin, where the non-membrane protein low frequency modes are
less restricted. After 1.4 THz, the difference spectrum remains at approximately
zero (Arb. Units), indicating the majority of the activation low frequency modes lie
between 0 and 1.4 THz.

For the purpose of molecular dynamic simulations, there are effectively four
samples in the rthodopsin THz-TDS experiments, inactive and active rhodopsin both
in- and not-in membrane solution. Inactive rhodopsin was provided by the protein
data bank (PDB) file 1U19 [40], where the retinal remains chemically bound to the
protein. Active rthodopsin was modelled by the PDB file 2 x 72 [41], which has
been crystallised after the dissociation of the retinal ligand. Topologies for the
protein was generated using GROMACS. A pre-equilibrated 1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphocholine (POPC) membrane lipid bilayer, by Andreas Kukol,
was used to imbed the membrane proteins [42].

To generate the non-membrane samples, each of the inactive and active state
proteins was solvated with SPC water with a 20 A buffer away from the protein
surface. The membranes systems were made by superimposing the membrane onto
the protein in VMD, which is then followed by a 20 A SPC buffer solvation.
GROMACS is then used to “grow” the protein in the membrane removing any
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steric clashes [43]. This results in four model systems; inactive no-membrane,
inactive membrane, active no-membrane and active membrane. Each system is then
minimised to 1 kJ mol™", followed by 200 ps of NVT ensemble and 1 ns of NPT
ensemble. Standard Berendsen temperature and pressure coupling were used to
maintain the system at 1 ATM and 300 K, with periodic boundary conditions.

The normal mode analysis for each model rhodopsin system was calculated
using an anisotropic network model (ANM). The calculation was performed on all
backbone carbons excluding the initial 33 residues and all residues up to residue
334. These excluded residues are the C and N terminus of the protein, which are
loose chains that may mask the low frequencies of the protein. The first six modes
of the calculation are trivial, representing the rotational movement of the protein, so
are also ignored.

The results of this calculation, for the first three non-trivial modes, are shown in
Fig. 5.7, as the mean square fluctuation of each residue. From Fig. 5.7, there can be
seen significant differences between each active state, typically by a change in peak
amplitudes at residues 100, 240 and 370 in non-membrane and residues 145 and
240 in membrane solution. The residues that form these peaks are prominently
found in the loop regions of the protein, so a relatively high mobility is expected. In
membrane there are significantly fewer peaks in the square fluctuation across the
protein’s residues, suggesting the membrane is suppressing some of the mean
square fluctuations. A change is also observed in the frequency of the normal modes
between each of the active states. In non-membrane solution the frequency appears
to undergo a red shift, for the first and third modes, when the protein is activated. In
membrane, only a small red shift is observed for the first mode and large blue shifts
for the second and third mode.

Figure 5.7c, d shows in more detail the square fluctuations of a-helical structure
in the membrane solution, which are highlighted in red. A clear increase in square
fluctuation can be seen in modes 1 and 3, with mode 2 remaining relatively the
same except at loop residue 150. This same distinct increase in a-helical structure
square fluctuations, between activation states, is ill-defined in the non-membrane
systems.

In conclusion, in membrane, there is a greater observed difference spectrum
between the low frequency modes of the inactive and active states compared to the
non-membrane solutions, but membranes themselves have minimal THz absorption
[39]. NMA of the protein shows the membrane suppresses the low frequency modes
in the o-helical and loop structures of the protein. Despite the suppression, the
membrane still allows for an increase in the low frequency modes upon protein
activation.

Without membrane, the low frequency modes of the a-helices and loops appear
less defined, combined with significantly larger square fluctuations across the
protein for both activation states. Suggesting the membranes may act as a stabilising
agent, helping the protein maintain the inactive and active conformation.

It seems likely that the protein has evolved to predominantly exist in either
inactive or active state when in its natural membrane environment. Taken out of this
environment has allowed the protein to sample more conformational states, shown
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Fig. 5.7 a Mean square
fluctuation as a function of
residue number for the
non-membrane inactive
bovine rhodopsin (1U19).

b Mean square fluctuation as
a function of residue number
for the non-membrane active
bovine rhodopsin (2 x 72).

¢ Mean square fluctuation as a
function of residue number
for the membrane inactive
bovine rhodopsin (2 x 72).
d Mean square fluctuation as
a function of residue number
for the membrane active
bovine rhodopsin (2 x 72)
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by the increased NMA square fluctuations in the non-membrane solutions. Despite
being able to sample more conformations, many of these may be inactive or par-
tially active. The membrane, however, stabilises the inactive state and may force the
protein towards a full activation by restricting these square fluctuations in the
protein. The increased difference, seen in the THz difference spectrum, between the
membrane activation states may then be explained by the membrane interaction
with the low frequency modes.

In the discussion above, the changes in the THz spectrum of the protein were
linked to the low frequency dynamics of the protein’s a-helical structure. Also the
water and hydrogen bonding plays an active role in the function and structure of
rhodopsin. Other reports have shown that the dynamics of the hydrogen bonding
are directly influenced by the solute and the low frequency dynamics of biomole-
cules can be coupled to the solvating water [40, 42]. This suggests the change in the
THz between activation states may be partly influenced by the waters coupled to the
low frequency dynamics of the protein.

GLU122 and surrounding residues have been identified as key residues on
forming protein activation dependent hydrogen bonds [36]. To assess the hydrogen
bonds around this residue in the model systems, HBAC analysis and the total
number of the hydrogen bonds are calculated 1 nm around GLU122. The HBAC is
shown to be higher in the inactive form than the active form, indicating sterically
hindered bonds prior to protein activation. This is in agreement with the observed
weakening of the hydrogen bonds during activation of the protein [36].

Normally an increased restriction and density of hydrogen bonds would indicate
stronger THz absorbing properties of the system, which has been observed in the
previous section on polar liquids. Ignoring the low frequency mode contributions,
this would suggest the inactive state around GLU122 absorbs more THz radiation
than the active state of the protein. But the THz absorption spectrum of the acti-
vation states reveals the reverse is true. This indicates the low frequency dynamics
of the protein are then the most significant contributor to the THz characteristics of
the system. The low frequency modes, however, may actively contribute to the
weakening of the hydrogen bond network, allowing the ligand to fully dissociate
from the system.

Future molecular dynamics simulations may reveal if the low frequency
dynamics are directly coupled to the weakening of the hydrogen bonds at the ligand
binding site. Further THz-TDS experiments may also explore the intermediary
states of rhodopsin activation, where the research in this chapter is solely focused
on the inactive and active states of rhodopsin. Of particular interest is the change
from the Meta I state to the Meta II state, where the TM6 helix shifts releasing
activation energy. The sensitivity of the ATR THz-TDS should be able to detect the
TMG6 shift as an unlocking of low frequency modes. It may then be possible to link
the shift as a critical step to protein activation, by measuring its contribution to the
active state low frequency modes.
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5.5 Conclusions

THz TD spectroscopy has been demonstrated as tool to study biomolecules in an
aqueous environment. The use of an attenuated total reflection sample cell enables
rapid sample change, avoids the need for standardized volume cells, and does not
require the spectrometer to be repeatedly nitrogen purged when changing samples.
We have show through the experimental results and the simulations that water plays
a very important role in the overall dynamics of biomolecules. This work and the
work of others has provided some initial steps towards a long term goal of applying
biomelecular engineering to the rapid design of drugs, an aim that would provide
significant benefit to world health.

References

. P.J. Hajduk, J. Geer, Nat. Rev. Drug Discov. 6(3), 211 (2007)

. M. Congreve, J.M. Dias, F.H. Marshall, Prog. Med. Chem. 53, 1 (2014)

. H. Ge, Y. Jiang, F. Lian, Y. Zhang, S. Xia, Sensors 15(6), 12560 (2015)

. F. Gao, W. Tress, J. Wang, O. Inganas, Phys. Rev. Lett. 114(12), 128701 (2015)

. J. Xu, W. Plaxco, S.J. Allen, Protein Sci. 15, 1175 (2006)

. Nimbus Theraputics, Our technologies, nimbustx.com. http://nimbustx.com/our-approach/our-

technologies. Accessed 15 July 2015

. P. Thoma, V. Judin, Optik & Photonik 8, 58 (2013)

. D. Crompton, A.J. Vickers, in 13th Biennial Baltic Semiconductor Conference, vol. 13 (2012)

9. D. Crompton A.J. Vickers, in Computer Science and Electronic Engineering Conference, vol.
47 (2012)

10. H. Naito, Y. Ogawa, K. Shiraga, N. Kondo, I. Osaka, A. Kubota, in International Symposium
on Systems Integration (SII), vol. 192 (2011)

11. D.H. Choi, H. Son, S. Jung, J. Park, W.Y. Park, O.S. Kwon, G.S. Park, in Infrared. Millimeter,
and THz Waves, 1 (2012)

12. W.L. Jorgensen, in Encyclopedia of Computational Chemistry (2002)

13. W.L. Jorgensen, D.S. Maxwell, J. Tirado-Rives, J. Am. Chem. Soc. 118, 11225 (1996)

14. M. Frisch, G. Trucks, H.B. Schlegel, G. Scuseria, M. Robb, J. Cheeseman, G. Scalmani, V.
Barone, B. Mennucci, G. Petersson, Inc., Wallingford, CT, 270, 271 (2009)

15. M. Heyden, Fakultat fur Chemie und Biochemie (Ruhr-Universitat Bochum, Bochum, 2010)

16. D. van der Spoel, E. Lindahl, B. Hess, A. Van Buuren, E. Apol, P. Meulenhoft, D. Tieleman,
A. Sijbers, K. Feenstra, R. van Drunen, Gromacs User manual version 3.3 (2008)

17. S. Goryainov, Physica B 407, 4233 (2012)

18. T.Q. Luong, P.K. Verma, R.K. Mitra, M. Havenith, Biophys. J. 101, 925 (2011)

19. K. Palczewski, T. Kumasaka, T. Hori, C.A. Behnke, H. Motoshima, B.A. Fox, L.L. Trong, D.
C. Teller, T. Okada, R.E. Stenkamp, Science Signaling 289, 739 (2000)

20. D.M. Rosenbaum, S.G. Rasmussen, B.K. Kobilka, Nature 459, 356 (2009)

21. J.P. Overington, B. Al-Lazikani, A.L. Hopkins, Nat. Rev. Drug Discovery 5, 993 (2006)

22. Y. Arinaminpathy, E. Khurana, D.M. Engelman, M.B. Gerstein, Drug Discovery Today 14,
1130 (2009)

23. B. Bosier, E. Hermans, Trends Pharmacol. Sci. 28, 438 (2007)

24. K.C. Chou, Biophys. J. 48, 289 (1985)

25. K.C. Chou, Biophys. Chem. 30, 3 (1988)

[N I OV SR

[c BN


http://nimbustx.com/our-approach/our-technologies
http://nimbustx.com/our-approach/our-technologies

148 A.J. Vickers and D. Crompton

26. R. Balu, H. Zhang, E. Zukowski, J.-Y. Chen, A. Markelz, S. Gregurick, Biophys. J. 94, 3217
(2008)

27. K. Yamamoto, K. Tominaga, H. Sasakawa, A. Tamura, H. Murakami, H. Ohtake, N.
Sarukura, Biophys. J. 89, L22 (2005)

28. M.X. Ruiz-Gonzalez, I. Marin, J. Mol. Evol. 58, 348 (2004)

29. Y. Shichida, Philos. Trans. R. Soc. B: Biol. Sci. 364, 2881 (2009)

30. J. Buczylko, J.C. Saari, R.K. Crouch, K. Palczewski, J. Biol. Chem. 271, 20621 (1996)

31. G.B. Cohen, D.D. Oprian, P.R. Robinson, Biochemistry 31, 12592 (1992)

32. R.S. Liu, G.S. Hammond, Photochem. Photobiol. Sci. 2, 835 (2003)

33. J.-P. Vilardaga, M. Biinemann, C. Krasel, M. Castro, M.J. Lohse, Nat. Biotechnol. 21, 807
(2003)

34. R. Nygaard, T.M. Frimurer, B. Holst, M.M. Rosenkilde, T.W. Schwartz, Trends Pharmacol.
Sci. 30, 249 (2009)

35. T. Okada, Y. Fujiyoshi, M. Silow, J. Navarro, E.M. Landau, Y. Shichida, Proc. Natl. Acad.
Sci. 99, 5982 (2002)

36. H.-W. Choe, Y.J. Kim, J.H. Park, T. Morizumi, E.F. Pai, N. Kraufl, K.P. Hofmann,
P. Scheerer, O.P. Ernst, Nature 471, 651 (2011)

37. P.T. Ho, J.M. Moran, K.Y. Lo, Astrophys. J. Lett. 616, L1 (2004)

38. A. Vickers, R. Dudley, P. Reeves, C. Reynolds, S. Gadde, T. Nithyanand, Y. Ma, in Infrared
and Millimeter Waves, vol. 395 (2007)

39. K. Tielrooij, D. Paparo, L. Piatkowski, H. Bakker, M. Bonn, Biophys. J. 97, 2484 (2009)

40. F. Despa, A. Fernandez, R.S. Berry, Phys. Rev. Lett. 93, 228104 (2004)

41. J. Standfuss, P.C. Edwards, A. D’Antona, M. Fransen, G. Xie, D.D. Oprian, G.F. Schertler,
Nature 471, 656 (2011)

42. P. Fenimore, H. Frauenfelder, B. McMahon, F. Parak, Proc. Natl. Acad. Sci. 99, 16047 (2002)

43. M.G. Wolf, M. Hoefling, C. Aponte-Santamaria, H. Grubmiiller, G. Groenhof, J. Comput.
Chem. 31, 2169 (2010)



Chapter 6
Recent Progress in XAFS Study
for Semiconducting Thin Films

Takafumi Miyanaga and Takashi Azuhata

Abstract X-ray absorption fine structure (XAFS) is a powerful structural analysis
tool for studying the local structure in thin films. In the recent developments of this
technology, high-brightness light emitting diodes and laser diodes are applied to
semiconducting InGaN nanolayers. In this chapter, we provide a brief review on
basic theory and measurements of XAFS, and then present some recent results of
XAFS application to c-plane (0001) InGaN, m-plane (1100) InGaN, m-plane
AlGaN, and c-plane MgZnO to reveal the atomic distribution and the interatomic
distances in the films.

6.1 Introduction

X-ray absorption fine structure (XAFS) is a well-established structural analysis
technique used for the characterization of materials in a variety of forms [1-3]. In
particular, XAFS is a powerful tool in investigating local structures of thin layers
composed of two or more elements. The -characteristics of XAFS are
element-specificity and electron-shell-specificity, which make XAFS a useful probe
complementary to other techniques, to obtain structural information and electronic
structure. XAFS is considered to be established in the 1970s with pioneering work
by Lytle, Sayers, and Stern [4] after struggling for many years [5]. XAFS has
progressed tremendously in the development of experimental techniques and the-
oretical understanding. Modern synchrotron light sources have played an important
role and have provided a large variety of new applications, such as structural
characterization of nanostructures and time-resolved studies for dynamic processes.
Due to the progress in theoretical understanding, more exact XAFS functions can
be calculated with computer code. XAFS is presently used over many fields;
physics, chemistry, material sciences, geology, biology, and environmental science.
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Semiconductors are basic materials used in a variety of electronic and photonic
devices and are indispensable in today’s society. Presently, a new world of semi-
conductor nanomaterials is being extensively explored. Semiconducting materials
also play an important role in sustainable energy supply, which is one of the great
global challenges for the 21st century to reduce greenhouse gases such as CO,, and
to provide clean energy especially after the Fukushima nuclear accident. By directly
converting sunlight to electricity, photovoltaic devices such as solar cells can
provide a versatile and renewable energy source.

The most effective utilization of these semiconductor materials needs knowledge
of their structural properties which connect with electrical, optical, and magnetic
properties and so can enhance device performance. XAFS has provided unique and
valuable structural and electronic information in a large number of semiconductor
systems.

GaN is one of the direct wide band gap semiconductors and has potential for
high-power devices and radio-frequency applications. Due to the direct band gap it
is also attractive for high performance light emitting devices, such as light emitting
diodes (LEDs) and laser diodes (LDs). The first high efficient blue LED was
realized using GaN and its mixtures with AIN and InN. The advantage of shorter
wavelength in optical storage devices is to provide higher storage density. And the
combination of the devices that emit red, green, and blue light is utilized in panel
displays and white-light emission. In 2014, the Nobel Prize in physics was awarded
in this field. On the other hand, ZnO-based semiconductors are also of current
research interest due to the direct wide gap and piezo- and pyroelectric properties as
materials competitive to GaN-based ones.

Such devices consist of single-quantum-well (SQW) or multi-quantum-well
(MQW) structures to control electronic and, consequently, optical properties. The
electronic structures in SQWs and MQWs are different substantially from those of
bulk materials, because electrons are confined in one space direction. In quantum
wells (QWs), the electron-hole recombination rate is improved and the lumines-
cence efficiency is enhanced. Naturally, the structure and atomic distribution in
QWs is different from bulk, so it is important to study them by XAFS. The latter
can be considered a hybrid technique because the information for both local
structure and electronic structure is included, which makes XAFS a unique ana-
lytical technique to study semiconducting thin films.

6.2 XAFS Spectroscopy: Basic Theory and Measurements
6.2.1 Basic Theory of XAFS

XAFS is the fine structure on X-ray absorption coefficient spectra around an
absorption edge of a particular element. When monochromatic X-rays are irradiated
on a sample, the intensity of the transmitted X-ray, I, depends on the photon energy
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sample

d
incident X ray, lp — transmitted X ray,

l

fluorescence X ray, ks

Fig. 6.1 Schematic representation of transmission and fluorescence mode

E and sample thickness d (Fig. 6.1). According to the Beer-Lambert law, I is
expressed as

I, = e MM, (6.1)

Here, I is the intensity of the incident X-ray and u(E) is the energy-dependent
X-ray absorption coefficient. Since u(E) ~ a Z'/m E’ where a, Z, and m are
respectively the density of the sample, atomic number, and electron mass, the
magnitude of u(E) monotonically decreases as the photon energy is increased.
However, if the photon energy reaches the binding energy of core electrons, the
energy of a photon is consumed to excite a core electron and the photon is anni-
hilated to create a photoelectron and a core hole. As the result, a new absorption
channel is opened and u(E) shows steep increase around the absorption edge. The
core hole recombines with an electron at the higher energy state with X-ray
fluorescence or the creation of an Auger electron.

According to the quantum mechanical perturbation theory, transition rate is
proportional to the square of the corresponding matrix element M [6]. Thus, u(E) is

poc| M= | {F1H i) P= [(fo + Sf [Hili) 22 | (ol H i) | + 2Re(fol Hy[i) " (9f | Hi i),
(6.2)

where |i) and |f) are the initial and final states, respectively, and Hj is the inter-
action Hamiltonian between the X-ray photon and the electron. In the case of
K-edge absorption, |i) is the 1s electron state. |fy) is the final state for a hypothetical
isolated atom. |fo + Jf) is the final state with interference between outgoing and
incoming electron waves after the electron is backscattered by surrounding atoms,
which contains the essential information on XAFS. In this equation, the second

order term of |df) is neglected. The first term |(fy|H|i)|* on the right side corre-
sponds to uo and XAFS function y(k) is

x(k) = (1 — wo)/ o< (Sf|Hili), (6.3)
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where k is the photoelectron wavenumber converted from FE using
k= 1\/2m(E — Eo) /1"

For higher energy region of about 60-1000 eV from the absorption edge, the
expression can be simplified by some approximations: Muffin-tin approximation for
the atomic potential, one-electron approximation in the absorption process, dipole
approximation for the photon-electron interaction, plane-wave approximation for
the photoelectron, and single scattering approximation. The fine structure in this
energy region is called Extended XAFS (EXAFS) and the expression can be
simplified as

7(6) = SN 1 ) |28 /20 in (24 +26(K) + 6, (K)), (6.4)

2
7 kr ;

where ;, N, and o; are the interatomic distance, the effective coordination number,
and the root-mean-square relative displacement (or Debye-Waller factor), respec-
tively, for atomic pair j. These parameters can be determined by the non-linear least
square fitting (so-called curve fitting) method by, e.g., XANADU [7] and Athena
and Artemis code [8]. The phase shift ¢;(k), the backscattering amplitude f;(k), and
the electron mean free path A(k) are generally obtained from theoretical calculation,
for example, FEFF code [9].

In principle, the fitting of the theoretical curve to experimental data can be
performed over the entire EXAFS spectrum. More frequently, however, the fit is
carried out only on a filtered portion of the data which corresponds to the first
several coordination shells. Comparison of the theory with experimental data can be
performed in the r-space after Fourier transform or in the k-space after
back-transform. The maximum number of independent parameters that can be
reasonably obtained from one EXAFS spectrum is proposed as the following
equation [3]:

Nind ’\'ZAICAI'/TE7 (65)

where Ak(=kyax — kmin) and Ar(=rpax — Fmin) are intervals in each space of the
spectrum.

For crystalline and oriented samples, the effective coordination number N; is
expressed as

N =3 Z cos? 0;, (6.6)

where 0; is the angle between the direction of ith photoelectron scattering atom from
the X-ray absorbing atom and the polarization direction of the incident X-ray. The
Debye-Waller factor can be separated into a thermal vibration term and statistical
disorder term as
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o’ = 67 + 3. (6.7)

The thermal vibration process (~ 10712 s) is much slower than the X-ray
absorption process (~107'® s) and the effect reduces the amplitude of the XAFS
signal. This process is well understood by the Einstein model within a harmonic
approximation and o7 can be expressed as

n h(DE
" coth( -2 6.8
2n0p <2kBT>’ (68)

where wg is Einstein frequency and u is reduced mass of the atomic pair, respec-
tively. This equation is quite useful for the harmonic or weak anharmonic systems.
For strong anharmonic systems, the cumulant expansion is valuable. The temper-
ature dependent factor in the EXAFS function with relative displacement of A, can
be expressed as the following cumulant expansion [10]:

(58 — exp li (2ik)" o] 69)

|
) n!

The odd terms appear in the phase part and the even terms appear in the
amplitude part of the EXAFS function. The higher order terms include the anhar-
monic contribution in the atomic potential.

On the other hand, the absorption around the absorption edge is mainly attrib-
uted to the transition of core electrons to unoccupied bound states. This feature of
the absorption coefficient spectrum is referred to as X-ray absorption near edge
structure (XANES) or near edge XAFS (NEXAFS). XANES reflects the electronic
structure of the X-ray absorbing atoms and the local structure around them.
Theoretical calculations in this region are quite complicated and interpretation of
the spectrum is still an active research topic.

The intensity of pre-edge peak depends on the symmetry character of the X-ray
absorbing atom. For example, in the K-edge of Ti, V, Cr, Mn, a 1ls — 3d peak is
dipole-forbidden for Oy, symmetry but dipole-allowed for Ty or D4, symmetry. One
can easily check the symmetry by observing the intensity of the pre-edge peak. The
energy position of the threshold of each edge in the absorption spectrum is quite
sensitive to the valence state of the X-ray absorbing atom and approximately lin-
early depends on it. This characteristic is very useful to the mixed valence state and
one can follow the change of the valence in battery materials being charged or
discharged by in situ XAFS measurements.
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6.2.2 Measurements of XAFS

Photon source: Most X-ray absorption spectra are measured using synchrotron
radiation sources because an X-ray beam with high intensity and a continuous
energy spectrum is required. Electrons are forced to go around a storage ring with
the aid of a series of bending magnets and emit polarized pulsed X-rays of high
intensity and a continuous energy spectrum over a wide energy range. In addition to
bending magnets, insertion devices such as a wiggler or undulator are also installed
in modern synchrotron facilities. To collimate and focus the X-ray beam mirrors are
used, followed by slits to adjust the beam size. To select the required X-ray energy,
a double-crystal monochromator is utilized based on the Bragg diffraction condition

ni = 2d sind, (6.10)

where n, 4, d, and 6 are an integer, the X-ray wavelength, the lattice spacing of the
diffracting crystal, and the angle between the beam and the diffracting crystal,
respectively. X-rays of higher harmonics (n > 2) included in the incident beam can
be removed by another mirror. The X-ray absorption coefficient can be determined
from the relative intensities of the incident and transmitted X-ray beams, X-ray
fluorescence, or Auger electrons (corresponding to transmission mode), fluores-
cence mode, and electron yield mode, respectively.

Transmission mode: Intensity of incident and transmitted X-ray beams is mea-
sured using ionization chambers filled with inert gas and the absorption coefficient u
can be obtained from (6.1). For transmission measurements, appropriately con-
centrated samples are needed. Furthermore, the samples are required to be highly
homogeneous and to have constant thickness without pinholes. Thus, if necessary,
samples should be prepared by crushing an appropriate amount of materials and
mixing it with a suitable binder such as BN, polyethylene, or cellulose which are
transparent to X-rays.

Fluorescence mode: Intensity of the characteristic fluorescent X-ray is usually
measured using a simple ionization chamber (Lytle detector) or energy-dispersive
detectors such as a silicon drift detector and a germanium solid state detector. The
intensity of X-ray fluorescence (I in Fig. 6.1) is represented as

_ lop(E)ey(2/4n)

ar(B) () L Pl By (ESA) (6D

where ur(E) is the total absorption coefficient of the sample for incident X-ray,
Ur (Ef) is the absorption coefficient for the fluorescent X-ray, p,(E) is the
absorption coefficient for the element i of interest (essence of XAFS signal), Q is
the solid angle of the detector, ¢ is fluorescence efficiency, and d is the sample
thickness. It should be noted that the self-absorption effect must be taken into
account for thick or concentrated samples. The intensity of the fluorescence line
normalized by that of incident X-rays (//ly) is proportional to p;(E) under the
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conditions: dilute sample as ca. 0.01 mol dm™" or thin layer under ca. 100 nm. For
multi-element samples, the characteristic X-ray must be separated from other X-ray
such as lines due to elastic scattering and Compton scattering and other fluores-
cence lines. Si and Ge detectors are capable of extracting the intensity of the
fluorescence X-ray of interest. To improve S/N ratio of the signal, a multi-element
detector is necessary. Fluorescence mode has a great advantage for highly dilute
samples such as thin films deposited on thick substrates.

Electron yield mode: In this mode, the amount of electrons emitted from the
sample surface by X-ray irradiation, such as photoelectrons, secondary electrons,
and Auger electrons, is measured. Relatively short mean free path of the electrons
makes this technique surface sensitive (5—10 nm from the surface) and free from the
self-absorption effect. This mode is useful for XAFS in the low energy (soft X-ray)
region.

Another unique method is XEOL (X-ray Excited Optical Luminescence), in
which the intensity of photoluminescence emitted from the sample provides the
XAFS function. This method is capable of distinguishing the electronic structure or
the local structure around particular chemical species from other species by the
difference in their photon energies (see Chap. 11 in [2]).

6.3 Application to Semiconducting Thin Films
6.3.1 c-Plane InGaN SQWs

In,Ga;_,.N is a key material in high-brightness blue and green LEDs and
purplish-blue LDs [11]. Although such devices have very high densities of
threading dislocations, they show high quantum efficiency in contrast to conven-
tional III-V and II-VI semiconductor-based devices [12]. The fluctuation of In
atom concentration in InGaN active layers has been proposed as its origin [13]. In
this model, injected carriers are localized into fluctuation-induced potential minima
and can efficiently contribute to radiative recombination before capture by
dislocation-activated non-radiative recombination centers, which is considered to
lead to the high quantum efficiency. Therefore, in order to make the emission
mechanism clear in InGaN-based light-emitting devices, it is important to clarify
the local structure around In atoms in active layers. In this section, we present the
results of EXAFS measurements of In K edge for high quality c-plane (0001)
In,Ga;_,N (x = 0.145, 0.20, 0.275) SQW LED wafers by fluorescence detection
using a linearly polarized intense synchrotron X-ray beam and a high performance
detector. Polarization direction of X-ray electric field was set to be both horizontal
and vertical to SQWs. The anisotropy of the local structure around In atoms is
discussed [14].

The samples used in this study are In,Ga;_,N (x = 0.145, 0.20, 0.275) SQWs of
3 nm thickness, which were grown by metal organic chemical vapor deposition
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(MOCVD) on sapphire (0001) substrates. Each sample consists of a GaN buffer
layer, an n-GaN:Si barrier layer (4000 nm), an In,Ga;—.N SQW (3 nm), a p-
Aly,Gag gN:Mg barrier layer (100 nm), and a p-GaN layer (500 nm). The values of
x were determined using the relation between photoluminescence (PL) emission
energy and x for 3 nm thick In,Ga;_,N QWs, the uncertainty of which is estimated
to be +0.025 [15].

Figure 6.2 shows In K-edge X-ray absorption spectra of the Ing,0Gag goN SQW
for (a) horizontal (electric field of the X-ray, E, is perpendicular to the c-axis of the
sample) and (b) vertical direction. The spectra were collected on BL10XU,
BLO1BI1, and BLO7B1 at SPring-8, Japan.

The background was subtracted and EXAFS oscillating function y(k) was
extracted as shown in Fig. 6.3a. In general, y(k) is multiplied by k or &, k in this
case. X-ray photon energy was converted into wavenumber of photoelectron as
discussed previously. Figure 6.3b shows radial distribution functions obtained by
Fourier transform of the ky(k) functions. The peaks around 1.6 A and 2.8 A cor-
respond to In-N and In-In/In-Ga atomic pairs, respectively. After the EXAFS

(a) (b) f
07t 0.08 |
0.6} 007}
S 05F = 006
04l 0.0
r Horizontal Vertical
03 1 0.04 |
1 1 1
276 278 28 282 284 286 276 278 23 282 284 286
E/keV E/keV

Fig. 6.2 In K-edge X-ray absorption spectra of the Ing,0GaggoN SQW for a horizontal (E is
perpendicular to the c-axis) and b vertical direction [14]
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Fig. 6.3 a EXAFS ky(k) functions and b their Fourier transforms for the Ing,0GaggoN SQW [14]
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functions are fitted to the theoretical curves as (6.4), the structure parameters are
obtained.

As the results, it was found that both ry,_g, and ry,_y, for six out-of-plane atoms
are larger than those for six in-plane atoms, suggesting that the InGaN SQWs are
biaxially compressed in the ab plane by the effect of adjacent layers. Because ry,_n
is almost constant for both directions, the angle of In-N—Ga/In in the horizontal
direction is found to be smaller than that in the vertical direction. It should be noted
that the values of ry,_p, in our particular samples are almost independent of x and
close to that of metallic indium 3.2-3.3 A which is predicted in zinc-blende InGaN
and is also expected in wurtzite InGaN to cause strong coupling of valence states by
Kent and Zunger [16].

The local InN molar fraction around In atoms, y, can be expressed using effective
coordination numbers as

Y= Nl*nfln/(anfln_‘_ l*nfGa)' (612)

This is essentially different from the average InN molar fraction x obtained from
PL emission energy [15], since EXAFS is sensitive only to the local structure
around specific atoms, In in this case. It should be noted that the value of the
denominator is 9.0 (12.0) for in-plane (out-of-plane) molar fraction.

In Fig. 6.4, the values of y/x are plotted as a function of x for the three In,Ga;—,N
SQW samples. The In local structure can be classified into three categories: (1) If
y = x, In atoms are randomly distributed; (2) if y < x, In atoms are isolated and
superlattice structures exist; (3) if y > x, In atoms are aggregated with each other and
separated from Ga atoms. As can be seen in Fig. 6.4, it is found that the In atom
distribution is statistically random in the horizontal direction in all the samples.
Note that the accidental aggregation of In atoms is possible even in statistically
random alloys which are not necessarily homogeneous. On the other hand, In atoms
in the vertical direction for x = 0.20 are found to be aggregated with each other and
are located at the top and bottom, that is, In atoms tend to be just above and/or just
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Fig. 6.4 The plot of y/x with x for the three InGaN SQWSs. The schematic model for In atom
distribution is also shown (see text)
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below In atoms. Although higher experimental accuracy is necessary to make a
decision, such vertical aggregation is likely to exist also in the Ing 145Gag gssIN SQW
because the plot is above the solid line corresponding to y = x. For x = 0.275, y in
the vertical direction is almost equal to x, indicating random distribution. The
average InN molar fractions x = 0.145, 0.20, and 0.275 correspond to blue, green,
and amber LEDs, respectively. According to the emission energy dependence of the
external quantum efficiency for InGaN LEDs by Mukai et al. [17], InGaN-based
blue to green LEDs show higher external quantum efficiency. Thus, the present
EXAFS results suggest that the aggregation of In atoms in the vertical direction in
active layers correlates with the higher quantum efficiency of blue to green InGaN
LEDs.

6.3.2 c-Plane InGaN MQW

The local structure around In atoms in the In,Ga;_ N (x = 0.145, 0.20, 0.275)
SQW LED wafers were discussed in the previous section: In atoms are aggregated
and located at the top and bottom in the vertical direction of the SQW planes. The
In-In in-plane distance is smaller than the out-of-plane distance. This means that
the SQWs of InGaN are biaxially compressed in the ab plane by the effect of
adjacent layers.

On the other hand, MQWs are used in LDs to improve device performance such
as threshold current density and optical gain. In this section, we discuss the local
structure around In atoms in a c-plane In,Ga;— N MQW, where the sample surface
is set to be horizontal and vertical to the X-ray polarization electric vector [18]. The
results are discussed and compared with those for the previous Iny,GagsN SQW
study [14].

The sample was an MQW structure of 10 periods of Iny,GaggN (2.5 nm) and
Ing sGagosN (7.5 nm), grown by MOCVD on a sapphire (0001) substrate [19].
X-ray absorption measurements were carried out at BLIOXU of SPring-8.

Figure 6.5 shows (a) the In K-edge EXAFS ky(k) functions and (b) Fourier
transforms of the In,Ga;_,N MQW for horizontal (solid line) and vertical (dashed
line) polarization directions. The spectral difference between these two directions is
relatively small. The EXAFS amplitude for the MQW is larger than that for the
SQW. The range for the Fourier transform is 2.7-13.3 A™". The 1st peak at 1.5 A in
Fig. 6.5b corresponds to the In-N atomic pair, while the 2nd peak at 2.8 A cor-
responds to the In—In and In—Ga atomic pairs. The Debye-Waller factors for the In—
In (around 0.04 A) and In-Ga (around 0.06 A) atomic pairs in the MQW are smaller
than those in the SQW (0.08 A and 0.07 A, respectively) [14]. In particular, the
difference for the In—In pairs is prominent. This result corresponds to the difference
in the intensities of the 2nd peaks in Fig. 6.5b.

In the case of the SQW, the In-In proportion (or coordination number, N) is
higher for the vertical direction (N = 4.0) than for horizontal direction (N = 2.1).
This indicates that the In atom is aggregated in the vertical direction [2]. On the
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Fig. 6.5 a In K-edge ky(k) and b Fourier transform of the In,Ga;_,N MQW (x,, = 0.088) for
horizontal (solid line) and vertical (dashed line) directions [18]

other hand, in the present InGaN MQW, N for In-In is the same for the horizontal
and vertical direction (N = 1.2). This result indicates that the nearest-neighbor In
atom is isotropically distributed around the absorber In atoms in the InGaN MQW.
The average In concentration is 0.088 in this InGaN MQW. Therefore, N is
expected to be 1.1 if In atoms are randomly distributed and the value of N (=1.2) is
quite close to this value. The interatomic distances (In-In 3.29 A and In-Ga 3.27 A)
in the vertical direction is longer than that in the horizontal direction (In—In 3.23 A
and In-Ga 3.21 A) for the SQW, where the InGaN layer is biaxially compressed in
the ab plane by the effect of the adjacent layers. On the other hand, those in both
directions are the same for the InGaN MQW (In-In 3.25 A and In-Ga 3.24 A).
Judging from these results, it is concluded that the strain in the In,Ga;_,N MQW is
reduced compared to that in the SQW [14].

6.3.3 m-Plane InGaN Thin Film

As discussed in the previous section, in the c-plane In,Ga;— N QWs, the localized
exciton emission exhibits high internal quantum efficiency despite the presence of
high-density threading dislocations. The internal quantum efficiency, however,
decreases abruptly for the emission wavelength longer than around 520 nm (InN
molar fraction x < 0.2) due to the quantum-confined Stark effects (QCSEs). The
effects are caused by the electrostatic field perpendicular to QWs due to the
spontaneous and piezoelectric polarization [13, 15, 20]. In contrast to polar c-plane
QWs, nonpolar m-plane (1100) and a-plane (1120) QWs can avoid the QCSEs
because the polar c-axis is on the QW plane. Thus, nonpolar InGaN epilayers are
attracting much attention to achieve higher internal quantum efficiency. The
structural study for nonpolar InGaN films is important to reveal the emission
mechanism. However, there is little research in this area presently. Recently,
Chichibu et al. reported m-plane In,Ga;_ N (x < 0.14) thin films grown on
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Fig. 6.6 Atomic structure and crystal axes for the model of the m-plane IngosGago4N. Black
circles represent Ga or In atoms and gray ones N atoms. The atom labelled “X” is the X-ray
absorbing In atom and the numbers of “1”, “2”, and “3” show three types of atomic positions

freestanding m-plane GaN substrates. The films were confirmed to be coherently
grown by an X-ray reciprocal space mapping (XRSM) method [21], but the local
structures around In atoms are still unknown. In this section, we present the results
of In K-edge EXAFS analyses for one of the m-plane InGaN films, an Ing o6Gag 94N
film. The following three configurations were used: the electric field vector of the
incident X-ray is parallel to the c-axis [0001], the m-axis [1100], and the a-axis
[1120]. A step-by-step procedure is introduced here to analyze the EXAFS data for
the three different directions individually [22].

The Ing 0sGag.o4N film was deposited by MOVPE on a 1.5-pm-thick GaN buffer
layer on a 325-um-thick GaN substrate prepared by a halide vapor phase exitaxy
method [23]. X-ray absorption measurements were made at a beam line of NW10A
of Photon Factory Advanced Ring, KEK. XAFS data were collected with a
double-crystal monochromator of Si (311) crystals. Indium K,-fluorescence emis-
sion was measured using a 19-element Ge solid-state detector.

Figure 6.6 shows the atomic structure and the crystal axes of the wurtzite
structure. The numbers of “1”, “2”, and “3” show three types of atomic positions.

For the analyses of the local structure for the second nearest neighbor (2NN) In—
Ga and In—In, the following step-by-step procedure was used. Firstly, the E [ ¢ data
were analyzed (E is the electric vector of the X-ray). In this configuration, only the
type “1” atoms are detected by XAFS. Their effective coordination number N was
set to be 12. The type ‘“2” and “3” atoms are not detected because the plane
including these types of atoms and the X-ray absorbing In atom (labelled “X” in
Fig. 6.6) is perpendicular to E. Thus, N" for these types of atoms are N> = N3 = 0.
Strictly speaking, these six atoms labelled “1” are not equivalent for the strained m-
plane wurtzite structure. However, it is quite difficult to analyze them separately
because of too many fitting parameters. Thus, XAFS spectra were analyzed by
assuming that the type “1” six Ga/In are equivalent.
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Secondly, the E || m data, to which only the type “1” and “2” atoms contribute,
were analyzed. Although ¢ may depend on the polarization direction of the incident
X-ray, it was assumed to be isotropic in this study. For r, g, and the ratio of N;,Ga/
Np 1, for type “1” atoms, the values determined from the above E || ¢ data fitting
were used. N}kand Nz were fixed to be 3 and 9, respectively. At this step, r, o, and
an_Ga/Nrn_In for type “2” atoms were determined.

Finally, the E || a data were analyzed. In this configuration, all types of atoms
contribute to the XAFS signal. The values of 7, ¢, and an,Ga/Nikn,In for type “1” and
“2” atoms, which were obtained from the above two steps, were used. NTand N;,
and N; were set to be 3, 3, and 6, respectively.

We describe only preliminary results here. From the coordination numbers, In
atoms were shown to be localized in all directions. The In-Ga distance in the
c-direction was found to be longer than that in strain-free virtual crystals in spite of
the compressive strain along the a- and c-axes, which can be explained by the
partial strain-cancellation mechanism due to the anisotropic atomic structure on the
m-plane. It was also found that the local strain in coherently grown m-plane InGaN
is more relaxed than that in coherently grown c-plane InGaN.

6.3.4 wm-Plane AlGaN Thin Films

Group III-nitride semiconductors have attracted much attention as materials for blue
and ultraviolet light emitters [24]. The most studied member of this group, wurtzite
GaN, has a direct band gap of 3.42 eV, while pseudo-binary alloys, Al,Ga;_,N,
provide a direct gap up to 6.0 eV. It is attractive that it covers the wide range of
ultraviolet rays. There are several XAFS studies of Ga K-edge for Al,Ga,_ N
(x =0-0.4) [25] and (x = 0-0.6) [26] films, where the interatomic distances and the
coordination numbers of Ga—Al and Ga—Ga pairs are discussed. On the other hand,
quite a few Al K-edge XAFS studies have been reported for AlGaN films. Recently,
it was pointed out that the problem is the reduction in oscillator strength of
electron-hole pairs in quantum wells due to the QCSEs caused by the spontaneous
and piezoelectric polarization discontinuity at c-plane heterointerfaces. To avoid
these effects in AlGaN heterostructures, epitaxial growth in nonpolar orientation
such as m- or a-plane has been attracting attention as shown in the previous section.
However, the local structure and the basic physical properties of nonpolar AlGaN
films are not fully understood.

In this section, the polarized XAFS studies for Al K-edge of m-plane Al,Ga;_,N
thin films are presented. In particular, the interatomic distance of 2NN Al-Al and
Al-Ga atomic pairs and the localization of Al atoms in m-plane Al,Ga,;_,N are
discussed [27].

140-nm-thick m-plane Al,Ga;_,N films (x = 0.32 and 0.58) were grown by the
NH; source molecular beam epitaxy method on m-plane GaN substrates. It is
reported that the Alg3,Gag N film is pseudomorphic but the Al ssGag 40N film is
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a-Alg 3 Gag N c-Aly3Gag N a-Algs3Gag N c-Algs3Gag oN

m-Aly s3Gag 4N

m-Alg 3 Gag N

Fig. 6.7 EXAFS kzx(k) functions for Al K-edge of a the m-plane Alj3,GagegN film and b the
A10_58G3.0'42N film [27]

partially or nearly fully relaxed [28]. Thus, it is important to study the local
structure around Al atoms in the films by EXAFS.

Al K-edge (1560 eV) XAFS was measured on BL11A at Photon Factory, KEK,
in fluorescence mode using a silicon drift detector. To measure the polarization
dependent XAFS, we set the sample in three configurations with the electric field
vector of X-ray parallel to the (1) a-axis [1120], (2) c-axis [0001], and (3) m-axis
[1100].

Figure 6.7 shows EXAFS k*y(k) spectra of Al K-edge for the m-plane
(a) Alg3,GagegN and (b) Alg 53Gag 40N films, where “a-”, “c-”, and “m-" denote
that the polarization direction of the incident X-ray is parallel to the a-, c-, and
m-axes, respectively. The data quality is acceptable.

Figures 6.8a, b show Fourier transforms for Al K-edge of the m-plane
Al 3,GagegN and Alj sgGag 40N films, respectively. The k-range for the Fourier
transforms is 2.1-7.75 A™'. The authors analyzed polarization dependent XAFS
data individually.

Although in general it is not so easy to analyze Al K-edge EXAFS because of the
low energy of the K-edge and the narrow energy range of EXAFS region, the
EXAFS curve fitting analysis was performed. The step-by-step procedure has been
proposed for more precise polarization analysis in the previous section, however
only the simple two-shell fitting are applied for Al-Al and Al-Ga pairs in each
direction for this systems. The structural parameters obtained from the curve-fitting
analysis are listed in Table 6.1.

For both the films, the interatomic distances of Al-Al and Al-Ga for the
a-axis-polarized spectra are about 3.17 + 0.02 A, which is close to Ga-Ga distance
in GaN. On the other hand, those for the m-axis spectra are about 3.10 + 0.02 A,
which is close to Al-Al distance in AIN. It is suggested that local structures along
the a-axis of the films are strongly affected by GaN substrates. This result is similar
to that for m-plane IngosGagosN XAFS, but in that case the 2NN interatomic
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Fig. 6.8 Fourier transforms for Al K-edge of a the m-plane Alj3,GaggegN film and b the
Al 58Gag 42N film [27]

Table 6.1 Structural rAI—A]/A rAl—Ga/A NAI/(NAI + NGa)
parameters for the Al,Ga;_,N
films obtained from EXAFS ~_4Alos2GaoesN | 3.17 3.17 0.63
curve fitting [27] c-Alp 3,Gag 6sN 3.11 3.18 0.67
m—A10_32Ga()>(,gN 3.09 3.10 0.67
a-Aly ssGag 40N 3.17 3.18 0.58
c-Aly 58Gag 40N 3.10 3.11 0.67
m-Alo_SgGa()AzN 3.11 3.12 0.59

distance (In—Ga) is shortened by the effect of GaN substrates. The interatomic
distances of Al-Ga for the c-axis spectra are 3.18 + 0.02 A for Aly3,GaggsN and
3.11 £0.02 A for Aly s3Gag 4,N, respectively. This difference may be caused by the
fact that the Alg3,GagegN film is pseudomorphic but that the Alj 53Gag 4N film is
partially or nearly fully relaxed. Yu et al. [26] studied Ga K-edge XAFS for Al,Ga,
— N (x = 0-0.6) films and reported that the interatomic distance of Ga—Al is almost
constant to be 3.10 A and that of Ga—Ga changes linearly from 3.18 A for GaN to
3.14 A for Al ¢Gag 4N. The present polarization dependent analysis shows that the
interatomic distances of Al-Al and Al-Ga for the m-axis spectra are close to their
Ga-Al distance (3.10 A) and those for the a-axis spectra are close to their Ga—Ga
distance for GaN (3.18 A). The reason of these discrepancies may be that the
present samples were grown on m-plane GaN substrates, while their ones on
c-plane sapphire substrates.

The proportion of the 2NN Al atoms around Al atoms in the films is evaluated as
Na/(Nap + Nga). Those for the Aly3,GagegN and Alg ssGag 4oN films are around
0.63 = 0.05 for each direction, suggesting that Al atoms are almost randomly
distributed in the AlgsgGag4oN film but are localized in the Alg3,GagggN film
within the simple model. Polarization dependence of the localization of Al atoms
was not observed. Yu et al. [26] reported that Ga and Al atoms are randomly
distributed in the concentration range of x = 0-0.6. It is suggested that Al atoms are
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localized in the Alg3,Gag N film. Hazu et al. have studied spatio-time-resolved
cathode luminescence for an m-plane Aly,5Gag7sN film and suggested the
localization of Al atoms [29].

6.3.5 c-Plane MgZnO Thin Film

Mg, Zn;_,O has attracted a lot of attention as a useful semiconducting material,
because the band gap can be controlled by Mg composition [30, 31]. This is
expected to be a new LED and/or LD material in place of InGaN for marketing
reasons. It is known that, after annealing, Mg, Zn,_,O films with x > 0.18
decompose into a rock salt and a wurtzite phase, while the sample with x = 0.12
remains as a single phase of the wurtzite, in which the c-parameter in the wurtzite
phase approximately follows Vegard’s law [32]. In such a mixed crystal semi-
conductor as Mg,Zn,_,0, the local structure around each atom is important for the
study of the light emitting mechanism.The local structure around the low concen-
tration Mg atom is actually more attractive, since the interatomic distance does not
simply correspond to Vegard’s law. In this section, the Zn K-edge and Mg K-edge
XAFS results for c-plane Mg 6Zng 040 film are discussed [33].

The sample of Mg Zngo,O film fabricated on (1120) Al,Os substrate by
Helicon Wave excited Plasma Sputtering Epitaxy (HWPSE) method. For this
technique, the plasma chamber is separated from the sputtering chamber in order to
avoid the re-sputtering and surface damage caused by the high energy sputtering
particles. The thickness of the Mg 06Zng 940 layer is 780 nm on the buffer layer of
AIN and Al,O; substrate. The detailed sample preparation is described elsewhere
[30]. XAFS measurements were performed at BL7C for Zn K-edge and BL11A for
Mg K-edge in Photon Factory (KEK, Tsukuba) [33]. The fluorescence XAFS
spectra were measured using a Lytle detector for Zn K-edge and a silicon drift
detector for Mg K-edge. For the wurtzite anisotropy of this sample, the measure-
ments were performed by polarized XAFS: (1) the electric field of the incident
X-ray is horizontal and (2) the electric field is vertical to the sample plane of the
Mgo.06Z10.940 film.

A. Results of Zn K-edge analyses

First, we describe the analytical procedure of Zn K-edge EXAFS for the
Mg 06210040 film, which is not too thin for the condition that the fluorescence
limit is applicable. Figure 6.9 shows the schematic measurement set up for the
sample direction and X-ray beam. To give accurate XAFS spectra by the fluorescent
method, two conditions are generally required; (1) thick sample and dilute target
element or (2) thin sample and dense target element as shown in the previous
section. In this sample, the condition for the measurement of Zn K-edge corre-
sponds to the latter (2). However, unfortunately, the effective thickness of the
vertical measurement is about 15 pum and out of the condition. Hence the vertical
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Fig. 6.9 The schematic measurement set up for the sample direction and X-ray beam. a The
horizontal direction between the electric field of X-ray and the sample plane, b the vertical
direction between them, and ¢ 45° between them [33]

( a) T T T T T T T T T (b) T T T T T T T T
L horizontal ] 10 | ]
1l / 1 » ¥— corrected ]

= | ] L / vertical
T st . 5

FT
IFTI

%0 2 4 6
(A) r(A)

Fig. 6.10 Fourier transform of Zn K-edge for a the horizontal and b the vertical direction of the
sample plane of Mgg 06Zng940. In b, the corrected vertical spectrum is also shown [33]

measurement does not give a correct spectrum and the amplitude of the signal is
reduced. The spectrum obtained with 45° between the sample plane and the X-ray
beam (Fig. 6.9¢) contains the equal amount of information of the horizontal and
vertical. So the horizontal signal was subtracted from 45° signal to obtain the
corrected vertical spectrum. Figure 6.10 shows the example of the Fourier trans-
forms for the comparison with the horizontal and 45° spectra.

Next, we discuss the results of Zn K-edge analyses for the Mg 0¢Zng 940 film. In
Fig. 6.10b, the intensity of the Fourier transform for the corrected vertical data seems
to be improved compared with the horizontal data. The first nearest peak corresponds
to a Zn—O atomic pair and the second one to Zn—Zn and Zn-Mg atomic pairs. The
contributions from Zn—Zn and Zn-Mg cannot be separated by the Fourier transform
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method. The non-linear-least-square-fitting method was applied to these two nearest
peaks. In the analyses for the second nearest peak, the contribution from Mg atoms
cannot be recognized, due to the small amount of Mg atoms in Mgg ggZng 040. The
coordination numbers for the corrected vertical data are well improved to be close to
the wurtzite structure. From these structural analyses for Zn K-edge EXAFS, the 1st
nearest Zn—O distance is 1.963 A, that of 2nd nearest Zn—Zn is 3.249 A, and 4th
nearest Zn-O is 3.861 A. The local structure of the present Mg 96Zng 04O layer is
quite close to that of the bulk ZnO crystal [34].

B. Results of Mg K-edge analyses

In this subsection we discuss the result of the Mg K-edge XAFS analyses for the
Mgy06Znp04O layer. Figure 6.11a shows the X-ray absorption spectra of
Mg K-edge for Mg g6Zng 940 for the horizontal direction (in plane) and the vertical
direction (the sample is inclined about 6° to the c-axis). High quality data are
obtained up to 1600 eV. Figures 6.11b, ¢ show the EXAFS ky(k) oscillation
functions and their Fourier transforms for the horizontal (in plane) and the vertical
(c-axis) direction, respectively. A clear polarization dependence is observed also in
the Mg K-edge XAFS.

(a) (b)2—
T T T T — in plane
— in plane F — c-axis
2r —c-axis
<
Q b5
S 1 b
0 L | L | Il L Il L Il L Il
1300 1400 1500 2 4 : 6 8
EleV kil A
(c) 03 L L A A B E—
— in plane

— c-axis

Mg-O Mg-Zn/ Mg

IFTI

Fig. 6.11 a X-ray absorption spectra, b ky(k) and ¢ Fourier transforms of Mg K-edge for
Mg 06Zng 940 for the horizontal direction (in plane, red) and the vertical direction (the sample is
inclined at about 6° to the c-axis, green) [33]
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Fig. 6.12 Calculated XANES spectra with measured one (EXP) for a horizontal and b vertical
directions. Mg0, Mgl, ... show the number of Mg atoms around an X-ray absorption Mg atom [33]

The data range of ky(k) is limited to 8.2 A~ (in Fig. 6.11b), but the first and
second peaks are well distinguished in the Fourier transform (in (c)). The first
nearest peak corresponds to the Mg—O atomic pair and the second one does to the
Mg—Zn and Mg—Mg pairs. Each contribution of Mg-Zn and Mg-Mg cannot be
separated in FT as is the case of previous Zn K-edge EXAFS.

Although rather good quality XAFS data were obtained, the parameter fitting by
non-linear-least-square method is not so easy, so we just compare the simulation
spectra calculated by FEFF code with the experimental data. Figures 6.12 shows
measured and calculated XANES for (a) horizontal and (b) vertical direction,
respectively. For the model calculation, the atomic positions are fixed at the
coordinates considered from the EXAFS result previously discussed and only the
number of Mg atoms is changed as a parameter (the Zn atom in the 2NN position is
replaced by Mg atom.) In Fig. 6.12a, the peaks at 1295, 1313, and 1323 eV are well
reproduced by FEFF calculation. The peaks at 1313 and 1323 eV are sensitive to
the number of surrounding Mg atoms; these intensities change and the positions are
shifted to higher energy with increasing the number of Mg atoms. The energy shift
is pronounced in the case that the number of Mg atoms is larger than 4. Similar
features are observed in Fig. 6.12b: the peak at 1317 eV is sensitive to increasing
Mg atoms and slightly shifts to higher energy, whereas peaks at 1312 and 1323 eV
are decreasing. Judging from these simulation results, the number of surrounding
Mg atoms in the second nearest shell from the X-ray absorbing Mg atom may be
0-3. Actually, for the limited non-linear-least-square-fitting in which the coordi-
nation number of Mg is fixed at the values of 0, 1, 2, ... 6, better fitting results were
obtained for the model where less Mg atoms located in the 2NN positions.

It was concluded that Mg atoms are distributed randomly in the present
Mg .06Z1n9 040 layer. This result contrasts with the case of 3-nm-thick In,Ga,_ N
(x = 0.145, 0.20, 0.275) SQWs as previously discussed [4]. In the case of InGaN,
the polarization dependence is remarkable and In atoms are aggregated in the
vertical direction of Iny,GaggN but randomly distributed in the horizontal
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direction. Recently, Shibata et al. studied the photoluminescence characterization of
Mg, Zn;_, O (x = 0.05, 0.11, 0.15) epitaxial films [31] and presented that the degree
of the localization or the compositional fluctuation of Mg atoms increases with
increasing the concentration of Mg.

According to  the  structural  parameters obtained from  the
non-linear-least-square-fitting under the limited condition that no Mg atom exists in
the 2NN from X-ray absorbing Mg atoms (not shown here), for the INN distance of
Mg-O, Mg—O (horizontal) is 1.957 A and Mg—O (vertical) is 1.983 A. Thus, the
local structure in the Mgg 0sZng o4O layer is almost the same as the bulk ZnO
structure. For the 2NN, on the other hand, the atomic distances of Mg—Zn (3.283 A
for horizontal and 3.262 A for vertical) are slightly longer than those of Zn-Zn
(3.249 A for horizontal and 3.220 A for vertical from the present EXAFS study
[33]) in the Mg 06Zng 040 layer and those in bulk ZnO (3.239 A for horizontal and
3.208 A for vertical from [34]).

6.4 Summary

In this chapter we have provided several examples of XAFS application to the local
structure analysis of semiconducting thin films: InGaN, AlGaN, and MgZnO. For
such thin films, it is not so easy to study the structure of active layers by con-
ventional methods. XAFS can provide unique information on atomic distribution
and electronic structure of the small area in the active layer of thin films. In general,
XAFS is considered as a method to give isotropic structural information, but it is
capable of analyzing anisotropic structure in epitaxial films by use of
linearly-polarized X-ray from synchrotron radiation sources. While the XAFS
analysis in low and medium energy region (soft and tender X-ray) is not so accurate
in comparison with high energy region (hard X-ray), recent development of the
high performance 3rd and higher generation synchrotron radiation source provides
an advantage in lower energy XAFS studies.
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Chapter 7
Pulsed-Laser Generation
of Nanostructures

Selcuk Akturk

Abstract We discussed two main approaches for generation of nanometer-scale
structures using pulsed lasers. In the first, a bulk material is ablated in vacuum, gas
or liquid and consequent re-solidification of the evaporated material in clusters
generate the desired nanoparticles. While one can play with various experimental
parameters (laser powers, type of liquids, background gas etc.) to control particle
sizes, there is always a relatively broad distribution of particle sizes. Nevertheless,
particles with sizes down to few nanometers are achievable. In the second approach,
fs lasers are used to pattern material surfaces. This process is more controlled in the
sense that the desired geometries are generated by scanning of the sample. On the
other hand, best achievable resolutions are worse as compared to the former
approach. Resolutions better than 100 nm over large surfaces is very difficult.
Finally, special beam shaping methods forms an interesting frontier in pushing
forward the fs laser nanomachining methods towards broader practical uses.

7.1 Introduction

Ablation of materials by pulsed lasers constitute a versatile approach to generation
of nanometer-scale structures. In this chapter, we will discuss two distinct
approaches for pulsed-laser generation of nanostructures. In the first case, laser
pulses are sent to the surface of the target material in bulk form. The evaporated
material then solidifies in the form of clusters of various sizes, usually in
sub-micron range. The cluster formation can take place in liquid or gas environ-
ment. In the second approach that we will discuss, the process is more “controlled”.
Here, ultrashort laser pulses (with femtosecond pulse durations) are focused to
small spots and by working near the ablation-threshold, volumes with sub-micron
dimensions are removed. Nanostructures of desired forms and geometries are

S. Akturk (I)
Department of Physics, Istanbul Technical University, 34469 Maslak, Istanbul, Turkey
e-mail: akturks @itu.edu.tr

© Springer International Publishing Switzerland 2016 171
H. Unlii et al. (eds.), Low-Dimensional and Nanostructured

Materials and Devices, NanoScience and Technology,

DOI 10.1007/978-3-319-25340-4_7



172 S. Akturk

generated by scanning the sample under laser illumination. We will describe the
first approach (which is a relatively more mature field, and many good reviews
already exist) in a brief overview manner, while we will elaborate more on the
second, more recently emerging case.

7.2 Self-formation of Nanostructures Through
Pulsed-Laser Ablation

Laser-assisted formation of nanostructures has a history of nearly three decades. In
one of the earlier works, continuous-wave laser are used to manipulate the size
distribution of metal clusters [1]. The physical mechanism of size change is basi-
cally absorption of laser energy by the particles, consequent heating and division.
The method is thus suitable for processing of nanoparticles, already prepared by
other means. In 1997, Morales and Lieber demonstrated the use of pulsed laser
ablation in a gas environment to generate semiconductor nanowires [2]. Cluster
formation and vapor-liquid-solid (VLS) growth yields the wire-type structures.
Following years has seen an expanding use of laser ablation to generate nanopar-
ticles of various materials and geometries.

Pulsed-laser self-formation of nanoparticles is mainly performed in gas/vacuum
or liquid environments. Experimental principles of both cases is outlined in Fig. 7.1.
In the first case, the target material is ablated with laser pulses and the evaporated
material forms clusters on a stopping target. Physical mechanisms of particles
formation depends strongly on the nature and the conditions of the environment [3].

laser beam laser beam

gas/vacuum chamber et et s Jiquid

collection
target

ablation target

Fig. 7.1 Schematic representation of laser-assisted nanoparticle generation in gas/vacuum (left)
and liquid (right) environments
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Nanoparticles may form in the gas phase or from nucleation on the target substrate.
An extensive review of methods and applications for the gas-phase case is collected
by Kruis et al. [4]. Particles sizes are typically below 100 nm. The necessity of
plasma formation on the ablation target material usually calls for
nanosecond-pulsed lasers. It is also possible to use picosecond and femtosecond
pulsed lasers for the same purpose, even though the particle formation mechanisms
are quite different [5]. Processes performed in vacuum allow a more detailed
investigation of events taking place from the laser absorption up to the final particle
solidification [6].

In the second and more commonly used scheme of self-formation of nanopar-
ticles, the ablation process takes place in a liquid environment (Fig. 7.1). Desired
material of the bulk form is immersed in a background liquid, and then ablated with
a pulsed laser, forming an emulsion of nanoparticles [7]. Particles sizes, again
typically below 100 nm are obtained and controlled via laser fluence (pulse energy
per unit area) and background liquid. Most commonly used materials are metals
(Au, Ag, Ti etc.) [8] and semiconductors [9], and most common background liquids
are water and ethanol. Different background liquids are also investigated for size
stabilization [10]. As with the gas/vacuum case, ultrashort pulse durations are
studied for the same purpose, both from a fundamental point of view (to investigate
nucleation dynamics), as well as to optimize particle size distributions [11].

Lastly, nanoparticles formed by the laser processes briefly outlined here also find
range of applications, especially in biology, biomedicine and chemistry. We refer
the reader to excellent reviews already published in the literature [12, 13].

7.3 Formation of Nanoscale Patterns by Femtosecond
Laser Ablation

7.3.1 General Principles

As mentioned above, self-formation of nanostructures through laser ablation in
vacuum, gas or liquid environments has a relatively long history, and there are
many good reviews in the literature. Hence, we presented a brief flavor from a quite
broad range of methods, materials and applications. In this section we will describe,
in a deeper detail, a relatively younger field of using femtosecond (fs) laser pulses
for generation of nanometer-scale structures. The two processes described in the
previous and present sections are fundamentally different. In the former, nanopar-
ticles are self-formed into clusters from a gas and/or plasma phase medium (formed
from bulk, using a laser). In the latter case, the process is more “controlled” in the
sense that the laser beam has a well-defined ablation volume, and the process is
performed by scanning the sample over the desired pattern. One can also make a
crude categorization of the two cases as bottom-up and top-down, even though the
nomenclature is not as distinct as the case of chemical processes, for example.
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Before delving into the experimental details, it would be useful to briefly discuss
the spirit of material processing with fs laser pulses. In general, laser ablation
processes are based on absorption of light energy (through whatever physical
process) by the electrons of the medium and consequent heating, melting and
vaporization [14]. Fs laser pulses has several aspects that separate them from
longer-pulse lasers. First of all, the pulse duration is typically orders of magnitude
shorter that heat diffusion times, as a result, there is essentially no thermalization
during the pulse period [15-17]. For transparent materials, long-pulse ablation is
initiated by noise electrons, through avalanche ionization, while fs laser generate
plasma via tunnel and multiphoton ionizations [18, 19]. As the latter processes are
deterministic, while the former being more dependent on the presence of impurities,
fs laser ablation yield much more precise, repeatable and well-defined structures
(free of heat affected zones, burrs etc.) [20].

While the field of laser material processing dates back to essentially a couple
years after the inversion of the laser, nanometer-scale resolutions (here we define
resolution as smallest ablation dimensions) have only been possible after the
emergence of fs laser material processing. In a typical laser material processing
experiment, the resolution is defined mainly by the overall heat affected zone and
also by the focused laser beam spot size. Furthermore, the minimum focusable spot
sizes are determined by wave nature of light and limited to about the wavelength of
the laser (called diffraction limit). As a result of combination of both effects, even
when UV lasers (e.g. excimers) are used, best achievable resolutions for CW and
long-pulsed lasers are limited to well above micrometers.

The situation changes dramatically for fs laser pulses, due to the deterministic
nature and minimal heat diffusion effects mentioned above. First of all, transverse
spatial modes of stable laser cavities are Gaussian beams and in the most common
lowest order (the so-called TEM, mode) have a single-peak bell-like shapes [21].
The Gaussian shape is also preserved through focusing, with transformation to a
different spot size. When a fs laser beam is focused, to a near-diffraction-limited
spot, of diameter say ~1 um (for a visible or near-infrared laser), the intensity
distribution would look schematically like the cross section illustrated in Fig. 7.2.
As a result, by adjusting the laser intensity to proper levels, such that only the
central region of the focused beam exceeds the ablation threshold, resolutions well

Fig. 7.2 Generation of intensity
sub-diffraction-limit ablation o
sizes by working near critical ablation size <}
intensit y g g
y ablation
threshold

beam size ~A

» position




7 Pulsed-Laser Generation of Nanostructures 175

below the diffraction limit, and in the nanometer range can be achieved [22, 23]. In
one of the earliest proofs of this principle of “optics at critical intensity”, resolutions
of ~30 nm are obtained with a laser wavelength at 1053 nm [22]. The ultimate
resolution of this approach is limited by the pulse-to-pulse stability of the laser
system and mechanical stability of the overall setup. The method is suitable for a
broad range of materials including metals, dielectrics and polymers [24].

7.3.2 Femtosecond Laser Nanomachining on Thin Films
with Bessel Beams

Nanometer-scale ablation by fs laser pulses explained above by itself is not suffi-
cient to generate functional nanostructures. The process simply yields a sensitive
“tool” to process larger-scale materials. One method for generating functional
nanostructures with this tool is to start with “thin films” (films with sub-micron
thicknesses) of desired materials, deposited on a suitable substrate, and generate a
two dimensional ablation pattern, via scanning of the fs laser beam [25, 26].

This nanofabrication method, although limited to materials of which thin films
can be formed, yields a direct, versatile and relatively simple approach. A typical
schematic of such experiments is shown in Fig. 7.3. With a fs laser of high repe-
tition rate, millimeter-scale regions can be processed within minutes. As a result, the
approach is particularly suitable for prototype investigations (not so much for serial
production). Most processes are performed in ambient air.

In the experimental realization of fs laser nanomachining, particularly on large
(tens of microns to millimiter-scale) surfaces, optical alignments and sample
positioning are quite critical and requires extreme care. High resolutions require
high-numerical aperture focusing, and the resulting tightly-focused beams diverge
very rapidly. Roughly speaking, beams focused to transverse sizes of ~ wave-
length stay intense only within a longitudinal depth of ~ one wavelength. Since the
essence of fs nanomachining is working sensitively close to the ablation threshold,
minute changes in the intensity due to beam divergence, sample positioning and
sample surface roughness can yield deleterious effects.

laser beam

motion
control

power beam
adjustment  conditioning

focusing

ablation
target

Fig. 7.3 Typical layout of a fs laser material processing experiment



176 S. Akturk

These critical constraints resulting from rapid diffraction of focused Gaussian
beams can be remedied by exploiting the so-called “non-diffracting beams” [27].
These beams have transverse field envelope profiles in the form of Bessel function
of the first kind and have the property of retaining the same intensity and beam
profile regardless of free-space propagation [28, 29]. Gaussian beam outputs of
typical laser cavities can be turned into quasi-Bessel beams by using conical lenses,
or axicons [30, 31]. Some example profiles of theoretical and experimental Bessel
beams is shown in Fig. 7.4. Defining the width of a Bessel beam as the breadth of
the central peak, the focal depths (length of Bessel zones) of Bessel beams can be
one or two orders of magnitude longer as compared to Gaussian beams of the same
width.

The potential advantages of Bessel beams in fs nanomachining should be clear.
Since the beam size does not change and the intensity changes very slowly within
the Bessel zone, the constraints related to positioning and alignments mentioned
above are significantly relaxed. Furthermore, it is much easier to use Bessel beams
in the ultraviolet wavelengths (by using a suitable axicon), as compared to Gaussian
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Fig. 7.4 Theoretical transverse profile (a) and longitudinal intensity variation (b) of a Bessel
beam. Experimental Bessel beams generated by an axicon has a very similar transverse profile
(c) closely following the Bessel function (d)
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beams, which require highly costly aberration-corrected objectives [32]. Note that,
when working close to ablation threshold, multiple-rings surrounding the main peak
do not contribute to the ablation pattern.

7.3.3 Experimental Results

The virtues of Bessel beams are exploited in many recent fs laser ablation exper-
iments. In a transparent sample, Bessel beams can form high-aspect-ratio channels
without mechanical scanning [33-35]. Similarly, it is also possible to ablate sur-
faces (in this case, one does not exploit long-focal-line nature of Bessel beams, but
more the non-diffracting nature) [36]. In this section, we will present some
experimental results on using Bessel beam fs lasers to generate nanostructures on
thin film surfaces.

Figure 7.5 shows nanometer scale channels and nanoparticle arrays formed on
Au thin films (~ 20 nm thickness) deposited on glass [37]. The laser used in this
process is a Yb:Glass based chirped-pulse amplification (CPA) system, delivering
550 fs pulses at 1 kHz. Second-harmonic of the output (515 nm) is generated to
enhance resolution. A glass axicon with 40° base angle is used to generate Bessel
beams. The diameter of Bessel beams decreases with increasing axicon base angle
[38], and this axicon is very close to the maximum, allowed for avoiding total
internal reflection inside the glass.

Metallic nanostructures of types shown in Fig. 7.5 can be readily used for
applications. Metal nanostructure arrays are particularly suitable for plasmonics
applications [39]. Plasmonic behaviors are observed in structures generated with
this method [40].

Fig. 7.5 Nanometer scale channels (leff) and nanoparticle arrays (right) formed on Au thin films
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10 um

| =" t.

Fig. 7.6 SEM (left) and optical (right) images of graphene-on-SiO, samples ablated with fs laser
Bessel beams

The second example that we present is on the emerging field of two-dimensional
(single-atomic layer) materials such as graphene [41]. These materials have exotic
physical behaviors and potentials for application in the future of electronics. Yet,
high resolution patterning of graphene and similar structures is still a challenge. In
this regard, the methods summarized in this section provides important opportu-
nities. In recent proof-of-principle experiments, nanometer-scale patterning of
graphene surface is demonstrated [42]. An example of graphene surface, patterned
with fs laser Bessel beams (with experimental parameters similar to above) is
shown in Fig. 7.6.

7.4 Conclusions

In this chapter, we discussed two main approaches for generation of
nanometer-scale structures using pulsed lasers. In the first, a bulk material is ablated
in vacuum, gas or liquid and consequent re-solidification of the evaporated material
in clusters generate the desired nanoparticles. While one can play with various
experimental parameters (laser powers, type of liquids, background gas etc.) to
control particle sizes, there is always a relatively broad distribution of particle sizes.
Nevertheless, particles with sizes down to few nanometers are achievable. In the
second approach, fs lasers are used to pattern material surfaces. This process is
more controlled in the sense that the desired geometries are generated by scanning
of the sample. On the other hand, best achievable resolutions are worse as compared
to the former approach. Resolutions better than 100 nm over large surfaces is very
difficult. Finally, special beam shaping methods forms an interesting frontier in
pushing forward the fs laser nanomachining methods towards broader practical
uses.
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Chapter 8

Graphene for Silicon Microelectronics:
Ab Initio Modeling of Graphene
Nucleation and Growth

Jarek Dabrowski, Gunther Lippert and Grzegorz Lupina

Abstract Graphene electronics is expected to complement the conventional Si
technologies. Graphene processing should thus be compatible with the mainstream
Si technology: CMOS. Ideally, it should be possible to grow graphene directly on a
Si wafer, but this does not work. Large area graphene can be grown on Cu or on Ni,
its transfer to silicon must then follow, which is problematic. Researchers try
therefore to grow graphene on CMOS compatible substrates, such as on Ge/Si(001)
wafers. Ab initio modeling, particularly when used in combination with experi-
mental data, can elucidate the mechanisms that govern the process of nucleation and
growth of graphene, and thus provide assistance in the design of experiments and
production processes. We overview our results in this context, startig from atomic C
deposited on (chemically inert) graphene, through the similar cases of Si deposited
on graphene and C deposited on hexagonal boron nitride, and the case of carbon on
a non-inert insulator (SiO,-like surface of mica), up to C atoms and hydrocarbon
molecules building graphene on Ge(001) surfaces.

8.1 Introduction

Graphene, a two-dimensional sheet of sp”-bonded carbon atoms, is a semi-metal
with linear energy-momentum relation around the Fermi energy. This photon-like
law has its origin in the symmetry of the atomic lattice and makes the charge
carriers massless, just like photons are. One of the consequences is that the sheet
conductivity of even a relatively highly defected graphene sheet may be comparable
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to what would be needed for a heterojunction bipolar transistor (HBT) designed to
operate at terahertz frequencies. And perfect enough graphene used as the channel
material may enable a field effect transistor (FET) to work in the THz range.
Graphene is thus supposed to give the traditional microelectronics based on Si FETs
or HBTs the chance to cross the terahertz boundary [1-3].

Graphene can be formed from SiC on Si [4, 5] or grown on a metal substrate
(usually, on Cu) and then transferred to Si [6]. However, practical constraints make
both these approaches difficult to integrate with the chip production. For example,
transfer from copper leads to contamination with Cu atoms [7]. Graphene can also
be grown directly on Si or on SiO, by plasma-enhanced chemical vapor deposition
(PE-CVD) [8]. Yet such films have too many graphene layers for FET-like appli-
cations. Moreover, chemical interaction of C with Si results in the formation of
carbide, excluding the usage of this material as the base electrode in HBT-like
devices. On the other hand, graphene can be grown on Ge by CVD [9] or even by
molecular beam epitaxy (MBE), i.e., from atomic source [10]. This is good news,
because Ge is a material that is fully compatible with the standard silicon
technology.

In this chapter we work out some theoretical aspects of the nucleation and
growth of graphene on semi-metallic and non-metallic substrates. We put most
weight on the chemically simplest case, which is deposition of carbon atoms in a
vacuum MBE chamber. We begin with the single-species system: carbon on gra-
phene. Comparison to the growth of Si films on graphene is then done [11]. We use
these two cases together with that of carbon on hexagonal boron nitride (hBN) to
illustrate the behavior of atoms on a substrate with which they interact only weakly.
We then turn attention to the substrate that is insulating and in most cases chem-
ically inert, but yet highly reactive to carbon: to hexagonal SiO, surfaces and to
similar materials, exemplified by mica. Finally, we analyze the process of nucle-
ation and growth of graphene on the Ge(001) surface, for which we make also a
brief excursion into the CVD process. The latter section is preceded by remarks on
the graphene base transistor (GBT) [12-14], a device in which graphene grown
directly on Ge may be a good combination of materials.

In the latter context, we performed calculations for electron tunneling through
graphene sheet [13]. It turns out that tunneling probability may have to be
accounted for in the simulations of GBT electrical performance, particularly when
the lateral momentum is conserved in the tunneling process, as it may be the case if
hexagonal BN (hBN) is used to separate the bottom electrode from the base.

Hexagonal BN is generally interesting as a substrate for graphene because its
interaction with carbon is weak enough for high carrier mobility to be retained in
graphene but seems to be strong enough to allow for some epitaxial relationship
between the substrate and the film. It may be viewed as a potential substrate also for
CMOS-GFET integration. We learned that graphene nucleates on h-BN at
pre-existing defect sites, including C and B,Oj; impurities, and estimated the
sticking coefficient of C as a function of average distance between the adsorbing
sites [15].
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One of the first successful experimental growth studies of graphene on an
insulating surface have however been performed by MBE deposition of C on mica,
i.e., on a surface closely resembling SiO, but having few surface defects. From
theoretical analysis we learned that due to strong interaction of C with O and Si,
only deposition on defect-free, insulating oxide surfaces may lead to graphene films
of acceptable quality [16—18]. While this can be achieved on mica, the density of
nucleation sites on SiO; is too high: the mica process cannot be transferred to SiO,.

The final substrate considered in this Chapter is germanium. In contrast to the
case of Si, deposition of C onto Ge does not deteriorate the substrate by carbide
formation. However, graphene grown by MBE on Ge(001) is separated from the
substrate by a poorly conducting film that is probably built of nanocrystalline
graphene interconnected by Ge atoms [10] and which may be better to be elimi-
nated if an application in a THz device is targeted. An ab initio study of the
interaction of carbon and hydrocarbons with Ge(001) provided insight into the
nucleation of this film.

8.2 Approach

Electronic structures, total energies, forces, and atomic positions were calculated in
the framework of the Density Functional theory (DFT) as implemented in the
Quantum Espresso package designed for massively parallel computations [19]. The
exchange and correlation energy of electrons was approximated by the gradient
corrected functional of Perdew, Burke and Ernzerhof [20]. Spin polarization was
accounted for. The atoms were described by the pseudopotential method using
custom ultrasoft potentials and a plane wave basis set with the energy cut-off of 30
Ry for the wave functions and 240 eV for the electron density. The calculations for
Ge(001) substrates (rectangular surface cell) were done with two special k-points
from the Brillouin zone (or with a sampling derived from this k-point set), while the
calculations for substrates with hexagonal surface cells (hexagonal boron nitride,
model mica, graphene) were done with the I' sampling (or with a I'-derived
sampling).' Structures were assumed to be converged when the maximum force
dropped below 0.01 eV/A and the expected change of the total energy by further
relaxation was insignificant for the final conclusion. Energy barriers on migration
and reaction paths and the corresponding atomic configurations have been obtained
using the Nudged Elastic Band/Climbing Image (NEB/CI) algorithm [21, 22],

"Derived means here “using the same set but taken from Brillouin zone of a larger surface cell”.
This is done with caution, as it costs computing time. For example, calculation using the I" point
from the 24 x 24 cell of graphene (this is a fully converged k-point set) requires 10 times more
wall time (or 10 times more cores if the same wall time is requested) than the standard calcu-
lation done with the I point from the 6 x 6 cell (this is a poor set for adsorption energies, but a
reasonable one for diffusion barriers). Therefore, the structures are computed using the funda-
mental k-point set and only in the most interesting cases refined using the fully converged set.
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which searches for saddle points on the energy surface. Where applicable, the
energies and barriers are compatible with those obtained in previous DFT studies
[23-25].

8.3 Carbon on Graphene

When carbon atoms are deposited on any material and graphene then nucleates and
grows, sooner or later more and more of the incoming carbon atoms do not hit the
original substrate but they land on the newly grown graphene film. Carbon on
graphene, while being the chemically simplest system among those treated in this
Chapter, is therefore also the one of the fundamental importance.

A carbon atom approaches graphene from vacuum without any barrier. When
adsorbed, its most stable position is a bridge site: it stands above two neighboring C
atoms of graphene, making two bonds to their protruding orbitals. These were
originally p, orbitals, but the interaction with the additional atom adds an s com-
ponent, transforming them towards a hybrid with sp® character. This creates tension
in the substrate, because in response to the changed hybridization, the preferred
angles to the neighboring atoms change as well, from sp2 towards tetrahedral sp3
angles. A tiny elevation is thus produced, with the adsorbed C on its top (Fig. 8.1).
The adsorption energy, equal to the desorption barrier, is small: 1.3 eV, only by
0.7 eV higher than the barrier for diffusion. The consequence is that when the
temperature of the substrate is as high as during typical deposition (above 800 °C),
most of the adsorbed C desorbs after diffusing for only short time. The probability
that a deposited C atom will combine with another one into a C, dimer can be
roughly estimated by the product of the deposition rate R and the lifetime #¢. of the
ad-atom on the surface (Fig. 8.2). When p = #;sR approaches unity, the adsorbed C
may be hit by another atom arriving from vacuum.” But at typical deposition
temperatures of around 850 °C (the dashed line in Fig. 8.2) and realistic deposition
rates R the life time is way too short for spontaneous formation of carbon clusters
that stick to graphene.

The probability of C, formation in fact higher. This is also because a C atom
sitting on the surface can kick its C neighbor out from the sheet and take its place in
the crystal. The result of equivalent to the C ad-atom punching through the gra-
phene, from its top to its bottom surface. Once on the other side, the atom may bind
itself to the underlaying material, so that the life time of atomic C in the adsorbed
state increases. Nevertheless, it turns out that frimers (C3) are unbound on gra-
phene: they desorb immediately after being formed. This means that preexisting
nucleation sites are needed for another graphene layer to form on top of the
complete one (Fig. 8.3).

*This ignores the probability that two ad-atoms find one another; for full treatment, see Fig. 8.5a.



8 Graphene for Silicon Microelectronics ... 185
I @ 1

Adsorption Diffusion Desorption

Gain: 1.3 eV Barrier: 0.4 eV Barrier: 1.3 eV

Fig. 8.1 Adsorption, diffusion and desorption of C atoms on graphene. The gray trails connect the
initial and final atomic configurations on the NEB/CI reaction path
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Fig. 8.2 The C, dimer formation probability p on graphene, estimated as ;. R, where #;;¢. is the
lifetime of C ad-atom on the surface and R is the deposition rate. A typical deposition rate R = 10
monolayers per minute is assumed. The lifetime is obtained from #ite = faes €Xp(—Edes/kT), where
Eges is the desorption barrier of 1.3 eV (Fig. 8.1) and the attempt frequency fqes is taken to be
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Fig. 8.3 Collection zone around an adsorbing defect on graphene (e.g., step edge). To be
adsorbed, the C atom must fall within the distance w from the defect. The atoms that land further
away, desorb to vacuum without contributing to the graphene growth

Because the time span f#j. between the adsorption and desorption events is
limited, so is the distance walked on the surface by the adsorbed atom. To the
growth of graphene can therefore contribute only those of the impinging atoms,
which hit the surface close enough to the nucleation center. Using the random walk
theory one can easily show [15] that the collection zone width w (defined as such
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distance from a linear adsorbing boundary within which ad-atoms can be treated as
contributing to growth and beyond which they can be treated as non-contributing)
equals to

fmig (Edes - Emig)
w=s exp | —=__me ) 8.1
fdes P 2kT ( )

where s is a distance of the order of the jump length, fi;; and f.s are attempt
frequencies for diffusion and desorption, Epg and Eqe are the corresponding energy
barriers, and kT is the thermal energy. Please note that 1/w is thermally activated
with only half of the difference between the desorption and diffusion barriers. The
factor % in the exponential term stems from the random character of the walk.
Indeed, it is the well-known result of the random walk theory that the distance by
which a random walker departs from the initial point after N jumps scales as v/N.

At 850 °C, the estimated zone width is w = 10 nm, or several lattice constants.
The MBE growth temperature cannot be much smaller than that; the graphene
quality would otherwise deteriorate. The sticking coefficient of C on good graphene
is thus tiny: very many monolayers must be deposited to produce a single ad-layer.

8.4 Silicon on Graphene

In order to build a useful graphene transistor, one must deposit some material on the
graphene sheet. In the case of a GBT, this can be a silicon film, for example.
Figure 8.4 illustrates a somewhat intriguing effect observed [11] after MBE
deposition of Si atoms onto graphene (transferred from Cu onto oxidized Si).
Though the film is in general rough and grainy, one notes that in the case of sample
1 there are regions where a relative smooth Si layer was produced. A closer
examination reveals that where the film is smooth, the graphene was somewhat

~ Growth at 550°C
Sample 2

Fig. 8.4 Scanning electron microscope (SEM) images of two graphene samples after smiliar MBE
deposition process of Si at 550 °C [11]. The Si overlayer in sample 1 is closed but inhomogeneous,
apart from quite a flat region that grew on an island of a thicker (probably bilyer) graphene.
A similar though larger island is visible on sample 2, but in this case it is not overgrown
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Fig. 8.5 a Spontaneous nucleation probabilities and b collection zone widths w, obtained for
MBE deposition of Si atoms [11] and C atoms [15] on graphene from ab initio results by applying
the random walk theory [15]

thicker, probably consisting of two carbon layers (such islands appear often on
single-layer graphene sheets). But in contrast to that, the same kind of islands on
sample 2 were not overgrown. Graphene has been transfered to both samples in the
same process; the difference is that graphene on sample 1 stems from different
provider than on sample 2.

The solution to this puzzle is suggested by results of ab initio calculations [11].
First, one finds that Si atoms stick to graphene even worse than C atoms do
(Fig. 8.5). The adsorption energy (and the desorption barrier) of Si on undoped
graphene is only 0.58 eV, less than half of that for C. On p-type graphene it may
increase noticeably due to electron transfer from Si (Fig. 8.5). The self-nucleation
probability® is low at 550 °C and above, but many dimers form below about 200 °C
for undoped or about 450 °C for p-doped graphene because two ad-atoms spent
enough time on the surface and visit enough sites there to find one another
(Fig. 8.5a); yet this contributes only to Si loss, because in contrast to C dimers, Si
dimers do not stick to graphene at all, apart from being attracted to it by weak van
der Waals forces. But when nucleation sites are present on graphene, Si atoms may
stick to them, and the collection zone increases strongly when the graphene is
p-doped (Fig. 8.5b). At 550 °C (the dashed line in Fig. 8.5b), the collection zone
width on p-type graphene is estimated to be of the order of 100 nm, which com-
pares well to the distance between the grains in Fig. 8.4. Overgrowth with Si is
therefore possible even at 550 °C if graphene is p-doped and if there is enough
nucleation sites available. Indeed, the nucleation was found to correlate with the
surface concentration of PMMA rests.*

3Figure 8.5a includes the probability that two ad-atoms find one another on the surface.
*PMMA is the polymer used during graphene transfer from Cu to the target wafer.
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8.5 Carbon on h-BN

Hexagonal boron nitride (hBN) is a layered compound with a graphene-like atomic
structure. The graphene lattice sites are now occupied by alternating B and N atoms,
and the lattice constant differs by only 4 % from the lattice constant of graphene.
Consequently, some epitaxial relationship may be achieved in the hBN/graphene
system, whereby the mismatch of the lattice constant leads to the appearance of
Moiré patterns in AFM and STM images and to electronic super-structure effects.

When C atoms are deposited on hBN, graphene can be formed, but the mor-
phology of the resulting film varies. We have therefore analyzed by ab initio cal-
culations the influence of typical impurities on the nucleation of graphene on hBN
and compared the predictions to the experimental data obtained on hBN flakes with
non-negligible concentration of carbon, oxygen, and boron oxide (Fig. 8.6).

Figure 8.7 compares the adsorption data for C ad-atoms and ad-dimers on perfect
hBN and perfect graphene. It is clear that sticking of carbon to both substrates is
comparable and weak. It is thus no surprise that also on hBN the self-nucleation
path of carbon is broken by desorption of carbon trimers, Cs.

It may be interesting to verify whether the formation of C tetramers, C,4, from
two dimers may provide a nucleation path bypassing the trimer desorption. The
answer is: yes, it can, but this mechanism has low efficiency. During the whole
deposition process, only about 200 tetramers were created in this way in the area
imaged in Fig. 8.6. This makes a negligible fraction of the number of carbon atoms
that are incorporated into graphene during the same time.

But C atoms, dimers, and also bigger C clusters including C; are trapped by C—C
donor-acceptor pairs: two substitutional C atoms occupying two neighboring sites
in the hBN lattice (Fig. 8.8). This explains the appearance of isolated graphene
islands.

Fig. 8.6 AFM image of hBN after deposition of C atoms by MBE at 850 °C [15]. Flat areas,
isolated islands, lines of islands, island-free steps, and areas covered by coalesced islands are
recognizable
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Fig. 8.8 Trapping of C ad-atoms, ad-dimers and ad-trimers by C—C donor-acceptor pairs

From the ab initio data and from random walk theory it follows that [15]:

1. MBE carbon desorbs from perfect hBN and from perfect graphene, at least at
substrate temperatures as high as needed to obtain reasonably crystalline films.

2. The observed island heights are compatible with the total exposure to carbon
and with theoretical sticking coefficients obtained for the density of adsorbing
boundaries suggested by the analysis of the Raman spectra.

3. The sticking coefficient computed for average the monatomic step density
observed on the fresh substrate is high enough to justify the assumption that the
flat areas visible in AFM images are covered by monolayer graphene.

4. The islands in the densely covered areas may have nucleated on B,0; inclusions
and on oxygen-carbon donor-acceptor pairs. Contribution from carbon-carbon
donor-acceptor pairs and from larger C [?] precipitates (graphene-like inclusions)
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is possible as well, provided that the size distribution of carbon clusters in the
virgin hBN substrate is far from thermal equilibrium.

5. The lines of islands are likely to be associated with nucleation on
boron-terminated substrate steps that have been oxidized by ambient oxygen.

8.6 Carbon on Mica

The case of atomic carbon deposited on the surface of mica [16—18] is interesting
for several reasons. First, the surface of mica is built mostly of SiO, that, due to the
hexagonal arrangement of surface atoms, is free of dangling bonds. SiO, is the
natural insulator used in Si microelectronics, although the technological SiO, is
amorphous and its surface has a certain density of defects with Si bonds that are not
saturated by oxygen nor by another Si atom. Second, the defect density on mica
surfaces is usually low; this includes low concentration of steps, as mica is a layered
material. Third, atomic C combines easily with oxygen (burning to CO) and with Si
(forming SiC). Given this third property, it is intriguing that high quality graphene
flakes can be grown on mica, and that large areas of mica may remain unaffected
even after prolonged exposure to high flux of carbon atoms (Fig. 8.9).

Three different hypotheses can be formulated [26] to explain this effect
(Fig. 8.10):

A. The surface of mica reflects carbon atoms and graphene grows only at defects.
B. Carbon ad-atoms diffuse on the surface of mica to nucleation centers (defects)
faster than they bind the surface oxygen atoms into volatile CO molecules;

C. Carbon atoms do reduce the surface (CO is emitted) and then intervene into
oxygen vacancies to make bonds with Si, but the substitutional CO produced in
this way diffuses to nucleation centers faster than it can escape as CO after
reacting with a surface oxygen atom, while the oxygen removed from the sur-
face is efficiently restored by O diffusion from subsurface and/or bulk regions of
mica.

Optical microscope image after C deposition _ Raman 2D/G ratio

graphite i

graphite

Fig. 8.9 MBE graphene on mica. Left Optical image. Right AFM overlayed with Raman data
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Fig. 8.10 Schematic illustration of hypotheses explaining the formation of graphene on mica
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Fig. 8.11 Atomic structure of C on mica, as acquired after ten of ten molecular dynamic runs. C is
black, O is yellow, Si is red, Al is brown, H is blue. At the substrate temperatures used in the
experiment, 10 ms suffice for this atom to escape as CO

Hypothesis A can be tested by ab initio molecular dynamics: a carbon atom with
velocity similar to that of atoms in the MBE beam is placed above the surface of
mica or of hexagonal SiO;. Its interaction with the surface is then monitored. After
a few runs with various initial parameters, one can obtain a reasonable picture of
what can and what cannot happen. And it appears that hypothesis A fails
(Fig. 8.11).
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Fig. 8.12 a C atom (black) diffusing under the surface of model muscovite mica. b Second
ground state of adsorbed C, with the energy the same as that in Fig. 8.11 but with only 10 ns of
conversion time to CO. O is yellow, Si is red, Al is brown, H is blue

To test hypothesis B, one should therefore search for such diffusion paths, which
avoid a close contact between C and twofold-coordinated oxygen. Such a path may
indeed exist under the surface (Fig. 8.12a). But the barrier for diffusion turns out to
be clearly higher than that for a detour that the diffusing atom can take to the surface
and then towards its escape as CO. Moreover, the C atom can reach the alternative
ground state (Fig. 8.12b), from which it escapes as CO even faster than from the
ground state shown in Fig. 8.11. Thus, hypothesis B fails as well.

Somewhat disappointingly, the remaining hypothesis C also fails. On the one
hand, oxygen vacancy diffusion is possible. The vacancy must be positively
charged, or the barrier is high. The same is known in SiO,, and the barriers are
similar. But although carbon can diffuse on the surface by a vacancy-mediated
mechanism, the diffusion barrier is higher than the barrier for CO emission.

One should therefore re-examine the hypothesis A, keeping in mind that the
reflection of the incoming C atoms does not have to be complete, because oxygen
vacancy diffusion may help to restore the surface stoichiometry to one that contains
enough oxygen to suppress the formation of carbide that would survive the contact
with ambient oxygen when the sample is removed from the reaction chamber.

The reason why C is reflected from the surface may be associated with the
internal excitation of the C electrons caused by the interaction between the carbon
and oxygen orbitals before the bond is formed. Figure 8.13 illustrates this effect. It
does not lead to internal excitation during unconstrained DFT molecular dynamics,
because such calculations force the system to the ground state. But the energy
transfer from the C 2p electrons to mica does require certain time. If this time is
shorter than the time after which the internally excited atom would be reflected to
vacuum (i.e., shorter than about 60 fs), the atom eventually is indeed reflected back.
This is confirmed by DFT calculations with constrained orbital occupation.

Energy transfer from the atom to the substrate is expected to be more efficient
when there are partially occupied states that are sufficiently close in energy and in
the distance to the excited C 2p orbitals. This means that surface regions which are
defected are more sticky to C; graphene and then graphite can grow there. All in
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Fig. 8.13 Pauli repulsion effect. Blue C 2p? orbital, initially degenerate and with spin 1. Violet and
red valence and conduction states of mica (O orbitals). C p, and p, try to make bonds to O, 2p, and
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Fig. 8.14 Pingpong ball analogy of the Pauli repulsion effect. The ball bounces from the table
because it becomes internally excited. If the excitation energy is efficiently transferred to the target,
as to the beach sand, the ball stops

one, the behavior of carbon on the mica surface seems to resemble the behavior of a
pingpong ball (Fig. 8.14), which bounces from a table (perfect areas of the surface)
but sticks to sand (defected areas of the surface).

Figure 8.15 summarizes the proposed growth mechanism. It takes into account
the diffusivity of O vacancies. The seed may be either a dust particle, or damaged
surface, or the area where the vacancies cannot become positively charged and for
that reason the interaction with C gradually converts the oxide there into carbide.

For a number of reasons, mica cannot be used in CMOS technology. The
technological consequence of the above mechanism is thus that the growth of
graphene on oxides with twofold-coordinated O, like on SiO,, is hard to achieve:
the surface density of defects is too high there. Such a high defect density combined
with low surface diffusivity of C results in a nanographene-like film that is then
difficult to overgrow with graphene crystals of at least pm-size, as needed for the
transistors.
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Fig. 8.15 The proposed mechanism of graphene and graphite growth from C atomic beam on
mica

8.7 Graphene Base Transistor

In a Field Effect Transistor (FET), the current flowing through the channel formed
below the gate oxide is controlled by the potential of the gate electrode on the
opposite side of the gate oxide: the channel, the gate oxide, and the gate electrode
form a capacitor. In a graphene FET (GFET), the channel is made of graphene, so
that the current that is being controlled flows in the plane of the graphene sheet.

The Graphene Base Transistor (GBT) is based on a completely different device
concept, akin to that of a bipolar transistor or simply to that of a vacuum tube: the
charge carrier flow is controlled by a base electrode placed between the cathode
(emitter) and the anode (collector). The carriers flow in the direction normal to the
plane of the base electrode, which is graphene in the GBT (Fig. 8.16a).

One of the practical problems of a GFET is that when a semi-metal is used as the
channel material, then the transistor cannot be switched off. The gate voltage
modulation can only modulate the channel resistance, but the channel remains
always conductive. In other words, a GFET is a poor switch, and as such it is not
suited for logics: in a microprocessor, transistors in the OFF state should conduct no
current, otherwise unacceptable power losses occur and the circuit is not only too
expensive in use, but it simply heats up so much that it cannot work at all. The
situation in a GBT is totally different: when a suitable emitter-collector bias is
applied, the emitter-base bias modulation can switch the state of the transistor
between non-conductive OFF and conductive ON (Fig. 8.16a).

Figure 8.16b demonstrates the influence of the graphene sheet on the trans-
mission probability. Transmission probabilities were computed from self-consistent
band structures of two unbiased Co electrodes placed at various distances from one
another; for the separation of 1.9 nm, one calculation was done with a graphene
sheet placed midway between the electrodes. It is clear that insertion of graphene
increases the transmission, but the effect is not dramatic: the graphene sheet
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Fig. 8.16 a The GBT concept with graded collector insulation [13]; blue line is the unbiased
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insulators. b Energy distribution of the relative transmission probability for a graphene sheet
placed centrally between two Co electrodes separated by 1.9 nm. Various lines correspond to
various reference configurations. I" edge is the computed position of graphene conduction band
bottom at I’

behaves approximately as a tunneling barrier. The reason is that the electrons
traveling in the direction normal to the sheet see the forbidden gap that graphene
has at I'.

This result relies however on the conservation of the lateral momentum of
electrons and is therefore strictly valid only if graphene is not a strong perturbation
to the symmetry of the system. In most of the practically useful cases, graphene
would destroy the lateral symmetry completely, so that efficient channels away
from I' may appear even for electrons traveling along the normal. The only
exception may be graphene placed on hBN. Therefore, for most of the layers that
separate graphene from the emitter and collector electrodes (Fig. 8.16a) it may be
still legitimate to treat graphene as fully (or nearly fully) permeable to
emitter-collector electrons.

The calculations summarized in Fig. 8.17 have been done for a device in which
the graphene base electrode is placed on a Ge(001) film, whereby graphene was
assumed to be a moderately strong barrier for electrons traveling across the sheet.
The results indicate that such a device may be capable of operating in the THz
range. GBTs built with graphene placed between a Ge(001) wafer and overgrown
with a germanium film have been analysed by other researches [27], with similar
conclusions: that such devices may be able to operate with terahertz frequencies.
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RF performance of a high power GBT
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Fig. 8.17 High-frequency performance (cutoff frequency) of the GBT, simulated for a GBT with
Ge(001) “insulation” between an erbium germanide emitter and graphene, assuming that graphene
is a moderate tunneling barrier for electrons. The red solid and the blue dashed line correspond to
the simulation done with and without taking the quantum capacitance of graphene into account. It
follows that the Ge/graphene device should be capable of operating in the THz range. In addition,
the device is unique in that it can produce high output power: the design of the base-collector
insulator allows for high voltage to be applied between the emitter and the collector

8.8 Carbon on Germanium

As noted in Sect. 8.7, from the design point of view it would be good to have Ge
(001) as the substrate on which graphene is grown in the active device region. For
this purpose, relatively small graphene flakes suffice: the width of the device may be
smaller than a micron, and the whole area may be of the order of a pm”. On the
other hand, if a good graphene could be grown on germanium in the Si wafer-size
scale (that is, with the diameter of 300 mm or more), then some of the problems
associated with the graphene transfer to target Si wafer would be solved: in contrast
to atoms from the metal substrates used nowadays for graphene growth, Ge atoms
does not contaminate the production tools. This would open other technological
options for production of CMOS-compatible graphene-based devices.

Graphene can indeed be grown on Ge(001) substrates, including Ge(001) films
deposited by a CMOS-compatible technique on Si(001) wafers. Figure 8.18 illus-
trates this by some experimental data obtained for MBE graphene on samples cut
from patterned Ge(001)/Si(001) wafers. Germanium pillars have been embedded
into a SiO, matrix and then exposed to atomic carbon in an MBE chamber. Raman
spectroscopy analysis shows that there is a dramatic difference in the quality of the
film obtained on the Ge pillars and on the surrounding SiO,. This is exemplified in
the upper panel of Fig. 8.18 by the 2D/G Raman mode ratio. The higher the ratio is,
the more does the film resemble a single-layer graphene; in principle, the ratio
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Fig. 8.18 MBE graphene on germanium. From fop Map of 2D/G Raman mode intensity ratio, and
the optical microscope image of this area (Ge pillar surrounded by SiO,); high ratio (red) is seen
on Ge and indicates the presence of graphene, while low ratio (blue) is seen on SiO, and indicates
a predominantly sp>-bonded carbon film. Atomic force microscope (AFM) image taken from the
region covered by graphene; the growth process resulted in roughening of the surface. High
resolution transmission electron microscopy (HR TEM) cross-section of a MBE graphene/Ge(001)
sample with a Ge overlayer deposited on top of the graphene after the growth of graphene was
complete; several graphene layers on top of crystalline Ge(001) can be recognized

should exceed 1 if the Raman signal originates in such a graphene.” The film
obtained on germanium may be described as a single-layer graphene or a few-layer
graphene consisting of layers decoupled from one another [10], and the domain size
estimated from the Raman spectrum is some tens of nanometers. Scanning electron
microscopy images indicate the presence of much larger flakes of micrometer size
(Fig. 8.19); in addition, the straight edges of the graphene flakes seen in Fig. 8.19
suggest that the flakes consist of at most few domains of monocrystalline graphene.
The difference in the estimated domain size may be associated with the few-layer
structure of the graphene, as discussed further on: the flakes have grown on top of
the interface layer built of smaller graphene crystallites that is still not fully covered
by the flakes of better graphene and remains to be seen as the gray areas in
Fig. 8.19.

Here, we are most interested in the reason for the significant difference between
the growth of graphene on Ge(001) pillars and on the surrounding SiO, planes.

SThe 2D/G ratio is not the only criterion here, and it is not the absolute one. For more discussion,
see [10] (the case of MBE graphene on Ge) and references therein.
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Fig. 8.19 Scanning electron microscope (SEM) image of graphene on a Ge pillar such as that in
Fig. 8.18. Black areas are more conducting than the gray areas and are interpreted as graphene
flakes. The gray areas may be associated with a more polycrystalline film, possibly with Ge
intervening at grain boundaries

(a) ® (b)

Fig. 8.20 Molecular dynamics simulation of the reaction of C with Ge(001). a The incoming
atom. b A Ge dimer breaks, the C atom lands under the surface. ¢ The C atom may substitute a Ge
atom from the broken dimer; the other Ge can now diffuse on fop of the surface. d Alternatively,
the Ge dimer survives and the C atom diffuses under the surface

Figure 8.20 uses the atomic structures obtained during ab initio molecular
dynamics simulation of the interaction of an incoming C atom with the Ge(001)
surface to illustrate two fundamental processes invoked by this interaction. When
the C atom hits the surface, about 4.4 eV is released. Part of this energy is received
by two Ge dimer atoms, and part is retained by the C atom. The Ge dimer initially
breaks, and the C atom finds itself under the surface (Fig. 8.20b). The C atom may
now substitute one of the atoms of the broken dimer, transferring the other one into
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a Ge ad-atom that diffuses on the surface (Fig. 8.20c). Alternatively, the Ge dimer
may survive; in this case, the C atom becomes an Interstitialcy that diffuses under
the surface. The probability that it as next substitutes a fourfold-coordinated Ge
atom is low (because the barrier for this process is high). The Interstitialcy avoids
also going deeper into the bulk of Ge; this is because lot of stress would be
generated. Since the GeC phase (in contrast to the SiC phase) is unstable and the C
Interstitialcy is mobile, longer deposition times results in the formation of graphene
flakes.

Besides the instability of Ge carbide, the key reason for the radically different
behavior of C on SiO, (and also on Si) than on Ge is therefore good (sub-)surface
diffusivity of the C Interstitialcy under (and of small C clusters—on) the Ge(001)
surface. This is probably similar to the behavior of the C Interstitialcy under the Si
(001) surface; however, in the later case the SiC phase is stable and its formation
(presumably happening by the surface Si ejection process similar to the Ge ejection
from the Ge—Ge surface dimer) efficiently competes with the formation of graphene.

The ejection of surface Ge by C atoms leads to problems: the ejected Ge atoms
attach themselves preferably to the edges of the growing graphene. They may thus
remain in the grain boundaries, preventing the formation of larger graphene
crystals.

On the other hand. when a small graphene molecule is built by coalescence of
interstitialcies arriving from under the surface, it is likely to make as many possible
bonds to the substrate (Fig. 8.21a). This parallel configuration is the ground state of
the molecule. Tiny C clusters (dimers, trimers, and even hexamer strings) diffuse
easily as well—but on top of, not under the surface. Coalescence of C strings may
end up in a metastable molecule that is raised (Fig. 8.21b). Such cases are unfa-
vorable for a good graphene, but here the ejected Ge have a positive contribution:
they help to “glue” the molecule back to the substrate (Fig. 8.22).

Figure 8.23 contains a summary of the basic processes leading to nucleation and
growth of graphene on Ge(001) from atomic carbon. The kick-in process is the
reverse process to Ge ejection (or kick-out) by carbon and it produces a complete
Ge dimer and a subsurface C Interstitialcy. Note that kick-out may be initiated not
only by the incoming C atom, but also by a diffusing C Interstitialcy. For simplicity,
the contribution of carbon strings to the growing graphene is not shown in
Fig. 8.23.

(a)

e

Fig. 8.21 A small graphene molecule a lying and b standing on Ge(001)
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(a)

(b)

= J s Ty i

Fig. 8.22 a A small graphene molecule, half-standing on and partially glued to Ge(001) by an
ejected Ge atom (red). b A piece of graphene with Ge atoms attached to its edge
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Mobile Ge Mobile C, Mabile C; Phase Graphene planarized by Ge
Immobile CGe dimer after kick-in  separation and extended by C;

Fig. 8.23 Schematic presentation of the graphene formation on Ge(001) from atomic carbon

The first layer of graphene on Ge(001) is therefore quite poor, presumably due to
its nanocrystalline nature stabilized by Ge atoms preventing good coalescence of
graphene islands. Polycrystallinity and Ge ejection lead also to the roughening of
the surface. Nevertheless, the density of such defects as standing graphene mole-
cules or highly disordered regions of sp> carbon can be low enough to allow for this
interfacial layer to be overgrown by a much better graphene sheet [10].

Ejection of surface Ge appears to be largely an effect associated with the pres-
ence of atomic carbon. When hydrocarbon molecules are supplied instead, the
major diffusing species are—according to our ab initio calculations—such their
fragments as CH, or C,H; (depending on the precursor used). Consequently, there
seems to be the possibility to suppress the formation of the interface layer in a CVD
process; yet up to now, the interface layer might be there (Fig. 8.24, cf. the gray
areas).

The problem that is common to the MBE and the CVD growth of graphene on
germanium is the high substrate temperature needed to produce good graphene.
Significantly better graphene is grown at temperatures close to the melting point of
Ge, but at such conditions there is additional, strong surface roughening effect. The
major challenge is therefore to reduce the growth temperature down into the range
at which the Ge/Si(001) is stable against roughening induced by surface melting.
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Fig. 8.24 Scanning electron microscope (SEM) image of graphene grown in a cold wall CVD
chamber from C,Hy. Black areas are graphene flakes. This is confirmed by the observation of the
Dirac cone in angle-resolved ultraviolet photoelectron spectroscopy (ARUPS) [28]

8.9 Summary and Conclusions

Physical mechanisms involved in the process of graphene growth on several sub-
strates are analyzed on the basis of theoretical (ab initio DFT) and experimental
data. The substrates considered here are: graphene, hexagonal boron nitride (hBN),
hexagonal SiO, and mica, and Ge(001). The focus is on the deposition of atomic
carbon, apart from some remarks on CVD from hydrocarbons on Ge(001). A link to
the device design and fabrication is provided by sections on the deposition of Si on
graphene and on the performance analysis of a graphene base transistor (GBT).

C ad-atoms diffuse fast on graphene and on hBN. But this does not lead to
efficient self-nucleation, because the binding of trimers (C3) to such substrates is
practically null. In order to overgrow these materials with graphene, one must
provide high enough density of nucleation centers. Ab initio data can be used in a
simple formula derived by the random walk theory to estimate the collection zone
width w along a linear defect to which carbon sticks; from that one can obtain the
sticking coefficient ¢ of C atoms as ¢ = w/L, where L is the average distance
between such absorbing defects. Sticking coefficient on high-quality substrates
turns out to be low, because w is small, due to desorption of ad-atoms at temper-
atures of interest.

Chemical interaction of C atoms with perfect graphene or perfect hBN is weak.
The opposite is true for SiO,-like substrates, including mica, where it leads to CO
and SiC formation. In spite of that, atomic C leaves large areas of mica unreacted,
and graphene is grown. This is attributable to (a) reflection of many C atoms back to
vacuum by a mechanism associated with internal excitation of C 2p electrons before
a chemical bond to the perfect substrate is formed, and (b) to surface re-oxidation
by O vacancy diffusion. This works on mica and should work on a perfect
hexagonal SiO,. But the growth on SiO, and on similar substrates fails, probably
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due to too high density of energy-dissipative centers, to which the carbon atoms
stick.

Atomic carbon interacts strongly with Ge(001) as well. However, there are two
key differences between Ge and SiO,. First, C atoms and small C clusters diffuse
efficiently on Ge(001), so that the crystallites that are already formed can collect the
carbon that fell down on the surface far away from them. Second, no stable carbide
phase is built by Ge and C; this is in contrast to stability of SiC. The end effect is
that Ge can be overgrown with good MBE graphene. The process is not unprob-
lematic, though. The interaction of C atoms with Ge(001) produces mobile Ge
atoms, which decorate edges of the growing graphene and may hinder the formation
of a wide-area graphene of sufficiently high sheet conductivity. As hydrocarbons do
not eject Ge ad-atoms, this may possibly be improved when CVD is used instead of
MBE.
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Chapter 9
Recent Progress on Nonlocal
Graphene/Surface Plasmons

Norman J.M. Horing, A. Iurov, G. Gumbs, A. Politano
and G. Chiarello

Abstract We review recent experimental and theoretical studies of the non-local
plasmon dispersion relations of both single and double layers of graphene which are
Coulomb-coupled to a thick conducting medium. High-resolution electron energy
loss spectroscopy (HREELS) was employed in the investigations. A mean-field
theory (R.P.A.) formulation was used to simulate and explain the experimental
results, with the undamped plasmon excitation spectrum calculated for arbitrary
wave number. Our numerical calculations show that when the separation a between
a graphene layer and the surface is less than a critical value a, = 0.4kz", the lower
acoustic plasmon is overdamped. This result seems to explain the experimentally
observed behavior for the plasmon mode intensity as a function of wave vector. The
damping, as well as the critical distance, changes in the presence of an energy
bandgap for graphene. We also report similar damping features of the plasmon
modes for a pair of graphene layers. However, the main difference arising in the
case when there are two layers is that if the separation between the layer nearest the
surface and the surface is less than a., then both the symmetric and antisymmetric
modes become damped, in different ranges of wave vector.

N.J.M. Horing (<)
Department of Physics, Stevens Institute of Technology, Hoboken, NJ 07030, USA
e-mail: nhoring @stevens.edu

A. Turov
Center for High Technology Materials, University of New Mexico,
Albuquerque, NM 87106, USA

G. Gumbs
Department of Physics, Hunter College, Cuny, NY 01065, USA

G. Gumbs
Donostia International Physics Center (DIPC), P de Manuel Lardizabal, 4,
20018 San Sebastian, Basque Country, Spain

A. Politano - G. Chiarello
Dipartimento di Fisica, Universita degli Studi della Calabria, 87036 Rende (Cs), Italy

© Springer International Publishing Switzerland 2016 205
H. Unlii et al. (eds.), Low-Dimensional and Nanostructured

Materials and Devices, NanoScience and Technology,

DOI 10.1007/978-3-319-25340-4_9



206 N.J.M. Horing et al.

9.1 Introduction

This review article is concerned with plasma phenomenology in graphene [1-8];
both nonlocal as well as local features are discussed, including wavevector shifting
of plasmon modes and Landau damping. It is hard to overstate the importance of
graphene (and similar materials, such as silicene [9]). As an ultrathin layer of
carbon/graphite just a single atom thick in a planar hexagonal honeycombed array,
graphene has an energy spectrum proportional to linear momentum that is char-
acteristic of relativistic Dirac electrons with no gap between the conduction and
valence bands and, correspondingly, no mass in its native state. It has been the
subject of truly extraordinary research efforts because of its great potential to bring
about a massive change in the electronic device and computer industries based on
its exceptional “device-friendly” electrical conductivity and sensing properties. The
electrical mobility in graphene reaches up to 200,000 cm? Vs, over two orders of
magnitude greater than that of present silicon-based materials, over 20 times that of
gallium arsenide and over twice that of indium antimonide. It has a long
mean-free-path (I ~ 400 nm at room temperature) and it is stable to 3000 K, as well
as having great strength. Its planar form is consonant with well-developed present
device fabrication techniques. Graphene-based chemical sensors can detect one part
per billion of various active gases with high sensitivity based on adsorbed mole-
cules acting as donors/acceptors, jointly with graphene’s high conductivity and low
noise. These, and other features of graphene, have commanded the attention of the
scientific/engineering world, generating a massive flood of research activity.

Graphene’s electromagnetic/optical response features are also important and its
dielectric and plasmonic properties (local and nonlocal) play a major role in this. As
indicated above, this subject will be discussed in detail here in two important
experimental configurations: (1) free-standing graphene, and (2) graphene
Coulomb-coupled with a slab of substrate plasma. The pertinent equation for the
fundamental inverse dielectric “screening” function of the latter involves the cor-
responding function for the slab of substrate plasma alone: we start the discussion
with the theoretical background for that since it may be expected to play an
important role in further future studies. The slab plasma discussion is followed by a
review of the present graphene plasma literature and recent theoretical results.
Finally, and most importantly, there is a thorough discussion of the subject from an
experimental point of view.

9.2 Nonlocal Dielectric Response of a Slab Plasma

Plasma nonlocality has been a subject of great interest in both classical and quantum
physics. It is important in dynamic plasma screening phenomenology, including the
plasmon spectrum, intensity and natural damping, as well as in the static shielding of
charge interactions. In low dimensional systems, the boundaries involved can signif-
icantly affect such features of plasma dynamics, including all aspects of nonlocal
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behavior. Moreover, the associated geometric constraints have become ever more
important as semiconductor device sizes have diminished, now at the nanometer level
and even entering the regime of a “single atom thick” layer, such as graphene and
silicene. Of course, “thick” and semi-infinite plasma layers also involve nonlocal
plasmas, and their dielectric response properties will be discussed here on both a
stand-alone basis, as well as in the role of a substrate interacting with a thin
two-dimensional sheet of graphene. This review will address both the theoretical and
experimental aspects of such a nonlocal system starting with the analysis of the
dynamic, nonlocal inverse dielectric response function K(1, 2) of a finite slab of plasma
in the random phase approximation (RPA) (1 = ry, 1 ; 2 = ry, 12). This function is the
space-time matrix inverse of the direct dielectric function e(1, 2), such that the effective
potential V(1) generated by an applied potential U(2) is given by [10—14].

va):/ﬁnKagﬂxm or K(1,2) = 8V(1)/0U(2), (9.1)

for a linear medium. Since V(1) is developed by the density perturbation p(1) due to
polarization of the plasma (with interparticle coulomb potential v) by U(2), it is
given by

wnzmn+/wwLapm, 9.2)
leading to the integral equation (6(1 — 2) is a space-time Dirac delta function):
_ V) _ s 4, 9003)
K(1,2) _5U(2) =0(1-2)+ /d3v(l 3)5U(2)
35) 3V )
or
K(1,2):5(1—2)—/d4a(1,4)K(4,2) (9.4)
where the polarizability a(1, 4) is defined as
_ p(3)
a(l,4) = —/d3 v(l — 3)m (9.5)
and
_0p(3) _ . +
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is the “ring diagram” of the density perturbation response function R, expressed in
terms of noninteracting one-electron thermodynamic Green’s functions G, within
the random phase approximation (RPA) [15]. Such RPA results for the density
perturbation response function and the effective potential, as well as the inverse
dielectric function, for three-, two- and one-dimensional plasmas based on the use
of noninteracting one-electron Green’s functions in (9.6) are very well known. Our
focus here will be on a thick plasma slab (including the semi-infinite plasma limit)
in which it is embedded in a substrate in the vicinity of a thin two-dimensional
plasma such as graphene or silicene [9].

Of course, plasma boundaries have been the subject of intensive investigation in
the past. Older reviews, articles and books by Ritchie [16], Raether [17, 18],
Feibelman [19], Liebsch [20], Kushwaha [21] and others summarize a great deal of
work on the role of boundaries and nonlocality in thick bounded plasmas.
A particularly informative study was carried out by Newns [22], which was further
elaborated by Horing [23] in the determination of antisymmetric (A) and symmetric
(S) effective potentials V4> generated by corresponding applied potentials U“->
associated with sources V3U(2) = 47S(2) [note that the convention V3U(2) — 47S(2)
employed here differs from the usual one in the sign of S(2)]. In this analysis for
infinite-barrier-model boundaries, the effective potentials VA (as well as S(A’S)) of a
slab of plasma in the region 0 < z < d/2 are continued antisymmetrically (A) or
symmetrically (S) into the adjoining region d/2 < z < d across the midpoint z = d/2;
and it yields results in a mixed (z, Q) and w representation given as follows for the
regions z <0 and 0 < z < d [note that translational invariance in the lateral (x, y) plane
permits representation in terms of a single conjugate lateral wavevector

R=(xi —x2,51 —y2) = O = (0, Oy)I:

AS AS I1(A,S 1(A,S
Ve @) = 1. (~2){e% [vE(0,0) - Ug" (0,0)] + U (2 0)}

+1n(2ny (d—2) ( )ZZCOS( ) Dot [2715( V(o)

qm S) ¢'(A,S)
+0V™ (0,0) - 2005 (0,0)] |,
(9.7)
where #,(z) is the Heaviside unit step function and
0
USA’S> (z,7,0) = *%T / dz e*Q‘Z’zllS(QA’S (7, w) for <0, (9.8)

represents the potential in the region where z < 0 due to that part of the source
charge Sg’s)(z’; ) lying within z < 0 and
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AS A8\ ! 1(A,S 87 (as 1 oAS
Ve (0,0) = (1465%) | 205" 0.0) = =65 > 3 EggySi (@)

(9.9)

and

-1
ep =5V (w) = % Egly (9.10)
g4 q'(A.S)
In these equations above we have

Eggqy = Egqq (0) = (Q2 + ‘12)5qq’/’7q +4nR gy (9.11)
= 41 (Aggdqq /Mg — Agqq), (9.12)

with
Rogq = DQlléqll//nq — Aggq (9.13)

as the density-perturbation response function R(1, 2) = dp(1)/6V(2) in (Q, ¢, q')-
representation having a diagonal part D and a non-diagonal part —A. In this,
Apg = @) N0* + ¢ + Dy, The notations (A, S) refer to antisymmetric or

symmetric potentials and sources, and for the antisymmetric case, ¢, ¢

@ =@2n+ Dald,n=0,1,2, ..., and ng = 1, whereas for the symmetric case,
q®, ¢ =2nnld,n=0, 1, 23 OOandiyq=1f0rq>0 but , = 1 for g =0. Both
of the Fourier series sums over q< ) = = (2n+1)Z and over g% = 2"“ represent the

same function in the half interval [0 < z < 2], but in the other half interval
[%’ < z < d|, they represent antisymmetric or symmetric continuations, respec-
tively, across z = {—’ The Fourier series transforms employed here are defined as

= (R,2) and q = (0.9)]:

R,z dan/

¢As

IQI
Sl

Reos(gz)f5Y;

(9.14)
and fAS) /dz/d2Re§Ecos )f<AS( R,z2).

The diagonal part (Dg,04q/ nq) of the density perturbation response function
(R) corresponds to the familiar noninteracting Fermi gas result subject to periodic
boundary conditions, whereas the non-diagonal part (Ap,) arises from boundary



210 N.J.M. Horing et al.

(b) @ © (V4 ve)

Fig. 9.1 Slab plasma in region II where z = [0, d/2) with potential V continued across z = d/2 into
region z = [d/2, d]: a V* symmetrically continued potential; b V) antisymmetrically continued
potential; ¢ V average of the symmetric potential V) and antisymmetric potential V@ with equal
weight as d — 00(d/2 — ©0)

conditions forcing the electron Green’s functions G, to vanish at the boundaries
(having effects localized within small spatial regions limited to an inverse Fermi
wavenumber near the boundaries), for the infinite barrier model considered here.

While each of the two Fourier series for V(ﬁ)(z, ) and V(QS)(z, ) individually
properly represent the effective potential in the slab region 0 < z < d/2, as generated
by corresponding applied potentials U and U and associated sources, it is
necessary to average them to eliminate the appearance of spurious sources in the
continuation region d/2 < z < d, which is distant for large d (Fig. 9.1). Thus, we
have

1
VQ(z,cu):E Vé)(z a))+V } ZVAS (z,w) for large d  (9.15)
255
and
1 (A,S)
= — : . 1
Up(z,w) Z[ZZSUQ (z, w) (9.16)

It is at once apparent that (9.1) yields K(1, 1") directly upon choosing the Dirac
delta function U(2) = 6(2 — 1) as a model potential,

VMU:/ﬂQMLama:/ﬁ@K@DM}4U:MLD. (9.17)

Using this, one can describe K(1, 1') for a thick slab of plasma with planar
boundaries by using (9.7) for V**)(1) jointly with (9.15), generated by the math-
ematical model potential U(2) = 6(2 — 1'). These considerations yield V(z, w) for a
thick slab as (define Ep,y = NyE0qq)
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Vo(z,w) = %11+ l (Z 2UQ( (O7 w)) +2U1Q(A"S> (z, w)]
1 4 cos (g4 2n S ( S>
IR Z@Z(Z) (492) Egly [2n84 (@)

+ V5 0,0) = 2005 (0,0)| |,
(9.18)

where terms of order 5 are neglected (but could be important in a calculation of
surface energy), and

(A,S) _ as) ! 1(A.S) 87T (AS
Vg 0,0) = (1+657) [ 205"(0,0) - ZZEQqq,S

/(A S)

(9.19)

and

() e Byl (9.20)

The resulting solution for the inverse dielectric function K(1,1") = V(1) of a
thick slab, neglecting terms of order O(1/d), may be written in a mixed represen-
tation as

K(Q,z,750) = %m (—2) [eQZ (Z Verd(0,0) — 0710'(2) - 5(Z’)>

A+S
+0710()e % +6(2)O(2)e % + 25, (—2)d(z — Z’)}

A OX ()55 enfd 05l vt 0.0

+ 44 g'(AS)

—(q* +0%) cos(q' (A, 8))n , () — Q3(2)]
(9.21)
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where @(2) = n,(z) — 7 + (—z) and 0'(z) = d(6(2))/dz, with

VéA,S)(OJU) e +8(Q/4,s))—1 01 (Z)+6() Z Z fop
4A gas) (9.22)
A

Equations (9.21, 9.22, 9.17) above include the role of non-diagonal density
response matrix elements, —Ap,y as well as the diagonal ones, Doy 04q / Ny

Considering the semi-infinite limit d — ©0, it is reasonable to neglect the
nondiagonal elements —Ag,, as well as terms of order O(1/d), and passing to the

continuum limit - us — L[5 dg (also Y 4 — 2), we have

K@méw%W+e@G@—a r;ggﬂ)

n 2¢9 K3D<Q7 )an+(zl))

1+¢o
_ 2 _

o1 @2 @0) (2L o) - PEL L@ L. ()

+ [KP(0, 2475 0) +KP(0,2 — Z50) |0, ()],
(9.23)

where

(4,5) | _@ i 2 2\.3D -1

o) =g =2 [l @ 4 @) 020
0

and £2P(q, w) (3D denotes three dimensional) is the dynamic, nonlocal bulk dielectric
function of the thick-slab material. Furthermore, (9.23) involves the definitions

KP(0,7;0)=n l/a’q cos(q7) /&2 (q, ) (9.25)
0
and
v:2(0,7;0) =217 / dq cos(qz)/[(¢* + @€l (q, w)]. (9.26)
0

A fuller account of the derivation of these results is provided in [21].
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If the bulk plasma within the semi-infinite slab is fully local in the sense that
&P(q, w) — &P(w) = ¢(w), then the corresponding local inverse dielectric func-
tion is given by

K(Q,z.Z50) =n, (-2) {5(1 — )+ 8()e <1J—r_;((cu:))>}
1. (2) [% +5(z’)e—9z$ (ﬁ%ﬂ (9:27)

While (9.27) is useful because of its relative simplicity, it is important to
understand that its validity is restricted because the g-integrations in (9.24-9.26)
extend over an infinite integration range. This admixes the effects of the
boundary/image length scale with that of the g-nonlocality dependence, eliminating
the possibility of an unqualified limit ¢ — 0 and modifying the plasmon depen-
dence on Q: Furthermore, the imaginary part of sgf(q, ®) participates in these g-
integrations, imparting a damping contribution to the surface plasmon roots even in
the low-Q limit (which is not represented in (9.27)). In fact, the “nonlocal” linear Q-
correction to the surface plasmon, and its imaginary part involving damping,
depend sensitively on the nature of the bounding surface. Nevertheless, there is a
regime in which (9.27) is meaningful. This can be seen by examining the parameter
measuring the importance of nonlocality in the bulk dielectric function £2°(q, ®),

1/2
namely pﬁ” ~ (mwlz7 /Elhgrmal) , where the characteristic thermal energy

Eherma = 1t 1s the Fermi energy in the degenerate case at hand. For g < py it is
reasonable to neglect nonlocality, at least in the surface plasmon frequency w; =
wp/ v/2 as well as in comparison with other more pertinent sources of nonlocal
behavior (but it cannot be neglected in the damping of the surface plasmon). For
Cu, w, ~ 1.66 x 101051 we have the critical nonlocality wavenumber parameter
as pM ~ 1010 m~'. By the way of comparison, the corresponding critical
wavenumber for massless graphene, measured by pC ~ prEp/hw, with
w, = +/(3.22 x 10")p¢1/2_ is given by p¢ ~ 4 x 10~2m~'. Thus, while nonlo-
cality is important in graphene for wavenumbers in the vicinity of (and above) p&, it
is relatively unimportant in surface plasmon phenomenology up to p ~ 10" m~1.
The high wavenumber range between pS and p will be discussed in detail here
taking account of graphene nonlocality, but not that of the metal. Initially, we
review the fully local range for wavenumbers well below both p& and p (which, of
course, excludes intrinsically nonlocal damping).

Note that henceforth the symbols Q and g, for lateral wavevector are used
interchangeably, Q = g,
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9.3 2D Plasma Coulomb-Coupled with a Slab Plasma

To address the problem of a two dimensional sheet of plasma interacting with a slab
of substrate plasma, it is reasonable to expect that the perturbed densities of the two
are mutually independent and additive, p = pg; + p2p, to the extent that tunneling
between the two plasmonic systems is negligible. Accordingly, the polarizabilities
are additive and the inverse dielectric function K for the composite system is given
by (subscripts “SI” and “2D” refer to the slab plasma and 2D sheet, respectively)

K'l=¢= 1+OCSI+O(2DESSl—f—O(zD:KS_II—‘rO(QD (928)
or
K= KSI — KSZ - 0op -K, (929)

where Kg; refers to the inverse dielectric function of the slab plasma alone, as
discussed above. This integral equation is readily solved in position representation
(bear in mind that the symbol for lateral wavenumber, formerly Q above, will now
be g, [Q = g, which we supress along with frequency w):

o0 o0

K(z1,22) = Ksi(z1,22) — / d7 / d?" Ksi(z1,7)oop (7, 2")K(Z",22).  (9.30)

—00 —00

Simplification occurs because localization of the 2D sheet to the plane at
Z = a means that

O€2D(Z/,ZN) _ / dz" V(Z/,ZW)D(ZW,Z”) (9.31)

where (v is the Coulomb potential)

D(",2") = Mgy, @)3(" — a)3(' — a) = ~Ryp(g), @)3(Z" — a)3(@' ~ a),
(9.32)

with 17(2%(61”, w) = — R(z%(q”, ) as the 2D ring diagram of the RPA for the 2D
plasma sheet. This yields

o0
K(z1,22) = Ksi(z1,22) — Iy (q)), ) / d7 Ksi(z1,2)v(z — @)K (a,z2) (9.33)

and the solution for K(a, z;) may be obtained algebraically as
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K(a,22) = m (9.34)

where the “inverse dispersion factor” Sc(gq), @), whose zeros determine the coupled
plasmon frequencies (and amplitudes) of the composite system is given by

[e¢]

Sc(q),w) =1+ Hg(l)))(qu o) / d? Ksi(a,2)v( —a)p . (9.35)

—00

The resulting inverse dielectric function for the composite system is given in
mixed z-q-w representation by [12, 14, 24]

o0

/ d7 Ks(z1,2)v(7 —a)p.

Ksi(a,z2)
Sc(q), )

K(zi,22) = Ksi(z1,22) — HgOD)(‘IH; o)

(9.36)

The fully local composite system result for K(z;, z») of a semi-infinite substrate
plasma coupled with a 2D sheet plasma is obtained by employing Kg; from (9.25) in
(9.35) and (9.36). Correspondingly, the interacting plasmon roots arise from the
vanishing of Sc(g), @) of (9.34) using the local limit of 17(2%(61”, w) given as [25]

0) 22 _2p A?
nh u
which accomodates both gapless as well as gapped graphene, with A as the gap

between the valence and conduction bands. The fully local plasmon modes follow
as (g, is the background dielectric constant)

ne’C w2 [ne?Cw? oN2 Cen 1?
W = , q‘H_(?P) :I:\/ L g=2ad) g [(7”) -— ‘II] ,  (9.38)

&s

and for large separation ag — ©9, the plasmons disengage (w; is the decoupled
surface plasmon and w3p is the decoupled 2D plasmon)

CO 2me’C

whereas small separation yields the fully coupled hybridized modes as



216 N.J.M. Horing et al.

2 2
WrpWy

2 2
. w2Dws

2 R
g + wyp

2 2
wg + wyp

> _ 2 2
o = o) + oy, — 2aq)

o’ =2agq (9.40)

with plasmon linearity exhibited at low wavenumber (ga < 1) as

nCe? naC
w4~ wg+ q; 0- = 2ey[—q. (9.41)
EsWy &s

1
Both of these modes are linear in lateral wavenumber, differing from the qlzl-
dependence for free-standing graphene or a 2DEG [25].
Generalizing our considerations to include an arbitrary number N of 2D layers

which are Coulomb-coupled to a semi-infinite substrate as well as to each other, we
have

N o0
-1 3+ Tapy(ay. ) / d Ksi(ay, 2 (@ — )¢ K(@;,22) = Kst(ay, 22).
= b
(9.42)
Employing the local approximation for Kg, i.e.
K (z,7;q),0) = 0(z)3 6(z — 2) + (' )e 9 L= ap(0)
SING, <5 |y 1+83(a))
o(z—2) 1 [83((0) - 1} }
+0(—z {+5z’ el e -
(=2) ep(w) @) ep(w) | ep(w) +1
leads to the matrix form
K(ai,2) ) Ksi(ar, z2)
K(ax,z2) | _ 1 N (g1, ®) Ksi(az,22) (9.43)
S(N)(CIH ) I
K(ay,Ny) 7 Ksi(an, 22)

< (N)
where S/ (q), ®) = Det M (q|, ) with matrix elements given by
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oo
M;;’V)(q\\vw) = Oy + Hg%;;(‘]\p ) / d7 Ksi(ay, 2 )v(Z — aj)

21 o
=0+ —— a 5 (qy, ») (9.44)

0>
X e*‘lH|“f*“z"| e lgta) P |
20?7 — w?

- (N - (N
and N( )(qH, w) is the transpose cofactor matrix of M( )(q”,w).

To address the role of graphene nonlocality in the coupled plasmon spectrum in
the wavenumber region between pC and pY, the nonlocal graphene polarizability
ring diagram may be employed in (9.36) and (9.35), with K§; again taken to be local
as Kg of (9.25). The nonlocal gapless graphene polarizability was derived by
Wiinsch et al. [26] and by Hwang and Das Sarma [27] in the degenerate limit; for
convenience it is exhibited in Appendix 1. The corresponding result for gapped
graphene was derived by Pyatkovskij [25] and is exhibited in Appendix 2.

9.4 Numerical Results for Plasmon Dispersion: Graphene
Layers Interacting with Semi-infinite Conductor

Calculated numerical results for the plasmon dispersion of a system consisting of a
semi-infinite conducting medium which is Coulomb-coupled to a single layer of
ungapped graphene are shown in Fig. 9.2, and for two layers they are exhibited in
Fig. 9.3. We note that the plasmon spectra and Landau damping both depend
crucially on the separation between the constituents. Landau damping is determined
by the imaginary part of the polarization function. For a single layer, Fig. 9.2
illustrates that when the plasmon mode enters a region with JmH(O)(q, ) # 0, the
mode is damped. Our calculations also show that when the distance a is less than a
critical value a,. = 0.4kz', the lower acoustic plasmon is overdamped. On the other
hand, our calculation shows that when the conducting surface-MLG separation
exceeds the critical distance a,, the intensity of the low-frequency plasmon in the
long wavelength regime is high, and may be detected up to some cut-off wave
vector g.. For g > ¢q., the intensity of w. is very weak until the plasmon wave
vector exceeds some value g.. However, as indicated above, for gapless graphene,
when the surface-MLG separation is less than a,, the surface plasmon intensity in
the long wavelength regime is weak and the mode only appears at shorter wave-
length when g > g.. This behavior seems consistent with the reported experi-
mental data: It is obviously the case if the plasmon branch goes below the main
diagonal w = vpq. Such damping, as well as the critical distance, changes in the
presence of an energy bandgap for graphene.
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Fig. 9.2 Plasmon modes for a semi-infinite conductor interacting with a monolayer of ungapped
graphene with various surface-to-layer separations. The left panels a, ¢ and e present density plots
of the inverse dispersion function Sgl(q‘|7w+i0+) with peaks corresponding to the plasmon
modes. The right panels b, d and f show exact numerical solutions for the plasmon branches, both
Landau damped and undamped. The distances chosen are akr = 0.2, 1.0 and 0.5, correspond-
ingly. All the plots are provided for extrinsic graphene (doped) with zero energy bandgap
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Fig. 9.3 Plasmon excitations for a semi-infinite conducting medium interacting with two
ungapped graphene layers located at chosen distances from the surface. The left panels a, ¢ and
e give density plots of the inverse dispersion function 1/SV=2 (q,®+i07) with peaks
corresponding to the plasmon modes. The right panels b, d and f show the exact numerical
solutions for the plasmon branches, both Landau damped and undamped. The plots show results
for various distances between the surface and the layers: a; kp = 2.0, 0.2 and 0.5, respectively. The
second layer is placed at a distance a,, which is twice as large as a;. All the plots are provided for
extrinsic graphene (doped) with zero energy bandgap
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Fig. 9.4 Plasmon excitation spectra for a semi-infinite conductor Coulomb coupled with a single
sheet of monolayer gapped graphene located at a chosen distance from the surface. The left-hand
panels exhibit density plots of the inverse dispersion function 1 /SQ’ZI(qH7 ®+1i07") with peaks
corresponding to the plasmon modes. The right panels show the numerical solutions for the
Landau damped (dashed blue lines) and undamped (red curves) plasmon branches

Similar calculated results for two ungapped graphene layers and a surface are
presented in Fig. 9.3. The principal difference arising in the case when there are two
Coulomb-coupled layers is that if the separation between the layer nearest the
surface and the surface is less than a., then both the symmetric and antisymmetric
modes become damped in different ranges of wave vector. It is important to
mention that the upper plasmon branch (symmetric mode) remains almost
unchanged for all cases, with either one or two graphene layers.

The role played by the energy band gap is an important part of our considera-
tions. For monolayer graphene, the existence of an energy gap leads to an extended

region of undamped plasmons [25]. We have focused on the regions outside of the

single-particle excitation continuum with Im H;%) (q), @) = 0, since the plasmons

in these regions are not Landau-damped. In Fig. 9.4, we have plotted the plasmon
dispersion relation for the single graphene layer with an energy bandgap for two
chosen distances between the graphene layer and the conducting surface. These
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Fig. 9.5 Schematic illustrations of the (w-q))-space regions having differing analytical expres-
sions for the non-interacting polarization function given in Appendix 2 as taken from [25]. Both
real and imaginary parts each have distinct analytical expressions, as described in [25]. The regions
with @ > hvpq) above the main diagonal are denoted by £,-Qs, while the regions below this
diagonal are denoted by Q;—Q,. Regions with zero JmH(ZD(q, ), namely Q4, ©Q; and Qs
correspond to regions where undamped plasmons exist. Each schematic plot illustrates the case
with a different energy bandgap: a4 =0.1 p;b4=05p;andc 4 =08 p

results show that for a conducting substrate surface plasmon frequency denoted by
Wy = w,/ V2, there is a coupled/hybrid plasmon frequency w,. of the composite
system which lies below ;. Furthermore, the intensity of this mode depends on the
distance of the graphene layer from the surface of the conductor as well as on the
energy band gap between the valence and conduction bands of the graphene
monolayer (MLG).

In Fig. 9.5, we illustrate the regions in which both the real and imaginary parts of
the polarization function have distinct analytical expressions for several bandgaps.
As mentioned above, we have given particular attention to these regions with
ImH(O)(q, w) = 0 outside of the single-particle excitation continuum, since the
plasmons in these regions are not Landau-damped. The detailed analytic expres-
sions for the polarization function in each region are given in Appendix 2.

9.5 Experimental Studies on Epitaxial Graphene

Electron energy loss spectroscopy (EELS) is the main experimental technique
employed in the investigation of collective electronic excitations (see [28-30] for a
review of this technique). In particular, while photons can only access the
long-wavelength region, EELS is able to scan an extended range in reciprocal space
(up to 0.4-0.5 A™") [29], encompassing both the long- and the short-wavelength
regions. Figure 9.6 shows a typical loss spectrum of plasmon modes for graphene.

While a square-root-like dispersion of the intraband plasmon has been reported
for free-standing graphene and graphene/SiC, experiments performed on monolayer
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Fig. 9.6 Intraband and interband plasmons in epitaxial graphene on Pt(111)

Fig. 9.7 Dispersion relation
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(data taken from [32]) and
MLG/Ir(111) (data taken from
[34])
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graphene grown on metals exhibit a linear dispersion for the intraband plasmon. In
particular, experiments for graphene on Pt(111) [31-33] and on Ir(111) [34] have
shown a nearly identical dispersion relation (Fig. 9.7).
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scattering angle 6, = 51°,
respectively, measured with
respect to the sample normal).
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scale is reported in THz
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The experimental study of plasmon modes of graphene/metals merits special
attention. Graphene-metal contacts [35-44] are omnipresent and inevitable com-
ponents of graphene-based devices and, thus, the investigation of the nature and
dispersion of plasmon modes at graphene/metal interfaces is a key step toward
engineering plasmonic applications of graphene.

The linear dispersion of 2D plasmons at graphene/metal interfaces is a conse-
quence of the coexistence of the bounded metal electron gas with the z-charge
density of graphene in close proximity. It resembles the acoustic surface plasmon
(ASP) at metal surfaces with a partially occupied surface state band within a wide
bulk energy gap [45, 46]. The non-local character of the dielectric function [11, 14,
24] and of the screening processes in graphene [47] prevents the sheet plasmon
from being screened out by the 3D bulk states of the metal substrate.

The group velocity of intraband plasmons at graphene/metal interfaces
(~10° m/s), extracted from the slope of the dispersion relation, is similar to those
calculated for ASP, thus indicating a similar nature of the two collective excitations.

The group velocity of the sheet plasmons at graphene/metal interfaces is about
two orders of magnitude lower than the speed of light, and thus its direct excitation
by light is not possible. However, nanometer-size objects at such surfaces,
including atomic steps or molecular structures, can facilitate coupling between the
sheet plasmons and light. The linear behavior of its dispersion implies that both
phase and group velocities of the collective excitation are the same, so signals can
be transmitted undistorted along the surface with potential applications in
graphene-based nano-optical devices.
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Fig. 9.9 HREELS spectra for
MLG/Pt(111), recorded as a
function of the scattering
angle. The primary energy is
7 eV, while the incidence
angle is fixed at 55° with
respect to the sample normal
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In addition to the ordinary intraband plasmon, a few recent theoretical works
show the existence of a nonlinear plasmon in free-standing doped graphene [48,
49]. Although a similar excitation has also been observed experimentally [33, 50]
(see the nonlinear mode in Figs. 9.8, 9.9 and 9.10), its origin is still unclear and
currently under investigation.

The electronic response of self-doped graphene supported on metal substrates
shows a remarkable dependence on the primary electron beam energy. Loss spectra,
obtained by using impinging electrons of low kinetic energy 7-8 eV, show both
acoustic and nonlinear plasmons.

For primary energies below 6 eV, only a peak around 0.5 eV is observed. At
&, = 8 eV, two clearly distinct plasmon modes may be resolved spectroscopically.
The second plasmon mode around 1.65 eV increases its spectral weight and it is
predominant in the spectrum recorded for £, = 16 eV. In addition to these peaks,
graphene optical phonons are also clearly observed at 0.1 and 0.2 eV [51, 52]. This
striking dependence on the primary energy explains why previous experimental
studies were not able to resolve the two plasmon modes [32, 34].

The HREELS spectra for £, =7 eV, recorded as a function of the scattering
angle, are reported in Fig. 9.9. The two plasmon modes develop with variation of
the scattering angle. The higher-energy mode emerges in off-specular geometries,
for values of 6; lower than 50° with respect to the sample normal. This mode is
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Fig. 9.10 Plasmon dispersion in MLG/Pt(111). The size of the markers reflects the intensity of the
plasmon modes, normalized to that of the elastic peak. Markers are colored following a color scale
reported on the right. The light gray area indicates the continuum of interband single-particle
excitations (SPE), while the dark gray represents the area of the continuum of intraband SPEs. The
plasmon mode enters the Landau damping regime of interband electron-hole excitations when its
dispersion relation intercepts the boundary for the continuum of interband SPEs. The dotted line
represents an interpolation of the nonlinear mode for small momenta, for which the intensity
vanishes

characterized by a linear dispersion (acoustic plasmon). By contrast, the low-energy
mode has a nonlinear dispersion relation (Fig. 9.10). Its intensity reaches a maxi-
mum and then decreases for higher momenta.

The dispersion curve of the nonlinear plasmon is well fitted by a power law:

AW pontinear = Bqﬁ (945)

with B = (0.66 4 0.02) eV A" and n = (0.12 +0.01). In Fig. 9.10, we also show the
electron-hole continuum or single-particle excitation (SPE) region.

The acoustic plasmon lies above the upper edge vrg) of the intraband excitations
and it can be damped by interband transitions. In contrast to this, the nonlinear
plasmon is located below vrq) and thus it is damped by intraband transitions.

The nonlinear plasmon was first predicted by Gao et al. [48] for doped
free-standing graphene. It should be noted that theoretical work based on an
oversimplified isotropic graphene band structure in the vicinity of the K point
cannot explain it [53]. Its nonlinear dispersion, considered jointly with its high
spectral weight and its lower energy, makes it a natural candidate for applications in
graphene-based nonlinear plasmonics [54, 55].
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Fig. 9.11 Behavior of the nonlinear mode as a function of parallel momentum transfer g for
monolayer graphene (MLG) on Ru(0001). The intensity of the plasmon modes, normalized to that
of the elastic peak, is indicated by the size of the markers, which are colored following a color
scale reported on the right. The solid line represents the best fit. In the inset, a selected loss
spectrum for MLG/Ru(0001) has been reported. Two distinct loss features are present

It should be borne in mind that in undoped graphene, both the acoustic plasmon
and the nonlinear mode do not occur [48, 56]. In the case of MLG/Pt(111), the
p-type doping of the graphene sheet at this interface is responsible for the existence
of the above-mentioned two plasmon modes.

We also note that when the acoustic plasmon coexists in the EELS spectrum
with the nonlinear mode, its intensity in the range 0.6—1.0 eV is particularly weak
(as highlighted by the size of markers in Fig. 9.10) in comparison with the case of
impinging energies above 12 eV, for which only the acoustic plasmon is recorded.
Thus, the coexistence of the two modes induces a gap in the dispersion relation
when considering the intensity of the plasmon modes.

Finally, in order to investigate whether the nonlinear mode depends on the
graphene/metal interface, we have also studied its dispersion for MLG/Ru(0001)
(Fig. 9.11). We find that two plasmon modes also exist in this case, even though the
dispersion of the nonlinear mode is slightly different due to the dissimilar properties
of this graphene/metal interface from those of MLG/Pt(111) (see [57-59] for more
details).
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9.6 Influence of Adsorbed and Intercalated Atoms

The tunability of graphene plasmons is a promising opportunity for the emerging
field of graphene-based plasmonics. Both the conductivity of graphene and the
dispersion of plasmons in graphene are related to the Fermi energy (or chemical
potential at room temperature). The Fermi energy

Ep ~ u~\/th*vin (9.46)

can be easily controlled (with a concomitant tuning of plasmon modes) by changing
the charge concentration, which, in turn, can be realized by varying a gate potential
or chemical doping [60]. In consideration of possible applications, it should be
mentioned that distributing carriers into multiple graphene/insulator stacks effi-
ciently enhances the plasmonic resonance frequency and its magnitude [61].

Highly electropositive or electronegative chemical species can easily dope
graphene due to charge transfer. In Fig. 9.12, results for K-doped graphene/SiC [62]
are reported. With the addition of more electrons in the 7* band, the Fermi level
shifts upward away from the Dirac point Ep, causing a continuous blue-shift of the
plasmon energy with increasing potassium coverage.

Similarly, a red-shift has been reported in water-exposed MLG/Pt(111) [31].
However, in the latter study, charge doping affects the frequency of the plasmon
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modes but not the acoustic behavior of the dispersion relation. Nevertheless, a
reduction of the group velocity by about 11 % has been observed [31].

In contrast, experiments performed for Na-doped MLG/Ir (111) [34] and
F4-TCNQ/MLG/SiC [65] by Pfniir’s group show negligible influence of doping on
the dispersion curve while noticeable changes in the damping mechanisms of the
plasmon modes are reported.

Interesting results have been reported for plasmon dispersion in Cs-intercalated
graphene/Ni(111) [66]. Without intercalation, the close surface proximity of gra-
phene on Ni(111) exhibits a strong hybridization between Ni d bands and = states of
graphene [67, 68]. The concomitant change of the energy spectrum results in the
loss of the Dirac cones at the graphene K-points, and, with this, the linear plasmon
spectrum is lost. However, intercalated chemical species may decouple such orbital
interactions between the graphene sheet and the substrate [69, 70], restoring the
integrity of graphene’s Dirac cones. Correspondingly, the influence of intercalated
atoms on the electronic structure of MLG/Ni(111) can manifest itself in the col-
lective electronic properties of the intercalated system involving just the Coulomb
coupling of the graphene sheet with a substrate Ni plasma (devoid of orbital
hybridization effects with Ni). Thus, the dispersion curve of the # plasmon, in
comparison with the analogous dispersion curve obtained in the absence of inter-
calated Cs, shows that alkali metal atoms make graphene -effectively
quasi-freestanding in this sense, with a much lowered charge transfer, and with the
recovery of the linear plasmon dispersion typical of free-standing graphene whose
interaction with the substrate Ni is solely Coulombic (Fig. 9.13).
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9.7 Concluding Remarks

In summary, we have reviewed nonlocal plasmon dispersion in the Random Phase
Approximation for monolayer graphene (as well as for a pair of layers) interacting
with a conducting substrate: this was done for arbitrary wavelength, also examining
dependence on layer-surface separation. We have emphasized some interesting
effects of Landau damping of the plasmon modes which depend on the layer
separation distance. Specifically, our numerical simulations exhibited in Fig. 9.2
indicate that, for a single layer whose distance is less than a critical value a., the
lower acoustic plasmon mode is severely Landau damped; this behavior is con-
sistent with reported experimental data. This may be seen in our plots when the
plasmon energy lies below the main diagonal w = vzg. The damping, as well as the
critical distance, changes in the presence of an energy bandgap for graphene.

In regard to plasmon damping, we also discuss results for two graphene layers
and a conductor, which are presented in Fig. 9.3. But, a major difference between the
case in which there are two graphene layers rather than one is that, for separations
between the closest layer and the conducting surface less than the critical value a,
both the symmetric and antisymmetric modes become damped in different ranges of
wave vector. It should be noted that the upper plasmon branch (symmetric mode)
remains almost unaffected by Landau damping for all cases, involving either one or
two graphene layers. Furthermore, the role of an energy gap in the graphene plasmon
spectrum and damping has been addressed here in connection with Figs. 9.4 and 9.5.
Moreover, considerable attention to the experimental studies of graphene plasmons
is provided in Figs. 9.6-9.13. The reader should be aware that other materials having
the Dirac-like energy spectrum of graphene are currently under investigation, in
particular silicene and, most recently, topological insulators [71].

A fuller exposition of the theory and its bearing on experimental data is provided
by Gumbs et al. [24]. The experimental data clearly confirm linear plasmon disper-
sion in the long wavelength limit. The simulations reviewed here go beyond this
regime to a fully general numerical description of nonlocal effects in monolayer and
bilayer graphene, including dependencies on spatial separation a and gap strength.
Further developments of this work to include the roles of nonlocality of the substrate
plasma and of its finite width may be facilitated by the results provided in Sect. 9.2.
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Appendix 1: Dynamic Nonlocal Polarization Function
for Free-Standing Graphene with no Bandgap; Brief
Summary of the Results Derived in [19, 20]

The 2D RPA density perturbation response function,

op/oV = R(z(z))) (p, ) = DyR(x,v), for free-standing gapless Graphene in the T = 0
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degenerate limit is given in terms of dimensionless frequency and wavenumber
variables defined by v = w/Er = w/u and x = plpg, respectively, as (note that
Dy =y} 8s8vP2p/T; g5 and g, are spin and valley degeneracies, g, = g, = 2;
h— 1):

R(x,v) = R (x,v) + R (x,v), (9.47)

with (0(z) = 5.(z) = Heaviside unit step function)

R™(x,v) = R (x,v)0(v — x) + Ry (x,v)0(x — v) (9.48)

where (define 1= —R)

—ReR;" (x,v) = Rell " (x,v) =1 — 8\/ﬁ{fl()@ VO(2+v| —x)
+ sgn(v — 24 )i (x, —)0(12 — v — x) (9:49)
+AHx[Ox+2—v)+0(2 —x—v)]},
—ReR; (x,v) = Rell; (x,v) =1 — 8\/%{]%(% v)0(x —|v+2|)
+f3(x, =v)0(x — |v = 2|) (9.50)
+ Z0(v+20 - +0v -2 0]
_ - -1
—ImR;" (x,v) = ImIl;" (x,v) = — {0, )0 — v -2
l nle BV~ (9.51)
+ 7[6(x+2— V) +0(2—x— v)]},
—ImR, (x,v) = ImIT; (x,v) = % (6, v) — fa(x, —v)0(2 — x — v)]
(9.52)
and
SR (xv) = wl0(x —v)  x*0(v —x) (9.53)

frd 1 .
8vVx2 — 2 8V — x2

The quantities fi(x, v), f2(x, v), f3(x, v), fa(x, v) are defined as
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V(24 ) =2+ (24 )
2 —¥*In , (9.54)

Sile,v) = (24v)y/(2+v) 2 x
=]
fa(x,v) :len%xﬂ, (9.55)
By =24 v)y/x2 = (2+v) +x3sin™! ?, (9.56)

2
A = 242t -2V ;x2+(2+v). (9.57)

Appendix 2: Dynamic Nonlocal Polarization Function
for Graphene with a Finite Energy Bandgap; Brief
Summary of the Results Derived in [18]

The 2D RPA ring diagram polarization function for graphene with a gap A may be
expressed as

(0.0 =% [ o 3 (1o D)

CkEk +q|
f(SSk) —f(S ek +q)

sex — 8'ek+q — how — ih0

(9.58)

Since we limit our considerations to zero temperature, 7 = 0, the Fermi-Dirac
distribution function is reduced to the Heaviside step function fle, u;
T — 0) = n.(u — ¢), so (9.58) is simplified to

) (g, 0) = (g, ) + 7, (g, 0) + 7 (¢, ), (9.59)

where

k- (k+q)+4°
% = d’k — A - ltsf —
1xr = 4 12 ”I+(O€ q )”z:i< S§ PP

(9.60)

| 1
>< p—
(haH— & F ekrq TiH0  ho — e £, q + ihé)

and
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) (q,0) = Oy (g, o) + 1. (1 — A1) (g, ), (9.61)

where

H(O) (Q7 w) = _XSO (q7 (,U)

) (9.62)
1)(q, 0) = 1} (q,0) + 72 (g, ©).

The following notations are employed to specify the expressions involved in the
polarization function:

h 2 2
Flg.o)=42E 1 (9.63)
j? — (vrq)’|
and

4A?

Xo= |l ——F7, (9.64)
(@ - (vra)’)

along with definitions of the following functions:

G (x) = x\/ X5 —x2 — (2 — X,) arccos(x/Xy), (9.65)

G- (x) = x\/x* — X3 — (2 — Xy)arccosh(x/Xy), (9.66)
G- (x) = xy/x% — & — (2 — Xp)arcsinh(x// —A73). (9.67)

Finally, the polarization function is given in the following form:

Real part
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SH

RelT" (g, ) = — g HF@e)

0 = O

G- (ﬁffq) = O

- () +9-(A) = o

G- (i) -9-(i&s) = o
e (miq) . (hfﬁq) o (9.68)

G- (i) = @

G- () -9- (%) = @

G- (#4)+9- (Z;) = @

G(Z) - Go(%) = @

Imaginary part
i1 (g, ») = —F (g, »)

G- (%) -9- (%) = @

G- (hzq) = O

0 = 03
0 = O (9.69)

X490 =

G- () - o

n[2 — A = (&

n[2 — X =

0 = €5

where

P =2+ how and M = 21 — hio. (9.70)

The analytic expressions provided in the left columns above for the real and
imaginary parts of 71 pertain to the frequency wavenumber regions marked by the
Q’s and £’s in the corresponding right column as indicated in Fig. 9.4. Specifically,
these w-q regions are defined as follows:
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0 = ho<u—/(vp)g—Ke)P + 22
0 = iuﬂF\/(ﬁvF2q*k¢)2+A2<hw<
—u+\/th (q+K> + 42 (9.71)
0; = ho< — u+\/(h g+ K+ A2
0, = —,u—l—\/th (q+ K + A? <ho <hvpg,

and
Q = q<2%r & \/(Wr) P +44><ho<
< —pu+ \/(th)z(q — k) 4+ A*
O = (e (g - )+ A2 <
+ 1/ (hvp)* (g — k4)* + A
e g = k) (9.72)
Q = h(u>,u+\/(th (q+ K>+ 42
Q = q>2%kr & /()@ +44<ho<
< =t/ (g — K+ 2
Qs = hvpg<ho<i/(hve) g +44°.
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Chapter 10

Semiconducting Carbon Nanotubes:
Properties, Characterization

and Selected Applications

Chiara Pintossi and Luigi Sangaletti

Abstract Carbon nanotubes are challenging materials from the point of view of
nanotechnology, because of their peculiar electrical, mechanical and optical prop-
erties arising from their monodimensional geometry. Here, the properties of carbon
nanotubes are discussed, starting from their crystalline structure, in order to
understand their optical, electrical and vibrational behavior. In the second section,
the most popular CNT synthesis mechanism are presented, while the last section is
devoted to the CNTs applications, focusing on photovoltaic and gas sensor devices.

10.1 Introduction to Carbon Nanotubes

Even though carbon filaments with a diameter of less than 10 nm were produced in
70s and 80s [1-5], it was only after the first observation with high resolution
transmission electron microscopy (HRTEM) of carbon nanotubes (CNTs) by Iijima
in 1991 [6] that CNT field boosted up significantly, attracting more and more
scientist all over the world.

The simplest and fundamental type of CNTs is represented by single walled
carbon nanotubes (SWCNT) which can be schematized as a single graphene sheet,
rolled up to form a cylinder.

Because the tube properties [7] are dramatically influenced by the way in which
the graphene sheet is rolled, it’s worth deeply understanding the geometry of
nanotubes and their relationship with graphene crystalline structure.

Starting from the basis vectors of the graphene hexagonal honeycomb Bravais
lattice, a; and a, represented in Fig. 10.1, it is possible to express the circumference
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(b)

Fig. 10.1 a Schematic representation of the graphene Bravais lattice in which the vectors ay, a,,
C, and T are highlighted for a (5, 2) SWCNT. b A SWCNT obtained by rolling a
graphene monolayer

of any carbon nanotube in term of the chiral vector C;, which is defined as the
linear combination of the basis vectors: C;, = na; + ma,. The pair of integer (n, m)
uniquely defines the chiral vector and is often called simply nanotube chirality.
Nanotubes with m = 0 are called zigzag, if m = n, the tube is denoted as armchair,
while all the other CNTs are simply called chiral.

The other unit lattice vector T, perpendicular to the chiral vector can be also
expressed in terms of n, m, a; and a, as:

(2m+n) a (m+2n) a
bg

T =
br

where by is equal to 3b, if m — n is a multiple of 3b, or bz = b, when m — n is not a
multiple of 3b, with b being the greatest common divisor between m and n.
The tube diameter d is given by:

C 3ac_
d:_h:m,/nﬂ_’_mn_’_,ﬂ
Y

T

where ac_c is the lenght of the carbon—carbon bond length (1.42 A), i.e. the
hexagon side in Fig. 10.1.
The chiral angle 6, defined as the angle between C, and ay, is:

6 = tan~! (ﬂ)

2m+n

and varies from 6 = 0 for zigzag nanotubes to 8 = 30° for the armchair ones.
The number of hexagons in each unit cell is given by:
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Fig. 10.2 a Tight-binding band structure of graphene. The wave vector k for a 1D CNT is shown
in the 2D Brillouin zone of graphite, in red, for b metallic and ¢ semiconducting tubes

N:£(m2+mn+n2),
bg

it follows that the CNT unit cell is N time larger than that of graphene.

Theoretical studies predicted CNT electronic properties to be very sensitive to
their geometrical structure. In fact, although graphene is a zero-gap semiconductor,
single walled carbon nanotube can be either metallic or semiconducting, depending
only on their chiral index (n, m).

The electronic structure around the Fermi level of an isolated graphene sheet is
given by an occupied n-band and an unoccupied n*-band, characterized by having
both linear dispersion and by crossing the Fermi level at the K point of the Brillouin
zone (Fig. 10.2a). When a graphene sheet is rolled to form a tube, only some
k states are allowed, due to the periodicity boundary conditions imposed in the
circumferential direction. Whenever the set of allowed k states includes the K point
(Fig. 10.2b), the system has a non-zero density of states (DOS) at the Fermi level
and is then a metal with two linear dispersing bands; otherwise, when the K point is
located at one-third of the distance between two adjacent allowed k (Fig. 10.2c), the
CNT is a semiconductor with a variable energy band gap. Nanotubes with
n — m = 3b, where b is an integer, are metallic, all the other are semiconductors.
Each parallel k-line describes one pair of conduction and valence sub-bands in the
nanotube. Transitions at the bandgaps of such sub-band pairs lead to strong optical
resonances, and these transitions are traditionally labelled S;; for semiconducting
and M;; for metallic nanotubes, where i is the sub-band index.

Multi-walled nanotubes (MWNTSs) consist of multiple rolled layers (concentric
tubes) of graphene in a Russian doll model. Its individual shells can be described as
SWNTs, which can be metallic or semiconducting. Because of statistical probability
and restrictions on the relative diameters of the individual tubes, a MWNT is
usually a zero-gap metal.

The 1D density of state of CNT, derived straightforward from the graphite one
[8], becomes large when the energy dispersion relation becomes flat as a function of
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Fig. 10.3 The density of state
of graphene (a) is compared 0.4
to the CNTs one (b). The 1D
confinement in CNTs gives
rise to the characteristic van
Hove singularities
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k, giving rise to one-dimensional van Hove singularities (vHs) in the DOS, as
shown in Fig. 10.3. VHs determine many solid state properties of carbon nanotubes,
which affect the spectra observed by scanning tunneling spectroscopy (STS),
optical absorption, and resonant Raman spectroscopy.

By tight binding calculation a simple relation between nanotube diameter d and
the transition energies Eg. ., the energy distance between the van Hove singulari-
ties, valid both for semiconducting (sc) and metallic (m) SWCNT can be defined as:

.Yodc—c
Esc,m = 2i

with i = 1 for Syy, i = 2 for S5, and i = 3 for My;; yo = 2.9 eV is the nearest
neighbour carbon—carbon interaction energy and ac_c = 0.144 nm is the nearest
neighbour carbon—carbon distance. In UV/Vis/NIR absorption spectroscopy [9], the
optical transitions, arising from vHs, are probed. By absorption of light, the elec-
trons in the van Hove singularities of the valence band jumps to the corresponding
energy levels in the conduction band (the S;; and S,, in semiconducting tubes). In
principle, the same process happens in the case of metallic SWCNTs. However, the
spacing between the van Hove singularities is larger so that only M transitions can
be probed in the UV/Vis region (Fig. 10.4).

Also in the phonon DOS, carbon nanotubes exhibit other unusual aspects
regarding their phonon dispersion relations [10], such as four acoustic branches. In
addition to the longitudinal acoustic and transverse acoustic modes, there are two
acoustic twist modes for rigid rotation around the tube axis, which are important for
heat transport and charge carrier scattering. In SWNT Raman spectroscopy, the
G-band spectra, present also in graphene, which is split into many features around
1580 cm™', and the lower frequency radial breathing mode (RBM) are usually the
strongest features, and are both first-order Raman modes. The RBM is a unique
phonon mode, appearing only in carbon nanotubes and its observation in the Raman
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Fig. 10.4 The density of state of semiconducting (a) and metallc (b) are sketched, highlighting the
Si1. S22 an My, transitions. These transitions give rise to the three peaks in the optical absorption
spectrum (c)
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spectrum provides direct evidence of the presence of SWNTs. The RBM is a
bond-stretching out-of-plane phonon mode for which all the carbon atoms move
coherently in the radial direction, and whose frequency is about 100-500 cm™'.
The RBM frequency is inversely proportional to the tube diameter.

Carbon materials presents also two relatively weak Raman signals whose pho-
non frequencies change with different laser excitation energy, which is called
“dispersive” behavior. In graphite as well as in SWNTs, the D-band at 1350 cm ™
and the G’-band at 2700 cm ™', excited by a laser photon energy of 2.41 eV, are,
respectively, due to one- and two-phonon, second-order Raman scattering pro-
cesses. In particular, because the D-band was firstly observed in the presence of
defects in an otherwise perfect infinite graphite structure, it has been associated to
structural defects in the sample (Fig. 10.5).
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10.2 CNTs Synthesis

Since their discover, a lot of efforts have been made in the optimization of CNTs
synthesis techniques, in order to produce large quantities of pure, diameter sorted
tube, with low fabrication costs [11]. Even though most of these processes usually
take place in vacuum, new techniques have recently been developed for synthetizing
CNTs at atmospheric pressure in order to make nanotubes more commercially viable.

In this paragraph, arc discharge, laser ablation, plasma torch and chemical vapor
deposition will be presented and discussed with more details.

e Arc discharge [12] has been the first CNT production method used since 1991.
In fact, nanotubes were first observed in the carbon soot of graphite electrodes
during an arc discharge that was aimed to produce fullerenes.

In this method two carbon rods are placed end to end, separated by approxi-
mately 1 mm, in an enclosure that is usually filled with helium at relatively low
pressure (between 50 and 700 mbar). A direct current of 50-100 A driven by
approximately 20 V creates a high temperature (~4000 K) discharge between
the two electrodes. The discharge vaporizes the anode carbon rod and forms a
small rod shaped deposit on the cathode. The yield for this method is up to 30 %
by weight and it can be used to produce both single- and multi-walled nanotubes
with lengths of up to 50 pm with a low number of structural defects. For
producing single-walled CNTs, metal catalysts, such as Fe, Co and Ni, are
needed. The SWCNTs diameter distribution depends on the composition of the
catalyst and on the growth conditions. If no catalysts are used, mostly MWCNTSs
are produced with a typical outer diameter of approximately 10 nm (Fig. 10.6)

e Laser ablation [13]: a pulsed laser vaporizes a graphite target, placed in a
furnace at roughly 1200 °C, containing small amounts of a metal catalyst.
During laser ablation, a flow of inert gas flows through the growth chamber to
carry the grown nanotubes to be collected on a cooler surface. The produced
nanotubes are mostly in the form of ropes (bundles) consisting of tens of

Fig. 10.6 Schematic drawing
of an arc discharge apparatus @

for CNTs production
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Fig. 10.7 Representation of a furnace
laser ablation system A
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individual nanotubes close-packed together via van der Waals forces. The yield
of nanotube synthesis by this process is roughly 70 % (Fig. 10.7).

e Plasma torch [14] the plasma torch operation conditions are similar to those
used in the arc discharge and laser ablation approaches, but, instead of graphite
vapors, a carbon-containing gas is used to supply the carbon necessary for the
production of SWNT. In this way, the growth of SWNT is more efficient be-
cause decomposing a carbon containing gas can be 10 times less
energy-consuming than graphite vaporization. To produce a continuous process,
a gas mixture composed of argon, ethylene and ferrocene is introduced into a
plasma torch, where it is atomized by the atmospheric pressure plasma, which
has the form of an intense flame. The fumes created by the flame are found to
contain SWNT, amorphous carbon as well as metallic and carbon nanoparticles
(Fig. 10.8).

e Chemical vapor deposition (CVD) [15] is nowadays the most popular method
of producing CNTs. In this process, thermal decomposition of a hydrocarbon
vapor is achieved in the presence of a metal catalyst. The process involves the
passage of an hydrocarbon vapor through a tubular reactor in which a catalyst
material is present at a temperature sufficiently high (600-1200 °C) to decom-
pose the hydrocarbon. CNTs grow on the catalyst in the reactor and are collected
upon cooling the system to room temperature. In the case of a liquid hydrocarbon
(benzene, alcohol, etc.), the liquid is heated in a flask and an inert gas is purged
through it, which in turn carries the hydrocarbon vapor into the reaction zone. If a
solid hydrocarbon is used, it can be directly kept in the low-temperature zone of
the reaction tube. Volatile materials (camphor, naphthalene, ferrocence etc.)
directly turn from solid to vapor, and perform CVD while passing over the
catalyst kept in the high-temperature zone. Like the CNT precursors, also the
catalyst precursors in CVD may be used in any form: solid, liquid or gas, which
may be suitably placed inside the reactor or fed from outside. Pyrolysis of the
catalyst vapor at a suitable temperature liberates metal nanoparticles in situ (such
a process is known as floating catalyst method). Alternatively, catalyst-coated
substrates can be placed in the hot zone of the furnace to catalyze the CNT
growth.
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Compared to arc-discharge and laser-ablation methods, CVD is a simple and
economic technique for synthesizing CNTs at relatively low temperature and
ambient pressure. In the case of MWCNTs, arc- and laser-grown tube possess better
crystallinity compared to the CVD-grown ones, but the crystallinity of SWCNTs
grown by CVD is close to that grown by arc or laser methods. CVD result to
overcome arc and laser methods in yield and purity, reaching the best performances
in terms of structure control and CNT architecture. CVD is versatile because it
works with various type hydrocarbons in any state (solid, liquid or gas), enables the
use of various substrates, and allows CNT growth in a variety of forms, such as
powder, thin or thick films, aligned or entangled, straight or coiled nanotubes with
the possibility of controlling the growth parameters (Fig. 10.9).

10.3 Carbon Nanotubes Applications
10.3.1 Selected Applications of Semiconducting CNTs

So far CNTs have been tested for a considerable number of applications spanning
quite different areas from nanoelectronics to biosensing [16-24]. In particular, they
have been considered in micro- and nanoelectronics, photonics, in the field of solar
cells, for hydrogen and energy storage, as chemiresistors in gas sensing and
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Fig. 10.9 Schematic representation of a chemical vapor deposition (CVD) chamber

environmental monitoring, and as structural materials in composites. Among these
applications, nanoelectronics is most probably the one that merges issues related to
basic physics (e.g. transport in 1D systems) to the capability to design, engineer,
produce, and test novel architectures for electronic components at the nanoscale.
A lot of effort was focused on the capability to produce single-wire FET devices. It
is interesting to note that FET-based devices have also been proposed in the field of
gas sensing [25], showing that cross-fertilization among different research areas is a
process that CNT can enable due to their versatility as functional materials.

In the following, two applications are discussed, namely the use of SWCNT in
hybrid solar cells, and the development of gas sensors based on SWCNT layers.
These application share as a common feature the relatively easy preparation route of
the active SWCNT layer and the possibility to achieve quite good results without
resorting to control the layer at the nanoscale. Indeed even with CNT bundles,
devices can be brought to operation, enabling the test of novel ideas and device
architectures at relatively low cost.

10.3.2 CNTs for Photovoltaic Applications

In recent years, CNTs have played different roles in photovoltaic devices.
Nanotubes are in fact used as a part of the photoactive layer, as a transparent
electrode or in dye-sensitized solar cells, but among the most promising alternatives
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Fig. 10.10 A sketch of a hybrid CNT/Si solar cell (a) and its section view (b), with the CNT film
on top (in gray), two Au contact (in yellow), n-type silicon in silver and silicon oxide in purple.
J-V curves (c) and Si2p XPS peaks (d) are presented for different oxidation time: pristine sample
(pink circles), without oxides (gray diamonds) and at the optimal oxidation state (blue triangles)

to silicon photovoltaics (PV) there are hybrid devices based on heterojunctions in
which the p-type silicon is completely replaced by SWCNT, which are naturally
p-doped in air by molecular oxygen (Fig. 10.10a, b).

The remarkable power conversion efficiencies (PCE) so far displayed by devices
based on these junctions [26, 27] are strictly related to the peculiar physical
properties of CNTs. On one side, single-SWCNT are excellent candidates for
participating in photogeneration processes, because of their capability of absorbing
light over a wide range of the solar spectrum, thanks to an energy bandgap variable
from O to 3 eV, depending on the tube diameter and to the presence in their DOS of
the vHs. On the other side, it has been recently proved [28] that SWCNTSs do not
merely act as a light absorber layer but, due to their extraordinary electrical con-
ductivity (~10° S/cm) [29], they are also able to provide efficient transport paths
for carriers, which have a very high probability to reach electrodes and generate
photocurrent in devices based on CNTs photoexcitation processes [30].

A considerable effort has been recently made to increase the efficiency of
CNT-Si heterojunctions, until reaching a record PCE of about 15 % [31]. However,
much has still to be done in order to identify the mechanisms behind the device
operation and determine the parameters that mostly affect the cell behavior. In
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addition to a number of technical issues related to the cell geometry, to contacting
pads, and to the choice of the CNT layer, several studies have pointed out [32, 33]
that a silicon oxide layer grows at the interface between monocrystalline silicon and
CNTs not only during the manufacturing process but also once the junction is built
and that the properties of this layer affect the overall cell performances.

The role played by the oxide layer is of fundamental importance for under-
standing the working mechanism behind these devices that could behave either as
p-n junctions [34] or as a metal-insulator-semiconductor (MIS) devices [35]. In
particular, in a p-n junction model, the best efficiency should be reached once all the
insulating silicon oxides are removed and perfect junctions between CNTs and Si
can be built. On the other hand, in MIS junctions a relatively low potential barrier
between CNTs and silicon yields a high number of majority carriers recombina-
tions, resulting in a saturation current larger than that of a p-n junction diode and, as
a consequence, in a low open circuit voltage. In these devices a thin layer of
insulating oxide is beneficial because it helps to confine electrons in silicon,
avoiding them to fast recombine in CNTs [36] (Fig. 10.10c). Moreover, a thin
insulating layer may also have the advantage to passivate interface states, hindering
charge trapping, lowering recombinations and increasing the device open circuit
voltage.

The choice between the two junction schemes (i.e. p-n vs. MIS) requires a
specific investigation on the oxide role through direct evidence of the Si oxidation
states during manufacturing and ageing processes to tailor the oxide layer
properties.

Oxide removal from silicon upon HF exposure is expected, as it is a standard
treatment to etch silicon wafers and, on this basis, similar results have been claimed
when CNT/Si heteojunctions were HF etched [37]. The possibility to access the
buried interface layer by angle resolved X-ray photoemission spectroscopy
(AR-XPS) has recently been demonstrated (Fig. 10.10d) and the existence of an
oxide layer with optimal thickness was inferred by several groups [32, 33, 38] to
rationalize the behavior of the cells in the presence or absence of oxides. Therefore,
in spite of a seemingly straightforward preparation route, the CNT/SiO,/Si interface
represents a quite complex system from the point of view of materials, as it matches
a relatively low-density CNT bundle layer with a nanostructured and chemically
inhomogeneous SiOy layer grown on a n-doped silicon wafer.

In particular, in devices based on bundles of randomly aligned SWCNT the
presence of a thin layer of oxides has always lead to better cell performances [32,
33, 38].

As shown by Jia et al. [32], the electrical parameters of a CNT/Si solar cell can
be modulated by changing the thickness of the SiOy layer, either by removing
oxides with HF or by letting these oxides regrow, through either oxidation in
ambient air or exposure to nitric acid.

For understanding the operation mechanism, a combination of suitable spec-
troscopic tools has been used recently [39]: AR-XPS for a direct probe of the buried
oxide interface, Raman spectroscopy to obtain information on CNT properties, and
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the acquisition of current density-voltage (J-V) characteristics for monitoring the
behavior of the photovoltaic device after exposure to acid.

Based on this experimental approach, It has been demonstrated that a relatively
mild HF etching does not change the CNT film properties, acting only as silicon
oxides etcher. This finding addresses a long-standing question on the unaligned
CNT-Si hybrid junctions, probing the role of the complex silicon oxide interface to
tailor the PV cell performances. The build-up of an interface Si oxide layer is
required to increase the efficiency. This is assumed as a strong indication that the
junction can be described with a MIS model rather than a p-n junction. These
results indicate that the SiOy buried interface can be regarded as a passivating and
inversion layer, which improves the cell performances by hindering the e-h pair
recombination.

10.3.3 CNT Interaction with Gases: From Surface
Chemistry to Devices

Up to now CNT have been tested against many polluting gases, as they are known
to interact with many gas molecules that, depending on their reducing or oxidizing
properties, may inject or extract electrons from the CNTs, resulting in a detectable
electrical signal. Indeed, a large body of studies reports the response of CNTs to
many gases, in particular to ammonia and nitrogen dioxide, as prototypes of
reducing and oxidizing gas, respectively. Many CNT-based gas sensors devices
have been tested so far, showing that CNTs are a promising class of materials for
the development of gas sensors [40-53].

The gas sensing capability of CNT is based on the possible interactions of
molecules with the CNT walls. The basic interaction mechanism can be clearly
evidenced in semiconducting CNT. It has been shown by Collins et al. [54] that the
presence of oxygen induces significant effects on the conductivity and the DOS of
CNTs. Indeed, CNTs readily become p-doped when exposed to the oxygen
molecules present in air and therefore the interaction with molecules capable to
transfer charge to and from CNTs can increase or decrease the number of carries
(holes), depending on the reducing or oxidizing properties of the target gas mole-
cules. These interactions have been explored in experimental [41, 54-57] and
theoretical works using ab initio calculations and density functional theory
(DFT) [58-60]. The distribution of electrons around the CNT make it electro-
chemically active. Therefore when oxidizing or reducing gas molecules, e.g. NO,
or NHj respectively, are adsorbed onto carbon nanotubes surface, the charge
transfer affects the electronic properties in terms of band structure, DOS, and
electrical conductivity of CNTs. Many studies have been inspired by the experi-
mental evidences presented in [55], where the variation of the electrical properties
of CNTs upon exposure to NH; and NO, was clearly evidenced. On the theoretical
side, one of the first works based on DFT was performed by Zhao et al. [58] who
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Fig. 10.11 Electronic DOS of (10, 0) carbon nanotubes after adsorption of NHj (top panel), and
NO, (bottom panel) compared with the DOS of (10, 0) pristine CNTs. Dashed lines denote the
Fermi level. b Contour plot of the electron charge density (slice passing through SWCNT and NO,
molecule) [58]

studied the interaction of a large set of molecules (NO,, O,, H,O, NH3, CHy, CO,,
H,, N, Ar) and SWCNTs with different chirality, clarifying the mechanisms of
charge transfer, the adsorption sites, and the CNT-molecule minimum distance. The
gas molecule adsorption on the SWCNT surface may induce a significant variation
of the electronic properties due to the charge transfer. In Fig. 10.11, the density of
electronic states of pure (10, 0) carbon nanotubes and upon absorption of NH; and
NO, (respectively in middle, top, and bottom panel) is shown. The NHj effect is
predicted to be weaker with respect to NO, interaction which shifts the Fermi level
into the valence band. Nevertheless, detection of NHs is still a benchmarking
measure to test the capability of CNT to interact with small reducing molecules.

In turn, the strong interaction of NO, with CNTs may result in poorly reversible
interactions, leaving the CNT layer poisoned by NO, and therefore, to some extent,
less capable to restore the pristine electrical parameters and to proceed with the
detection of further exposure to this target molecule.

According to Zhao et al. [58] for molecules like H,O, NHj3, CO,, which are
donors, i.e. they inject electrons on the nanotube surface, the charge transfer
towards the tube is low (0.01-0.035 electron per molecule) and the adsorption
energy defined as E,(d) = E(tube + molecule) — E,,(tube) — E,,(molecule) is
weak (0.2 eV), d being the equilibrium distance between the tube and the molecule,
while for the NO, acceptor which induces high charge transfer from the tube (0.06—
0.14 electron per molecule), the adsorption energies are also greater (0.4 eV).
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In order to exemplify the interaction between gas molecules and bundle of
SWCNTs, in Fig. 10.12 we report the case of an H, molecule adsorbed on (10, 10)
SWCNTs bundle considered by Zhao et al. [58]. As one can observe from the table
on the right side of Fig. 10.12, the adsorption energy and charge transfer in the
interstitial and groove sites are greater with respect to that on the surface sites. This
can be explained by considering the greater number of carbon nanotubes that
interact with the molecule. It is important to highlight that the possibility to be
adsorbed in interstitial sites is reduced for large molecules.

From the experimental point of view, reference measurements have been pre-
sented by Goldoni et al. [41], based on X-ray photoemission spectroscopy (XPS). In
particular, the interaction between SWCNTs and gas molecules like SO,, NH3, O,
or NO, has been studied. The authors show that the reaction with oxygen is not due
to carbon nanotube interaction, but to the presence of residual contaminants of the
purification process (especially the species containing Na). Once these contami-
nants are completely removed, SWCNTSs appear not very sensitive to O,, CO, H,O
e N,, while a strong sensitivity to NO,, SO,, and NHj is still observed. In
Fig. 10.13 XPS C 1s spectra of the SWCNT clean sample, i.e. without

Site d(A) E,(meV) Qe
Surface 3.01 94 0.014
Pore 2.83 111 0.012
i Groove 3.33 114 0.026
Interstial ~ 3.33 174 0.035

Fig. 10.12 Tllustration of possible adsorption sites for the H, molecule in the (10, 10) SWCNTs
bundle. a Surface; b pore; ¢ groove; d interstitial. In the table on the right, the equilibrium
tube-molecule distance (d), adsorption energy (E,) and charge transfer (Q) on the different
adsorption sites are reported [58]
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Fig. 10.13 C Is spectra of the clean SWCNT bucky-paper measured while exposing the sample at
150 K to SO, (a), NH; (b), and NO, (c) at partial pressures of about 1078 mbar [41]
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contaminants, during gas exposure of SO,, NH;3 and NO, are shown. The shift of C
1s peak during gas exposure is toward lower binding energies in the case of SO,
and NO, (Fig. 10.13a, c¢), while during NH; exposure (Fig. 10.13b) the shift is
smaller and toward higher binding energies. If these binding energy shifts are
ascribed to shifts of the nanotube chemical potential, the NO, and SO, molecules
bound to SWCNTSs act as charge acceptors, while the NH; molecules act as charge
donors, in full agreement with the experimental observations reported by Kong
et al. [55]. and theoretical results [58]. The results of [41], clearly address one
typical problem of CNT synthesis, i.e. the capability to control contaminations
related to the CNT growth and sample preparation, mostly in terms of residual
impurities from metal catalysts, as well as surfactants used to disperse CNTs and
prepare thin layers.

In addition to the above mentioned capability to interact with target gas mole-
cules, SWCNTs soon resulted to be appealing systems to be used as gas sensors for
three other reasons at least: the huge surface to volume ratio, the remarkable
transport properties that favor charge drift towards the electrodes, and their
one-dimensional nature that makes them very sensitive to very small external
perturbations [51]. Furthermore, gas sensors based on SWCNTSs are able to operate
at room temperature, coping with constraints on power consumption in portable
devices. In fact, the use of nanostructured metal oxide layers in gas sensing (so far
the most diffuse materials in chemiresistors) requires to operate at relatively high
temperatures (few hundreds of °C) by coupling the sensing layer with suitable
resistive heaters.

As discussed above, gas molecules adsorbed on the carbon nanotube surface
could act as dopants (donors or acceptors), they could shift the Fermi level or
change the band structure of SWCNT. Such a change may be easily detected, once
the nanotubes are inserted within an electronic device. The different types of
electrochemical sensors based on SWCNTs electrical properties (e.g. resistance [44,
55, 61-63], capacitance [64] or frequency [65] variation, ionization chamber with
CNTs [66]) can be grouped in: sensors based on impedance, piezoelectric
transducer-based sensors and solid state miniaturized sensors [67]. The chemire-
sistor and the chemFET (chemical Field Effect Transistor) belong to the solid state
miniaturized sensors category. In Fig. 10.14, the CNT-based devices and the
electronic circuit schemes in the chemiresistor and chem-FET configuration are
shown.

In the chemiresistor configuration, the CNTs create a bridge between two
electrodes (to which a certain potential is applied), allowing the current flow. When
a reactive gas molecule is adsorbed on the nanotube surface, the charge transfer
alters the electrical resistance of the CNTs.

The chemFET configuration is similar to the chemiresistor configuration, except
for the fact that the current flowing through the CNTs between source (S) and drain
(D) electrodes is modulated by a third electrode, the gate (G), separated from the
other two by a thin layer of insulating material (typically SiO;). This metal/CNT
semiconductor/metal system has the characteristics of a p-type transistor [55]. An
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Fig. 10.14 CNT device and electronic circuit scheme in the chemiresistor (a) and chem-FET
(b) configuration

(a)3.5e-7 (h) 2506
~ 3067 NO2 s NH3
B - 5 20e6|
s 2.5e-T | _f ) 3 WA <— 1% in
8 20e7} ! TRaad
= B g .
3 15e7} & 1.0e6} |
2 1007 2 ¢
E : S 50e7| 3
S 50e8| - . S :
200 ppm in
0.0 prv-=— ) ; . i 00 , ™ T :
0 120 240 360 480 600 0 120 240 360 480 600 720 840 960
time (s) time (s)

Fig. 10.15 Electrical response of a semiconducting SWCNT to gas molecules in a chem-FET
configuration, but at fixed gate voltage (Figure adapted from [55]). a Conductance (under
Veae = +4 'V, in an initial insulating state) versus time in a 200 ppm NO, flow. b Conductance
(Vg =0V, in an initial conducting state) versus time recorded with the same SWCNT sample in a
flow of Ar containing 1 % NHj. These conductance variations to oxidizing (i.e. NO,) or reducing
(i.e. NH3) molecules indicate the p-type character of the SWCNT response

example of response to NO, and NH; exposure of a CNT-based chemFET is shown
in Fig. 10.15.

In Table 10.1 a summary of pristine CNT chemiresistors and ChemFETSs sensing
performance is shown [50]. The chemFET configuration tends to be more sensitive
to gas because of the possibility to modulate the conductance of CNTs via the gate
voltage. However it requires more sophisticated electronics and much higher costs
[44]. Chemiresistors are often chosen for the gas sensing measurements because
they are simpler to produce and to manage. For this type of sensors interdigitated
electrodes (IDE) are often used to improve charge collection from the CNT layer.
The main techniques to deposit CNTs are: direct CVD on the substrate; deposition
of a solution in which the CNTs are dispersed, e.g. by drop-casting method or
ink-jet printing. Finally, in order to align CNTs between the electrodes, a method
called dielectrophoresis, which consists on applying an AC electric field between
the electrodes during the deposition process, has been used by Suheiro et al. [63] to
build a MWCNT-based ammonia gas sensor. Usually the signal is processed as
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Table 10.1 Summary of selected sensing performance of pristine

chemFETs (N/S = Not-stated) [50]

255

CNT chemiresistors and

CNT type Sensor Targeted analytes Detection Response | Reversibility
configuration limit time (s)
Single SWNT | ChemFET NO,, NH; 2 ppm (NO,) | <600 Trreversible
0.1 % (NH3;)

SWNTSs ChemFET Alcoholic vapors N/S 5-150 Reversible
(methanol, ethanol, (=20 V gate
1-propanol, bias
2-propanol and potential)
tert-butanol.)

SWNTs Chemiresistor | O, N/S N/S Reversible

SWNTs ChemFET DMMP <1 ppb 1000 Reversible

(3 V gate
bias)

MWNTs Chemiresistor | NO, 10 ppb N/S Reversible

(165 °C)

SWNTs Chemiresistor | NO,, Nitrotoluene 44 ppb (NO,) | 600 Reversible

262 ppb Uv)
(Nitrotoluene)

MWNTs Chemiresistor | NHj 10 ppm ~ 100 Reversible

SWNTSs Chemiresistor | SOCl,, DMMP 100 ppm 10 Trreversible

SWNTs Chemiresistor | O3 6 pph <600 Reversible

MWNTSs Chemiresistor | NO, 5-10 ppb —600 Reversible

(165 °C) | (165 °C)

SWNTs Chemiresistor | Methanol, acetone N/S ~ 100 N/S

SWNTs Chemiresistor | H,O N/S 10-100 Reversible

Carboxylated | Chemiresistor | CO 1 ppm ~ 100 Reversible

SWNT

AR/Rg, (where AR = R — Ry, R being the sensor resistance measured during
exposure to gas and Ry the baseline resistance before gas exposure) and the
capability of the sensor to track variations in the target gas concentration is
described by the calibration curve, where the AR/R, values are plotted vs the target
gas concentration. A schematic drawing of these measurements is shown in
Fig. 10.16. The figure has been drawn for the case of a reducing molecule (i.e.
ammonia) and the resistance increase is determined by the injection of electrons in
the p-type CNTs.

Novel perspectives in the development of chemiresistor gas sensors (CGS) can
be determined by the capability to meet the requirements of environmental moni-
toring, in particular the sensitivity in the low ppb range.

Recently, low-cost CNT-based layers prepared on plastic substrates have been
produced to monitor the presence of ammonia in the environment, where the NH;
concentrations in the low-ppb range are expected [68]. A systematic monitoring of
ammonia concentrations [69] is mandatory to reduce the hazard for human health
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Fig. 10.16 a Sketch of sensor response to gas exposure and b response curve

and vegetation determined by the widespread use of ammonia and its derivatives as
agricultural nitrogen fertilizers, which is known to determine a severe environ-
mental problems, such as the eutrophication of semi-natural ecosystems, acidifi-
cation of soils, formation of fine particulate matter in the atmosphere, and alteration
of the global greenhouse balance. In spite of this urgency, the detection of ammonia
atmospheric concentrations in urban areas has been so far widely overlooked, since
its average levels are usually low, i.e. in the 20-30 ppb range [70], while novel
ammonia CGS are not usually tested at these low levels.

Ammonia is one of the molecules most frequently used to test the capability of
these devices to operate as CGS. However, little attention has been paid to the
capability of these sensors to measure sub-ppm [NHj3] in air. In fact, ppt sensitivity
of pristine CNTs to ammonia has been demonstrated, in inert Ar atmosphere under
UV irradiation [71], a detection limit (DL) of 50 ppb has been achieved for
ammonia diluted in Ar using CNTs functionalized with polianyline [72], and finally
a detection limit of 30 ppb has been demonstrated for CNT layers on plastic
substrates operating in ambient air [68].

Another emerging issue in the development of high sensitivity CNT-based
devices is represented by hybrid systems where the CNTs are coupled with oxide
nanoparticles. When decorated with oxide nanoparticles, the CNT layers can be
regarded as hybrid systems, displaying properties that can be either ascribed to the
superposition of the parent materials, or to novel properties emerging from the
junction between the CNT wall and the nanoparticle. In the field of gas sensing,
hybrid systems with CNT have been mostly created through decoration with SnO,,
WO; or TiO, nanoparticles [73, 74]. These oxides alone, in the form of thin or thick
films, are known as the most diffused materials for gas sensing, with remarkable
sensitivity towards hazardous such gas as NO,, NO,, etc. It is therefore a straight
choice to create hybrids were CNT can provide superior charge transport and
eventually gas sensing capability to be combined to that of oxide. Here, the p-n
heterojunction formed between, e.g., an n-type metal oxide and a p-type carbon
support is supposed to play an important role in the sensing mechanism of MOs
coated CNT heterostructures [75-78].
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Chapter 11
Effects of Charging and Perpendicular
Electric Field on Graphene Oxide

H. Hakan Giirel, M. Topsakal and S. Ciraci

Abstract We present a first-principles study of the effects of charging, electric field
on the oxidation/deoxidation of graphene oxide consisting of epoxy and hydroxly
groups. We first determined the proper basis set which prevents the spurious
spilling of electrons of graphene oxide, when negatively charged or exerted by
perpendicular electric field and treated with periodic boundary conditions. Applied
perpendicular electric field to graphene surface is provided side specific function-
alization. We showed that the bonds between oxygen and graphene are weakened
under applied electric field. For specific values of excess charge or perpendicular
electric field, oxygen atom moves to the top site from bridge site which is normally
absorbed in equilibrium. Individually adsorbed oxygen atoms cannot form oxygen
molecules due to an energy barrier. This energy barrier is dramatically weakened,
when negatively charged or exerted by an electric field. Beside the epoxy groups,
hydroxyl groups have an important role of oxidation/deoxidation of graphene
oxide. Charging and perpendicular electric field mediates the reduction of graphene
oxide through the formation of H,O and H,0O,. Our results explain the role of
external effects to the reduction of graphene oxide.
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11.1 Introduction

Graphene oxide (GOX) has been an important material because it allows the pro-
duction of large scale graphene sheets through the reduction of oxidized multilayer
graphene [1, 2]. Despite the great amount of experimental and theoretical research
carried out recently, [1-16] a thorough understanding of the interaction of epoxy
and hydroxyl groups with graphene resulting in oxidation/deoxidation process are
not fully understood yet. Active research to date has concluded that the oxidation
and reduction of graphene are, in fact, rather complex and comprise the interplay of
various molecules and atoms, such as O, O,, CO,, OH, H, H,0, as well as external
agents. GOX has been also a subject of interest because the electronic properties of
graphene, in particular its linear = and 7* bands, [17] which cross at the Fermi level
undergo dramatic changes upon oxidation [18-21]. Introducing a band gap, which
varies with oxygen coverage and hence changes semimetallic graphene into a
semiconductor, has been an active field of study in graphene based nanoelectronics.
Furthermore, it has been reported that the oxidized surface of graphene can be
changed reversibly between dark and light spots with the applied lateral electric
field [21]. To tune the band gap, the extent of reduction can also be controlled by
applied perpendicular electric field, whereby deoxidized spots are attained under-
neath an STM tip under a specific bias [21]. These results show that the properties
of graphene can be modified by the controlled and reversible reduction/oxidation of
GOX, which are realized by charging it or by applying perpendicular electric field.

11.2 Methodolgy

We carried out spin-polarized and spin-unpolarized calculations within density
functional theory (DFT) using projector-augmented wave potentials [22]. The
exchange-correlation potential is approximated by generalized gradient approxi-
mation using Perdew, Burke and Ernzerhof (PBE) functional [23]. Initially, we used
two different basis sets, namely plane waves (PW) and local basis (AO) sets for
reasons explained below, which are applied by using first-principles simulation
packages VASP [24] and SIESTA, [25] respectively. Based on the results derived
from the test calculations, all of our conclusions concerning the effect of the
charging and electric field are obtained from AO calculations using SIESTA [25].

A plane-wave basis set with kinetic energy cutoff of 500 eV is used in PW
calculations [24]. Atomic positions and lattice constants are optimized by using the
conjugate gradient method, where the total energy and atomic forces are minimized.
The convergence for energy is chosen as 107> eV between two steps.
Oxygen-adatom adsorbed to one side of graphene breaks inversion symmetry and a
net electric-dipole moment is generated perpendicular to the graphene surface.
Dipole corrections [26] are applied in order to remove spurious dipole interactions
between periodic images for the neutral calculations.
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In AO calculations [25], we use double { polarized basis set and the eigenstates
of the Kohn-Sham Hamiltonian are expressed as linear combinations of numerical
atomic orbitals. A 200 Ryd mesh cut-off is chosen and the self-consistent calcu-
lations are performed with a mixing rate of 0.1. The Brillouin zone is sampled with
a Monkhorst-Pack mesh [27] with (5 x 5 x 1) k-points, whereas we use
(45 x 45 x 1) k-points in specific systems. Core electrons are replaced by
norm-conserving, nonlocal Truoiller-Martins pseudopotentials [28]. The vacuum
spacing between graphene layers in adjacent supercells is taken 15 A. The con-
vergence criterion for the density matrix is taken as 107,

11.3 Theoretical Investigations of Charged Nanosystems

The theoretical investigations of charged nanosystems have been an active field of
study. Developing appropriate formalisms to provide reliable predictions on the
effects of charging and applied electric field have been the subject matter of several
studies [26, 29-43].

The aim of this study is to investigate the effects of electric field and charging on
OH, H and O which are adsorbed to graphene. Here, we performed the calculations
of charged GOX by adding desired amount of excess electrons for the case of
negative charging or by removing electrons for the case of positive charging, where
both cases are treated using periodic boundary conditions (PBC). Throughout the
study, O > 0 (or surface charge density @ = Q/A in Coulomb/m?, A being the area
of the cell) indicates the positive charging, namely number of depleted electrons per
cell; O < 0 indicates the negative charging, namely the number of excess electrons
per cell, and Q = 0 is the neutral cell. The bare (super)cell is made up of (n x n)
primitive unit cells of graphene; each supercell comprises 2rn> carbon atoms and
8 n® valence electrons. We assume that graphene planes, which are repeating
periodically along the z-axis are parallel to the (x, y)-plane. The electric field E,
which is applied perpendicularly to the graphene plane, is specified as positive i.e.
Efiq > 0, if it is along z-direction (or it is pointing towards adsorbates, i.e. H, OH,
O). This electric field induces electronic charge transfer from the adsorbate to
graphene and the case is vice versa if the direction of E is reversed, i.e. Egeq < 0.
Electric field induced charge transfer modifies the charge distribution and hence
affects the physical and chemical properties.

We first examine the limitations of PBC method, where two-dimensional gra-
phene layers separated by large spacing s are repeated periodically along z-direc-
tion. We carried out first-principles PW calculations as well as AO calculations
using linear combinations of numerical atomic orbitals and investigated the effect of
charging on the graphene layer.

In Fig. 11.1a—c we present electronic band structures of graphene calculated by
PW and AO for Q = +0.2 (5 = +0.61 C/m?), 0, =0.2 electrons/cell (& = —0.61 C/m?)
using the primitive cell (n = 1). Further details about the changes in the band
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<« Fig. 11.1 a-c Energy band structures of graphene calculated for Q = +0.2 e/per primitive unit cell
(@ = +0.61 C/m?), 0 and —0.2 e/per primitive unit cell (G = —0.61 C/m?). Left (right) panels are
calculated using PW basis set using VASP code (AO basis set using SIESTA code). d Schematic
description of the plane-averaged potential of negatively charged graphene, V(z) dipping at the
center of vacuum spacing and forming a quantum well like structure. The vacuum spacing between
two adjacent graphenes is denoted by s. The triangular potential barrier and its width are ®» and
w, respectively. The quantum well confining electrons, which are spilled from charged graphene of
PW calculations is illustrated by blue lines; the well without bound electrons shown by red lines
corresponds to AO calculations. For one single graphene layer corresponding to the “actual case”,

V(z — #00) — —oo for s — co. e Plane-averaged (linear) charge density, A(z) obtained from
PW calculations for Q = —0.2 e/cell (3 = —0.61 C/m?) and s = 20 A. /(z) in full y-axis range is
shown by inset. Here “cell” indicates the primitive unit cell, and s = 20 A. This figure is taken from
[29]

structure of graphene upon charging have been discussed in our recent studies
[42, 43]. In the case of Q = +0.2 (¢ = +0.61 C/m?), the Fermi level shifts down or
the Dirac point raises for both PW and AO calculations. Accordingly, semimetallic
graphene turns into a hole-doped metallic system.

For neutral case (Q = 0), band structures calculated using PW and AO are
similar. The work function is the difference of the reference vacuum energy and the
Fermi level. The value of work function extracted from Fig. 11.1b is 4.26 eV and
this is in good agreement with earlier study [44]. Briefly, the results calculated
using PW and AO are similar. Minute differences originate from different pseu-
dopotentials used in calculations. Moreover, the perfect convergences of different
basis sets can be achieved only by using very large cutoff values.

As for the case of negative charging with Q = —0.2 e/cell (¢ = —0.61 C/m?), the
Fermi level shifts up significantly in AO results. In the case of PW results the Fermi
level shifts up only slightly and then is pinned by the free electron-like parabolic
bands touching to the Fermi level; thereafter the position of the Fermi level is
practically unaltered with increasing negative charging as shown in Fig. 11.1c. The
dramatic difference for the case of Q < 0 between PW and AO results can be
understood through the plane-averaged electronic potential along the z-direction,
i.e. V(z) as described schematically in Fig. 11.1d. In the actual case, V(z) passes
through a maximum near the surface and goes to —oco as z — £oo at both sides of
one single graphene layer, which is charged with O < 0. Then the electrons in the
graphene can spill to vacuum only if they tunnel through tunneling across a wide
triangular barrier. The width of the barrier, w decreases with increasing negative
charging. Accordingly, the tunneling current would be negligibly low and excess
electrons would practically be trapped in graphene if the value of |Q] is not very
high. However, when treated within PBC, V(z) of periodically repeating graphene
layers with a vacuum spacing s between them can make a dip reminiscent of a
quantum well at the center of the spacing as shown in Fig. 11.1d. Under these
circumstances, Kohn-Sham Hamiltonian using PW can acquire solutions in this
quantum well, which are localized along the z-direction, but free-electron like in the
(%, y)-plane parallel to graphene. These states form the parabolic bands (k;, k) plane
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as shown in Fig. 11.1c. If the quantum well dips below the Fermi level with
increasing s or Q, excess electrons in graphene start to be accommodated in these
2D free-electron like bands. This ends up with the spilling of electrons into the
vacuum region.

In Fig. 11.1e we present the plane-averaged charge density, A(z) calculated
within PW. By integrating 4(z) along the z-direction, it is concluded that graphene
can keep only —0.09 e/cell (¢ = —0.28 C/m?) out of —0.2 e/cell (6 = —0.61 C/m?)
excess electrons. The remaining —0.11 e/cell (6 = —0.33 C/m?) are spilled out into
the vacuum, namely to the region between two adjacent graphene planes. Clearly,
the spilling of excess electron, which can be normally trapped in graphene, is an
artifact of PBC. The amount of excess electrons spilled to the vacuum spacing
increases with increasing s and increasing negative charging. While wide s is not
convenient because of excessive charge spilling, small s may prevent excess
electrons from spilling into the vacuum at very low negative charging and can yield
reasonable solutions as long as the coupling of the adjacent layers is negligible.
However, the charge spilling can set in when the negative charging exceeds a
threshold value corresponding to the given s. The dependency of electronic
structure and hence the band gap opening on s in PW calculations of silicene
(graphene like Si) under perpendicular electric field has been also reported recently
[45]. The perpendicular electric field breaks the mirror symmetry of V(z) and gives
rise to a sawtooth like variation. At high E and large s, electrons of silicene spilling
to low potential site result in a situation discussed above and in [30] above for
0 <0.

The following conclusions have been arrived regarding the features and limi-
tations of first-principles methods in treating these external effects using plane wave
(PW) and local basis (AO) sets: (i) When negatively charged, the electronic
potential between periodically repeating graphene layers makes a dip at the center
of the vacuum spacing s. This dip forms a quantum well like structure and its depth
from the Fermi level increases with s and with excess charge Q < 0. (ii) PW cal-
culations result in charge spilling to the vacuum region for large s, which is the
consequence of the artifact of PBC. (iii) On the other hand, such a spilling does not
occur in AO calculations even if PBC is used, since local basis orbitals at carbon
sites fail to represent states in the quantum well like potential at the middle of the
vacuum spacing. (iv) This is the artifact of AO calculations, which turned out to be
its advantage, whereby the artifact of PBC is tacitly canceled out. (v) The electronic
potential of one single graphene layer trapping the excess charge in the actual case
is close to that obtained by AO calculations using PBC. Hence the results con-
cerning charging obtained from AO calculations are expected to be very close to the
results of the actual case and are physical. (vi) This analysis can also be extended to
graphene exerted by an perpendicular electric field E. While the excess electrons
can spill to the vacuum region at the lower energy side of the saw tooth like
electronic potential treated by PW and by using PBC, AO calculations provide
predictions close to the actual case of single graphene under the perpendicular E.
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According to the above analysis concerning the artifact of PW basis set using
PBC, our results in this study are obtained by performing first-principles spin
polarized calculations within Density Functional Theory (DFT) [46] using linear
combination of numerical atomic orbitals (LCNAO). Therefore, present results are
expected to be very close to the results of the actual case corresponding to single
graphene layer under E or containing excess Q < 0.

11.4 Interaction of H,O, OH, O and H with Graphene

The interactions of H>O, OH, O and H with graphene are essential for the reduction
of GOX through desorption of H,O, O, and H,O,. Here we characterize their
interactions in equilibrium conditions by calculating the optimized binding geom-
etry, the corresponding binding energy, the minimum energy barrier in their dif-
fusion and the path of diffusion with least energy barrier.

11.4.1 Binding of H,0 to Graphene

H,0, an indispensable ingredient in the oxidation/reduction process of GOX, has
chemical as well as van der Waals (vdW) interaction with graphene [47]. Since the
generalized gradient approximation (GGA) does not include vdW interaction, it
underestimates the binding energy between H,O and graphene. The binding energy
calculated by using GGA lies in the range of 18—47 meV depending on its orien-
tation and position [48]. On the other hand, the local density approximation
(LDA) overestimates the binding energy to be 151 meV. Therefore, the binding
energy of H,O including vdW interaction is estimated to be between 18 and
151 meV. It is really a weak interaction and a water molecule physisorbed to
graphene can be desorbed near the room temperature.

11.4.2 Binding of OH to Graphene

It is demonstrated experimentally that OH is one of the critical functional groups
existing in GOX [49, 50]. The binding energies and magnetic moments of OH
adsorbed to graphene are calculated by AO for hollow (H), top (T) and bridge
(B) sites on graphene layer. As shown in Fig. 11.2a, the top (T) site is most favorable
energetically with a binding energy E;, = 0.97 eV and the magnetic moment u =
0.51 pp. Carbon atoms underlying OH are displaced slightly upwards from the plane
of graphene. Earlier calculations found the binding energy of OH in the energy range
between 0.54 and 0.86 eV [51-56]. The energy landscaping shown in Fig. 11.2b is
calculated by relaxing all the position of carbon atoms, as well as the height z of
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Fig. 11.2 Interaction and binding between OH/H and graphene surface. a Top and side views of
atomic configurations, total energy Er and magnetic moments u in Bohr magneton y, of OH
adsorbed to hollow (H), top (T) and bridge (B) sites on graphene. The zero of energy is set to Er at
the top site. Large brown, large red and small yellow balls represent carbon, oxygen and hydrogen
atoms, respectively. b The energy landscaping of OH adsorbed to different sites in the honeycomb
structure and the variation of energy of OH migrating along symmetry sites on a hexagon, i.e. T —
H — B — T. The minimum energy barrier between T and H-sites is Eg = 0.49 eV. A possible
path of minimum energy barrier for the diffusion of adsorbed OH is shown by stars. ¢ The
variation of energy of H adatom migrating along the symmetry sites on a hexagon, i.e. T > H —
B — T. The minimum energy barrier occurs between T and B-sites is Ez = 0.74 eV. Accordingly,
H adatom migrates above the C—C bonds. Equilibrium binding energies of OH and H occur at the
top site as 0.97 and 0.76 eV, respectively. Calculations are performed using a system, where a
single OH or H is adsorbed to each (4 x 4) supercell of graphene. This figure is taken from [29]
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single adsorbed OH, while its x and y coordinates are fixed in the (4 x 4) supercell of
graphene. These calculations are repeated for 36 X 36 (x, y)-grid points on a hexagon.
One can deduce the minimum energy barrier to the diffusion to be Eg = 0.49 eV
from the variation of the calculated total energies along the symmetry directions,
T — H — B — T of the hexagon presented in Fig. 11.2b. This comparatively low
energy barrier allows easy migration of OH on graphene at elevated temperatures.
We expect that Ep calculated at low coverage is modified at very high coverage due
to increased hydroxyl-hydroxyl interaction [15, 57].
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11.4.3 Binding of O to Graphene

When neutral, single oxygen is adsorbed at the bridge site of graphene, namely
above the center of the C—C bonds of honeycomb structure. Calculations yield that
the bridge (B-)site is energetically the most favorable adsorption site; the top (T-)
sites (on top of carbon atoms) are not favorable. PW calculations [15] predicted the
binding energies of a single oxygen at the B-site as 2.35, 2.40, 2.43 and 2.43 eV
using (2 x 2), (3 x 3), (4 x 4) and (5 x 5) supercells of graphene, respectively. The
binding energy is practically unaltered for supercells larger than (5 x 5) [15].
Using AO we found that the binding energy of oxygen on (5 x 5) graphene
supercell is 2.34 eV.

The formation energy related with the oxidation of graphene is negative and
hence graphene cannot be oxidized through oxygen molecules [15, 58]. Actually,
O, is physisorbed to bare graphene surface with a very weak binding energy of
58 meV calculated without van der Waals correction; but it raises to 115 meV when
the van der Waals correction [59] is included. Only at defect sites like holes and
vacancies, O, can dissociate [60] and its constituent oxygen atoms become
adsorbed to carbon atoms having a lower coordination numbers [58]. In contrast to
O,, the bonding of free oxygen to graphene is rather strong and changes between
2.43 and 3.20 eV depending on the coverage [15]. The crucial question to be
addressed is how oxygen atoms can remain strongly bound to graphene despite
their negative formation energy and why bound oxygen atoms are prevented from
desorption through the formation of oxygen molecule. Recent studies have pro-
vided the energy barrier for the diffusion of adsorbed O on graphene and for the
desorption of O through the formation of O, and CO, [15, 16].

11.4.4 Binding of H and H, to Graphene

The binding of atomic hydrogen H on graphene has been treated in earlier studies
[61-63]. Binding energies reported by different authors vary in a wide range of
energy [64]. They lie between 0.47 and 1.44 eV with a majority of data being
between 0.6 and 0.85 eV. This variability can be ascribed to differences in struc-
tures, optimization procedure, and computational methodology used to calculate the
chemisorption of H on graphite [64]. Here, for the sake of completeness, we cal-
culate the binding energy using the same calculation parameters and local basis set
used throughout the present work. In agreement with previous studies, we found
that the strongest binding of H atom occurs at the top site with a binding energy of
E, = 0.76 eV. The variation of the total energies of H adatom moving along
specific directions of the honeycomb structure are also calculated and the minimum
energy barrier to the diffusion is found to be Ez = 0.74 eV as shown in Fig. 11.2c.

Similar to water molecule, the binding of hydrogen molecule H,, to graphene is
weak. Calculations with the LDA VWN [65] functional result in a binding energy
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of 93 meV for molecular hydrogen. Due to the lack of vdW interaction, GGA
calculations using PW91 and PBE functional predict relatively lower binding
energies of 23 and 13 meV, respectively [66].

11.5 Effects of an Electric Field and Charging

11.5.1 Effects of an Electric Field and Charging
on Adsorbed O

The effects of applied electric field and charging are interrelated. Upon the
adsorption of oxygen atom, 0.78 electrons are transferred from carbon atoms to
oxygen in neutral case. The electric field applied perpendicularly to the graphene E,
which is specified as positive if it is along z-direction (or it is pointing towards
oxygen adatom). This electric field induces electronic charge transfer from the
adsorbed oxygen to graphene or vice versa if its direction is reversed. Electric field
induced charge transfer modifies the charge distribution and hence affects the
physical and chemical properties. Results obtained from this section will enlighten
recent experimental studies performed for similar systems [20, 21].

Interesting effects of electric field on oxygen adsorbed graphene are summarized in
Fig. 11.3. The binding energy of the oxygen adatom increases with applied negative
electric field, which is perpendicular to the surface and pointing the direction opposite
to oxygen. The height & of oxygen adatom from the graphene plane also increases,
even if one expects the opposite trend. This paradoxical situation originates from the
definition of the binding energy, Ej, of oxygen adsorbed to graphene, which is given
by E, = Er[O]+ Er|graphene,E] — Er[O 4 graphene,E], in terms of the total
energies of single neutral oxygen atom E;{O], of bare graphene under E,
Er|graphene,E] and single oxygen adsorbed to graphene under applied E,
Er[O + graphene, E] all calculated using (5 x 5) supercell. According to this defini-
tion, increasing Ej;, does not mean that the bond between oxygen and graphene has
become stronger. In fact, that /& increases with increasing negative E implies the
opposite situation.

Before we explain this paradoxical situation, we first consider charge rear-
rangements caused by E. Induced charge transfer depends on the direction of E. In
Fig. 11.4 we present the effects of applied perpendicular electric field on the charge
distribution and potential energy V(z). An electric field E = —1.0 V/A transfers
electrons from the bottom side to the upper side of the graphene and also causes to
further transfer of carbon electrons to oxygen adatom as shown in Fig. 11.4b. At the
end, the total energy of whole system increases. This effect creates an interesting
situation also for the bare graphene by breaking the projection symmetry between
its two sides. The direction of electron transfer is reversed when the direction of the
applied electric field is reversed. Accordingly, one can monitor various properties of
bare graphene, in particular its chemical activity by applying perpendicular electric
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Fig. 11.3 Variation of the binding energy E}, of oxygen adatom, and height 4, from the graphene
plane with the electric field E, applied perpendicular to the graphene plane. E is taken positive, if it
is along z-direction (or it is pointing towards oxygen adatom) and vise versa. (Results are obtained
from AO calculations using PBC.) This figure is taken from [29]

field and hence by modifying electron concentration at both sides as seen in
Fig. 11.4c.

The self-consistent potential energy averaged on the planes perpendicular to
z-axis, V(z) is presented in Fig. 11.4d. Within PBC V(z) displays a saw teeth
behavior. The form of the potential suggests interesting situations for both sides of
graphene. For example, one can monitor the work function on both sides. Side
specific effects induced by perpendicular electric field are pronouced in single layer
honeycomb structures consisting of two or three atomic planes, such as silicene
[45, 67, 68], single layer transition metal dichalcogenides [69] and graphene
bilayer.

The effect of applied perpendicular electric field on the calculated total energies
of oxygen adsorbed at different sites on the NEB path between two adjacent B-sites
through the T-site is presented in Fig. 11.5. The difference of total energy AE,
between oxygen adsorbed at the T-site and B-site is as large as ~1.2 eV for E =
+2.0 V/A. However, when the direction of E is reversed, AE decreases and
becomes even negative for E = —2.0 V/A. This is a dramatic effect and is expected
to bear on the reduction/oxidation of graphene surfaces. Since the energy barrier
between the B-site and T-site can be modified by the applied electric field, the
monitoring of oxygen diffusion at the graphene surface will be possible through
applied electric field. We note that the magnitudes of the electric fields of 1-2 V/A
are high but they are in the range, which can be applied at least for short times [70].

We now resolve the above paradoxical situation, namely that the equilibrium
oxygen graphene distance / increases with E}, increases as shown in Fig. 11.3 and
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Fig. 11.4 a Atomic configuration showing a single oxygen atom adsorbed at the B-site of a
(5§ x 5) graphene supercell with red and brown balls indicating oxygen adatom and carbon atoms
of graphene, respectively. The (xy)-plane coincides with the atomic plane of bare graphene. z-
direction is perpendicular to graphene. b and ¢ The difference charge density Ap for the electric
field antiparallele (E<O0) and parallel (E > 0) to z-direction, respectively. Yellow (blue)
isosurfaces indicate electron accumulation (depletion) induced by E applied in different directions.
d Self-consistent field potential energy averaged on the planes perpendicular to z-axis throughout
the supercell, V(z), for the cases E =0, E<O0, and E > 0. (Results are obtained from AO
calculations using PBC.) This figure is taken from [29]

develop a criterion for the strength of bond between graphene and oxygen adatom.
To this end, we consider the system consisting of a (5 x 5) graphene supercells with
a single oxygen adatom, which are either charged by Q or under a perpendicular
electric field, E as shown in Fig. 11.6a. We calculated the optimized total energies
of this system while oxygen adatom is pulled along z-direction perpendicular to the
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Fig. 11.5 Variation of the total energy Er, of single oxygen atom adsorbed to each (5 x 5)
graphene supercell under applied perpendicular electric fields E on a NEB path between two
adjacent B-sites through a T-site. The total energy at the B-site is set to zero for all cases. The unit
of Eis V/A. (Results are obtained from AO calculations using PBC.) This figure is taken from [29]

plane of graphene. For each fixed value Ad of oxygen adatom from its equilibrium
height s, carbon atoms around oxygen adatom are relaxed, while the rest of the
atoms are fixed to prevent graphene from displacement. These analyses are con-
tinued by varying Ad for different values of Q [e per (5 X 5) cell] and for different
values of E perpendicular to the graphene plane.

The variation of the total energies with pulling Ad are plotted in Fig. 11.6b, ¢ for
different values of Q and E, respectively. For the sake of comparison, we also
included the pulling curves for Q = 0 and E = 0. These figures convey interesting
features regarding the effects of either charging or applied perpendicular electric field
on the strength of the bond between graphene and oxygen adatom: Normally, the
energy associated with pulling E, = Er[O + graphene, Q,E, Ad] —
Er[O + graphene, Q,E, Ad = 0] increases with increasing Ad, since the system is
strained and pulled upwards. Eventually it passes through a maximum value denoted
by E; and drops suddenly at about 0.8 <Ad <0.9 A. Our analysis suggests that E;
can be taken as a measure for the strength of the bond between oxygen adatom and
graphene. We note that E?, namely the energy barrier to pull out the adsorbed
oxygen adatom from graphene surface is ~2.60 eV for both Q = 0 and E = 0. This
energy consistent with the binding energy calculated for the bridge site. An inter-
esting feature of the present analysis is that E7 is strongly dependent on charging and
electric field. While E; increase with Q > 0, it decreases dramatically for Q <0. For
example, E, = 1.46 eV for Q = —1.0 e/cell (or —0.02 e per carbon atom or ¢ =
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<« Fig. 11.6 Variation of the pulling energy E,, of a single oxygen adatom adsorbed to each (5 x 5)
supercell of graphene charged by Q or exerted by E with pulling distance along the z-axis, Ad from
its equilibrium height 4. a Atomic configuration. Red (large) and brown (small) balls indicate
oxygen and carbon atoms, respectively. b Variation of E, with Ad, along z-axis for different charging
values Q. ¢ Variation of E, with Ad, along z-axis for different applied electric field E. All cases have
their own equilibrium heights 4. The maximum value of the pulling energy for each case is specified
by E;. As shown by inset for the case of Q =0 and E = 0, a bistability occurs when oxygen atom

approaches to graphene from a long distance. d Positions of adsorbed oxygen atom under different
values of electric filed E and/or charging Q. Green, red and blue dots indicate respectively, oxygen
atom adsorbed to the bridge-site, top-site and desorbed by moving away from graphene plane.
(Results are obtained from AO calculations using PBC.) This figure is taken from [29]

—0.12 C/m?). Similarly, E} can be as low as ~1.14 eV under the perpendicular
electric field E = —2 V/A. As shown by inset in Fig. 11.6c, a bistability occurs if
oxygen atom moves in the reverse direction and hence approaches to the graphene
from Ad > 1.0 A. Notably, for Q < 0 E, curve doesn’t experience a sharp fall
passing its maximum value. This is related with the excess charge on oxygen atom.
These are important results and demonstrate that it is easier to desorb oxygen ada-
toms from graphene by negatively charging or by applying perpendicular electric
field. Under high local charging and local electric field, which can be attained by the
sharp tip of a Scanning Tunneling Microscope or by a gate voltage the reduction of
GOX through the desorption of O adatoms can be achieved.

Since the negatively charging or negative perpendicular electric field both
weaken the bond between oxygen and graphene and hence lower E?, we next
explore their effects on the bond between graphene and oxygen adatom when they
both coexist. Thus the negative E of different magnitudes exerts on a negatively
charged system consisting of single oxygen adatom adsorbed to each (5 x 5)
supercell of graphene. We found that the effects same as in Fig. 11.6b, c are attained
by applying relatively lower electric field when the system is negatively charged. In
particular, adsorbed oxygen moves high above graphene and becomes weakly
bound under the electric field E = —2.5 V/A, if the whole system is charged by Q =
—1.0 e/cell (or & = —0.12 C/m?). We note that this value is much smaller than the
electric field required for desorption of oxygen from a neutral system. In Fig. 11.6d
we schematically show different positions of oxygen adatom (the bridge-, top-site
and moved away from graphene for desorption) occurring under different values of
negative E and negative Q.

11.5.2 Effects of an Electric Field and Charging
on Adsorbed OH

The effects of perpendicular electric field E and charging O on OH adsorbed to
graphene occur through the modification of the equilibrium charge distribution. In
Fig. 11.7 we present atomic geometry of adsorption, the isosurfaces of difference
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Fig. 11.7 a Equilibrium atomic configuration of one OH adsorbed to the top site of the (4 x 4)
supercell of graphene. b Isosurfaces of the difference charge density Ap under perpendicular
electric field Egpq = £1.0 V/A. Negative and positive Ap are shown by yellow and turquoise
isosurfaces, respectively. ¢ Isosurfaces of the difference charge density for Q = + 1.0 e/supercell.
This figure is taken from [31]

charge density, Ap = p[EorQ] — p[E = 0; Q0 = 0]. For Ef,iq < 0, electronic charge
is transferred from the bottom site of graphene towards OH and upper site leading to
accumulation of more charge on OH. The charge transfer is reversed when the
direction of the perpendicular electric field is reversed i.e. Egeq > 0. The negative
charging Q < 0 realized by adding electrons in the system gives rise to electron
accumulation at OH. This situation is, however, reversed for positive charging, O > 0
realized by removing electrons from the OH+graphene system. Clearly, the interac-
tion of OH with graphene, hence the strength of the bond is modified depending on the
magnitude and direction of E, as well as the sign and magnitude of charging.

Here we further investigate the strength of the bond by calculating the optimized
total energy of OH+graphene system as OH is pulled in a perpendicular direction
(z-direction) gradually for different values of Q [e per (4 X 4) cell] and for different
values of Ejfy. For each fixed value Az of OH from its equilibrium height, all
carbon atoms in the supercell are relaxed, while carbon atoms at the corners of
supercell are fixed to prevent graphene from displacement. This analysis is con-
tinued by varying Az. The variation of the total energies with pulling Az are plotted
in Fig. 11.8b, ¢ for different values of Q and Ep,4, respectively. For the sake of
comparison, we also included the pulling curves for Q = 0 and E = 0. These figures
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the total energies corresponding to Az = 0. This figure is taken from [31]
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clarify the effects of either Q or E on the strength of the OH-graphene bond as
discussed in the previous sections: Normally, the energy associated with pulling
E, = Er[OH + graphene; Q, E; Az] — Er[OH + graphene; Q,E; Az = 0] increases
with increasing Az, since the system is strained and pulled upwards. Eventually it
passes through a maximum value denoted by E, and drops suddenly at about
0.5<Az<1.0 A. Our analysis suggests that E, can be taken as a measure for the
strength of the bond between OH and graphene. We note that E, namely the energy
barrier to pull out the adsorbed OH from graphene surface is ~ 1.3 eV for both O =
0 and E = 0. This energy is 0.33 eV larger than the equilibrium binding energy E;
of OH, since it corresponds to the strained configuration of underlying graphene,
where carbon atoms at the corners of the supercell are fixed. An interesting feature
of the present analysis is that E is strongly dependent on charging and electric
field. While E; increases with Q > 0, it decreases dramatically for Q < 0. For
example, E; ~ 1.8 eV for Q = +1.0 e/cell, but it decreases to E; ~0.9 eV for Q =
—1.0 e/cell. Notably, for Q < 0 E,, curve doesn’t experience a sharp fall passing its
maximum value. This is related with the excess charge on OH. Similarly, E/ can be

as low as ~0.35 eV under the perpendicular electric field Egeq = —1.0 V/A. We
note that a bistability [29] may occur if OH moves in the reverse direction and
hence approaches to the graphene from Az > 1.2 A. These results also confirm that
it is easier to desorb OH and to achieve the reduction of GOX by negatively
charging or by applying Ef.q < 0. Under high local charging and local electric
field, which can be attained by the sharp tip of a Scanning Tunneling Microscope or
by a gate voltage the reduction of GOX can be achieved easily.

11.6 Desorption of Oxygen from GOX

In the above sections we discussed interaction of single O, H, H,, H,O and OH with
graphene surface and also revealed how the binding and related properties of O and
OH are affected with applied E and Q. The interaction of oxygen atom with
graphene surface was investigated thoroughly in earlier studies [15, 29, 58]. In this
section we investigate the binary interactions among H, O and OH. Our objective is
to reveal whether oxygen atoms can desorb from GOX via hydroxyl groups and
how the reduction process is affected by Q and E.

11.6.1 Formation of Oxygen Molecule

Having examined the binding energy, binding site and diffusion of single oxygen
adatom and their variation with charging and applied electric field, we next consider
the formation of O,, which can be essential in deoxidation. Since single oxygen
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adatom adsorbed to graphene has negative formation energy, one cannot expect that
O, molecule dissociates into two atomic oxygens, both adsorbed to graphene.
However, O, molecules can dissociate at the edges of vacancy defects or holes and
subsequently the constituent atomic oxygens are adsorbed to carbon atoms with
lower coordination [58]. In view of the negative formation energy, one normally
expects that two oxygen atoms adsorbed individually to graphene can readily form
O, in an exothermic process when two atoms are at close proximity. Therefore, the
interaction of two oxygen adatom on graphene is essential for the formation of O,.
In Fig. 11.9a we examined O-O interaction for Q < 0 and E = 0 while one O is at
the position identified as “p” and marked by the arrow as shown by inset, the other
one is diffusing from a distant bridge-site identified as “a”. Initially, the interaction
between them is weak, but develops as one O atom is migrating from a towards
p through b, ¢ and d positions. Here a and ¢ correspond to the bridge- and b and d to
the top-sites. Here we consider three situation, which are illustrated by three curves
denoted by I, II and III. For the curve I, the (x, y)-coordinates of all carbon atoms of
graphene are kept fixed, but their z-coordinates are relaxed as the first O adatom
migrates from a to the second O at p. While the first O is forced to migrate through
the path of the minimum energy barrier by optimizing its height from graphene, the
second O is fully relaxed. Overcoming the barrier of ~3.3 eV corresponding to
configuration K, O, is desorbed at G. Curve I is similar to the curve in Fig. 11.5¢ of
[15] calculated using PW method. For the curve II, only one carbon atom out of 72
in the supercell is fixed to prevent underlying graphene from displacing in the
course of forced migration of the first O adatom. A relatively smaller barrier of
~2.3 eV develops between d and H, and eventually one O adatom is desorbed once
H is overcame at L. Apparently curve I and curve II are associated with high energy
barrier for the desorption of O, or single oxygen atom from GOX. A different
migration path is followed for the curve III: Once the first O adatom arrived at d, it
is fixed there while the second O adatom at p is forced to the top site at e. To attain
the final configuration J, an energy barrier of 1.3 eV from c has to be overcame.
After J, two O adatoms form O, and desorb from graphene. Clearly, this path
described by curve III has much lower barrier than those F' and H. The energy
barriers of curve I-III are lowered with negative charging.

Larciprete et al. [16] pointed out a dual path described by inset A in
Fig. 11.9b, which allows two O adatoms at the bridge sites to move along C-C
bonds towards to adjacent top sites. They calculated the energy barrier to be
1.13 eV using PW method and found that it is in good agreement with tem-
perature programmed desorption (TPD) data. They observed significant O, des-
orption at ~500 K during the thermal annealing of low oxygen density GOX.
Here, we first examine the low-energy-barrier dual path proposed by Larciprete
et al. [16] and calculate the energy barrier for O < 0 and E = 0 using AO method
by relaxing all atoms in the (5 x 5) supercell except one carbon atom to hinder
the displacement of graphene layer. In Fig. 11.9b we present the energy variation
of the dual path corresponding to curve I through A, B, C and D configurations
shown by inset. The energy barrier at B configuration is rather low as compared
to F and H configurations in Fig. 11.9a. Overcoming an energy barrier of 0.8 eV,
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two O adatoms become attached to two adjacent top sites of graphene described
as the configuration C. The energy barrier calculated by AO is ~0.3 eV lower
than predicted by Larciprete et al. [16] perhaps due to the different parameters of
calculations and different basis set. If one of these O atoms is forced towards the
other one an energy barrier of 0.4 eV develops between C and D. The formation
of O, and desorption is achieved at E when D is overcame. A different path
specified as curve II in Fig. 11.9b goes to F from C, where one of O adatoms of
the configuration C is raised. This way, the formation of O, attained without an
energy barrier after the configuration C. The atomic configurations corresponding
to various stages are described by insets.

Having discussed two paths with low energy barrier leading to the formation of
0O, from GOX, we next examine how these barriers are affected by external agents
such as negative charging and applied electric field. When charged by Q = —4 e per
supercell (¢ = —0.332 C/m?), the energy variation of curve I and curve II is mod-
ified as presented by curve IIl in Fig. 11.9b. Two oxygen adatoms migrating from the
configuration A towards the configuration C encounter a small energy barrier of
~0.1 eV. This is really small barrier, which can be further lowered or completely
suppressed with increasing excess electrons. The application of the electric field of
E = —2 V/A perpendicular to the plane of graphene induces a similar effect shown by
curve IV: While the barrier of 0.8 eV at B is suppressed, a small barrier of ~0.2 eV
near C appears. The energy barrier in curve III and curve IV are rather small and
explain why GOX can easily be deoxidized under external effects [20, 21].

11.6.2 Interaction Between Adsorbed H and O

Formation of OH from adsorbed O and H is another process contrubiting to deoxi-
dation of GOX. Here we examine the interaction between coadsorbed H and O atoms
to see how OH can form. We consider three different paths for H atom approaching the
adsorbed O atom. (i) Both H and O are initially coadsorbed; O is adsorbed at the bridge
site and initially H is adsorbed at the top site at the close proximity of O adatom as
shown in Fig. 11.10a. Here we move adsorbed H atom on its migration path with
minimum energy barrier on graphene by fixing its x- and y-coordinates, but fully
relaxing its z-coordinate, as well as all the coordinates of adsorbed O atom and of all
carbon atoms of graphene. As the coadsorbed H approaches the adsorbed O, the
energy falls suddenly by ~ 1.4 eV when OH forms. This exothermic process occurs
without any barrier. At this moment, owing to the constraints in the approach of H
adatom, O adatom desorbs to form strong O-H bond. Eventually, OH becomes
detached from graphene. Apparently, the bond energy of OH compensate the binding
energies of O and H atoms with graphene, as well as the energy lowering of ~ 1.4 eV
of whole system. However, as shown in Fig. 11.10a, an energy barrier of 1.3 eV can
develop as the adsorbed H approaches the adsorbed O, if the graphene is fixed from
corner atoms, rather than it is fully relaxed. (ii) Along the second path shown in



11 Effects of Charging and Perpendicular Electric Field ... 281

(a)

ENERGY (eV)

Atomic Configurations



282 H. Hakan Giirel et al.

<« Fig. 11.9 Interaction between two oxygen adatoms (epoxy groups) at close proximity. a Variation
of the interaction energy between two oxygen adatom are presented for three different case
represented by curves I-III associated with single path. Calculations are carried out for a
rectangular supercell consisting of 72 carbon atoms and two oxygen adatoms. Details are given in
the text. The fop inset shows the isosurface charge densities of C—C bonds and positions of two
oxygen adatoms in the course of migration. Botfom insets describes how O, and O are desorbed
from various configurations. b Variation of the interaction energy between two oxygen adatoms
involving dual paths are presented by curve I and II. Relevant atomic configurations A-F
associated with dual paths and ending with O, desorption are shown by insets. The modification of
curve I and II under excess electronic charge (Q = —4 e per supercell or & = —0.332 C/m?) and
applied electric field (E = —2 V/A) (Results are obtained from AO calculations using PBC.) This
figure is taken from [29]

Fig. 11.10b, where O is adsorbed at the bridge site, free H is approaching it from the
top vertically. At a specific distance overcoming an energy barrier of 0.1 eV, OH is
formed in an exothermic process by lowering the energy of the system by 2.6 eV.
Because of the strategy of approach, O adatom, which is detached from graphene
forms weakly bound OH. The gain of energy through the formation of free OH
compensate the desorption of O adatom. Upon the adsorption of OH the total energy
can be further lowered to ~3.3 eV. (iii) Along the third path shown in Fig. 11.10c,
whereby O is adsorbed, free H is approaching it horizontally to form OH. The for-
mation of OH occurs without any barrier, and the total energy is first lowered 2.6 eV
once weakly bound OH is formed. Thereafter, the energy is further lowered to
~ 3.3 eV upon the adsorption of OH. It appears that the formation of OH through the
interaction between O adatom and H atom, which is either free in the environment or
coadsorbed to graphene can occur easily by the release of significant energy.
Formation of OH adsorbed on graphene is a crucial step towards the formation of H,O
from hydroxyl groups.

11.6.3 Interaction Between Adsorbed H and OH

Here we consider also three different cases to investigate the interaction between H
and adsorbed OH. (i) As described in Fig. 11.11a, initially one H and OH are coad-
sorbed at close proximity and occupy the top sites of two outer carbon atoms of two
adjacent C—C bonds. When a weakly bound H,O is formed, the energy gained from
this process compensates the sum of the binding energies of H and OH and further
lowers the total energy by 2.65 eV. The cases shown in Fig. 11.11b, c are similar to the
above analysis and involve the interaction between free H atom and adsorbed OH. In
the case described in Fig. 11.11b, the barrier is only 30 meV between adsorbed OH
and free H atom. Once this small barrier is overcame, a weakly bound H,O forms. In
this exothermic process, an energy of 4.5 eV is released. This is a significant energy
which can trigger other reactions. The reaction described in Fig. 11.11c takes place in
two stages: First, free H atom is bonded to graphene temporarily, eventually an energy
of 4.5 eV is released, when a weakly bound H,O is formed.
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Fig. 11.10 Variation of the
total energy E7 as H atom is
approaching the adsorbed
oxygen from different
directions by a displacement
As. a H adatom on graphene
is approaching oxygen atom
adsorbed at the bridge site.
Energy variation presented by
black (red) dashed lines
corresponds to graphene
substrate, which is fully
relaxed (fixed at the corner
atoms). As follows the energy
path with minimum barrier
described in the text. b Free H
atom is approaching the
adsorbed O atom vertically
from the top and is forming
weakly bound OH. Here
As = —Az. ¢ H atom is
approaching the adsorbed O
atom horizontally. Weakly
bound OH corresponds to an
intermediate state, which is
exited by ~0.9 eV relative to
adsorbed OH. Calculations
are performed using (4 x 4)
supercell of graphene.
Large-brown, large-red and
small-yellow atoms are
carbon, oxygen and hydrogen
atoms, respectively. This
figure is taken from [31]
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Fig. 11.11 a Initially, H and
OH are coadsorbed and are at
the close proximity occupying
outer top sites of two adjacent
C—C bonds. When H,0 is
formed the total energy is
lowered by —2.65 eV.

b Variation of the total energy
Er as a free H atom (b) o5
approaches to OH from the
top by As = —Az. Formation
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11.6.4 Interaction Between Two OH Co-Adsorbed in Close
Proximity

Finally, we examine the interaction and chemical processes, when two OH coad-
sorbed at the close proximity approach each other. The interaction between two
coadsorbed OH’s is relevant for the deoxidation of GOX for the reasons pointed out
at the beginning. Here, we move one OH along the path of minimum energy barrier
towards the other OH. While moving one OH, its x- and y-coordinates are fixed
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Fig. 11.12 Variation of the total energy Er as two OH atoms adsorbed at close proximity are
approaching each other. a The system is charged by Q = =2 and Q = —4 electrons per supercell.
b The system is under an electric field Egeq = + 0.5, =0.5 and —1.0 V/A. The neutral system (i.e.
Q =0 and Ep.q = 0) is also shown by green dashed lines for the sake of comparison. Various
atomic configurations starting from A going through B and ending in C or D or E are described at
the bottom of the figure. Large brown, large red and small yellow balls represent C, O and H
atoms, respectively. The zero of energy is set to the total energies of the initial configuration-A i.e.
two adsorbed OH’s are widely separated. Calculations are performed using (6 % 6) supercell of
graphene. This figure is taken from [31]
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along the migration path, but its z-coordinate, all the coordinates of the second OH,
as well as all the coordinates of graphene atoms are fully relaxed. In this case, an
energy barrier of ~0.4 eV prevents these two OH from engaging in a chemical
reaction. Note that due to OH—OH interaction this barrier is smaller than Ep in
Fig. 11.2. When the energy barrier is overcame, the chemical reaction sets in to
form one weakly bound H,O molecule and one O atom bound to the bridge site.
The former is prone to desorb easily and hence to remove one adsorbed O atom
from GOX. The relevant processes, A — B — C, and corresponding energy
variation are shown in Fig. 11.12.

Since a significant barrier is involved in OH-OH interaction, here we examine
how the energy barrier at B is modified externally by charging or by applying
perpendicular electric field. First, we consider the case, where the system is neg-
atively charged by implementing two excess electrons, i.e. O = —2 electrons/cell.
Under these circumstances, the energy barrier is dramatically lowered to ~0.1 eV.
Overcoming this small barrier, the configuration-A proceeds to the configuration-D,
whereby two coadsorbed OH form one H,O molecule and one O atom adsorbed to
the top site. Interestingly, for Q = —4 electrons/cell, the energy barrier completely
disappears and the system directly passed from the configuration-A to the
configuration-D forming again weakly bound H,O and O atom adsorbed at the
bridge site.

As shown in Fig. 11.12b, the OH-OH interaction under applied perpendicular
E is reminiscent of the above charged cases. While the energy barrier of neutral
system under Ejp,; = 0 corresponds to the configuration-B, it increases to 0.95 eV
under Efoq = +0.5 V/A. However, it decreases to 0.35 and to 0.05 eV under
Efielqg = —0.5 V/A and Efiq = —1.0 V/A, respectively. Under Egpq = +0.5 VI/A,
the system transforms to the configuration-E, whereby H,O, is released.

The variations of interaction energies of two coadsorbed OH under excess
charge and/or perpendicular electric field demonstrate the critical role played by
hydroxyl groups in the reduction process of GOX. Since epoxy and hydroxyl
groups coexist in GOX, desorption of oxygen adatom can take place through H,O
or H,0, almost spontaneously under appropriate Q or E.

11.7 Conclusion

In order to understand recent experimental works reporting reduction of GOX by
charging, by heating the system, or by applying electric field, we investigated the
effects of these external agents on graphene. First, we discussed the limitations and
artifacts of methods using plane wave (PW), and local orbital (AO), basis sets
within periodic boundary conditions in treating the systems which are either
charged or exerted by perpendicular electric field. While both methods have been
successful in treating the atomic and electronic structure of various neutral or
positively charged adatom-surface complexes, AO calculations hindering the
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spurious vacuum charging within PBC are found to be appropriate to treat the
systems, which are either negatively charged or are exerted by a perpendicular
electric field. It appears that an artifact of AO calculations cancels out another
artifact of PBC occuring in PW calculations. Our related analyses are believed to be
very valuable for future theoretical studies including excess charge and electric
field.

Determining that AO calculations can provide the proper treatment of one single
graphene layer, which is charged negatively or exerted by a perpendicular electric
field, we carried out structure optimized, self-consistent field calculations under
specific constraints and NEB calculations between well defined initial and final
configurations. We found that the strength of the bond between graphene and
oxygen adatom is weakened with negative charging and/or with perpendicular
electric field applied in the direction opposite to oxygen. Under negative perpen-
dicular electric field and negative charging, both coexisting in the system the
desorption and hence reduction of GOX can take place much easier. Despite the
negative formation energy, the formation of oxygen molecule from individual
oxygen adatoms adsorbed to graphene are hindered by the energy barriers of 0.8—
1.3 eV. The calculated energy barriers are significantly lower than the sum of the
binding energies of two single oxygen adatom due to the concerted action. In this
respect, we note the possibility of another reaction path even with lower energy
barrier.

We also considered interactions among coadsorbed H, O, and OH. Adsorbed or
free hydrogen atoms can easily interact with oxygen adatom to form OH. Moreover,
free or adsorbed hydrogen atoms can also interact with adsorbed OH to from H,O.
Adsorbed OH by themselves can diffuse relatively easy and interact with each
other. However, an energy barrier of 0.4 eV hinders them to engage in a chemical
process. We showed that by negatively charging the system or by applying per-
pendicular field one can suppress this energy barrier and promote the chemical
reaction to form H,O. H,O by itself is very weakly bound to graphene and can
desorb in ambient temperature. Each desorbed H,O removes one oxygen atom from
graphene oxide.

The calculated energy barriers on various reaction paths are shown to be lowered
by charging the system with excess electrons or by applying a perpendicular electric
field. This explains why the reduction of GOX through desorption of oxygen or O,
is facilitated as reported by earlier experimental studies. Notably, perpendicular
electric field can be used also for side specific functionalization of single and multi
layered nanostructures. Finally, we note that the levels of charging or applied
electric field comparable to those used in this study can be achieved locally in
experiments through the tip of STM or femtosecond laser systems.
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Chapter 12

Structural and Optical Properties

of Tungsten Oxide Based Thin Films
and Nanofibers

E.O. Zayim and A. Tabatabaei Mohseni

Abstract Tungsten oxide nanomaterials confined to one and two dimensions can
be prepared with tungsten metal powder, tungsten chloride, peroxotungstic acid and
acetylated peroxotungstic acid precursors by sol-gel, evaporation and electrode-
position techniques. Nanofibers and nanowires of tungsten oxide are synthesized by
organic/inorganic blend of tungsten hexachloride, tungsten metal powder and
polyvinylpyrrolidone with electrospinning technique. Standard and mesoporous
tungsten oxide thin films are prepared from an ethanolic solution of tungsten
hexachloride. Several polymers were employed as a template to generate the
mesoporous structure. Additionally a detailed systematic study of the evaporated
tungsten oxide thin films has been carried out at progressively increasing temper-
atures. Overall, the optical, electrochemical and structural properties of the
deposited films were examined in both liquid and solid electrolytes. All solid
electrochromic devices were fabricated using tungsten oxide active electrochromic
layers. The fabrication and evaluation of a prototype solid-state electrochromic
device are also described.

12.1 Introduction

Tungsten oxide (WOj3), also known as tungsten trioxide or tungstic anhydride, is an
n-type semiconductor with a wide band gap of 2.5-3.2 eV [1]. Tungsten trioxide is
a thermally stable and water insoluble. Tungsten oxides are unique materials that
have been extensively studied because of their unique physical and chemical
properties and widespread applications. Industrial applications of tungsten oxide
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coatings have encouraged many research groups to investigate this specific material
from different perspectives.

Thin films and nanomaterials of tungsten trioxide are rigorously investigated for
chromogenic devices, photo- and electrochromic “smart” windows, erasable
optical-storage devices, photocatalysts, biological elements [2], electrodes for solar
cells, lithium-ion batteries [3, 4], supercapacitors [5], x-ray screen phosphors,
fireproofing fabrics, humidity and temperature sensors and in gas-sensing elements
[6, 7]. They exhibit further important properties and functionalities. Recent works
present a general review of nanostructured WOy, their properties, methods of
synthesis, and a description of how they can be used in unique ways for different
applications. This oxide film shows both reversible wettability conversion between
superhydrophobic and super-hydrophilic states.

12.1.1 Amorphous and Crystalline Tungsten Oxide Based
Nanomaterials

Tungsten oxide based nanomaterials prepared by various techniques, such as
thermal evaporation, chemical vapor deposition, sputtering, and sol-gel methods,
possess different micro- and nanostructural properties. As in every chemical and
physical deposition method, heat treatment plays an important role, because
structural, optical and electrical properties will change by annealing. Therefore, it is
important to characterize WOj; films as a function of both the fabrication and the
annealing conditions. WO5 film grown at substrate temperature which is less than
300 °C is amorphous and transparent. Crystallization of the films can be observed at
a temperature of 350 °C or higher [8].

Presently, scientists and engineers are paying much attention to nanostructured
oxides with zero-dimensional quantum dots, one-dimensional nanowires and
nanorods, and two-dimensional nanosheets and nanodisks, due to their novel
physical and chemical properties which are different from their corresponding bulks
and amorphous tungsten oxide films [9].

Tungsten trioxide (WO3) has a perovskite structure (with no A-site cations) [10]
which is referred to any material with the same type of crystal structure with general
chemical formula of ABX3, where ‘A’ and ‘B’ are two cations of very different sizes,
and X is an anion that bonds to both. As shown in Fig. 12.1 the tungsten ions occupy
the corners of a primitive unit cell and oxygen ions bisect the unit cell edges [11].

Investigations by Ramana et al. on thin film of WO; deposited by pulsed-laser
deposition (PLD) technique, represent the following crystal structure sequences
depending on their temperature increment, which is also true for bulk tungsten
oxides: amorphous (<300 °C) — monoclinic (350 °C) — orthorhombic
(500 °C) — hexagonal (740 °C) — tetragonal [8].
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The physical properties of slightly oxygen-deficient analogues tungsten trioxide,
WOs5_,, possess several crystallographic phases [12]. WO;_, films have been
extensively studied for their chromism, which exhibit different chromic properties
for different levels of oxygen deficiency: x > 0.5 films are metallic and conductive,
0.3 < x < 0.5 films are blue and conductive, and x < 0.3 films are transparent and
resistive; these findings are independent of the film preparation method [13].

Figure 12.2 demonstrates that amorphous WOs5_, thin films deposited by PLD
remain in an amorphous phase up to 300 °C. The thin films form a crystalline
structure by post annealing at 400 and 500 °C [14].

Reactive RF magnetron sputtering can be applied for depositing a slightly
reduced amorphous WO;_, comes up with the same result for crystallization of the
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film by annealing at 400 °C in vacuum [15]. Figure 12.3 shows the XRD patterns
for the as-prepared and annealed tungsten oxide films. No XRD peaks were
observed for the as-prepared films. Annealed films have a hexagonal single phase.

Thermally evaporated tungsten oxide films were obtained from WO; powder.
As-deposited amorphous WO3_, films were subjected to different annealing tem-
peratures to obtain various crystalline phases. They were annealed at progressively
increasing temperatures ranging from 350 to 450 °C in oxygen ambient. Figure 12.4
demonstrates that amorphous WOj;_, films remain in an amorphous phase up to
385 °C and begin to crystallize at 390 °C and then are completely crystallized at
450 °C. The peaks in the XRD pattern can be attributed to a monoclinic crystalline
WOs structure.
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Raman spectra of the thermal evaporated WO3_ films are shown in Fig. 12.5.
The spectrum of an as-deposited film (a) shows a broad peak at 770 cm™ ', due to
the W®"—O bonds. There is also a relatively sharp peak at 950 cm ™", which has been
assigned to the W*=0O stretching mode of terminal oxygen atoms. In addition,
there is a weaker, broad peak at 220 cm_l, which has been appeared from the
presence of W** states. The peak at 770 cm™ ' gets sharper and one new peak at
719 cm™' develops at 385 °C. At 390 °C new peaks at 719 and 807 cm™'
develop. At 400 °C annealing temperature, these peaks get sharper and the
950 cm ™' (C) component decreases. The two strongest peaks appear at 719 (A) and
807 (B) cm ™! in the Raman spectrum of crystalline WO5. Also two new peaks at
127 and 330 cm™' develop in crystalline films. Overall, the amorphous WO; film
begins to crystallize at 390 °C and is completely crystallized at 450 °C. A peak at
950 cm™', which is a key characteristic of the amorphous phase, remains up to
400 °C indicating the coexistence of both crystalline and amorphous phases [16].

12.2 Tungsten Oxide Based Nanomaterials

Nanoscaled materials produced based on tungsten oxide have various physical and
chemical properties according to their crystallography, confinement in
one-dimension or two-dimensions, oxygen deficiency and consequently the band
gap. In the following we will take a look at properties of tungsten oxide in thin film
and nanofiber forms.



296 E.O. Zayim and A. Tabatabaei Mohseni

12.2.1 Tungsten Oxide Based Thin Films
and Mesoporous Thin Films

Surfactants are able to modify and control the properties of electrode surfaces. The
influence of surface active agents on the kinetics of electron transfer reactions at
electrodes have been investigated in the past few decades [17]. Since the discovery
of surfactant templated mesoporous materials, the templating method has been
extended to a range of transition metal oxides [16]. Mesoporous tungsten oxide thin
films prepared by nonionic surfactants as templates, show high-rate ion-insertion
performance when used as electrochromic layers.

Different types of polymers were employed as a template to generate the
mesoporous structure. These polymers are poly(ethylene glycol) (PEG), poly-
ethylene glycol-ran-propylene glycol and polystyrene-co-allyl-alcohol. Here the
application of PEG is given as an example. To avoid the varying degrees of
crystallinity as a result of thermal treatment, a UV illumination method has been
employed to remove the polymer surfactant. This room temperature approach uses
ozone, generated during UV illumination in air to oxidize the organic compounds.

The electrochromic and optical properties of the mesoporous films are described
and compared to standard sol-gel WO; films. Results are also presented on the
samples prepared by thermal treatment. It has been demonstrated that the UV
illumination treatment is a superior method to remove templates, leading to more
detailed investigation of the effect of mesoporosity on the electrokinetics of ion
insertion into WOj3 films. These mesoporous materials exhibit superior high rate
ion-insertion performance when used as electrochromic layers, which is attributed
to the high surface area of mesoporous WO;.

The introduction of mesoporosity into WO; layers has been predicted to improve
their functional film properties due to the porous nature of these materials and better
penetration of electrolytes into the inorganic framework. The improved elec-
trochromic (EC) properties of mesoporous tungsten oxide films produced via these
templates are described and compared to standard sol-gel films of tungsten oxides.

SEM was used to study the surface structure of all deposited layers shown in
Figs. 12.6 and 12.7. The images indicate that polymer generates a remarkable

./

Fig. 12.6 SEM image of a as-deposited tungsten oxide film; b calcined tungsten oxide film at
400 °C
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Fig. 12.7 SEM image of a as-deposited polymer-added tungsten oxide film; b calcined poly-
mer-added tungsten oxide film at 400 °C
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Fig. 12.8 XRD patterns of WO5_, thin films: a As-deposited tungsten oxide film; b Tungsten
oxide film treated by UV illumination; ¢ annealed tungsten oxide film at 400 °C; d As-deposited
polymer-added tungsten oxide film; e Polymer-added tungsten oxide film treated by UV
illumination; f annealed polymer-added tungsten oxide film at 400 °C

change on the structural properties of tungsten oxide films. As shown in SEM
results, while as-deposited tungsten oxide film has a porous structure, the surface of
the as-deposited polymer-added tungsten oxide films is uniform and flat. Heat
treatment causes a remarkable difference in the films’ images.

Characterizations of tungsten oxide films were carried out with XRD and FTIR
measurements. Standard and mesoporous tungsten oxide films remain almost
amorphous up to 400 °C and crystallize at 400 °C. As-deposited and UV illumi-
nated films are amorphous. Polymer-added tungsten oxide films have changed the
crystal phases depending on the polymer matrix. Using polymer as a surfactant in
the tungsten oxide films may retard crystallization and created different crystal
phases. Calcined standard tungsten oxide films have triclinic crystalline structure.
Following spectral deconvolution analysis of both films, their different crystal
structures are presented in Fig. 12.8. PEG polymers are in linear and rigid rod form;
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this may positively affect the speed and the rate of crystallization of the structures in
which PEG polymers are added.

All as-deposited films were then exposed to electrochemical and electrochromic
investigations using LiClO4 in propylene carbonate as an electrolyte. The CV of
tungsten oxide films are given in Fig. 12.9. The results demonstrated that the
polymer causes modifications of the electrochemical and structural properties of the
films.

It is observed that better CV results (charge insertion/extraction) were obtained
for mesoporous films as shown in the Fig. 12.9. Supposably using PEG polymer as
a surfactant increases the active surface area. These mesoporous films exhibit
superior high-rate ion-insertion performance in lithium liquid electrolyte as
expected.

12.2.2 Tungsten Oxide Based Nanofibers and Nanowires

One-dimensional (1D) nanostructures of tungsten trioxide include nanowires [18],
nanotubes [19], nanofibers [7], nanorods [20] and nanoribbons [21] which offer the
best morphology for most of the electro-functional devices [22].

Tungsten oxide nanomaterials can be produced via various techniques including
electrochemical etching [23], chemical vapor deposition (CVD) [24], hydrothermal
reaction [25] and etc.

Among these methods and techniques, electrospinning is one of the most widely
used processes for the production of nanofibers known since the 1930s. This
technique employs electrostatic forces for stretching the viscoelastic fluid [26].

Electrospinning offers a relatively simple and versatile method for generating
fibular mesostructures. This process involves the production of continuous
one-dimensional nanofibers under electrostatic force of the charges on the surface

of a liquid droplet in an electric field as strong as several kV. cm™".
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Here, method of producing nanofibers and nanowires of tungsten oxide via
electrospinning has been applied using two different precursors.

WO; fibers can be produced by electrospinning technique using tungsten
hexachloride (WClg) and tungsten (W) metallic powder as precursors. Surface and
structural characterizations were performed by SEM, XRD and FTIR to demon-
strate the crystallinity and structure of the fibers.

The electrospinning technique requires a viscose polymeric solution. This
organic/inorganic blend contains precursors and polymer ingredients and their
solvents. The sol-gel W metal powder and WClg precursor mixed with a 10 %
polyvinylpyrrolidone (PVP) solution in ethanol were loaded into a plastic syringe
after stirring for minimum 5 hours. PVP has been prefered because it is a suitable
capping reagent for various metal nanoparticles with low environmental and health
risks.

12.2.2.1 Tungsten Oxide Fibers with Metallic Tungsten Precursor

To prepare the organic/inorganic blend for the electrospinning process, 10 ml of
cold 30 % H,O, solution was added to 0.7 g metallic tungsten powder. After
stirring for about 4 hours, the powder dissolved completely and a faint yellowish
solution (tungstatic acid) was obtained. Then 10 ml ethanol and 1.0 g PVP were
added into the above solution, followed by magnetic stirring for 2 hours. The
solution was then loaded into a plastic syringe connected to a 1 cm short needle
made of copper by a plastic pipe. The needle was connected to a high-voltages
supply that is capable of generating DC voltages up to 35 kV. In this experiment a
voltage of 15 kV was applied for electrospinning conducted in the air at room
temperature. Annealing electrospun fibers in air at 500 °C for 2 h completely
evaporates the solvents and polymer to attain calcined WO; nanofibers.

Microstructural properties of tungsten oxide fibers were investigated by
FE-SEM. Homogenous nanofibers of tungsten oxide were prepared using metallic
tungsten precursor as seen in the SEM images presented in Fig. 12.10. The diameter
of the nanofibers are in the range of 112-184 nm. SEM images of calcined
nanofibers of tungsten oxide are shown in Fig. 12.11. The thickness of the fibers are
observed to be 35 % reduced that is between 42 and 152 nm.

FTIR analysis of as-prepared electrospun tungsten oxide nanofibers by a metallic
tungsten precursor is given in Fig. 12.12. Inorganic compounds have vibrational
bands mainly below 1200 cm™'. The 816 cm ™' band is assigned to the out of
stretching vibrations of W-O-W mode, when hydrogen is located at a coplanar
square of oxygen atoms. A relatively weak band at 1073 cm™ ", which is assigned to
the plane deformational (bending) W—OH mode, was found. The peak at 1424 cm™*
is assigned to v(OH) and 6(OH) in OH, W-O group. In the frequency range of 400—
1100 cm ™", the peak in 977 cm™' (W=0 terminal modes of surface grains) and W—
O-W bridging mode 902 cm™' exist exhibiting the stretching vibrations of W-O
bounds [27]. In addition, the sharp peak in 1290 cm ™" is assigned to C-N stretches
of the aromatic amines group. Organic compounds usually have vibrational bands
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Fig. 12.10 SEM images of electrospun tungsten oxide nanofibers by W/PVP, a 5 um scale,
b 1 pm scale
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Fig. 12.11 SEM images of calcined tungsten oxide nanofibers by W/PVP, a 5 um scale, b 0.5 pm
scale
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mainly after 1500 cm™'. The sharp peak around 1652 cm™' is assigned to C=0O

stretch of a, f—unsaturated aldehydes the ketone functional group. The medium
peak at 2950 cm™ ' reveals the C—H stretch from an alkane group and finally the
sharp and broad shoulder around 3340 cm ™' is assigned to O—H stretch, from H—
bonded alcohol the phenol functional group.
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12.2.2.2 Tungsten Oxide Fibers with Tungsten Hexachloride
Precursor

Tungsten hexachloride (WClg = 99.9 % trace metals basis) powder was dissolved in
ethanol (CH3CH,OH), then mixed with polyvinylpyrrolidone (PVP) where N,
N-dimethylformamide (DMF) was used as its solvent. The electrospinning process
was held at room temperature using 20 kV DC voltage while the distance between
the spinning nozzle and the collection plate was 15 cm, feeding rate was 6 pl/min
and substrate was a glass on aluminum foil.

SEM images of resultant electrospun nanofibers of the blend are presented in
Figs. 12.13 and 12.14. The diameters of the composite nanofibers are distributed in
the range of 190 and 350 nm with an average diameter of 270 nm.

To eliminate polymeric compounds from the film structure and obtain an inor-
ganic surface the nanofiber mat was calcined. After calcination at 500 °C for 1 h,
homogenous thin fibers in the range of 57 and 110 nm were obtained with an
average diameter of 85 nm as shown in Fig. 12.14. After the calcination process, the
average diameter of the nanofibers was reduced by nearly 70 %, proving that
organic compounds have been removed from the film structure and tungsten oxide
is the dominant remaining material in the surface. After calcination at 500 °C for
1 h, we obtained the thinner fibers as shown in SEM images.

FTIR analysis of as-prepared electrospun nanofibers of tungsten oxide using
WCle/PVP blend is given in Fig. 12.15. The 679 cm™ ' band is assigned to the out of
plane deformation W—-O-W mode, when hydrogen is located at a coplanar square of
oxygen atoms, the 816 cm ™' peak is assigned to the out of plane stretching
vibrations of the W-O-W mode. A relatively weak band at 1062 cm” !, which is
assigned to the plane deformational (bending) W—OH mode, was found. This is due
to the creation of weakly bonded W—OH groups is formed in the as-deposited film.
In the frequency range from 400 to 1100 cm™', a shoulder is observed around
979 cm™' (W=0 terminal modes of surface grains) and a W—O—W bridging mode at
902 cm™ ' [27]. Organic compounds mostly have vibrational bands after 1500 cm™".
The sharp peak around 1690 cm™ is assigned to C=0 stretch of o, p-unsaturated
aldehydes, the ketone functional group. The medium peak at 2960 cm ™" reveals the
C-H stretch from the alkane group and finally the sharp and broad shoulder around

Fig. 12.13 SEM images of electrospun nanofibers by WClg/PVP, a 10 pm scale, b 1 pm scale
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3330 cm ! is assigned to O-H stretch, from H—bonded alcohol, the phenol func-
tional group. In addition, the medium peak in 1423 is related to the C—H bend of
one of the alkane groups.

To eliminate polymeric compounds from the film structure, and obtain an
inorganic surface the nanofiber mat was calcined. After calcination at 500 °C for
1 h, homogenous thin fibers in the range of 57 and 110 nm were obtained with an
average diameter of 85 nm. After the calcination process, the average diameter of
the nanofibers was reduced by nearly 70 %, proving that organic compounds have
been removed from the film structure and tungsten oxide is the dominant remaining
material in the surface.

Table 12.1 compares the diameter variations of WOj; fibers obtained by two
different precursors explained in the latter section. The average values indicate that
as-prepared nanofibers of tungsten oxide polymeric hybrid are thinner for metallic
tungsten precursor (148 vs. 270 nm), but for calcined tungsten oxide nanofibers,
tungsten hexachloride precursor yields in thinner fibers and nanowires (83 vs.
100 nm).
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Table 12.1 Diameter range of the nanofibers in different steps

303

Diameter | As-prepared Calcined As-prepared Calcined
nanofibers by nanofibers by nanofibers by W nanofibers by W
WClg precursor WClg precursor | metallic precursor metallic
(nm) (nm) (nm) precursor (nm)

Min 189 57 112 42

Max 350 110 184 158

Average 270 83 148 100

12.3 Chromogenic Properties and Applications
of Tungsten Oxide

Optically active thin film coatings can change their optical properties as a function
of external stimuli. These substances, recently named ‘chromogenics’, include both
inorganic and organic materials. Among various chromogenic property of films,
well known ones are electrochromic (EC), thermochromic, photochromic and
gaschromic. Materials with controllable light absorbance, transmittance or reflec-
tance possess great technical relevance, because of their high potential applications.
In the near future, optically active films may be utilized to regulate the throughput
radiation energy for windows in the buildings and cars, to maintain comfortable
lighting and temperature, in sunglasses, as an optically active filter, or in systems
with variable reflectance, as automobile rear-view mirrors, in sensors, in detectors,
in displays, as road signs, and so forth.

Tungsten oxide is the most investigated chromogenic material, especially used
for the preparation of EC devices due to its high stability and fully reversible
coloration ability.

12.3.1 Electrochromic Properties of Tungsten Oxide Films

The optical, electrochemical and structural properties of the deposited films were
examined in both liquid and solid nafion electrolytes. Herein, electrochromic
devices were fabricated by tungsten oxide active electrochromic layer prepared by
tungsten chloride precursor and nafion electrolytes. The use of a polymer elec-
trolyte, in contrast to commonly used liquid electrolytes, allows integration of the
electrode into fully solid state devices with the following configuration: ITO/WO5/
Nafion/ITO.

The colored and bleached state in nafion solution was represented in Fig. 12.16.
The potentiostatic measurements of produced films, were performed with the
generation of an I-t curve. The film was colored at —1 V and bleached at +1 V, with
each step being 60 s.
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Fig. 12.16 Tungsten oxide electrodeposited film in nafion solution electrolytes a bleached state
and b colored state

The in situ transmittance versus wavelength curves for tungsten oxide elec-
trodeposited film by the WClg precursor in nafion solution is shown in Fig. 12.17.
The coloration and bleaching currents decay quickly for tungsten oxide elec-
trodeposited film using the WClg precursor. Additionality, in situ optical trans-
mittance spectra of tungsten oxide electrodeposited film by the WClg precursor was
taken, the transmittance spectra for tungsten oxide electrodeposited film by the
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WClg precursor exhibit high optical modulation. Transmittance values of the col-
ored tungsten oxide film is 5.9 but bleached tungsten oxide has a transmittance of
74.0 at 550 nm. Transmittance values of the colored and bleached tungsten oxide
films were obtained as 2.70 and 80.0 respectively at 680 nm.

12.3.2 Coloration Phenomena in WO;

A variety of excitation processes such as thermal, optical, electrical, ionizing
radiation, heating in vacuum, inert and reducing atmosphere, can be used for col-
oration of a material such as tungsten oxide. The spectrum of coloration is essen-
tially similar in all cases. Coloration is structure-sensitive, while the absorption
peak for amorphous WOj; films is around 1.2 eV, for crystalline WOj5 films the
absorption peak is around 0.7 eV.

Coloration occurs most efficiently in highly disordered amorphous WO;_, films.
Only sub-stoichiometric oxidized tungsten oxide crystalline films (WO;3) show
coloration (Film formation occurs at high temperature under a reducing atmosphere
such as vacuum, Ar, H,, etc.). The photochromic effect (PC) occurs when films are
irradiated with photon energies within the band gap (max at 3.6 eV) [28]. Ambient
conditions can also effect optical and electrical coloration. Optical coloration effi-
ciency increases in the presence of H,O. Although there is no electrical coloration
in vacuum, thermal, optical, electron and ion beam induced coloration is observed.

12.4 Conclusions

After four decades of extensive R&D on electrochromic (EC) properties of metal
oxides, WOj5 still remains the leading EC-material. Major advances have been made
in the fabrication and characterization (structural, optical, and electrical) of
EC-materials and devices based on metal oxides. In this review, well-known
preparation techniques of nanostructured tungsten oxide are briefly introduced, their
similarities and differences according to the nanostructure of tungsten oxide pro-
duced are discussed. Two important factors, crystallinity of tungsten oxide film and
the surface morphology play an important role in chromogenic properties of
tungsten oxide nanomaterials.
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Chapter 13
Electron Accumulation in InN Thin Films
and Nanowires

L. Colakerol Arslan and K.E. Smith

Abstract An overview on the electron accumulation layer on InN thin film and
nanowire surfaces is provided. The interactions between the valence and conduction
bands due to the narrow band gap and high electron density at the surface of these
materials have a big influence on the electronic structure and the device performance
of these materials. We first review the current understanding on the electron accu-
mulation on InN thin films, pointing out the role of defects and dislocations on the
unintentional n-type conductivity. Then we carry out detailed investigation on tuning
the surface charge properties of InN nanowires depending on the growth process.

13.1 Introduction

The narrow band gap semiconductors such as InAs, InSb, and InN are subject of
intense study because of their combined electrical and optical functionalities. Their
distinctive material characteristics such as high electron mobility, small effective
mass and strong spin-orbit coupling provide excellent charge transport properties
for applications in ultrahigh-speed nanophotonic devices. Among these materials,
InN has attracted huge attention recently because of its near-surface properties. The
low dissociation temperature of InN and the extremely high equilibrium vapor
pressure of nitrogen prevented the preparation of high quality single crystals,
leaving the optical, electrical and physical properties of this material difficult to
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determine. Early InN samples, prepared by reactive RF sputtering of indium targets
with nitrogen [1], have a band gap value of 1.9 eV due to the presence of oxygen in
the films during growth [2]. Recently, the energy of the fundamental band gap has
undergone a remarkable revision from the previously accepted value of approxi-
mately 1.9 eV to the much lower value of approximately 0.65 eV as a consequence
of the development of epitaxial growth methods for high quality crystalline thin
films of InN [3-5]. The band gap of the In,Ga, N ternary alloy system now spans
the near infrared (0.65 eV, x = 1) to the UV (3.4 eV, x = 0), enabling the entire
optical window to be encompassed by a single material system [6]. This makes
InyGa; 4N potentially suitable for applications such as high-brightness white light
emitting diodes and high-efficiency solar cells. In addition, mobilities over
3000 cm?/Vs have been measured at room temperature [7], leading to high per-
formance transistors operating at high frequencies up to the several THz range. The
use of InN based optoelectronic devices offers the potential of an
environmental-friendly red emitter with no toxic element, which may replace GaAs
based devices. In order to fully realize the potential of InN, a broader investigation
of the surface and interface properties was performed, since these will have a major
influence on the design of low dimensional devices.

InN is unusual in that there is strong experimental evidence for the existence of
an intrinsic electron accumulation layer near the surface of the thin films, where the
density of electrons is over an order of magnitude larger than in the bulk. The
existence of a large electron accumulation layer at all surface planes and the pos-
sibility of spin-splitting may also play an important role in electron spin transport
and spintronics and extends InN’s possible applications [8]. This electron accu-
mulation could also potentially be used for gas sensor applications and for the next
generation of THz radiation generators and sensors [9]. On the other hand, the high
electron density makes it difficult to achieve p-type doping in InN. Therefore,
understanding of the nature of this electron accumulation and surface electronic
properties is of a great importance in the design and the analysis of high perfor-
mance nitride-based electronic devices.

Adding up these entire qualities one can conclude that InN represents one of the
most versatile semiconductor material systems. However, due to the lack of
homoepitaxial substrates for nitride epitaxy the crystalline quality of planar films is
not perfect. Despite high defect densities, nitride devices are extraordinarily per-
forming. Recently, InN nanostructures in the forms of nanowires (NWs) have also
received great attention due to the high surface-to-volume ratio and enhanced
electron accumulation at the surface. NWs, which can be grown as single
nano-crystals, show fewer structural defects than planar films and therefore, are
expected to further improve the device quality. Especially, when the high surface
electron density is combined with high mobility, InN NWs become attractive
materials for the production of high electron mobility transistors operating at high
frequencies. In addition, InN NWs can also be grown on several different substrates,
including silicon, therefore the possibility of combining these highly lattice mis-
matched materials provides easy integration of these nanowires with the established
Si microelectronics technology.
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In this chapter, we have focused on the study of near surface electron accu-
mulation in InN thin films and NWs. We begin by exploring the various mecha-
nisms behind the origin of electron accumulation at InN surfaces. The accumulation
layer is discussed in terms of the bulk Fermi level (Eg) lying below the pinned
surface Eg, with a confining potential formed normal to surface due to the down-
ward band bending facilitated by donor type surface states or impurities. Then the
effect of these charge accumulation on the electronic properties of these materials
was investigated. The effect of growth properties and reduced dimensions on the Eg
pinning mechanism on InN nanowire surfaces is also discussed. Mg-doped InN
NWs and the possibility to achieve p-type conductivity in InN NWs are presented.

13.2 Fermi Level Pinning

The pinning of the Fermi level (Eg) in semiconductors is observed for a wide class
of physical phenomena, including interface formation, surface processes, chemical
impurity doping, and high-energy radiation effects. For free surfaces of semicon-
ductors, Er pinning is driven by sufficiently high density of surface states of both
donor and acceptor character [10, 11]. These surface states arise from the termi-
nation (or reconstruction) of the bulk crystal at the surface. They can also be caused
by impurities or defects. If there surface states exist in the gap, they pin the Fermi
level upward or downward depending on their position relative to charge neutrality
level (CNL) [12]. The charge neutrality at the surface is satisfied when the total
charge due to surface states, Qss, is compensated by an equal but opposite charge
near the surface region called space charge, Qsc. In the presence of ionized surface
states at semiconductor free surfaces, charge neutrality is ensured by the bending of
electronic bands due to the Fermi level being pinned at the surface. If the Fermi
level is located above the CNL, the surface states are negatively charged and a
depletion layer is created on the surface. If the electrons are filled to a point below
the CNL, the surface states are positively charged and this results in an accumu-
lation layer near the surface. The CNL allows a unique correspondence to be made
between the band bending at the semiconductor surface and the population of
surface states. For an intrinsic semiconductor, also called an undoped semicon-
ductor, with homogeneous surfaces, the Fermi level should coincide with the CNL
of the surface states.

Narrow band gap III-V semiconductors usually show an accumulation layer due
to pinning of the Fermi level above the conduction band edge. This electron
accumulation in these materials can be explained by the extremely low conduction
band minimum at the I" point compared with at other points in k-space. Therefore,
the CNL is located above the CBM, leading to positive surface charge, Qss, as seen
in Fig. 13.1. To compensate this surface charge, a negative space charge builds up
on the surface and Fermi level is pinned below the CNL, resulting in an electron
accumulation layer. The observed electron accumulation at the surface of these
materials is due to the presence of positively charged donor-type surface states.
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Similar change of surface potential and the corresponding charge accumulation
layer formation region occurs near surfaces of InN NWs. In this case, the nanowire
can be modeled by two distinct regions along the lateral dimension, including the
space charge region near the surface and the neutral region in the bulk.

13.3 Surface Electron Accumulation in InN Thin Films

There have been several reports regarding surface electron accumulation on InN
thin films. Evidence for the accumulation layer on InN thin films comes from high
resolution electron energy loss spectroscopy (HREELS) studies of clean InN sur-
faces [13, 14], which revealed a conduction band plasmon whose energy increased
as the incident electron energy was reduced, indicating a higher electron density
within 80 A of the surface than in the bulk. Further evidence comes from sheet
carrier density measurements as a function of film thickness, capacitance-voltage
measurements, a photoemission study of defective InN coated with Ti [15, 16].
Recent tunneling spectroscopy experiments add further credence to the existence of
this layer, with features associated with electronic sub-bands being observed,
indicating that the electrons are in quantized states [17].

The most direct evidence of electron accumulation layer on InN is obtained from
the high resolution angle resolved photoelectron spectroscopy (ARPES) spectra
showing the energy region between Er and the top of the valence band, as shown in
Fig. 13.2. ARPES is one of the most direct methods to determine the energy dis-
persion of electronic states in solids. This technique measures the energy and the
angular distribution of electrons emitted from the surface of a material when it is
illuminated with monochromatic photons of sufficient energy. ARPES reveals two
discrete states, centered around the ['-point. The states were characterized by varying
the photon energy, and thus probing the band dispersion along k, (surface normal)
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and angle of emission. The negligible dispersion along k, and narrow range of
emission angles over which these features are observed, indicating that the emitting
states are highly localized in k space. The measured separation between the VBM
and Eg is 1.2 eV for this surface, which is higher than the band gap of InN, con-
firming that Eg is above the conduction band minimum (CBM). The energy dif-
ference between Eg and the CBM for this surface is 0.65 eV. Therefore, these states
are the quantum well states in the accumulation layer in InN due to the quantization
of electrons trapped in the conduction band minimum. These states, although
derived from the conduction band, arise from the existence of a potential well
perpendicular to the film surface. Downward band bending forms a one-dimensional
(1D) potential well and the resulting two dimensional (2D) electron gas is quantized
along the surface normal. This band bending is the result of donor-type surface states
or N vacancies pinning Ep above the CBM [15, 18]. Similar behavior is also
observed from other In containing III-V compounds such as InAs (Eg = 0.36 eV)
[19], InSb (Er = 0.18 V) [20], and InP (Eg = 1.35 eV) [21].
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The existence of 2D electron accumulation layer due to downward band bending
and the small value of the energy gap in InN lead to strong interaction of quantized
electron states and valence band states. Thus, the dispersion of the top of the
valence band in InN within the quantum well potential associated with the electron
accumulation layer is affected. Although InN is well known to be a direct gap
semiconductor in the bulk, intrinsic quantum well potential produces complicated
hole dispersion curves and a minimum in the dispersion of the top of the valence
band is measured at the I'-point, as can be seen in Fig. 13.2. Although two dis-
persing heavy and light hole valence bands locates around the top of the valence
band, the intensity of the heavy hole valence band vanishes near zone center,
resulting in a camel-back dispersion of the top of the valence band [22].

There is a significant body of experimental evidence that InN is a direct gap
semiconductor, including a recent study of the bulk electronic structure using reso-
nant X-ray emission spectroscopy and state-of-the art hybrid density functional theory
[23]. Clear intermixing between the heavy-hole and light-hole valence bands in the
intrinsic quantum well potential is observed associated with the near-surface electron
accumulation layer; results in an inverted band structure, with the valence band
maximum lying away from the Brillouin zone center. Such structures have been
previously been deduced from earlier transport and tunneling experiments from
engineered single HgTe/Hg_,Cd,Te [24] and GaAs/AlAs quantum wells [25].
Theoretical modeling of electronic band structure of InN demonstrates that InN films
under biaxial strain presents similar inverted valence band structure [26]. Tensile
strain occurs during the early stages of growth on the InN films grown on GaN (0001)
buffer layer due to elastic deformation of the crystal to fill the gaps between InN
islands during coalescence [27, 28]. Chen et al. showed that InN films grown on GaN
buffer layer form InN islands although InN films grown InN buffer layer after nitri-
fication does not form island structures [29]. Since the sample showing an inverted
band structure was grown on InN buffer layer, don’t have such strain to cause valence
band mixing. Therefore intermixing between the heavy-hole and light-hole valence
bands in the intrinsic quantum well potential is observed associated with the
near-surface electron accumulation layer; results in an inverted band structure, with
the valence band maximum lying away from the Brillouin zone center.

The origin of the surface states responsible for the Fermi level pinning mech-
anism at InN surfaces is associated with donor-like impurities or crystal defects.
Due to nitrogen vacancies, dislocations, and incorporation of oxygen or hydrogen
in the bulk during crystal growth; even high quality InN layers grown by
plasma-assisted molecular beam epitaxy still show bulk free electron density of
10" em™3 [30-32]. According to models derived on the basis of single field
electrical Hall effect measurements, the positively charged N vacancies associated
with dislocations are considered to be the origin of unintentional n-type conduc-
tivity [33]. Moreover, surface reconstruction, surface adsorbates and formation of In
overlayers or droplets are also identified as factors that cause donor type surface
states [34, 35]. Models derived on the basis of single field electrical Hall effect
measurements favor positively charged N vacancies (V) as the major origin of
n-type conductivity.
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In fact, ARPES spectra obtained from InN that is treated with two cycles of 500 eV
Ar" ion bombardment and annealing in UHV to 300 °C show that modifying the InN
surface leads to an increase in charge density in the conduction band [36]. As can be
seen in Fig. 13.3a, the subband energy levels are localized at 0.511 and 0.797 eV
below Ep after sputtering and annealing, while they are located at 0.233 and
0.662 below Eg for clean InN surface. The increase in the energy levels is directly
related to increase in the charge density at the bottom of the conduction band. It is
likely that the bombardment of InN surface with inert gas ion leads to N vacancies
since this method may leave binary or ternary nitrides in a non-stoichiometric state
[37, 38].

A series of momentum distribution curves (MDCs) extracted from Fig. 13.3a is
presented in Fig. 13.3b to emphasize the dispersion of the quantized states in the
conduction band. Dispersion of the bands is fitted assuming both parabolic (dashed
gray) and non-parabolic bands (solid black). The non-parabolic curve is fitted to the
outer band which is more resolved and has larger non-parabolicity effect because of
its higher energy and larger occupation probability. It can be seen clearly that the
dispersion of the states appreciably deviate from the parabolic dispersions. Rather,
it is linear away from the subband minima and the non-parabolic dispersion follows
the relation given by Kane’s two band k.p model for narrow band gap semicon-
ductors [39]. Note that non-parabolic single-band tight binding approach has also
been applied to model surface electron accumulation at InN surfaces [40]. In narrow
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Fig. 13.3 a ARPES photocurrent intensity map of states within 1.2 eV of Eg. hv = 70 eV, and
sample temperature was 60 K. Sample was prepared by two cycles of 500 eV Ar" ion
bombardment and annealing in UHV to 300 °C. The momentum direction is along I'’ZM in the
surface plane. b Momentum distribution curve derived dispersion of the conduction band subbands
extracted from the spectra on the left. The dispersion of the states are fitted by parabolic (dashed
gray) and non-parabolic 2D (solid black) based on Kane’s model [39] with effective masses
respectively 0.16m, and 0.1mg
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Fig. 13.4 The derived free electron concentration n, as a function of the nanowire radius r in a
logarithmic scale. The line is a linear fit that gives a slope k = —2.3 &+ 2. The inset shows the plot in
a linear scale, and the curve is given by ng & 1 = r*>. Reprinted with permission from [50].
Copyright 2013, AIP Publishing LLC

band gap semiconductors, strong k.p interaction between the conduction band and
the valence bands results in strong non-parabolicity in the conduction band [41].
Similar non-parabolic dispersion of InN conduction band is also observed by other
groups by measuring the relation between the effective mass and carrier concen-
tration [42].

Much debate is ongoing about the origin of the Fermi level pinning whether it is
an intrinsic property or it occurs under certain reconstruction conditions. There are
recent reports on the absence of surface Fermi level pinning on non-polar surfaces,
which were cleaved under ultra-high vacuum conditions [43]. Theoretical calcula-
tions also suggest that surface charge accumulation would not be expected on
non-polar surfaces [44]. However, the universal nature of the electron accumulation
is found at both polar and nonpolar InN surfaces under ambient conditions due to
contamination or adatom adsorption. Various growth conditions or surface treatment
methods may affect the density and the microscopic nature of charge accumulation.
However, all InN surfaces exhibit a tendency toward electron accumulation, because
the bulk Fermi level is located below CNL level. This is confirmed by King et al.
who showed that neither the film polarity nor the growth parameters have any effect
on the Fermi level pinning mechanism [45]. This is in contrast to the interpretation of
recent Hall effect measurements, which suggested different surface sheet densities
for In- and N-polarity samples and the samples grown at N-rich and In-rich condi-
tions. However, theoretical and experimental investigations show that the variation
in the sheet density of the surface electron accumulation with buffer layer, polarity,
or growth conditions is related with the dislocation densities at the interface [46—48].
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Although this intrinsic band bending and electron accumulation may affect the
electronic properties near the surface region, they have relatively low influence on
the bulk electronic properties in semiconductor thin films. In semiconductor
nanowires, on the other hand, the dimensions of the NW are often on the order of
the Debye screening length, so charge accumulation layer has a larger impact on the
electronic properties due to high surface-to-volume ratio.

13.4 Surface Charge Accumulation on InN NWs

InN nanowires are highly interesting as they can exhibit considerable confinement
effects which provide them significantly different properties than InN thin films.
Although it is quite challenging to grow InN thin films with high crystalline quality
due to the lack of hemoepitaxial substrates, NWs can be form on various substrates
with lower defect densities than planar films. Numerous studies are focused on the
investigation of InN N'W structure devices with improved quality and the possibility
of integration with silicon technology [49-51]. Moreover, surface space charge
layer on polar and non-polar surfaces of InN NWs renders them ideal candidates for
use in nanoscale sensor devices and infrared light-emitting diodes and lasers [52].

The thermodynamically stable phase of InN NWs is hexagonal wurtzite structure
with two possible orientations depending on the growth method. The MBE grown
nanowires are oriented along the [0001] polar direction, with their sidewalls being
nonpolar m-planes [49]; while the ones deposited by chemical vapor deposition
using the vapor-liquid-solid (VLS) growth mechanism are oriented along the
[11-20] direction, and the sidewalls are formed by the polar {0001} facets [53].
The strong ionicity of the metal-nitrogen bond and absence of inversion symmetry
leads to strong macroscopic polarization along the [0001] direction in the
III-nitrides at zero strain [54, 55]. If an external electric field is applied to the 1II-V
nitride lattice, crystal lattice will induce piezoelectric polarization to accommodate
the stress. The overall polarization strength of crystal affects the free electron
motion inside the crystal. Due to extraordinary surface-to-volume ratio and absence
of interface affects, polarity of the surface has a dramatic effect on surface Fermi
level pinning and therefore optical and electrical properties of InN nanowires,
although the surface Fermi level pinning was shown to be the same for a-plane and
for both polarities of c-plane InN.

The lateral surfaces of most of the InN NWs exhibit high density of accumulated
electrons due to the presence of positively charged donor-type defects. An accu-
mulation layer is formed due to Fermi level pinning on the sidewalls of NW
surface, leaving a region with free-electron concentration in the middle of the wire.
Extend of this region depends on the thickness of the wire. Several efforts have
been made to characterize and to control Eg pinning and surface charge properties
of InN nanowires. To prove the presence of a surface accumulation layer, electrical
measurements were performed on InN nanowires and the resistance was displayed
as a function of wire radius. It is expected that the conductance should scale with
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the cross sectional area of the wire (nrﬁw) as the current flows through the bulk of a
wire, while the conductance should scale with mr,,,, as the current flows through the
surface of a wire. The data presented by Richter et al. showed an approximately
linear relation between the conductance and diameter for wires with a diameter
below 100 nm, suggesting that major contribution to conduction through InN
nanowires is coming from the surface accumulation layer [56]. A decreasing
resistivity with decreasing wire diameter is also obtained by others [57]. Another
supporting evidence for the existence of surface electron accumulation on InN NW
surface comes from the analysis of the slope of the conductance as a function of
temperature [56]. The resistance of InN NW decreases linearly with decreasing
temperature. This metallic like behavior indicates that the main conductance con-
tribution arises from the surface electron accumulation layer. The pinning of the
Fermi level 0.6-0.7 eV above the conduction band minimum at the surface of the
nanowires is determined by polymer electrolyte gating and three-dimensional
electrostatic modeling of charge distribution [58].

The existence of an electron accumulation layer on InN surface is also proven by
photoluminescence (PL) spectroscopy which has been a key technique to study
the optical processes in semiconductors with particular sensitivity to point defects.
The shape and peak position of the PL spectra of InN NWs grown under In rich
conditions with electron densities in the range of 1 x 10"® to 6 x 10'® cm™ exhibit a
weak dependence on the laser intensity which can be characterized by the presence
a weak band filling effect due to photogenerated charge carriers [59]. The reason for
the weak excitation power dependence is a large broadening of the PL peak.
Moreover, a high energy tail exists in the PL spectrum and it extends to higher
energies with increasing temperature. The authors have correlated the observed
features in the PL spectra with fluctuations of the Fermi level along the wire,
relative to the conduction band edge and modelled based on an accumulation layer
at the nanowire surface.

Raman spectroscopy is also used as an effective method to investigate surface
properties of semiconductors as it is a nondestructive and no contact characteri-
zation tool. In most cases, Raman spectra taken perpendicular to c-axis of InN wires
display a strong uncoupled E;(LO) mode near the frequency of the A;(LO) phonon
in addition to bulk phonon modes of EX(LO) and A1(LO). The physical origin of
this LO mode is thought to be the scattering of photons associated with the charge
density fluctuations. The change in the E;(LO) frequency with excitation wave-
length indicates the changes in the free carrier concentration through the wire
thickness due to the different probing depths. Furthermore, enhancement in the
relative intensity of E;{(LO) mode is observed for the samples with morphologies
benefiting the scattering through the lateral walls [60]. Therefore this mode is
attributed to free electron accumulation on NW surfaces. A similar LO mode is also
observed in Raman spectrum of a single InN NW independently of the scattering
geometry, indicating the presence of high electron concentration at the wire sur-
faces [61].

Detailed investigation on the origin of an electron accumulation layer at InN NW
surface is performed by using an electrical nanoprobing technique in a scanning
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electron microscope environment [50]. It is observed that the derived free electron
density increases as n ~ r >~ shown in Fig. 13.4. The existence of high carrier
concentration in small-radii NWs is explained by the presence of surface states.
Considering the fact that the diameter of nanowires grown at low temperatures is
smaller than that of the ones grown at higher temperatures, this is an indication of
that nanowires with smaller radii have relatively higher carrier concentration due to
surface defects. Recent study on the surface charge properties of InN nanowires has
also revealed that the surface defects are mainly responsible for large carrier con-
centration and corresponding electron accumulation on InN surfaces [62]. In fact,
the surface charge concentration can be tuned by varying the nanowire morphology
through In seeding mediated growth approach [62].

InN NWs grown with the use of an in situ deposited In seeding layer under
nitrogen rich conditions have carrier concentrations of ~1 x 10'°7'® c¢m™.
Moreover, the optical excitation power and temperature has a strong influence on
their PL [63, 64]. Such behavior is a clear indication of low carrier density and
absence or a negligible level of surface electron accumulation. The authors recorded
an emission peak at 0.64 eV (at 300 K) due to band-to-band recombination.
According to ARPES results, the Fermi level position of undoped InN NWs is
located 0.5 eV above the VBM, which would imply that the near-surface Eg for InN
NWs lies well below the CBM, as shown in Fig. 13.5a. In contrast, the PL spectra
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Fig. 13.5 a X-ray photoelectron spectroscopy of intrinsic and moderately Si-doped InN
nanowires. b and ¢ show the carrier distributions and recombination processes in intrinsic and InN:
Si nanowires, respectively. The blue circles represent residual free charge carriers, and the dotted
red circles represent photogenerated charge carriers. Reprinted with permission from [63].
Copyright (2012) by the American Physical Society
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of Si doped InN NWs show two major peaks at 0.65 and ~0.75 eV. While the low
energy emission is associated with band-to-band carrier recombination in the rel-
atively low-doped bulk region, the high energy peak is associated with the emission
of Mahan exciton in the high-doped nanowire near-surface region. Such behavior is
confirmed by the pinning of the Eg ~ 0.35 eV above the CBM. A schematic band
diagrams to illustrate the carrier recombination processes are shown in Fig. 13.5b, ¢
for intrinsic and Si-doped InN NWs, respectively. Photogenerated electron-hole
pairs are distributed nearly uniformly across the cross section of undoped InN NWs.
For InN:Si nanowires, however, a surface charge density results in a downward
band bending. Then photoexcited electrons will migrate to the surface along the
potential slope produced by band-bending, leading PL emissions from bulk states
and from surface trap states.

Werner et al. Showed that the surfaces of InN NWs are covered by a thin layer of
In,O3 according to the results of XPS. The shell conductivity was ascribed to the
accumulation layer located at the interface between InN and In,Oj3 layers formed
during exposure to air [57].

13.5 Control of Surface Electron Accumulation in InN
Nanowires

The band bending can be detrimental for technological applications because it
precludes external control of the electronic properties and the realization of p-type
conductivity in InN although it is essential for the fabrication of p-n junctions and
building the basis of all electronic devices. Growth process and the quality of NWs
have a major influence on the band bending mechanism.

The 2D electron accumulation level on the surfaces of intrinsically doped InN
nanowires can be controlled by varying the epitaxial growth process. In this section,
we will discuss the effects of growth parameters on the 2D electron accumulation
layer on InN NW surfaces. Similar to InN thin films, early InN NWs prepared by
solvo-thermal method, catalytic chemical vapor deposition, and vapor-liquid-solid
were poorly crystalline and the band gap value was about 1.9 eV [65-67]. Recent
improvements in its molecular beam epitaxial growth process have resulted in
superior quality InN nanowire structures with a band gap of ~0.7 eV on various
substrates becoming available [62, 68, 69]. However, most of the MBE grown InN
NWs exhibit uncontrolled tapered morphologies and poor crystal quality because of
the low decomposition temperature of InN, high vapor pressure of nitrogen over
InN and the lack of lattice matched substrates. Mi and coworkers synthesized InN
NWs directly on silicon substrate with the utilization of in-situ deposited In seeding
layer [69]. The use of In seeding layer promotes the nucleation of InN and provides
the growth of non-tapered InN NWs with a well-defined hexagonal structure along
[0001] direction. Figure 13.6 shows the SEM images of InN nanowires grown at
different temperatures. Optimum substrate temperature of 480 °C results in NWs



13 Electron Accumulation in InN Thin Films and Nanowires 321

(c);.|[r||[;||[r

Intensity (a.u.)

" PR 2 il i i
5 4 3 2 1 0 1 -2
Energy (eV)

Fig. 13.6 The role of surface defects on InN nanowire quality and the near-surface Fermi-level.
a and b SEM images of nontapered and tapered InN nanowires, respectively. ¢ The XPS spectra
for nontapered and tapered InN nanowires measured from the sidewalls. Reprinted with
permission from [70]. Copyright (2014) by John Wiley and Sons, Inc.

with a uniform diameter as well as smooth hexagonal facets. Lower growth tem-
peratures result in a strong tapering of the NW. The InN NWs synthesized at
optimal substrate temperature have a rather low carrier concentration of low-to-mid
10" cm™ and high electron mobility of 12,000 cm?/Vs [50]. The valence band
spectrum taken from the tapered NWs sidewalls shows that Eg is located about
~0.15 eV below the CBM (see Fig. 13.6c) The Eg of non-tapered InN nanowires,
on the other hand, is positioned ~0.5 eV above the VBM, which implies that the
surface Fermi level is not pinned above the conduction band. This was a major step
toward realization of p-type doping.

Another promising evidence for p-type conductivity in InN nanowires comes
from transport measurements. Due to the large surface to volume ratio in NWs, the
surface has an even higher impact on electrical transport properties. The electrical
properties (I-V) of as fabricated single InN nanowire is characterized a power-law
dependence of the type I & VP, with good ohmic behavior (B ~ 1) at lower biases,
higher order response at larger biases, p > 2, associated with the trap-filled space
charge limited conductivity due to the presence of charge traps at high bias. It is
well known that when a dc voltage is applied to insulators or nearly insulating
materials, space charge is formed. Therefore, such non-linear behavior implies that
InN NWs have extremely low background concentration, i.e., the Egr of those
non-tapered InN nanowires is located below the conduction band edge.

Following the observation of the lack of surface electron accumulation on
cleaved InN surfaces and theoretical calculations on the surface states of InN which
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Fig. 13.7 The PL spectra of Mg-doped InN nanowires measured at 7 K under a 9 mW optical
excitation. The PL spectrum of nondoped InN nanowires measured at 20 K under the same power
is also shown for a comparison. The spectra were normalized by the PL peak intensity of the
nondoped InN nanowires and were shifted for display purpose. The dotted green curve shows the
PL spectrum measured under an excitation of 200 uW from the Mg-doped sample with a Mg cell
temperature of 190 °C; and the inser shows the PL peak intensity ratio of P5. over PH as a
function of the excitation power. Reprinted with permission from [78]. Copyright (2013) American
Chemical Society

indicate that the Fermi-level can be unpinned on nonpolar planes, there has been
intense study in the production of p-type doping in InN [70-76]. Since Mg has been
proven to be an effective p-type dopant in GaN [77], Mg is also considered to be the
most suitable candidate for obtaining p-type InN. However most studies did not
confirm the presence of hole carriers in Mg doped InN because the surface potential
originated by the depletion layer prevents the electric field from penetrating into the
bulk of the film transport measurements are mostly dominated by surface charge
layer and could not be used to determine bulk carrier density. Nevertheless, some
evidence of the p-type conductivity in Mg doped InN NWs have been provided by
PL and ARPES measurements [78]. Figure 13.7 shows the PL spectra of Mg-doped
InN nanowires exhibiting non-tapered surface morphology measured at 7 K along
with the PL spectrum of nondoped InN nanowire measured at 20 K. While the PL
spectrum of the nondoped InN NWs is dominated by a single peak at 0.69 eV, PL
spectrum of Mg doped InN NWSs contains two emission peaks at energies
Ep. ~ 0.61 eV and Ef; ~ 0.67 eV. With the increase of Mg doping, only PL"
peak can be observed and it is redshifted due to band gap renormalization.
Enhanced defect incorporation leads to disappearance of high energy PL" peak. To
further investigate the origin of these two emission peaks, excitation power
dependence of PL spectra was examined, as shown in the inset of Fig. 13.7. At low
excitation power, low energy peak is dominant. Since holes at the Mg-acceptor
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energy level and electrons in conduction band level participate in radiation
recombination, this lower energy peak is ascribed to Mg-dopant associated acceptor
energy level. The intensity of high energy peak, on the other hand, increases with
the excitation power indicating that it is originating from valence to conduction
band transitions in InN NWs.

ARPES measurements were performed at a grazing incidence on the samples
with various Mg doping level to determine the position of the Fermi level at the
surface as a function of bulk carrier concentration [78]. No states associated with
the surface electron accumulation layer observed around the leading edges of the
valence band photoemission spectra for high Mg-doped InN NWs. For moderate
Mg concentrations (T < 220°), the Fermi level is located ~0.4 eV above the
VBM independent of the doping level. The surface Fermi level positions for high
Mg concentrations (Tyg > 230°) monotonically decrease with increasing Mg
density and reaches to the level of 0.1 eV above the VBM at highest concentration,
indicating the p-type doping of InN NWs. Because NW growth temperature is
much higher than the Mg effusion cell temperature, it is quite challenging to
incorporate Mg atoms around the surface region. However, at elevated Mg doping
levels, enhanced acceptor incorporation in the near-surface region can balance to a
certain extent the large surface desorption of Mg atoms during the epitaxial growth
process.

13.6 Conclusions

This chapter is a review of experimental progress that has been achieved in
understanding and controlling the surface electron accumulation in InN thin films
and NWs. The existence of the intrinsic electron accumulation layer is explained in
terms of a particularly low I'-point conduction band minimum in wurtzite InN. As a
result, the surface Fermi level is pinned high in the conduction band due to excess
charge at the surface created by impurities, dislocations or donor-type surface
states. Although nearly all InN thin films exhibit a strong charge accumulation, the
degree of charge accumulation in InN NWs depends on the growth mechanism and
specific surface conditions. In fact, the absence of an accumulation layer on highly
crystalline InN NWs raises the question if the Fermi level pinning is an intrinsic
property of InN or if it only occurs due to growth related defects or surface
reconstruction.
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Chapter 14
Optical and Structural Properties
of Quantum Dots

M.H. Yiikselici, A. Asikoglu Bozkurt, C. Allahverdi, Z. Nassar,
D. Bulut, B. Can Omiir, M.K. Torun and A.T. ince

Abstract We report (i) thickness dependent evolution of structural disorder, strain
on crystalline planes and grain size in chemical bath deposited (CBD) CdS thin
films studied through a combinative evaluation of the results of optical absorption,
Raman spectroscopies, X-Ray diffraction (XRD) and Scanning Electron
Microscopy (SEM). (ii) refer briefly to CdSe,S;. nanocrystals in liquid and
(iii) address quantum size effect in CdSe,S; quantum dots embedded in glass
studied through steady state photoluminescence spectroscopy. The asymptotic
optical absorption edge is red shifted while the long wavelength tail narrows with
increasing thickness which is proportional to deposition time. We employ effective
mass theory under quantum size effect to estimate average grain size from the
energetic position of asymptotic optical absorption edge. The long wavelength tail
optical absorption is due presumably to the micro-electric field induced by crys-
talline defects. The transmission probability through the potential energy barrier
created by micro-electric field is calculated with the help of WKB (Wentzel,
Kramers, Brillouin) approximation. We conclude that as the deposition time
increases from 10 to 150 min, the average grain radius changes by 2 nm, Urbach
energy and the electric micro-field decrease from 600 to 400 meV and 2240-
820 kV/mm respectively. The shift in XRD pattern shows that the compressive
strain decreases with growth. The Raman LO; vibrational mode display an increase
up to 22 min of deposition time and then a decrease.
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14.1 Introduction

Cd chalcogenide compounds of II-VI semiconductor nanocrystals (quantum dots)
are of special interest due to their technological applications especially in solar
cells, opto-electronics, biotechnology, medicine and light emitting diodes. When
the size of bulk semiconductor is reduced to nanometer scales, the crystal gains new
optical and electronic properties. Energy levels are quantized as in atoms and the
energy difference between levels widens with the inverse of the size squared. The
efficiency for the luminescence emission of the levels increases. The techniques for
obtaining II-VI nanocrystals with good luminescent characteristics and uniform
size distribution include colloidal synthesis of nanocrystals from precursors at the
presence of capping agents or stabilizers in order to achieve the desired
size-dependent optical properties and solid phase precipitation of the crystallites in
glass matrix through nucleation followed by diffusion limited growth and then
Oswalt ripening among others. II-VI thin films deposited by various techniques
such as solution growth and thermal evaporation possess optical and structural
properties which might be explained with the help of quantum size effect. In this
chapter we firstly review our research on (i) CdSe,S;_x nanocrystals which have
been extensively studied model system and (ii) the most proper nanocrystal of
group II-VI semiconductors which take an advantage of strong quantum size effect
that is, CdTe of band gap energy of 1.5 eV (850 nm) and thirdly report
(iii) thickness dependent evolution of structural disorder, strain on crystalline planes
and grain size in chemical bath deposited CdS thin films. The asymptotic optical
absorption edge is red shifted while the long wavelength tail narrows with
increasing thickness which is proportional to deposition time. We employ effective
mass theory under quantum size effect to estimate average grain size from the
energetic position of asymptotic optical absorption edge. The long wavelength tail
optical absorption is due presumably to the micro-electric field induced by crys-
talline defects. The transmission probability through the potential energy barrier
created by micro-electric field is calculated with the help of WKB approximation.
We conclude that as the deposition time increases from 10 to 150 min, the average
grain radius changes by 2 nm, Urbach energy and the electric micro-field decrease
from 600 to 400 meV and 2240 to 820 kV/mm respectively.

14.2 CdSe,S;—x Nanocrystals

Synthesis of binary and ternary II-VI group semiconductor nanocrystal systems
which have convenient size, size distribution, shape and composition in liquid media
is highly important with respect to recent technological applications. For instance,
the II-VI group semiconductor nanocrystals which have sufficient quantum effi-
ciency are used in active layers of light emission diodes (LEDs) in order to improve
color purity and color variety of the diodes [1]. Semiconductor nanocrystals can be
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Fig. 14.1 CdSe nanocrystals dispersed in toluene. Their appearance under daylight (a) and under
~366 nm UV light (b). HRTEM image (c) and photoluminescence spectrum (d) of these
nanocrystals. TEM scale of 5 nm is given at the bottom left corner in (c)

formed and grown in aqueous and non-aqueous liquids with methods of
microemulsion [2], chemical reduction [3], cold and hot injection [4] etc. As shown
in Fig. 14.1a, CdSe nanocrystals growth in non-coordinating octadecene with hot
injection method and then dispersed into toluene are shown. These nanocrystals
whose surfaces are modified with stearic acid (C;7,H3sCOOH) molecules can be kept
in toluene longer than one year. Their appearance under ~366 nm UV light is
shown in Fig. 14.1b. It can be deduced that these nanocrystals are nearly spherical
and have diameter of ~3 nm from their high resolution transmission electron
(HRTEM) image given at Fig. 14.1c. Measured photoluminescence spectrum of
these synthesized nanocrystals is shown in Fig. 14.1d.

14.3 Investigation of Raman Spectroscopy for CdTe
Thin Film

Four CdTe thin film samples are produced by evaporating CdTe compound onto
glass substrates by using physical vapor deposition (PVD) technique. The samples
are investigated structurally and optically by Raman scattering. Relative to the bulk
phonon frequency, longitudinal acoustics (LA) phonon frequency (*100 cm™) is
redshifted for all samples. This shift may be produced as a result of the effect of
finite particle size and/or strain in the thin film.

14.3.1 Experimental Details

The data for Raman scattering were measured at room temperature by using a
spectrometer employing Rayleigh line rejection filter. The samples were excited by
3 mW laser having a wave length of 532 nm and a spot size of 1 pum.



330 M.H. Yiikselici et al.

14.3.2 Modelling

First order Raman spectrum can be fitted to the confinement model discussed in [5]:

2n

=

\ )[d’q
T2y o
1C(0,q)*= exp(—g’d*/2x) (3.2)

where d is the diameter of the grain, a is the lattice parameter, g is the phonon wave
vector, « is a value determines how rapidly the wave function of the phonon decays
as the boundary is approached, I' is the natural line width of the optical phonon in
bulk, w(g) is the dispersion curve:

(q) = wy — Aw sin*(ga/4) (3.3)

@y is the phonon frequency and Aw is the width of the dispersion curve.

14.3.3 Discussion

First order Raman spectra for the CdTe thin film samples are plotted in Fig. 14.2
according to the model in (3.1). Figure 14.2 shows lines centered at phonon fre-
quencies closed to that for the L-critical-point LA phonon which has a frequency of
3.25 THz = 108.333 cm™! [6]. In this work, we observe that phonon frequency red
shifts as grain size decreases. This decrease in phonon frequency can be attributed to
the effect of compressive strain and/or phonon confinement due to finite grain size.

Fig. 14.2 Intensity against Intensity (a.u.)
Raman shift for CdTe thin 10 -
films. Line position is [
~100 cm™ ! which is close to

L-critical-point LA phonon 081

80 90 100 110 120
Raman Shift (cm™)
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Table 14.1 Line position, line width and grain size calculated by Raman spectroscopy for CdTe
thin film

Thickness (nm) Line position (em™) Line width (cm™") Rave (nm)
50 98.9 18.4 1.380
200 99.6 16.4 1.602
350 100.6 16.4 1.750
500 99.4 18.0 1.984
Bulk Measured 100.2 16.8

[2] 108.333

Referring to Table 14.1, the grain size calculated by Raman spectroscopy
decreases to a value less than Bohr radius of CdTe bulk (7.3 nm [7]) as the film
thickness decreases and hence the phonon confinement becomes stronger with
decreasing the thickness causing red shift in phonon frequency.

14.3.4 Importance of the Subject

In general, the compounds of group II-VI can be considered as materials of
valuable practical importance, the fact that they exhibit many considerable
solid-state phenomena. As a special case of these compounds, CdTe is a material
which can be considered as a completely representative of the group II-VI for its
distinctive physical properties. Moreover, CdTe is a promising compound since it is
used in electronic and optical manufactures. Studies about CdTe are scarce espe-
cially those related to Raman spectroscopy. Some articles have investigated the
structural and optical properties of CdTe using XRD and/or optical transmission
spectroscopy but they have not used Raman spectroscopy, the references [8—15] are
given as examples for some of these articles. On the other hand, there are lim-
ited number of articles which are related to Raman spectroscopy analysis for CdTe
[16—18]. These articles didn’t use the confinement model described in the present
work, which has the advantage of that it can compute the fitting parameters like
grain size and line width, for analysing the spectrum; in [19] the data was fitted to
Lorentzian profile and the spectrum in [20] was studied using a different model
described in [21], while [16—18] did not use the fitting at all and hence they could
not estimate the grain size and line width.

14.3.5 Section Summary

PVD technique was used for depositing CdTe on glass plates. Four samples of
CdTe thin films of different thicknesses were obtained. The samples are investi-
gated by Raman spectroscopy to study the effect of grain size on phonon
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confinement. The confinement model evaluated grain sizes ranging from about 1.4
to 2.0 nm. The importance of this work lies in the fact that there are few articles that
concern to analysis of Raman spectra for CdTe using the above model.

14.4 Steady State Photoluminescence Spectroscopy

The experimental data, results and discussions presented in this section are mainly
cited from and/or based on [22, 23]. In previous studies of CdS,Se,—x which is a
member of group II-IV quantum dots, it is revealed that photoluminescence (PL)
spectra generally has a three peak structure; one of them is close to the absorption
(ABS) edge due to direct electron hole recombination, the other one is attributed to
recombination from another energy levels within the band gap and the last low
energy peak is related to deep trap levels. The first peak mentioned above is
assigned to volume contribution and the other peaks are presumed to be surface
states [24, 25]. Hache et al. studied with emphasis on evolution of intensity of the
excitation beam in PL spectra. It is employed that at low intensity there is only one
peak which is related to deep trap levels. As the intensity increases, higher energy
peak (L) due to direct electron hole pair recombination remains stationary, whereas
lower energy peak (L) that leads to recombination through the new unidentified
states becomes visible. At higher intensities, both of the peaks show up and begin to
get sharpener with respect to decrease in deep trap level luminescence. In addition
to this, they also figured out that recombination from another states has more
efficiency than direct electron hole pair recombination. G. Mei et al., who studied
on variously sized quantum dots embedded in glass matrix, pointed out that the PL
peak near the absorption edge is related to bound-exciton recombination and
indicates the impurity or surface states of CdS,Se;_, quantum dots. As the particle
size gets smaller, more surface states occur in PL spectrum. In other words, since
the surface to volume ratio of quantum dot spheres increases, the PL spectrum is
dominated by surface states of decreasing particle sizes [26, 22]. Rodden et al.
scrutinized the effect of annealing at different temperatures and doping concentra-
tions for CdS,Se;—, samples [27]. In PL spectra a shift is observed through the
lower energies by increasing temperatures or doping concentrations. Inreasing
temperature results in an increase of crystallite size. As the crystallite size becomes
larger, the effective energy gap of the CdS,Se;_x sample shifts towards lower
energies, indicating an existence of three-dimensional quantum confinement of
electrons and holes. A reduce in doping concentrations causes a growth of smaller
particles, hence a shift towards the higher energy is observed in PL spectra. In more
recent works, nanocrystals in a range of 2.3—4.2 nm radii are analyzed with a
quantized state effective mass theory by Allahverdi et al. [23]. They figured out the
PL spectra with the help of the model Ravindran et al. and also concentrate on deep
trap peak and amount of its shift from the first exciton band. The peaks which are
located at ~1.56 and ~ 1.6 eV remains stationary as the heat treatment progresses.
However, deep trap peak in PL and the first exciton peak in ABS shift towards
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lower energies (38 meV for deep trap peak) due to quantum confinement effect. The
shift can also arise from the variation in S content that may increase/decrease with
the heat treatment [26]. Since the shift due to S content is about ~20 meV, it is
presumed that the redshift of 38 meV in deep trap peak represents the quantum
confinement effect. With the help of the model Ravindran et al. presented,
Allahverdi et al. observed that a decrease in energy occurs between the deep trap
and first exciton peak with increasing average particle radius. It can be inferred
from the ABS and PL spectra, the narrower shift, the larger are the particles. This
indicates that deep trap levels have less sensitivity to variations in average quantum
dot radius than that of direct recombination levels in Cdg ogSepo, quantum dots.

We have focussed on trap sites of variously sized samples of CdSsSe;—, QDs in
glass. As-received RG695 Schott borosilicate glass doped with CdSg 0gSeg.o, Was
melted at 1000 °C for 15 min in order to dissolve the particles and after quenching
to room temperature, the glass was annealed at 450 °C for 5 h to decrease the stress
in it. Finally the samples were exposed to heat treatment gradually from 600 to
675 °C for different periods of times as listed in Table 14.2 [22].

In order to identify the trap sites of gradually annealed CdS,Se;—, samples, we
present the steady state PL spectra (light colored curve) with the Gaussian model
lineshape (dark colored curve) on it in Fig. 14.3 [22].

The modelling function was employed below, was also desribed in [28]. Hence,
the calculated PL intesity has the following form

A v — Egp)’ 1 R-Ry)| B hv — Eg)?
) = o eXp{( v2r,2mp : } * XR:{\/EUR'EXP [( 20,%0) ] NoTT {( 21 ) ]}
(4.1)

Table 14.2 Heat treated CdS,Se;—, samples for different temperatures and times

Sample | Annealing temperature (°C) | Time (h) | Ry* (nm) Ry** (nm) |o* (nm)
number

1 600 12 - - -

2 625 1 1.7£0.38 |2.1 1.2+0.3

3 625 2 1.8 £0.36 |22 1.3+0.3

4 625 4 29+£0.10 |25 0.32 £ 0.01
5 625 8 33+0.73 |27 0.22 +0.05
6 650 2 34+£0.17 | 3.1 0.55 +£0.03
7 650 4 43+0.87 |34 0.70 £ 0.14
8 650 8 48 +0.17 |35 0.70 £ 0.03
9 675 2 72+£0.52 |45 1.3 +£0.1
10 675 4 85+1.3 4.7 1.3+02

Average radius (Ry*) and size dispersion (%) calculated by the employed model of PL spectra.
Average radius (Ro**) obtained from the energetic position of the first exciton peak is pointed out
for comparison
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where A and B = the constants, R, = radius of the spherical quantum dot, og = s-
tandard deviation of the radius, I' = 2 % width of homogenious broadening,
Iy = 1020 % width of trap band broadening.

We consider that I' = (AE/E) x 100 where AE indicates the standard deviation
homogenious at an energy of E. The size dependent first exciton transition energy is
characterized by following relation [29].

0.14 0356
R(nm) " y[R(nm)J?

Eg (eV) = E, (eV) — (4.2)

The first term leads to the bulk band gap of CdS¢0gSepgs of E; = 1.727eV
while the second term is responsible for the Coulomb potential energy between an
electron and a hole. u represents 0.106my that my indicates electron rest mass.

As seen in Fig. 14.3, in the first periods of times and temperatures the dark
colored curves 2 and 3 exhibits one peak at ~ 1.8 eV. We presume that this peak is
attributed to volume traps and the model figures out that it is almost stationary. When
the heat treatment progresses, another peak begins to resolve at ~2.1 eV and shifts

Fig. 14.3 Light colored lines 1

indicate the steady state PL R=85%13
spectra obtained with 488 nm 10 og=13% 02
cw Ar" laser of the intesity of '

~70 nW/mm?>. Dark colored N\

lines refer to simulated PL 9
spectra. Average nanocrystal

radius (Ro) and size 48+ 017
dispersion (ay) are the best fit 8 0.7 0.03

parameters which are

presented beside each pair of

curve. Heat treatment ~ 7 ; : ;?3 : g'_ ?E
temperatures and times ?

numbered as (1) 600 %, (2)
625, 1; (3) 625, 2; (4) 625, 4;

(5) 625, 8; (6) 650, 2; (7) 650,

4; (8) 650, 8; (9) 675, 2; (10) 33£0.73
675, 4, respectively. See 5 0.22% 0.05

Table 14.2 for details

Intensity (a.u.)
[«%
Wi
85

3 /\ 18£0.36
2 /\ 1.7=0.38
1203
0
1.2 1.7 2.2

Energy (eV)
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through the lower energies for samples 4 and 5. During the gradual increase in heat
treatment, this peak overlaps with the stationary peak which leads to the volume trap
band from samples 5 to 10. According to the modelling, this peak is related to a size
dependent band and identified as a surface assisted electron hole recombination
band. It is redshifted from the first exciton peak by amount of 120 meV and the
length of the shift decreases with respect to increasing radius of the QDs.

14.5 The Progression of Strain and Micro-electric Field
Dependent Urbach Energy with Deposition Time
in Chemical Bath Deposited CdS Thin Films

Thin film CdS semiconductors are of special interest due to their technological
applications in solar cells. CdS can be used as a window material in
hetero-junctions due to its wide band gap energy of ~2.5 eV [30-34]. Chemical
bath deposition (CBD) is a low cost method to grow thin films over wide surfaces
[35-40]. Most of studies on CBD CdS have gone into the optimization of exper-
imental parameters such as bath temperature, pH value, concentration of reactants,
deposition time and post-deposition heat treatment. On the other hand, recent
Raman studies show that the interfacial strain and phonon confinement modify the
phonon vibrational modes. A 0.35 % change in lattice constant for CdSe nanotubes
produces a blue shift of 2.4 cm™' in LO; mode in Raman spectrum [41]. CdSe
nanocrystals of an average radius of 3 nm and a size distribution of 10 % or FWHM
of 0.3 nm result in a red shift of 1. 82 cm ! in LO; mode relative to bulk structure
of the same composition [42]. In this section we employ optical absorption spec-
troscopy (ABS), Scanning Electron Microscopy (SEM) and X-Ray Diffraction
(XRD) spectroscopy for initial characterization of thin film CBD CdS structures.
We analyze the optical absorption (ABS) data with the help of Wentzel, Kramers,
Brillouin (WKB) approach to relate the long wavelength tail below the fundamental
absorption edge to micro-electric fields induced by crystalline disorder. Finally we
employ resonant Raman spectroscopy to assess the relative weight of results
obtained by XRD data with the help of Griineisen model and phonon confinement.

14.5.1 Experimental

14.5.1.1 Sample Preparation

CdS thin films were deposited on glass substrates by chemical bath deposition
(CBD). Glass substrates were cleaned and dipped into a 60 °C reaction bath of
pH = 11.6 prepared from 0.1 M of cadmium sulfate, 1 M of thiourea each separately
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Fig. 144 (OD x hv)* plotted
against photon energy (hv) for
chemical bath-deposited CdS
thin films. Deposition times
are numbered as follows:
1— 10,2 — 16,3 — 22,
4 — 40, 5 — 150 min

Energy (eV)

dissolved in 30 ml of distilled water and 5 % ammonium hydroxide according to the
procedure reported in detail elsewhere [43]. A set of 5 glass slides deposited for 10,
16, 22, 40 and 150 min under stirring at 250 rpm is scrutinized in this work.

14.5.1.2 Optical Absorption

Optical density (OD) for each sample is calculated by optical transmission mea-
surements. As shown in Fig. 14.4, the straight-line portions of the (OD x hv)* — hv
curves are extrapolated to obtain the band gap energies (E,) as intercept with the
x axis according to the relation (OD x hv)2 = (A*d)z(hv — E;), where A'is a
constant and d film thickness [44]. As the deposition time increases, the asymptotic
absorption edge with a tail structure shifts to lower energies. A solution to
Schrédinger Equation for a particle in a spherical box under effective mass model
yields a relation between the energetic position of first exciton peak and average
particle’s radius [45]. The blue shift is related to grain size by
'Ex (eV) = E, (eV) — 0.1655/R (nm) + 0.376/u[R (nm)]* where the first term is
bulk band gap of CdS crystal of E, = 2.402 eV, the second term the attractive
Coulomb potential energy and the third term the kinetic energy for a particle in a
spherical box (u = 0.1674my, my is the electron rest mass). The average grain radii
R,,. (nm) for each film are calculated as 1.21, 1.71, 1.91, 2.60 and 3.59 nm for
samples 1, 2, 3, 4 and 5 respectively.

"Derived by using [16].
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Fig. 14.5 Surface SEM
micrographs for sample 2
(top) and sample 4 (bottom)

TUBITAK SEI 200kV  X10,000 Tpm WD 15.0mm

14.5.1.3 SEM and EDS

JEOL/35M-6335F scanning electron microscope (SEM) was employed for the
surface morphological analysis. SEM surface micrographs are shown in Fig. 14.5
and cross-sectional micrographs in Fig. 14.6 for samples 2 and 4 respectively. SEM
micrographs have an irregular and anfractuous surface like a web pattern. We
assume that powdery and nonsticky film deposition give rise to an extremely rough
surface. Figure 14.7 shows Energy Dispersive X-ray spectrum (EDS) of CdS film
deposited for 40 min (sample 4). The most intense peak is due to Si of atomic % of
22.47 which is presumably from glass substrate. The second and third intense peaks
might be due to Cd of atomic % of 11.89 and S of 11.55.
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Fig. 14.6 Cross sectional SEM micrographs for sample 2 (fop) and sample 4 (bottom)

3 Element | Weight% | Atomic%

OK 20.24 45.23

cd Na K 2.15 3.35

SiK 17.64 22.47

SK 10.36 11.55

s CaK 2.81 2.51

CdL 46.8 14.89
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Fig. 14.7 Energy dispersive X-ray spectrum (EDS) of CdS thin film deposited for 40 min (sample
4)
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14.5.14 XRD

XRD patterns recorded on Panalytical MPD diffractometer are given in Fig. 14.8.
We fit each XRD spectrum with a Lorentzian line profile for each
peak/shoulder/hump and a cubic background function and then find best fitting
parameters for peak positions and full width at half maximum (FWHM). We pre-
sume that the peaks at 26 = 26.5°, 43.9°, 51.9° and 54.7° correspond to H[002]/C
[111], H[110]/C[220], H[112]/C[311] and H[004]/C[222] planes of hexagonal
(H) dCDD PDF No: 03-065-8873) and/or cubic (C) ICDD PDF No: 03-065-2887)
planes of CdS crystal. The peaks at 18.3° and 31.6° are assigned to cubic planes of
CdSOy structure (ICDD PDF No: 00-003-0453). The reported studies show that
CBD CdS thin films grow on glass substrates in cubic zincblende, hexagonal
wurtzite or mixed H and C structures depending on bath temperature and
post-deposition heat-treatment. The broad structure at 65.6° is assigned to [322]
cubic plane. A shoulder at 25.3° and a hump at 28.2° identified at the earlier stages
of film growth are assigned to [110] and [101] hexagonal planes of CdS crystal
respectively. We observe that the peak at 26.6° grows at the expense of the clear
structures at between 25° and 35° for thin film deposited for 150 min. The peak
structures assigned to H[100] and H[101] disappear for later stages of thin film
growth. However the persistence of C[322] suggests a crystal growth which favors
cubic phase with the peak at 26.5° assigned to C[111].

Fig. 14.8 XRD pattern for
CBD CdS thin films of
different thicknesses

Intensity (a. u.)

10 20 30 40 50 60 70
26 (deg)
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14.5.1.5 Raman Spectroscopy

Resonant Raman scattering measurements were carried out at room temperature on
Renishaw 250 mm focal length in Via Reflex Spectrometer system using Rayleigh
line rejection filter allowing Raman spectrum to 100 cm ™' from a laser line. An
accuracy of 0.1 cm™! was estimated for the spectral region studied. The Raman
spectra are shown in Fig. 14.9. The Raman spectra are excited by a cw laser line at
532 nm and a total power of 3 mW within a spot size of 1 pm on the sample. Because
the x-ray pattern in Fig. 14.8 displays quite amorphous background, the Raman
spectra were collected from crystalline regions in the substrate. The spectra display a
sharp peak at between 298-305 cm™ " attributed to zone center longitudinal optical
(LO) mode of cubic phonons and hexagonal A;(LO) + E;(LO) phonons and over-
tones at 592-600 cm ' [46]. We assume that the broad structure at the low frequency
side of the most intense mode for the film deposited for 10 min is possibly originated
from a cubic phonon mode based on a previous study by O. Z-Angel et al. [46] who
reported that E;(TO) mode of cubic structure at 240 cm !is shifted to 277 cm ' as a
result of cubic to hexagonal phase transformation. A Lorentzian fit which is centered
at 278 cm™ ' is consistent with their proposal. It is also apparent that the most intense
mode is asymmetrically broadened toward the lower frequency which can be fitted
by a Lorentzian profile centered at ~297 cm™' which might be due to disordered
activated zone edge optical phonons as reported by previous researchers [47].
A broad peak at around 400 cm ™" which appears for the thinnest film is due pre-
sumably to Si—O vibrational modes from glass substrate (Fig. 14.9).

The shift in LO; peak position is related to grain radius by digitizing the cal-
culated curve between LO; mode and grain radius at 295 °C in [48]. We find a
relation for the radius dependent vibrational frequency: w(R) (cm™!) = 303.44 —
20.57/ R* (nm?).

Fig. 14.9 Raman spectra for
CBD CdS thin films of 140000 + k
different thicknesses AR
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14.5.2 Modeling of the Urbach Tail

The defect levels below the band gap energy broaden due mainly to thermal
vibrations and phonon-electron interactions. The long wavelength absorption tail is
explained by the excitation of a low energy electron to conduction band through
tunneling the potential energy incline created by electric micro fields [49]. The
schematic energy band diagram is shown in Fig. 14.10 without field (a) and with
field (b). The potential well of depth U, represents a trap level over which an
excited charge from the valence band tunnels through the classically forbidden
region II as shown in (b) under electric field. The exponential tail below the fun-
damental absorption edge (E,) related to the degree of structural disorder is
determined by Urbach rule. We follow the procedure as described by Liboff [50]
and derive transmission probability for an electron to tunnel through a potential
barrier under electric field. Micro-field (F) of defects employing basic quantum
mechanics [50]. In the WKB approximation the wave function for the charged
particles is approximated by modified plane wave form:

p(x) = AcS™) (5.1)
where S(x) = So(x) + S (x) + 1ph*Sy(x) + - is the WKB expansion. After

substituting (5.1) in Schrodinger equation and keeping only the first term in the
expansion, we obtain the WKB solution in region III [50],

X

A . T
O (x) :ﬁexp z/kdx—z (5.2)

X2

(a) conduction band

?

valance band

x,=(E, ~E)/eF
x=E,—E,/eF

Fig. 14.10 The schematic energy band diagram with no field (a) with field (b) applied
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which is related to ¢; over ¢, by connecting formulas,

C x v
X)) =—=rexp|i [Kdx —= 5.3
o) = p[ / 4] (53)
X
where r =exp| [ Kdx| and kork' = /2m(E — U)R* and K = 1/2m(U — E)R?
X1
are the magnitudes of wave vectors in regions I (U = —eFx+ E, — Uy <E) or III

(U= —eFx+E,<E) and in region II (U= —eFx+ E, > E) respectively. The
transmission probability (7) which is the ratio of transmitted (J;,.,s) to incident

(Jine) current densities in regions III and I respectively is calculated as T = r 2 where

J =58 (@* 42 — 9 22) [50]. A photon of energy E = hw below the shifted band gap

T 2mi
Eg, will be absorbed depending on the transmission probability and therefore we
propose that & ~ T based on the earlier work by Dow and Redfield [51] and
calculate the absorption coefficient by integrating the argument of r from x; =

(E, —E)/eF to x = (E; — E)/eF,

3/2
(E, —E)

o(E,F) = Cexp 7

—G (5.4)

where C is a constant, C, = % \/2u/H? and E,, is Urbach energy. In Fig. 14.11, the

calculated optical tail densities are plotted against photon energies for different
thickness films along with experimental tail optical densities. As the electric
micro-field increases, the absorption tail width related to Urbach energy increases.
We model each optical absorption tail for different thickness films and find best
average electric micro-field values. In Fig. 14.12, we plot electric micro-field as a
function of deposition time. We see that as the deposition time increases, electric
micro-field strength decreases. As thickness of the film of ~2 pm at 16 min of
deposition time increases to ~2.5 um at the end of 40 min, the average electric
micro-field decreases. Average electric micro-field can be described by a power law
decay function given by the expression: F(kV/mm) = 3.4 X [t(min)]fo'”.

We relate electric micro-field to Urbach energy to explore the relation between
disorder and internal electric field induced by crystalline disorder. The optical
density is given by,

ho — E
ODODOexp[ ”E g] (5.5)

u

here OD, is a constant. The Urbach tail width represented by the Urbach energy
(E,) is calculated from the slope of least-squares linear fit to the straight portion of
InOD against the hv curve [52]. The Urbach energy is plotted against the average
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Fig. 14.11 Experimental and
calculated (dashed curve) 10l @ QO ‘(.1)
optical absorption tail spectra y
below band gap energy for
different thickness thin films
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electric micro-field in Fig. 14.13. The right vertical axis is the unitless structural
disorder parameter (X) calculated by the equation [53],

E E
E, =2 |X th | —2 5.6
20-0[ +eo (2kBT)] (5-6)

where E, of 25 meV is the phonon energy, o, of 1.19 is a material-dependent
parameter and X is a measure of structural disorder. The straight line through the
data points is a linear fit given by y = 0.16x + 254 where y = E,(meV) or X(%) and
X = F(kV/mm).

14.5.3 The Progression of Strain with Deposition Time

The XRD diffraction lines broaden due to finite crystalline size, strain and instru-
mental error. The size broadening is given by Debye-Scherrer relation

K

A (zehkl)size = m

(5.7)

where R,,. is the average radius of grains. The strain broadening and the strain
coefficient are given by,
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Fig. 14.12 Electric
micro-field plotted against
deposition time. The curve is
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We approximate the angular dependent instrumental error function through a
scan on the Si powder as A(20),.)ins{(mrad) = =9 X tan 6y + 4.5/cos 6}, which
estimates that the maximum instrumental broadening could be only 20 % of the
least FWHM.
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Table 14.3 The summary of the results for different thickness CdS thin films

Deposition | Urbach | Grain radius F Strain x 107> | Raman E, Thickness
time (min) | energy | (nm) (kV/mm) shift V) | (um) SEM
(meV) | ABS |Raman XRD |Raman | (cm™)

10 605 1.21 |1.93 2239 9.55 |2.24 29790 |[3.72 |-

16 445 1.71 |3.47 1244 7.73 10.19 301.74 [3.08 | ~2.0

22 417 191 |3.88 1077 4.80 |0.09 302.08 (293 |-

40 377 2.60 |3.24 848 352 1033 30149 [2.67 | ~25

150 396 359 |1.96 823 348 |3.13 298.11 [2.53 |-

We related peak position for C[111] for each sample to the interplanar distance
di1; by employing Bragg Law for cubic structure with a bulk lattice constant of
a = 0.582 nm. The progression of strain values calculated by employing XRD data
and (5.8b) are listed in Table 14.3.

Raman spectroscopy was employed to assess the relative weigh of the result for
the strain obtained by XRD. Vibrational modes in Raman spectra are fitted by a
Lorentzian line profile for each vibrational mode and a cubic background function.
The best fitting parameters for the LO; peak position of P; are recorded to calculate
the strain coefficient which is related to the vibrational frequency by [54],

(P,- - Aw;) - 1
Aa LOB -
b W S 59
- (59)
where LO? is the bulk frequency of LO phonon, 4w is the red-shift due to phonon
confinement and v is the Griineisen parameter of 1.51 for bulk CdS [55]. Previous
studies show that the shift in Raman frequency due to phonon confinement is

negligible and can be ignored compared to the shift due to strain. The strain values
calculated by using LO, peak positions in Fig. 14.9 are tabulated in Table 14.3.

14.5.4 Section Conclusion

Different thickness CdS thin films were grown on glass by CBD. The red shift
observed in asymptotic optical absorption edge is used to calculate the average
grain radii from 1.2 to 3.6 nm with the help of effective mass model under quantum
confinement of charged carriers. The optical absorption below the band gap energy
is simulated by a simple quantum mechanical model which presumes the WKB
solution to Schrédinger equation under a disorder induced micro-electric field. The
simulation shows that the micro-electric field decreases with grain size. The
exponential tail width proportional to Urbach energy varies nearly linearly with
micro-field. The results extracted directly or through calculation from the optical
absorption, XRD, SEM and Raman data are summarized in Table 14.3.
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The red shift in Raman LO, vibrational modes and the shift in C(111) diffraction
peak position in XRD spectra yield a compressive strain on the order of power of 3.
We conclude that as the deposition time increases from 10 to 150 min, the average
grain radius changes by 2 nm, Urbach energy and the electric micro-field pre-
sumably induced by crystalline disorder decrease approximately from 600 to
400 meV and 2240-820 kV/mm respectively. The shift in XRD pattern shows that
the compressive strain decreases with growth from 9.55 x 10 to 3.48 x 10>, The
Raman LO, vibrational mode displays an increase up to 22 min of deposition time
and then a decrease. There might be two contributions to observed shift in LO
phonon mode: strain and phonon confinement. Phonon confinement leads to a
decrease in frequency because the zone center LO phonon frequency of
303.44 cm™! for bulk CdS is at a maximum. The shift due to strain might be
positive or negative. At the earlier stages of grain growth when the size is 1.2 nm in
radius, we observe a decrease of about 5 cm ! which is too high to be due to
phonon confinement since Raman frequency is red shifted by only 1 cm™" as the
nanocrystalline radius change between 1 and 3 nm as reported in [56]. As shown in
Table 14.3 the strain calculated by Griineisen model decreases with deposition time
up to 22 min and increases later on which might be due to a phase transition to
cubic structure from a mixed phase of hexagonal and cubic structures at the earlier
stages of film growth as is evident from XRD pattern.

14.6 In Situ Low Temperature Optical Absorption
Spectroscopy

The low temperature optical transmission measurements were conducted on one
CdSe doped glass sample by employing a custom-made liquid nitrogen optical
chamber. A diagram of the sample geometry is shown in Fig. 14.14. The temper-
ature was monitored with a thermo-couple positioned within 2 cm of the center of
the crystal fixed on a sample holder in the chamber. The light from a 50 W tungsten
lamp, which was powered by a constant current source, was collected by a lens,
passed through the quartz window of the chamber and then the sample. The
transmitted light was collected by another lens behind the quartz window at the

|— thermo-couple

Spectrograph | _ ____G______E__@__] ________ G ______ ek
Ms 257 focusing saple tungsten

A collectin ;
density [ens — lens € slit lamb
filter liqui

nitrogen

Fig. 14.14 The experimental setup for in situ low temperature optical absorption spectroscopy
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Fig. 14.15 The energetic
position of asymptotic optical
absorption edge plotted
against temperature. The line
through the data is a linear fit
with a slope of =4 x 107
eV/K
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opposite side of the chamber and focused on the entrance slit of a %4 m spectro-
graph. The transmitted spectra were measured as a function of temperature at
between 104 and 253 K. The band gap energy is plotted as a function of temper-
ature in Fig. 14.15. The line is a least-squares straight line fit whose slope is
% — —4x10*eV/K.

Acknowledgements This work has been supported by Yildiz Technical University Scientific
Research Project Coordination under project nos, 2012-01-01-KAP09 and 2012-01-01-KAP03
2011-01-01-DOPO1. XRD and SEM were conducted at TUBITAK MRS Industrial services. We

thank Dr. Baris Yagci at Surface Science and Technology Center (KUYTAM), Kog¢ University for
conducting Raman measurement.

References

1. V. Wood, V. Bulovi¢, Colloidal quantum dot light-emitting devices. Nano Rev. 1(5202), 1-7
(2010)

2. L. Liu, Q. Peng, Y. Li, An effective oxidation route to blue emission CdSe quantum dots.
Inorg. Chem. 47(8), 3182-3187 (2008)

3.J. Yoon, W. Chae, S. Im, Y. Kim, Mild synthesis of ultra-small CdSe quantum dots in
ethylenediamine solution. Mater. Lett. 59, 1430-1433 (2005)

4. C. Mell Donega, P. Liljeroth, D. Vanmaekelbergh, Physicochemical evaluation of the
hot-injection method, a synthesis route for monodisperse nanocrystals. Small 12, 1152-1116
(2005)

5. AXK. Arora, M. Rajalakshmi, T.R. Ravindran, Phonon confinement in nanostructured
materials. Encycl. Nanosci. Nanotechnol. 8, 499-512 (2004)

6. H. Matsuo, T. Soma, Lattice dynamics of tetrahedral compounds with the local Heine-
Abarenkov model potential. Phys. Stat. Sol. (b) 124, 37-44 (1984)

7. F. Wu, J.W. Lewis, D.S. Kliger, J.Z. Zhang, Unusual excitation intensity dependence of
fluorescence of CdTe nanoparticles. J. Chem. Phys. 118, 12 (2003)

8. ML.H. Yiikselici, C. Allahverdi, Size-dependent photo-induced shift of the first exciton band in

CdTe quantum dots in glass prepared by a two-stage heat-treatment process. J. Lumin. 128(3),
537 (2008)



348

9.

10.

11.

12.

13.

14.

15.

16.

17.

18

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

M.H. Yiikselici et al.

V.M. Nikale, S.S. Shinde, C.H. Bhosale, K.Y. Rajpure, Physical properties of spray deposited
CdTe thin films: PEC performance. J. Semicond. 32, 033001-1 (2011)

H.R. Moutinho, F.S. Hasoon, F. Abulfotuh, L.L. Kazmerski, Investigation of polycrystalline
CdTe thin films deposited by physical vapor deposition, close-spaced sublimation, and
sputtering. J. Vac. Sci. Technol., A 13, 2877 (1995)

C. Allahverdi, M.H. Yiikselici, Temperature dependence of absorption band edge of CdTe
nanocrystals in glass. New J. Phys. 10, 103029 (2008)

G. Gordillo, J.M. Florez, L.C. Hernandez, Preparation and characterization of CdTe thin films
deposited by CSS. Sol. Energy Mater. Sol. Cells 37, 273-281 (1995)

M. H. Yiikselici, C. Allahverdi, Solid-phase precipitation of CdTe nanoparticles in glass, Phys.
Stat. Sol. (b) 236(3), 649 (2003)

S. Lalitha, R. Sathyamoorthy, S. Senthilarasu, A. Subbarayan, K. Natarajan, Characterization
of CdTe thin film—dependence of structural and optical properties on temperature and
thickness. Sol. Energy Mater. Sol. Cells 82, 187-199 (2004)

S. Wageh, A.A. Higazy, M.A. Algradee, optical properties and activation energy of a novel
system of CdTe nanoparticles embedded in phosphate glass matrix. J. Modern Phys. 913-921
(2011)

P.T.C. Freire, M.A. Araujo Silva, V.C.S. Reynoso, A.R. Vaz, V. Lemos, Pressure Raman
scattering of CdTe quantum dots. Phys. Rev. B 55(11), 6743 (1997)

S.S. Islam, S. Rath, K.P. Jain, S.C. Abbi, Forbidden one-LO-phonon resonant Raman
scattering and multiphonon scattering in pure CdTe crystals. Phys. Rev. B 46(8), 4982 (1997)

. V.S. Vinogradov, G. Karczewski, I.V. Kucherenko, N.N. Mel’nik, P. Fernandez, Raman

spectra of structures with CdTe-, ZnTe-, and CdSe-based quantum dots and their relation to the
fabrication technology. Phys. Solid State 50(1), 164-167 (2008)

V. Dzhagan, 1. Lokteva, C. Himcinschi, X. Jin, J. Kolny-Olesiak, D.R.T. Zahn, Phonon
Raman spectra of colloidal CdTe nanocrystals: effect of size, non-stoichiometry and ligand
exchange. Nanoscale Res. Lett. 6, 79 (2011)

A.G. Rolo, M.I. Vasilevskiy, N.P. Gaponik, A.L. Rogach, M.J.M. Gomes, Confined optical
vibrations in CdTe quantum dots and clusters. Phys. Stat. Sol. (b) 229(1), 433-437 (2002)
M.IL Vasilevskiy, A.G. Rolo, M.J.M. Gomes, O.V. Vikhrova, C. Ricolleau, Impact of disorder
on optical phonons confined in CdS nano-crystallites embedded in a SiO2 matrix. J. Phys.:
Condens. Matter 13, 3491-3509 (2001)

B.C. Omiir, A. Asikoglu, C. Allahverdi, M.H. Yiikselici, CdS,Se;x quantum dots studied
through optical absorption, steady state photoluminescence and resonant Raman spectroscopy.
J. Mater. Sci. 45, 112-117 (2010)

C. Allahverdi, M.H. Yiikselici, R. Turan, A. Seyhan, Photoluminescence spectroscopy in the
study of growth of CdSe,S;—x nanocrystals in glass. Semicond. Sci. Technol. 19, 1005 (2004)
N.F. Borrelli, D.W. Hall, HJ. Holland, D.W. Smith, Quantum confinement effects of
semiconducting microcrystallites in glass. J. Appl. Phys. 61, 5399 (1987)

F. Hache, M.C. Kelin, D. Ricard, C. Flytzanis, Photoluminescence study of Schott commercial
and experimental CdSSe-doped glasses: observation of surface states. J. Opt. Soc. Am. B. 8,
1802 (1991)

G. Mei, A photoluminescence study of CdSe,S;x semiconductor quantum dots. J. Phys.:
Condens. Matter 4, 7521 (1992)

W.S.0. Rodden, C.N. Ironside, C.M.S. Torres, A study of the growth of CdSe, S, crystallites
within a glass matrix. Semicond. Sci. Technol. 9, 1839 (1994)

T.R. Ravindran, A.K. Arora, B. Balamurugan, B.R. Mehta, Inhomogeneous broadening in the
photoluminescence spectrum of CdS nanoparticles. Nanostruct. Mater. 11, 603-609 (1999)
F. Henneberger, J. Puls, C. Spiegelberg, A. Schiilzgen, H. Rossman, V. Jungnickel, A.I
Ekimov, Optical and electro-optical properties of II-VI quantum dots. Semicond. Sci. Technol.
16, A41 (1991)

A.D. Compaan, The status of and challenges in CdTe thin-film solar-cell technology. Mater.
Res. Soc. Symp. Proc. 808, 545-555 (2004)



31

32.

33.

34.

35.

36.

37.

38.

39.

40

41.

42

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.
53.

Optical and Structural Properties of Quantum Dots 349

. J. Britt, C. Ferekides, Thin-film CdS/CdTe solar cell with 15.8 % efficiency. Appl. Phys. Lett.
62, 2851-2852 (1993)

K.L. Chopra, P.D. Paulson, V. Dutta, Thin-film solar cells: an overview. Prog. Photovolt. Res.
Appl. 12, 69-92 (2004)

S. Chun, Y. Jung, J. Kim, D. Kim, The analysis of CdS thin film at the processes of
manufacturing CdS/CdTe solar cells. J. Cryst. Growth 326, 152-156 (2011)

C. Gretener, J. Perrenoud, L. Kranz, L. Kneer, R. Schmitt, S. Buecheler, A.N. Tiwari,
CdTe/CdS thin film solar cells grown in substrate configuration. Prog. Photovolt. Res. Appl.
(2012). doi:10.1002/pip.2233

C. Sahu, S.N. Sahu, Preparation of CdS semiconductor thin films by a solution growth
technique. Thin Solid Films 235, 17-19 (1993)

R. Ortega-Borges, D. Lincot, Mechanism of chemical bath deposition of cadmium sulfide thin
films in the ammonia-thiourea system in situ kinetic study and modelization. J. Electrochem.
Soc. 140, 3464-3473 (1993)

J.M. Dona, J. Herrero, Chemical bath deposition of CdS thin films: an approach to the
chemical mechanism through study of the film microstructure. J. Electrochem. Soc. 144,
4081-4091 (1997)

C. Guill’en, M. A. Mart'mez, J. Herrero, Accurate control of thin film CdS growth process by
adjusting the chemical bath deposition parameters. Thin Solid Films 335, 37-42 (1998)

R.S Mane, C.D. Lokhande, Chemical deposition method for metal chalcogenide thin films
Mater. Chem. Phys. 65, 1-31 (2000)

. J. Herrero, M.T. Gutiérrez, J.M. Dofia, M.A. Martinez, A.M. Chaparro, R. Bayon,
Photovoltaic windows by chemical bath deposition. Thin Solid Films 361-362, 28-33 (2000)
R. Venugopal, P.-I. Lin, C.-C. Liu, Y.-T. Chen, Surface-enhanced Raman scattering and
polarized photoluminescence from catalytically grown CdSe nanobelts and sheets. J. Am.
Chem. Soc. 127, 11262-11268 (2005)

. E.S.F. Neto, N.O. Dantas, S.W. da Silva, P.C. Morais, M.A. Pereira da Silva, Confirming the
lattice contraction in CdSe nanocrystals grown in a glass matrix by Raman scattering.
J. Raman Spectrosc. 41, 1302-1305 (2010)

A. Agsikoglu, M.H. Yiikselici, Evolution of the energy band structure in
chemical-bath-deposited CdS thin films studied by optical absorption spectroscopy.
Semicond. Sci. Technol. 26, 055012 (2011)

J.I. Pankove, Optical Processes in Semiconductors (Dover, New York, 1971)

F. Henneberger, J. Puls, A. Ch Spiegelberg, H.Rossman Schulzgen, V. Jungnickel, A.L
Ekimov, Optical and electro-optical properties of II-VI quantum dots. Semicond. Sci. Technol.
6, A41-A50 (1991)

O. Zelya-Angel, Raman studies in CdS thin films in the evolution from cubic to hexagonal
phase. Solid State Commun. 104, 161-166 (1997)

S. Mishra, A. Ingale, U.N. Roy, A. Gupta, Study of annealing-induced changes in CdS thin
films using X-ray diffraction and Raman spectroscopy. Thin Solid Films 516, 91-98 (2007)
E.S. Freitas Neto, N.O. Dantas, S.W. da Silva, P.C. Morais, M.A. Pereira-da-Silva, A.J.D.
Moreno, V. Lopez-Richard, G.E. Marques, C. Trallero-Giner, Temperature-dependent Raman
study of thermal parameters in CdS quantum dots, Nanotechnology 23, 1-8 (2012)

H. Hartmut, S.W. Koch, Quantum Theory of the Optical and Electronic Properties of
Semiconductors, 4th edn. (World Scientific, Singapure, 2004)

R.L. Liboff, Introductory Quantum Mechanics, 2nd edn. (Addison-Wesley, San Francisco,
1980)

J.D. Dow, D. Redfield, toward a unified theory of Urbach’s rule and exponential absorption
edges. Phys. Rev. B §, 594-610 (1972)

M.V. Kurik, Urbach Rule. Phys. Stat. Sol. (a) 8, 9-45 (1971)

G.D. Cody, T. Tiedje, B. Abeles, B. Brooks, Y. Goldstein, Disorder and the optical absorption
edge of hydrogenated amorphoussilicon. J. Phys. Colloques C4, 301-304 (1981)


http://dx.doi.org/10.1002/pip.2233

350 M.H. Yiikselici et al.

54. V. Spagnolo, G. Scamarcio, M. Lugara, G.C. Righini, Raman scattering in CdTe; ,Se, and
CdS;_Se, nanocrystals embedded in glass. Superlattices Microstruct. 16, 51-54 (1994)

55. Landolt-Borstein, Numerical Data and Functional Relationships in Science and Technology,
vol. III/41b. (Springer, Berlin, 1999)

56. X.S. Zhao, J. Shroeder, P. Persans, T. Bilodeau, Resonant-Raman-scattering and
photoluminescence studies in glass-composite and colloidal CdS. Phys. Rev. B 43, 12580-
12589 (1991)



Chapter 15
One-Dimensional Nano-structured
Solar Cells

H. Karaagac, E. Peksu, E.U. Arici and M. Saif Islam

Abstract The solar light harvesting has long been regarded as promising way to
meet the increasing world’s annual energy consumption as well as the solution to
prevent the detrimental long-term effect of carbon-monoxide emission released by
fossil fuel sources. Due to the high cost of today’s conventional PV technology,
however, it is not possible to compete with the energy supplied from fossil fuel
sources. The use of one-dimensional nanostructures, including nanowires (NWs),
nanorods (NRs), nanopillars (NPs) and nanotubes (NTs) in solar cells with different
device architectures (e.g. axial, radial, and nanorod/nanowire array embedded in a
thin film) provides peculiar and fascinating advantages over single-crystalline and
thin film based solar cells in terms of power conversion efficiency and manufacturing
cost due to their large surface/interface area, the ability to grow single-crystalline
nanowires on inexpensive substrates without resorting to complex epitaxial routes,
single-crystalline structure and light trapping function. In this chapter, we review the
recent studies conducted on nanowire/nanorod arrays based solar cells with different
device architectures for the realization of high-efficiency solar cells at an econom-
ically viable cost.
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15.1 Introduction

Today’s world annual energy consumption has been estimated to be around
15 TWYs and it has been predicted to be around 30 TWYs by 2050 [1]. To meet
this huge energy requirement, harnessing energy from the sun has long been
regarded as a promising solution due to its abundance and free from contaminations
and carbon emissions [2]. The direct conversion of solar energy is realized through
solar cells, which is based on photovoltaic (PV) effect [3]. Due to the high cost of
today’s conventional PV technology it is not possible to compete with the energy
supplied from fossil fuel sources. However, in recent years, there has been an
increasing interest in reducing the price, or cost per watt, of solar cells. In particular,
the use of nanostructures, defined as structures having at least one dimension in the
range of 1-100 nm, including nanowires (NWs), quantum wells (QWs), and
quantum dots (QDs), in solar cells is identified as promising approach to generate
inexpensive photovoltaic electricity [4]. The use of nanostructures in solar cells
offers many advantages over their conventional planer counterparts owing to their
unique properties such as implanting new physical mechanisms, tailoring the
material properties and low fabrication cost. In particular, one-dimensional (1D)
nanostructures including nanowires, nanorods (NRs), nanopillars (NPs) and nan-
otubes (NTs) provide peculiar and fascinating advantages over thin films in various
opto-electronic device applications such as solar cells and sensors, arising from
their large surface/interface area, single-crystalline structure and light trapping
function [5].

The objective of this chapter is to review recent research activities on 1-D
nanostructures based solar cells. First section of this chapter deals with the most
widely preferred 1D nanostructures based solar cell architectures/models. Next
section focuses on the most commonly employed growth techniques for the syn-
thesis of 1D nanostructures. Third section includes well-known materials (Silicon,
Zinc-Oxide, Titanium-dioxide, and carbon) based 1D nanostructures based solar
cells. The final section concludes with prospective on 1D nanostructures and their
solar cell application.

15.2 One-Dimensional Nanostructures Based Solar Cell
Architectures

In the past years, a variety of concepts have been proposed for the realization of
high-efficiency solar cells at an economically viable cost [6, 7]. Utilization of
one-dimensional (1D) nanowire/nanorods array for the construction of three-
dimensional (3D) structures is among the widely preferred approach to fabricate
high-efficiency solar cells at lower cost. In recent decades, various photovoltaic
(PV) device architectures based on nanowires/nanorods/nanopillars have been
developed to construct 3D solar cells. In particular, the device configuration based
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on nanowire/nanorods array with radial, axial, and nanowire/nanorods array
embedded in thin film junctions are the most widely preferred types of PV devices
[5, 8, 9], as depicted in Fig. 15.1. Each of these device architectures has its own
advantages and drawbacks [5]. All types of these structures offer many potential
benefits over the traditional planer thin-film or wafer-based solar cells in terms of
cost, effective charge separation, strain relaxation and some electrical and optical
properties [10]. Of the aforementioned solar cell architectures, core-shell (radial)
configuration takes advantages of all these effects, such as high surface/volume ratio,
reduced surface reflection and enhanced carrier collection efficiency. The core-shell
configuration provides not only tuning the optical properties of the structure by
adjusting the size and pitch of nanowire array but also the possibility to improve the
carrier collection efficiency by varying the core-shell radii [S]. However, in this type
device architecture a conformal coating requirement still remains a problem [11]. For
the nanowire/nanorods array embedded in a thin film configuration, although there is
an enhanced carrier collection efficiency, its optical properties are almost similar to
thin film or wafer-based solar cell architecture owing to its planer top surface [11].
Of the 1D nanostructures based solar cell models, PV devices based on axial junction
configuration have attracted less attention due to the limitation of the geometry in
effective charge collections and the challenges in material synthesis [12]. It is,
therefore, critical to fabricate sharp axial p-n junctions and well controlled doping
level to achieve effective charge separation and charge transportation to counter
electrodes with such a device configuration [12].

The past decade has seen increasingly rapid advances in the use of
nanowires/nanorods for the realization of third-generation solar cells with either
all-inorganic or inorganic-organic hybrid material combinations based on one of the
aforementioned solar cell device architectures [13, 14]. In 2005, the first Si NWs
based core-shell solar cell with a 14.5 % efficiency (theoretically) was proposed
[15]. On the other hand, the efficiency of first Si NW solar cell having core-shell
architecture with thin amorphous n-Si on p-Si NWs was only ~0.1 % [16]. The
low efficiency of the constructed device was attributed to junction quality and
impurities, which are assumed to be key parameters having direct effect on deter-
mining the efficiency of this type device structure. Another study based on Si NW
core-shell solar cell was reported by Garnett and Yang using two-step procedures
[9]. N-type Si NW array was derived from Si wafer using chemical etching, which

(b)

Fig. 15.1 One-dimensional nanostructures based solar cell architectures: a core-shell, b axial,
¢ nanowire/nanorod array embedded in thin film junctions [5]
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was sequentially decorated with a p-type Si layer using chemical vapor deposition.
The solar cell parameters of the device exhibited a Ji. (short-current density) of
4.28 mA/cm?, Voc (open-circuit voltage) of 0.29 V and FF (fill-factor) of
0.33. Based on these parameters, the power conversion efficiency (PCE) was cal-
culated to be 0.46 %. The measured low PCE with this device geometry was
attributed to the existence of severe interfacial recombinations and high series
resistance, suggested to be overcome by surface passivation of Si NWs and
reducing the bulk resistivity of p-Si cap layer.

There are also a number of studies in literature on nanowire array embedded in
thin film type solar cells. For instance, Yang et al. demonstrated an all-oxide solar
cell, in which n-type ZnO NW array covered by a p-type Cu,O nanoparticles was
utilized to realize environmentally benign stable solar cells [17]. It was revealed that
the morphology, the thickness and the phase of Cu,O nanoparticles were the key
factors determining the performance of solar cell. It was also realized that when an
immediate blocking layer introduced between the electrodes (having direct contact
with NWs) and the absorber layer, there was a dramatic increase in the overall
efficiency of the solar cell. For instance, a 10 nm TiO, blocking layer between the
transparent electrode and Cu,O resulted in 50 times higher efficiency (0. 055 %)
with respect to the device configuration without the blocking layer. In another
study, Fan et al. [18] demonstrated a solar cell consisting of n-CdS nanopillar array
grown by CVD in a porous anodic alumina membrane (AAM) embedded in p-CdTe
polycrystalline thin film by CVD so as to enhance light absorption and carrier
collection efficiency. The performance of solar cell was tested under different
illumination conditions, ranging from 17 to 100 mWcm 2. For instance, under
AM.1.5 G illumination condition, the n-CdS/p-CdTe nanopillars solar cell exhib-
ited a power conversion efficiency of ~6 %, which is known to be higher than
values that have been reported so far for the solar cell devices utilizing the same
concepts such as the orthogonalizing the direction of light absorption and
photo-generated carrier collection. Results of this investigation suggested that the
power conversion efficiency achieved, ~6 %, could be improved by applying
several device-fabrication, contact issues, and nanopillars-geometry related opti-
mization processes including the adjustment of the inter-pillar spacing of CdS pillar
array, the transparency and resistances of contacts, coating nanopillars with a
antireflection layer, and tuning the penetration depth of CdS nanopillars in the
polycrystalline CdTe thin film layer. Additionally, in order to realize a flexible solar
cell, CdS/CdTe nanopillars solar cell was constructed in a plastic layer
(Polydimethylsiloxane, PDMS), which exhibited almost the same power conversion
efficiency that obtained for the solar cells constructed on the rigid substrates.
Furthermore, under different bending conditions device showed a little change in
the cell performance. In a different study, single nanowire solar cells consisting of
GaAs nanowires in radial p-n configuration were reported [8], which exhibited a
0.8 % power conversion efficiency with FF ~ 0.26. The same group also inves-
tigated numerical simulations of current-voltage characteristics for III-V nanowire
core-shell architecture in order to find the optimum nanowire geometry for the
realization of high-efficiency solar cells [19]. Their analysis revealed that a ~30 %
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power conversion efficiency could be achieved using the core-shell device archi-
tecture by implanting effective surface passivation as well as designing the p-n
junction with top contact geometry and minimal tip height. In another major study,
Colombo et al. reported a 4.5 % power conversion efficiency for a radial p-i-n diode
nanowire solar cell based on GaAs [20]. In addition to CdS, Si, ZnO and GaAs,
core-shell solar cells based on GaN nanopillars were also reported as heterostruc-
tured solar cell with power conversion efficiency of ~2.7 % under AM 1.5 G
illumination [21].

There have been relatively few recent studies on solar cells based on axial device
architecture due to the challenges in synthesis of materials and the limitations in the
charge collection. Sivakov et al. constructed an axial architecture based solar cell
composed of multicrystalline p*™-n-n"-doped Si layer using electroless etching
technique [22]. To form axial geometry, first p+, n, and n* amorphous Si films were
deposited alternately by electron-beam evaporation technique, which was followed
by crystallization using a laser beam, and then chemical etching to synthesize Si
NWs. Results demonstrated that Si NWs exhibited a significant reduction in
reflectance in the wavelength range of 300-1000 nm, when compared with its
planer counterpart. Power conversion efficiency for the device was calculated to be
1.4 % under standard measurement conditions (A.M. 1.5 illumination). In another
major study, GaAs nanowire array based solar cells with p-i-n axial junctions were
reported by Yao et al. [23]. The results of investigation revealed that GaAs
nanowire array was highly absorptive when synthesized with a low filling ratio. In
addition to this, it was found that thicker nanowire arrays without surface passi-
vation treatment were favorable owing to the high surface recombination velocity.
A power conversion efficiency of 7.58 % was achieved for the solar cell with p-i-n
axial junction consisting of a junction depth of 100 nm and nanowire diameter of
320 nm, indicating that GaAs nanowire array with axial geometry is among the
promising candidates for the realization of light-efficiency and low-cost solar cells,
which are regarded as next generation photovoltaics.

15.3 Synthesis of One-Dimensional Nanostructures

In this section, the most widely employed fabrication methods for the synthesis of
nanostructures will be reviewed. In particular, the synthesis of one-dimensional
nanostructures based on top-down and bottom-up methods will be introduced.

In general, top-down and bottom-up methods are regarded as two different
approaches that embody all the fabrication methods for the synthesis of 1-D
nanostructures. Fabrication methods based on top-down approach includes the
reduction of the size of bulk material to the nanoscale by using combined litho-
graphic steps and etching process. It is well known fact that this approach was first
employed in the microelectronic industry. However, following the advances in thin
film deposition and lithography techniques this approach has been used to syn-
thesize one-dimensional nanostructures as well. Although a great success has been



356 H. Karaagag et al.

achieved in the fabrication of 1-D microstructures by using top-down approach, the
limit in the size of features (width, diameter) that can be formed imposed by
lithographic patterning (e.g., electron beam) has constrained its wide use in the last
half century [24]. However, this goal can be realized by bottom-up approach,
regarded as a more promising way for the synthesis of 1-D nanostructures due to its
precisely controlled growth dynamics. In other words, this approach mainly based
on the synthesis of 1-D nanostructures from some basic blocks such as atoms,
molecules and clusters in a precisely controlled fashion.

Generally, the methods for the fabrication of 1-D nanostructures are presented
under two different routes. These are solution- and vapor-based techniques. Here,
several commonly employed fabrication techniques for the synthesis of 1-D
nanostructures will be presented.

15.3.1 Solution-Based Synthesis of 1-D Nanostructures

The fabrication of one-dimensional (1-D) nanostructures along one specific orien-
tation requires the break of growth symmetry that can be accomplished in a wide
range of solution-based routes.

Hydrothermal technique is one of the most commonly used solution-based
techniques. Among several other solution-based techniques, hydrothermal is of a
special interest due to its many advantages such as its low growth temperature, a
variety of control parameters for tuning properties, and allowing the input of various
elements into the crystal at relatively low temperatures [25]. The synthesis process
using hydrothermal technique involves the use of a mixture of precursor and reagent
to either regulate or template crystal growth like amine, which is followed by a series
of chemical reactions under different pressures and temperatures. So far, a wide
variety of 1-D nanostructures, such as ZnO NWs, TiO, NRs and MnO, NWs, have
been synthesized using this technique [26-28]. Hydrothermal technique is particu-
larly preferred to synthesize vertically well-aligned ZnO NWs that can be employed
for a wide variety of opto-electronic devices [29-36]. For instance, recently, we
demonstrated a 3D photodetectors based on ZnO NWs grown by hydrothermal
technique (Fig. 15.2) [37].

Some of solution-based techniques are particularly convenient for certain types
of materials. For instance, metal assisted chemical etching (MACE) is widely used
to derive Si NWs from single-crystalline silicon (Si) wafers [38]. The fabrication of
Si NWs can also be accomplished by using a number of techniques, such as
vapor-liquid-solid (VLS) growth, electrochemical, or lithography-related etching
routes [39]. However, most of these techniques are requiring complicated expensive
equipments with demand of high vacuum and temperature. On the other hand,
MACE is a simple and a low-cost technique that can be employed for the synthesis
of vertically well-oriented Si NWs. It offers several advantages over the afore-
mentioned techniques including its ability to tune the physical parameters (e.g.,
diameter, length, and density) by adjusting growth parameters (e.g., growth
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Fig. 15.2 SEM images of Si micro pillars/walls decorated with ZnO NWs grown by hydrothermal
technique: a Si microwalls and b Si micropillars decorated with AZO seed layer (100 nm), ZnO
NWs grown on ¢ Si microwalls and d Si micropillars

temperature, precursor concentration and growth time), no requirement of expen-
sive equipment and allowing mass producible fabrication of Si NWs. In a typical
MACE process, a Si wafer first covered by a metal, which is subsequently
immersed in a solution consisted of hydrofluoric (HF) acid and an oxidative agent
[40]. Since the metal coated parts of Si wafer has a faster etching rate compared
with uncoated parts, it leads to a selective etching as metal nanoparticles propagates
through the Si wafer. Based on transferred metal (e.g., silver, gold, copper) pattern
and the nature of used solution (AgNO3/HF or H,O,/HF), Si nanostructures with
various morphologies (e.g., cylinder, pillar, pyramid, wire, holes) can be realized
[40]. In MACE process, a noble metal, such as silver (Ag), behaves as local cathode
and injects holes into Si substrate in contact with metal layer, resulting in formation
of SiO,. Since HF attacks SiO,, it can be easily etched away. In this way, Si
nanostructures with a specific pattern and morphology can be synthesized, as shown
in Fig. 15.3 [41].

One-dimensional nanostructures such as nanowires can also be synthesized via
the sonochemical technique. Similar to hydrothermal technique, this route is based
on a seed formation in a specific bulk solution. The energy required for the seed
formation is supplied from ultrasonic waves as opposed to the case in hydrothermal
approach, which is based on a temperature gradient driven process [42]. In a typical
sonochemical process, seeds are formed by a phenomenon called cavitation.
Regions where the pressure of liquid is below the vapor pressure are acting as the
source of these cavitations, which are generated by ultrasonic waves (15-400 kHz).

In other words, ultrasonic waves triggers first the bubble formation, then col-
laption and finally energy release that can be used for the seeding. The localized
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Fig. 15.3 One and two dimensional Si nano/micro structures synthesized using MACE process:
a Si-pillars, b Si-microwalls, ¢ Si-microholes with specific pattern, ¢, d different Si-micro
geometrical features and f Si-nanowires

heat release during the collapse of bubbles is around 5000 K. It is this high local
heat release that triggers the formation of seeds at extreme conditions. In recent
years, there has been an increasing amount of literature on the growth of 1-D
nanostructures by using sonochemical approach. For instance, in 2002, Gates and
co-workers reported the synthesis of selenium (Se) nanowires using this technique
[43]. To grow Se NWs first an aqueous solution composed of selenious acid and
hydrazine was used to form Se colloids. After filtering these colloids through a
membrane, they were dried and then dispersed in an alcoholic solution. Following
these stages, solution was sonicated for about 30 s (42 kHz, 0.15 W/m2). The
applied ultrasonic waves resulted in the formation of clusters of the Se colloids with
irregular shapes, acting as seeds responsible for the growth of Se NWs based on
solid-solution-solid mechanism. In another study, Kumar et al. reported the syn-
thesis of magnetic nanorods using sonochemical process [44]. The sonochemical
method was also employed for the growth of ZnO nanowires. We recently reported
the synthesis of ZnO NWs in a single step, which took less than an hour growth
cycle [45]. This technique allowed us to grow ZnO NWs on virtually any substrates
(Si, Cr, polymer, cotton and human hair) as long as they withstand both water and
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Fig. 15.4 SEM images of ZnO nanowires grown on al-a3 human hair, b cotton ¢ Silicon (Si),
d chromium (Cr) and el-e3 organic polymer (PMMA) substrates using sonochemical technique

alcohol, as shown in Fig. 15.4. Although sonochemical technique is relatively rapid
and non-hazardous, it is very challenging to control the shape and size of nanowires
(e.g., length and orientation).

15.3.2 Vapor Phase-Based Synthesis of 1-D Nanostructures

Vapor-phase based synthesis of one-dimensional (1-D) nanostructures are partic-
ularly preferred for a certain material systems [42]. The growth kinetics behind the
vapor-phase based methods are generally catalogued into vapor-liquid-solid (VLS)
and vapor-solid (VS) mechanisms.

15.3.2.1 Vapor-Liquid-Solid (VLS) Mechanism

The VLS growth mechanism involves selectively reaction of vapor-phase precur-
sors on a substrate pre-coated with patterned catalyst layer. A selective growth is
achieved through the catalyst particles, which form a eutectic liquid solution with
nanowire material.

Following the dissolution of precursors from gas phase into the liquid drops, the
supersaturation of solution results in precipitation of nuclei, which act as seed
points for the growth of 1-D nanostructures [46]. During the growth process, both
the diameter and location of 1-D nanostructures can be precisely controlled via the
position and droplet size of catalysts; hence 1-D nanostructures with a specific
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pattern and density can be produced [47]. A schematic representation for the growth
of Si NWs by VLS mechanism is presented in Fig. 15.5.

The use of 1-D nanostructures by VLS mechanism was first reported by Wagner
and co-workers to grow the unidirectional Si crystal growth [49]. There is a large
volume of published studies on VLS mechanism based synthesis of 1-D nanos-
tructures of a wide range of materials including elemental semiconductors (Ge and
Si), II-V semiconductors (GaAs, GaN), II-VI semiconductors (ZnS, CdS and
CdSe), and oxides (ZnO and SiO,) [47, 50-54]. For instance, recently, we syn-
thesized Si NWs via a VLS process by using Au thin film catalyst deposited on Si
substrate for transfer printing from Si mother substrate to any carrier substrate, as
shown Fig. 15.6 [55].
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Fig. 15.5 VLS growth mechanism for Si nanowires using Au catalyst [48]
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Fig. 15.6 SEM images of Si nanowires (NWs) grown by VLS process. a Si NWs grown on Si

(111) wafer using Au metal catalyst, b—d high magnification SEM images of transferred VLS
grown Si NWs from Si wafer and PMMA polymer (embedded in polymer)
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Fig. 15.7 A typical VS growth mechanism [57]

15.3.2.2 Vapor-Solid (VS) Mechanism

In contrast to VLS route, a catalyst is not employed in a typical vapor-solid
(VS) route to synthesize one-dimensional nanostructures. In this process, vapor
phase of 1-D nanostructure material is generated either by decomposition of pre-
cursors or thermal evaporation, which is subsequently transferred by carrier gases
(e.g., N, or Ar) and condensed on a substrate kept a lower temperature [56], as
shown in Fig. 15.7.

As long as one can control some growth parameters, particularly nucleation, it is
possible to synthesize 1-D nanostructures by VS mechanism. During the growth
cycle of 1-D nanostructures, it is generally believed that nucleation mechanism is
driven by either certain defects (e.g., screw dislocation) or anisotropic growth.
Although the growth me