
Environment,
Energy and
Climate
Change II

Gilles Lefebvre
Elena Jiménez
Beatriz Cabañas Editors

Energies from New Resources and the 
Climate Change

The Handbook of Environmental Chemistry 34
Series Editors: Damià Barceló · Andrey G. Kostianoy
 



The Handbook of Environmental Chemistry

Founded by Otto Hutzinger
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Series Preface

With remarkable vision, Prof. Otto Hutzinger initiated The Handbook of Environ-
mental Chemistry in 1980 and became the founding Editor-in-Chief. At that time,

environmental chemistry was an emerging field, aiming at a complete description

of the Earth’s environment, encompassing the physical, chemical, biological, and

geological transformations of chemical substances occurring on a local as well as a

global scale. Environmental chemistry was intended to provide an account of the

impact of man’s activities on the natural environment by describing observed

changes.

While a considerable amount of knowledge has been accumulated over the last

three decades, as reflected in the more than 70 volumes of The Handbook of
Environmental Chemistry, there are still many scientific and policy challenges

ahead due to the complexity and interdisciplinary nature of the field. The series

will therefore continue to provide compilations of current knowledge. Contribu-

tions are written by leading experts with practical experience in their fields. The
Handbook of Environmental Chemistry grows with the increases in our scientific

understanding, and provides a valuable source not only for scientists but also for

environmental managers and decision-makers. Today, the series covers a broad

range of environmental topics from a chemical perspective, including methodolog-

ical advances in environmental analytical chemistry.

In recent years, there has been a growing tendency to include subject matter of

societal relevance in the broad view of environmental chemistry. Topics include

life cycle analysis, environmental management, sustainable development, and

socio-economic, legal and even political problems, among others. While these

topics are of great importance for the development and acceptance of The Hand-
book of Environmental Chemistry, the publisher and Editors-in-Chief have decided
to keep the handbook essentially a source of information on “hard sciences” with a

particular emphasis on chemistry, but also covering biology, geology, hydrology

and engineering as applied to environmental sciences.

The volumes of the series are written at an advanced level, addressing the needs

of both researchers and graduate students, as well as of people outside the field of
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“pure” chemistry, including those in industry, business, government, research

establishments, and public interest groups. It would be very satisfying to see

these volumes used as a basis for graduate courses in environmental chemistry.

With its high standards of scientific quality and clarity, The Handbook of Envi-
ronmental Chemistry provides a solid basis from which scientists can share their

knowledge on the different aspects of environmental problems, presenting a wide

spectrum of viewpoints and approaches.

The Handbook of Environmental Chemistry is available both in print and online

via www.springerlink.com/content/110354/. Articles are published online as soon

as they have been approved for publication. Authors, Volume Editors and Editors-

in-Chief are rewarded by the broad acceptance of The Handbook of Environmental
Chemistry by the scientific community, from whom suggestions for new topics to

the Editors-in-Chief are always very welcome.

Damià Barceló

Andrey G. Kostianoy

Editors-in-Chief
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Volume Preface

This work, which is divided into two volumes, Environment, Energy and Climate
Change I and Environment, Energy and Climate Change II, is a consequence of the
Energy and Environment Knowledge Week (E2KW) congress that was held in

Toledo (Spain) from 20th to 22nd of November 2013 (http//www.congress.e2kw.

es). This event offered an exceptional opportunity for presenting cutting-edge

research in the field of environmental, energy and climate change and illustrating

the wide experience on several interesting topics of the contributing authors. The

two volumes aim to address some of the key issues facing the environmental

problems through interdisciplinary approaches.

Volume 2, which is dedicated to the Energies from New Resources and the
Climate Change, collects a selection of 11 chapters that deal with several aspects of
(clean) production (conversion) and storage of (clean) energy. The first chapter

(from A. Bret) presents an interesting Global energy balance that the humanity has

to deal with and the Climate induced possible changes. The three following

chapters (by A. Martin et al., G. San Miguel et al. and S. Martin Martinez et al.)

describe methods and technologies used to improve the efficiency of energy capture

from photovoltaic solar radiation and wind. The three following papers (from

C. de la Cruz et al., M. Abdou-Tankari et al. and M. Karkri et al.) are dedicated

to energy storage which is one of the main not already well-solved problems in

heterogeneous energetic hybrid systems. Two of these papers study electrical

storage; the first one offers a wide overview of possible electrical storage technol-

ogies then focuses on batteries or ultracapacitors as main storage components in

hybrid systems; the second paper deals with the sizing of hybrid systems involving

heterogeneous electrical production and consumption components. The third paper

is a bibliographical critical review of the best-known promising ways for storing

thermal energy in phase change materials and encapsulating it in order to be usable

in the building industry. Three papers are dedicated to the biomass energy; the first

one (from J.-C. Dominguez Toribio et al.) tries a difficult review of the technology

of biomass conversion into ethanol, processing schemes, production and the

pre-treatment methods of bio-products; the second one (from A. Gonzalez del

xi



Campo et al.) studies the influence of external resistance on microbial fuel cell

performance which promisingly produces electricity from wastewater; the last

paper (from Maria Paz Domı́nguez et al.) dedicated to biomass presents how

avocado seeds and waste could be used for producing fuel. A last paper (from

M. Rubio et al.) describes the main socio-economical barriers to efficiency im-

provement and proposes to break them through learning strategies.

We sincerely thank all authors for their involvement and efforts in preparing

their chapters.

Paris, France Gilles Lefebvre

Ciudad Real, Spain Elena Jiménez

Beatriz Cabañas
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Energy and Climate: A Global Perspective

Antoine Bret

Abstract Global warming and energy transition are two of the most important

challenges humanity will ever meet. These are complex issues by themselves and

by the interconnection they have with each other. The purpose of this chapter is to

present an integrated picture of these problems, of their connections, and of a

number of scientific and historical facts that should be known before elaborating

scenarios for the future.

Keywords Climate, Collapse, Energy, Global warming, History
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1 Introduction

Climate and energy issues are now routinely making headlines. Expressions like

greenhouse gases, peak oil, and global warming, to name a few, have entered our

everyday vocabulary. Yet, the abundance of information makes it difficult to get a

global picture of the problem. These notions are notoriously interconnected, but it is

not always easy to tell how exactly. Like an exhaustive list of the streets of Paris

does not easily convey a map of the city, all the climate and energy news in the

world do not necessarily show how they fit together.

Instead of a research work, the present chapter is rather a tutorial in which its

goal is to supply a global perspective of the climate/energy problem. Section 2

starts emphasizing the world’s current energy status. Two observations will be

made: First, current energy needs are tremendous, and second, there is no, strictly

speaking, short-term fossil fuel shortage. Clearly, these fuels will eventually run

out, but the main reason to switch away from them comes from global warming, as

will be emphasized in Sect. 3. Section 4 will then review the possible alternatives to

oil, coal, and carbon. From a physicist’s point of view, it is possible to set up an

exhaustive list of energy sources. Some back-of-the-envelope estimates [1] of what

it would take them to provide our world the energy it needs will show the magnitude

of the challenge that lies ahead of us. This is why the last section will focus on

historical examples of past societies who encountered similar challenges.

2 Where Do We Stand?

The historian Ian Morris wrote that greed, fear, and sloth are the motors of history

([2], p. 26). Throughout history, energy is definitely an object of greed. Plant

domestication can be viewed as a first attempt to harness solar energy. Mammal

domestication, and even slavery, can be considered as the exploitation of extra

mechanical energy. Yet, the energy consumption per capita hardly increased before

the beginning of the nineteenth century. On average, it was about 15 GJ per capita

per year in 1700, versus “at least 10 GJ” per capita at the time of the Roman Empire

[3, 4].

How is it then that in spite of being so coveted, energy use did not grow before

1800 or so? The reason is simply that preindustrial energy sources were quite

limited in their usage. The main one, biomass burning, was, for example, nearly

exclusively restricted to heating. But you cannot plow a field just with heat. Indeed,

the key element which triggered the industrial revolution was the steam engine.

Suddenly, the steam engine made it possible to use heat for something else than

heating. Once it became possible to perform every kind of mechanical work from

heat, the thirst for energy grew exponentially.

2 A. Bret



2.1 Energy Slaves

Today, after two centuries of exponential growth, the annual energy consumption

per capita in the OECD countries is 4.6 tons of oil equivalent, nearly 200 GJ

[5]. The consumption is nearly constant for millennia, before it increases more

than tenfold in just two centuries.

An interesting way of grasping how deep our energy dependence has become is

to translate joules into “energy slaves.” The idea of drawing a parallel between

slaves and machines goes back at least to the fourth century BC, where Aristotle

noted the latter could replace the former [6]. The term “energy slave” was coined in

1940 by Richard Buckminster Fuller [7] and has been recently picked up by various

authors [8–10] to emphasize the depth of our current energy dependence.

Assuming a slave would be given 4,000 calories a day, among which 2,000

should be used for his metabolism, the other 2,000 could be dedicated to mechan-

ical work. Accounting for a muscle efficiency of 25%, he would be left with

500 calories for external work, that is, 500� 4:18� 103 ¼ 2 MJ/day or 0.7 GJ/

year. An OECD citizen, with his 200 GJ/year, uses the work of 200=0:7 ¼ 260

energy slaves.

Figure 1 features the yearly energy consumption for various countries or group

of countries. The left scale gives the consumption in tons of oil equivalent. The

right scale translates the result to the equivalent number of “energy slaves.”

If, then, a Westerner had to give up every single external energy source, he

would need 260 slaves at his service, 24/7. This figure can be compared to the

462 workers registered in the US White House staff.1 It means that every one of us

in the Western world counts on a significant fraction of President Obama’s staff.
Clearly, we have been living this way for so long that things are irreversible. The

world we have built is fundamentally designed to function with far more than our

own energy.
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Fig. 1 Yearly energy consumption per capita for various countries or group of countries. Left
scale: in tons of oil equivalent (toe). Right scale: in “energy slaves” equivalent, accounting for

2 MJ/day for a slave ([1], p. 5)

1 See http://www.whitehouse.gov.
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2.2 Food Miles

Yet another way of expressing the magnitude of our energy dependence is to look at

the amount of transportation implicitly required by our daily life. My laptop was

assembled in China, while its hard disk came from Thailand and its memory from

Korea. Some of my shirts, pants, and shoes wear a sticker “made in Bangladesh,”

“made in Vietnam,” and “made in the Dominican Republic,” respectively. And

“made in China” is everywhere. It means that even before I bought these items, they

had traveled thousands of kilometers. Their remote manufacturing was made

possible by the energy needed to transport them.

Even our food is subsidized by energy. Although conservation techniques are not

new [11], people in the past had to eat food that had been produced nearby. Today,

the food consumed by a typical household in the USA traveled on average

6,760 km, from the production site to the fridge. This number, accounting for the

overall supply chain, varies considerably in terms of the product. Beverages require

only 1,200 km, while red meat demands 20,400 km [12].

2.3 Where Is the Problem?

Like the heart pumps blood in our body, energy moves our society. Energy is the

heart of our society. Today, about 80% of the world primary energy production

comes from fossil fuels [5]. Is that a problem? To start with, there is only a limited

amount of these resources on Earth. Therefore, the day will come when the last

gram of oil, coal, and gas will have been burnt. This is simply mathematics. But

before production drops to zero, it will have to reach a peak. This is also mathe-

matics. The question is not whether fossil fuels will be exhausted or not one day.

The question is when.
Figure 2 features the forecasted peaks for all three fossil fuels [13]. While the

supply of conventional oil is currently peaking, coal and gas peaks are still ahead of

us, so that fossil fuels altogether should peak toward 2060. And the figure does not

even account for nonconventional oil (tar sands, shale oil, etc.). Therefore, if it were

only for the limited amount of fossil fuels, there would be a few decades left to

prepare the transition. The reason why the transition should start now is climate

change.

3 Climate Science

Fossil fuels are decomposed organic matter. As such, they are overwhelmingly

carbon. As a rule of thumb, one can therefore assume that burning 1 ton of those

fuels releases 1 ton of carbon in the atmosphere. Indeed, the 2010 world energy

4 A. Bret



production from fossil fuels was about 10 Gtoe [5], while the measured amount of

carbon emitted was 9 Gt.2

Carbon is not emitted as such. During combustion, it combines with oxygen to

form CO2. Fossil fuel burning results therefore in carbon dioxide emissions. Are

these emissions “important”? In other words, how does the emitted amount relate to

the total already in the atmosphere? There are some 720 Gt of carbon in the

atmosphere, mostly encapsulated in CO2 molecules. Releasing 10 Gt more each

year is definitely not negligible at all, especially if this is done for more than one

century. The total amount of carbon emitted since the beginning of the industrial era

is 355 Gt, which is not negligible at all when compared to 720 Gt.

Therefore, if carbon dioxide plays a role in the climate system, then human

activity must influence it. And the role it does play is now well recognized: it is a

greenhouse gas. The basic rule of climate science is that all the energy the Earth

receives from the Sun eventually returns to space [14]. Nothing is stored. The

spectrum of the light coming from the Sun is roughly centered on visible light. It is

absorbed by the Earth, save a part directly reflected giving rise to the “albedo.”

Then, the Earth reemits all this energy in the infrared range. Our climate can change

either because the incoming amount of energy changes or because the way it is

reemitted changes.

The variations of the solar radiation over the last decades are of the order of

0.1%, which is too faint to explain the observed warming. But greenhouse gases

tend to block some outgoing wavelengths. More energy must then travel through

the non-blocked wavelengths, if the same amount of incoming energy is to be

reemitted. The main greenhouse gas is water vapor. But its atmospheric concentra-

tion is nearly constant. The next more important greenhouse gases are carbon

dioxide and methane (which results from fermentation processes). Carbon dioxide’s
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2 See Carbon Dioxide Information Analysis Center, http://cdiac.ornl.gov/.
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atmospheric concentration has gone from 280 to 400 ppm since 1800, while

methane’s concentration has risen from 700 to 1,700 ppb3 during the same period.

3.1 Mitigating the Warming

The rise of carbon dioxide and methane in the atmosphere perfectly accounts for the

current warming. Climate simulations of the last 100 years clearly reproduce the

observations if and only if anthropogenic emissions are accounted for ([15], p. 18,

930).

What are then the predictions for the twenty-first century? Since human emis-

sions are difficult to predict, climate scientists resort to various emission scenarios.

Figure 3 features two figures of the last report of the International Panel on Climate

Change (Workgroup I) [15]. On top, emission scenarios range from the so-called

RCP8.5 which peaks toward 2100, to the “RCP2.6” where emissions are cut from

2020. The bottom plot shows the corresponding warming in 2100 with respect to

2000, ranging from +4�C to +1�C.
Since +1�C has already been gained since 1800, burning every single gram of the

available fossil fuel is likely to bring an additional +5�C in 2100. Reminding that

the global temperature shift between now and the last ice age is about –5�C ([15],

p. 400), one can figure out the consequences of a similar warming [16]. Conversely,

the RCP2.6 scenario with emissions peaking toward 2020 brings about a more

bearable +2�C warming. For us in 2015, 2020 is now. The urgency for alternative

energies stems from climate change.

4 Alternative Energies

It is thus clear that avoiding a dramatic warming implies starting to cut fossil fuels

now. Which are the alternatives? From the physical point of view, energy can be

found in two kinds of vessels: kinetic energy and potential energy. The first one,

kinetic energy, is the energy of a moving body. Note that heat is kinetic energy

since the heat of an object is nothing but the kinetic energy of its molecules.

Potential energy is the energy released when a fundamental force is in action. For

example, a falling apple acquires kinetic energy which comes from the gravitational

potential energy it had while still hanging on the tree.

Potential energy is therefore always linked to a fundamental force. And there are

only four of them: gravity, the electromagnetic force, and the strong and weak

nuclear forces. Gravity makes apples fall, electromagnetism makes electrons stick

3 “ppm” ¼ parts-per-million and “ppb” ¼ parts-per-billion.
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to their atomic nucleus, and the strong nuclear force makes protons stick together

inside the nucleus (we leave the weak nuclear force apart).

Figure 4 features the energetic landscape. Whenever one of these reservoirs is

found already filled up, there is an energy source. Otherwise, there can still be a

storage option. At any rate, any energy source, renewable or not, must fit in one of

these categories. There are no other options in this world. Fossil fuels pertain to the

realm of potential electromagnetic energy, as any combustion reaction eventually

amounts to a release of such energy.
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Fig. 3 Emission scenarios considered in the 2013 IPCC report (Workgroup I), together with the

corresponding warming. The insert on the top figure shows the projected CO2 concentration for

each scenario. Source: Climate Change 2013: The Physical Science Basis. Working Group I

Contribution to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change,

Figure SPM.7 (a); Figure TS.19 (top). Cambridge University Press [15]
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As previously said, the 2010 world energy production was 13 Gtoe, that is,

7 billion people burning 1.8 toe each. Let us now review the main renewable energy

sources as they appear in Fig. 4 and check what it would take to generate 13 Gtoe.

Granted, our energy future is likely to display a mix of solutions, but this exercise

will help us figuring things out.

4.1 Kinetic Energy

Starting then with kinetic energy, we need to find something nature is moving for us

and extract its kinetic energy. Wind energy comes to mind first. Assuming a

windmill can recover some 30% of the kinetic energy of a wind at constant velocity

([17], p. 184), and averaging the result on the typical wind speed distribution

(Weibull), a windmill of radius R located in a place where the mean wind speed

is Vm can generate in a year

E ¼ 22:7R2V2
m MJ: ð1Þ

When placing the machines in a 2D wind farm, the optimum distance between

them in both directions is proportional to their radius. As a consequence, the

collected energy density becomes independent of the radius. Considering an opti-

mum spacing of 10 radii,4 a wind farm of 20 million km2 is necessary to produce

our 13 Gtoe, when setting Vm¼ 5 m/s.

One could think about taking kinetic energy out of ocean currents. The Gulf

Stream, for example, is typically 100 km wide, 1 km deep, and flows at 2.5 m/s

([19], p. 249). Yet, the amount of kinetic energy that could be recovered in a year,

even assuming a 100% efficiency, is only 4.6% of our 13 Gtoe.

Kinetic Energy

Energy

Potential Energy

Gravitation

Electromagnetism

Nuclear

Fossil Fuels, Batteries,
any Combustion

Fission, Fusion

Hydro

Wind, Currents,
Solar, Heat, Pressure

Fig. 4 Energetic bottles where energy can be found. Any energy source, renewable or not, must fit

in one of the blue categories ([1], p. 21)

4 The optimum spacing could be much larger ([18], p. 430).
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Geothermal energy also entered the “kinetic energy category.” The heat flux

from the Earth’s interior is 0.087 W/m2 [20]. Integrating over all the volcanic areas

of the globe, namely, ~1% of it [21], yields 0.7% of our target.

Finally, solar energy can be viewed as the capture of the Sun’s radiation kinetic

energy (it could also fit in the next subsection). Here, the key fact is that each m2 of

the planet receives on average I ¼ 2:1 MWh of solar energy per year. Southern

Spain has I ¼ 2MWh, while the UK gets only I ¼ 1MWh. Considering the energy

can be captured with an efficiency η, the area A needed for the 2010 world energy

production is

A ¼ 0:14

ηI MWh=m2½ �10
6 km2: ð2Þ

Considering an overall efficiency (captor + portion of the ground covered) of 14%

with I ¼ 2:1 MWh, gives therefore half a million km2.

4.2 Potential Energy: Gravity

The next item in Fig. 4 is gravitational potential energy. We thus need to look for

substances that nature has put on a height for us and that we could let down. Rain is

the obvious choice. If it falls on mountains, dams can be built retaining it. It is thus

clear that hydroelectricity needs mountains, plus rain. A direct consequence is that

hydro energy production must have a maximum. Once all the dams that could be

built have been so, you cannot create more mountains, nor make up more rain. In

many European countries like France or Spain, hydroelectricity has nearly reached

its full potential. Regarding the whole world, the maximum production could reach

10% of our 13 Gtoe ([22], p. 273).

4.3 Potential Energy: Electromagnetism

All exothermic chemical reactions fall into this category, like fossil fuel burning.

Since these fuels are precisely the ones that need to be phased out, they will not be

examined any further here.

Solar energy pertains to the present category. Sunlight is composed of electro-

magnetic radiations, so that solar energy is also electromagnetic energy. Note that a

photon of frequency v has the kinetic energy hv, where h is Planck’s constant.

Therefore, solar energy can equally fit into the “kinetic energy” category.

Biofuels fit here as well. Biofuels are eventually another form of solar energy

where the captor is a plant. Which amount of fuel can be generated per year from a

1 hectare field? A good number is 5 tons ([23], p. 34). From this, the area needed for
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13 Gtoe is straightforwardly computed with A ¼ 28� 106 km2.

This number is much larger than that obtained for solar energy. It turns out that

the mechanism through which plants capture solar energy is photosynthesis. With

an efficiency of 5% at best [24], photosynthesis efficiency is the bottleneck.

4.4 Potential Energy: Nuclear

This is the last possible energy reservoir. Because there are only four fundamental

forces, there cannot be another reservoir. In order to harness nuclear energy, one has

to find exothermic nuclear reactions, in exactly the same way exothermic chemical

reactions release energy.

Exothermic chemical reactions release electromagnetic potential energy, and

exothermic nuclear reactions release electromagnetic nuclear energy. According to

the laws of nuclear physics, there are only two kinds of such nuclear reactions. You

can take a big nucleus and split it. This is fission. Or you can take two light nuclei

and merge them. This is fusion.

Fission power plants work so far splitting U235 nuclei. One single fission event

releases 211 MeV so that you need to split 6,310 t of U235 to produce 13 Gtoe. Note

that U235 reserves are running out. But other fission reactions could be used, earning

nuclear fission a place among the potential future energies.

Among the existing fusion reactions (some power from the Sun), the one

envisioned to produce energy is the fusion of deuterium (2H) and tritium (3H):

2Hþ3H ! Heþ nþ 17:6 MeV: ð3Þ

Merging 630 t of deuterium with 880 t of tritium would produce the needed

13 Gtoe. Although this energy source is very promising, none of the strategies

adopted to harness it are likely to be operational before 2050. Fusion is therefore

definitely a key player in the long-term energy mix, but it cannot help in the energy

transition that has to take place within the next few decades.

Table 1 summarizes the numbers gathered in this section. All estimates are

optimistic. The energy needed to grow the biofuel fields is not accounted for with

biofuels nor is the energy lost when storing large productions of intermittent

sources and so on. These numbers show one thing very clearly: switching away

from fossil fuels is not an easy task. Past energy transitions typically took place over

50 years [4]. This is the time scale set before us by climate change. But this time, we

need to go from an extremely energetically dense, cheap, and convenient source,

fossils fuels, to the items listed in the table.

It is therefore clear that humanity faces a tremendous challenge. Did it happen

already? Were there in the past civilizations who ran through similar challenges?

Historians say “yes,” definitely. Let us now look at the past and see how some

past societies overcame their crisis.
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5 Historical Precedents, Vikings and Eskimos

in Greenland

To start with, it is important to recognize that collapse is nothing exceptional in

history. Indeed, it has rather been the inevitable destiny of every single great

civilization. Joseph Tainter reports 18 such cases in The Collapse of Complex
Societies [25]. Jared Diamond studies six more examples in Collapse: How Soci-
eties Choose to Fail or Succeed [26]. The Great Pyramids and the Roman Coliseum

are vivid proofs that collapse did happen.

Going over each case is clearly impossible within this chapter. Instead, we will

focus on two societies which shared the same environment at the same time: the

Greenland Norse and the Eskimos. One society, the Norse, eventually collapsed,

while the other is still around today [26].

By the beginning of the ninth century, the Vikings started to expand from their

homeland, Norway. In 874 AD, they settled in Iceland. In 986 AD, they founded a first

colony in the south of Greenland. Soon another colony would follow, to the west.

Greenland is not too far from Canada, and indeed, there is evidence of Viking visits

at the northern tip of Newfoundland island. Maybe due to the bad relationships with

the natives, they could not settle there. But the Greenland colony did flourish. By

the middle of the thirteenth century, they counted 5,000 souls. Greenland Norse had

a bishop and 22 churches, some of them still standing today. This was the pinnacle

of the Viking society in Greenland.

Things then changed quickly, for the worse. In 1406 comes the last report of a

trip to Iceland. Then, in 1408 is the last mention of the Greenland colonies in

Norwegian chronicles. There are no hints of massive return. The Vikings could not

maintain their presence in Greenland beyond the middle of the fourteenth century.

And it seems they slowly died out, one after another.

But the Vikings were not the only people living in Greenland. There were

Eskimos as well, whose presence dates back at least to 2500 BC [27] and who

Table 1 Requisites to

produce 13 Gtoe from each

energy sources or percentage

of the same amount that could

be attained. See details of the

calculations in [1]

Source

Kinetic energy

Wind energy 20 million km2 wind farm

Sea currents Gulf Stream, 4.6%

Geothermal All volcanic areas, 0.7%

Solar Half million km2 field

Gravity

Hydro 10%

Electromagnetic

Biofuels 28 million km2 field

Nuclear

Fission 6,310 t of U235

Fusion 630 t of D with 880 t of T
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have been living there until today. Why then could the Eskimos make it while the

Norse could not?

Table 2 compares the Vikings and Eskimos’ ways of life. It can help understand

the fate of both societies. The Vikings imported their culture to Greenland. They

came from a land where forests and pastures abound. Wood, firewood, big mam-

mals, and what is needed to maintain them are abundant in Norway. Yet, living in

Greenland means living on a strip of land some 50 km wide, squeezed between the

sea and the inland glacier. Seafood and ice are abundant in Greenland, not trees,

metal, and pastures.

As a consequence, the Vikings had to rely heavily on trade with Iceland and

Norway to maintain their way of life. Like our fuel is fossil fuels, the Vikings’ fuel
was Norway, from where they imported everything they needed and could not find

on-site. Two events then occurred which proved fatal for the Greenland Norse.

On the one hand, the Vikings settled in Greenland during the so-called Medieval

Climate Anomaly, characterized by a warm climate over Greenland from 950 to

1250.5 But starting from the thirteenth century, climate got colder, making life and

sailing each time more difficult.

On the other hand, the Black Death hit Europe during the fourteenth century and

killed half of Norway in 1350 [28]. Given their reliance on Norway, the Greenland

Norse could not stand these two challenges and collapsed.

Meanwhile, Table 2 shows that the Eskimos’way of life was completely adapted

to the place. They were relying on locally abundant resources, which explains why

they could overcome the end of the Medieval Climate Anomaly and did not care

about the Black Death ravaging Europe. Could have the Norse learn from the

Eskimos? Maybe, but apparently cultural differences were too large and relation-

ships between the two groups too bad.

Table 2 Vikings vs. Eskimos’ way of life

Eskimos Vikings

Food Seal, fish, some caribou Meat (beef, pork), milk (goat)

Houses Igloo Wood

Heating Seal fat Firewood

Ships Kayak (skin + bones) Wood +metal

5 The Medieval Climate Anomaly had some regions as warm as in the late twentieth century. But

these regional warm periods did not occur as coherently as the warming in the late twentieth

century ([15], p. 21).
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6 Conclusion

On this first part of the twenty-first century, humanity has reached a crossroad. A

global civilization has been built, relying on these nonrenewable fossil fuels. Yet,

the need to cut them as soon as possible arises from global warming, not from their

limited availability. The business-as-usual scenario, consisting in burning them as

long as they are available, would most probably result in a dramatic warming by the

end of this century.

From the Roman Empire who was fuelled by conquests and collapsed when they

stopped [25] to the Greenland Norse’s dependence on Norway, a lesson of history

seems to be “do not rely on something that can run out.” The uniqueness of our

situation may lie in the fact that we need to phase fossil fuels out even before we run

out of them.
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Part I

Solar and Wind Energy



Recursive Estimation Methods to Forecast

Short-Term Solar Irradiation

A. Martı́n and Juan R. Trapero

Abstract Due to modern economies moving towards a more sustainable energy

supply, solar power generation is becoming an area of paramount importance. In

order to integrate this generated energy into the grid, solar irradiation must be

forecasted, where deviations of the forecasted value involve significant costs.

Intermittence, high frequency, and nonstationary are common features of solar

irradiation data that have attracted the interest of numerous researchers from

different disciplines. In fact, complex methods based on artificial intelligence

have been typically used to address this problem. Nonetheless, adequate bench-

marks have not been employed to justify such utilization. The objective of this work

is to analyze the Holt–Winters (HW) method to forecast solar irradiation at short

term (from 1 to 6 h). At the best of our knowledge, this methodology, which belongs

to the family of the exponential smoothing methods and is widely used in industry

applications ranging from supply chain demand forecasting to electricity load

energy forecasting, has not been fully exploited in solar irradiation forecasting.

Additionally, in case the accuracy achieved by the Holt–Winters method is not

enough, still it can be utilized as a competitive benchmark given its feasible

implementation. The Holt–Winters method performance is illustrated by forecast-

ing two time series. Firstly, global horizontal irradiation (GHI) data have been

chosen since forecasting GHI is a crucial part in systems based on photovoltaic

(PV) energy conversion. Fluctuations of GHI due to passing clouds at short

timescales (seconds and minutes) lead to high variability of power output from

PV plants that can strain the grid due to voltage-flicker and balancing issues.

Furthermore, direct normal irradiation (DNI) data are also forecasted given the

role of main fuel that DNI plays in solar concentrator technologies such as solar
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thermal (CSP) and concentrated photovoltaic (CPV) power plants. Both solar

irradiation data series have been hourly created from 1-minute irradiance measure-

ments that were collected from ground-based weather stations located in Spain.

Keywords Forecasting methods, Recursive estimation methods, Solar irradiation
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1 Introduction

The increasing investment in renewable energy by developing countries is essential

to guarantee immediate answers both to the energy supply crisis with high and

fluctuating prices of crude and to the diversification of energy supplies, to reduce

the external dependence on foreign oil, gas, and coal. This gives a unique possibility

for a major move towards no carbon energy sources and at the same time a decrease

in external dependency as well as an improvement of efficiency in electricity

generation. Thus, solar power generation becomes an area of paramount research,

in particular in countries where energy policies are based on fossil fuels, which are

increasingly scarce resources. Reliable short-term forecast information of the

components of solar radiation is required to achieve an efficient use of fluctuating

energy output from photovoltaic (PV), concentrated photovoltaic (CPV), and solar

thermal (CSP) power plants. Electricity companies and transmission systems oper-

ators need to be adjusted to the expected load profiles, where forecast errors in the

fluctuating input from solar systems lead to significant costs [1, 2].

Intermittence, high frequency, and nonstationary are common features of solar

irradiation data that have attracted the interest of numerous researchers from

different disciplines. Numerical weather prediction models (NWP), which are

based on physical laws of motion and conservation of energy that govern the

weather, are operationally used to forecast the evolution of the atmosphere up to

15 days ahead. Although NWP models are powerful tools to forecast solar radiation

at places where ground data are not available [3], they pose significant limitations.

Global NWP models are limited by its coarse spatial resolution. In order to
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overcome this limitation, the downscaling by mesoscale models, which are also

named Limited Area Models (LAM) or regional models, allows to derive improved

site-specific forecasts. LAM models run for the short-range horizon up to 72 h, and

although horizontal resolution of mesoscale models has increased rapidly during

the last few years, nowadays, details of complex physical processes near the surface

cannot be resolved by parameterization equations due to their small-scale features

such as cloud cover genesis and variability. Another limitation of NWP models is

the temporal resolution. The time step of internal calculations in NWP models

(on the order of minutes) is usually higher than the temporal resolution of the output

variables, which is normally of 1 h for mesoscale models and from 3 to 6 h for

global models. These temporal output intervals are not suitable to assess, for

instance, the time-varying cloud cover evolution and solar irradiation at ground

level, which are essentials for predicting ramp rates and ranges of variability for

solar power plants.

Satellite-derived solar radiation has also become a useful tool for quantifying

solar irradiation at ground surface for large areas and over potential emplacements

where previous ground-based measurements are not available [4]. Satellite images

corresponding to the same area can be superimposed to analyze the time evolution

of air mass in an image pixel or in a certain geographical area. The radiance values

recorded by the radiometer of the satellite can vary according to the state of the

atmosphere, from clear sky to overcast conditions. In this sense, satellite images

give information of the cloudiness at a given time and site [4]. Cloud cover and

aerosols have the strongest influence on solar irradiation at ground level. Both

parameters show a strong variability in time and space, and modeling cloud

structure evolution at a given time is an essential task for solar irradiation forecast-

ing. The cloudiness is defined by the radiance measurements of the satellite

radiometer as the cloud index, a cloud reflectance-dependent parameter [5,

6]. The spatial resolution depends on the sensitivity of the radiometer, and the

time resolution depends on the time interval between two consecutive images. The

geostationary satellites can offer a spatial resolution of up to 1 km and a temporal

resolution of up to 15 min. The main limitation from the satellite perspective is

setting an accurate radiance value under clear sky conditions and under dense

cloudiness from every pixel and every image. Another limitation from satellite

images comes from algorithms developed for estimating the solar irradiation that

are classified as statistical or empirical models [7, 8]. These algorithms do not need

accurate information of the parameters that model the solar radiation attenuation

through the atmosphere and are based on simple statistical regression between

satellite information and surface measurements. Therefore, the satellite statistical

approach needs ground-based solar data. The coarser the observed network, the

higher the uncertainty of the satellite-derived solar irradiation data.

Ground-based observations as sky imaging techniques fill the intra-hour and

sub-kilometer forecasting gap of NWP models regarding cloud cover over solar

power plants. Nonetheless, forecast horizons are limited to very short term, ranging

from 5 to 25 min ahead [9]. Comparing with satellite-derived solar irradiation data,

sky images offer higher spatial and temporal resolution, but only very short
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deterministic forecast horizons are feasible using the sky imagery technique due to

cloud variability at the fine spatial scale observed.

The aforementioned limitations have placed time series analysis on local

weather stations as the dominated methodology in relation to short-term forecasting

horizons [1]. The techniques employed range from artificial intelligence algorithms

[10] to classical ARIMA modeling [1, 11]. Despite the fact that a high number of

publications propose complex algorithms to tackle the solar irradiation forecasting

problem from different statistical approaches as stochastic learning methods [12], it

is interesting to note that traditional well-known forecasting techniques as the Holt–

Winters (HW, [13]) method has remained overlooked. Holt–Winters technique

belongs to the family of exponential smoothing methodologies [14, 15]. In partic-

ular, HW is indicated when seasonality component is observed in the data, as it is

commonly found in solar irradiation variables. Only two recent works were found

related to this approach. On the one hand [16], employed the HW in order to

improve the control of grid-connected power systems. In this case, the forecasting

horizon was both daily and weekly. On the other hand [17], employed an extension

of the exponential smoothing family developed in a state space framework for high-

resolution (5 min) solar irradiation time series. Unlike those references, this work

investigates the HW method to forecast solar irradiation at short term (from 1 to

6 h), where short-term forecasting horizon is defined according to [18].

The main benefits of HW over other sophisticated approaches are: (1) no need of

expert hands to identify, interpret, and implement models and (2) no need of

expensive software. These reasons have made exponential smoothing methods a

forecasting tool widely used in the industry [15].

In order to illustrate the performance of the proposed model, two hourly time

series as global horizontal irradiation (GHI) and direct normal irradiation (DNI)

have been constructed from 1-minute ground-based irradiance series. GHI has been

selected for this study given that fluctuations of GHI due to passing clouds at short

timescales (seconds and minutes) lead to high variability of power output from PV

plants. This variability may strain the grid as a consequence of voltage-flicker and

balancing issues. Additionally, DNI is also a very relevant component of the total

solar irradiation for solar concentrators [12], although it is more sensitive to sky

disturbances as cloud cover, aerosol content, water vapor, carbon dioxide, and

ozone. A comparative performance analysis between both time series will also be

provided. Solar irradiation data were collected from weather stations located in

Spain.

In summary, the results show that the HW method can on average reduce the

forecast errors to about 38% with respect to the persistence technique for the

particular case of the GHI series and around 20% for the DNI series.

The article is organized as follows: in Section 2, the case study design is

presented. This section includes the description of the study area and the observa-

tional data. Section 3 describes the HW model and other typical forecasting

benchmarks. Section 4 explores the experimental results. Finally, main conclusions

are drawn in the “Conclusion” section.
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2 Case Study

2.1 Dataset Description

Various observational datasets were used to highlight the short-term variability of

solar radiation observed at the Earth’s surface. Hourly time series of solar irradia-

tion data (Whm�2) provided the basis for the Holt–Winters technique in order to

validate its reliability as a forecasting tool at short-term periods (from 1 to 6 h).

All data used in this study were provided by the Institute for Concentration

Photovoltaics System (ISFOC), located in Puertollano, Ciudad Real (south-middle

of Spain). ISFOC is a research center focusing on concentrated photovoltaic

technology (CPV) and has installed 1,1 MW of concentrated photovoltaic energy

(CPV) and 5 automatic weather stations in Castilla-La Mancha to measure solar

radiation.

Solar irradiance measurements (Wm�2) were recorded every 1 min by a set of

solar sensors such as thermopile pyranometers and pyrheliometers, which complied

with the international standards of Baseline Surface Radiation Network (BSRN,

[19]). Solar data were stored by an automatic acquisition system, and solar sensors

were cleaned every day at dawn to minimize the solar radiation extinction caused

by dust deposition on their glass domes.

Hourly series of solar irradiation data (Whm�2) were constructed for this study

from 1-minute ground-based solar irradiance data (Wm�2), which were recorded

between January 2009 and December 2011 by the weather station that ISFOC has

sited at 38.67�N, 4.15�W, and 687 m (asl).

2.2 Global Horizontal Irradiation Data

Solar irradiance is defined as the solar power per area (Wm�2). Solar irradiation is

defined as the solar energy per area resulting from the solar power integrated over a

time period, which was defined 1 h for this study (Whm�2). Global horizontal

irradiation (GHI) is the solar energy on a horizontal surface and is the sum of the

direct normal irradiation (DNI) projected onto the horizontal surface (DHI) and the

diffuse horizontal irradiation (DiffHI). Diffuse irradiation refers to all the solar

radiation coming from the sky except the DNI.

Global and diffuse irradiances (Wm�2) were measured by a first-class

pyranometer according to the international standards of BSRN [19]. It comprises

a multi-junction wire-wound thermopile glued to the back of the sensor disc.

Mounting the pyranometer on a horizontal plane, the solar radiation flux density

(Wm�2) from a field of view of 180� can be measured to obtain the global

horizontal irradiance. Diffuse horizontal irradiance was measured shading the

pyranometer on a horizontal plane from the direct normal beam and the circumsolar
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irradiance using a shade ball. A two-axis sun-tracking system was needed to

measure diffuse horizontal and direct normal irradiances.

2.3 Direct Normal Irradiation Data

Direct normal irradiation (DNI) is the solar energy coming directly from the solar

disc and the circumsolar irradiation within approximately 2.5� of the sun center.

Direct normal irradiance (Wm�2), also called direct normal beam, was measured by

a first-class pyrheliometer according to the international standards of BSRN. It

comprises a multi-junction wire-wound thermopile at the base of a tube. The full

opening field of view is 5�. The inside of the tube is filled with dry air at

atmospheric pressure and sealed at the viewing end. Pyrheliometer was mounted

on a two-axis tracker for aiming the tube directly at the sun.

2.4 Exploratory Analysis

Our dataset consists of hourly solar irradiation (GHI and DNI) series. These series

represent the solar energy integrated over a 1-h period (Whm�2) from 1-minute

measured irradiance data (Wm�2) between January 2009 and December 2011. In

total, a dataset of 26,280 observations is available. For example, Figure 1 depicts

two months of hourly solar irradiation. Upper and lower plot shows the GHI (solid

line) and DNI (dashed line) measured in a winter month (January) and a summer

month (July) of the same year (2011), respectively. It is interesting to note that a

seasonal component can be observed in each month, although the seasonal shape is

different in terms of period1 and amplitude. In this sense, the amplitude of the

seasonality in July is almost constant, whereas the amplitude variability in January

is more evident. In fact, this variability is more noticeable for the DNI due to its

higher sensitivity to atmosphere conditions. In addition, the number of hours where

the solar irradiation is different from zero is higher in summer than in winter.

Table 1 shows some descriptive statistics corresponding to the dataset ranging

from January 2009 to December 2011. Since the properties of solar irradiation are

time-varying, i.e., the solar radiation is greater in summer than in winter, the

statistics have been broken down per month. The first and second column represents

the mean and standard deviation of the DNI and GHI. It should be pointed out that

the DNI mean and standard deviation are higher than its GHI counterpart. Units in

Table 1 have been represented in terms of solar irradiation (Whm�2) for the purpose

1Although the seasonality period is 24 hours the whole year, we refer to differences of period to

the number of hours during a day that solar irradiance is different from zero.
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Fig. 1 Hourly solar irradiation (Whm�2) data series corresponding to January 2011 (upper plot)
and July 2011 (lower plot). GHI and DNI are depicted by solid line and dashed line, respectively

Table 1 Descriptive

statistics from January 2009

to December 2011
Month

Mean (Whm�2) Std (Whm�2)

DNI GHI DNI GHI

Jan 77.58 71.38 209.85 128.58

Feb 163.22 125.55 301.22 195.67

Mar 168.10 165.08 300.90 243.47

Apr 232.22 230.60 331.23 300.37

May 290.35 283.58 351.58 339.38

June 312.43 302.12 356.67 350.35

July 384.28 322.82 382.62 362.30

Aug 317.40 273.33 357.53 330.60

Sept 256.82 209.63 343.40 282.43

Oct 233.67 159.82 339.13 230.73

Nov 133.25 93.82 265.73 159.08

Dec 107.10 72.93 247.38 129.45

Overall 223.03 192.55 315.60 254.37
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of making the descriptive statistics related to hourly values of solar radiation easy to

read.

3 Models

3.1 Persistence Model and Single Exponential Smoothing

Regarding the problem of solar irradiation forecasting, the most extended technique

used to contrast the performance of new models is the persistence model, [20],

where the forecast always equals to the last known data point. The persistence

model is also known in the forecasting literature as the naı̈ve model or the random

walk [21]. Essentially, this model is a particular case of the single exponential

smoothing (SES) method [15, 22]. Basically, SES updates the previous forecast by

weighting the last forecast error, i.e.:

Ftþ1 ¼ Ft þ α yt � Ftð Þ; ð1Þ

where α is a constant between 0 and 1. Thus, the persistence model is equivalent to

the SES method with α¼ 1.

3.2 Holt–Winters

Typically, time series can be decomposed in different components as trend, sea-

sonality, and irregular term. SES method is adequate when the level is the most

important component to explain the time series pattern. Nonetheless, when other

typical components as trend or seasonality are present, the previous method should

be modified. In the particular case of solar irradiation time series, one of the most

important components is the seasonality. Here, the time series has a remarkable

periodic behavior every 24 h. A well-known method as the Holt–Winters incorpo-

rates those components as follows [21]:

Lt ¼ α
Yt

St�s
þ 1� αð Þ Lt�1 þ bt�1½ �; ð2Þ

bt ¼ β Lt � Lt�1ð Þ þ 1� βð Þbt�1; ð3Þ

St ¼ γ
Yt

Lt
þ 1� γð ÞSt�s; ð4Þ

Ftþ1 ¼ Lt þ btð ÞSt�sþ1; ð5Þ

where s is the seasonality period. We assume a daily seasonality (s¼ 24 h). In order

to compute the forecasts one step ahead (Ft+1) in (5), we need to know the current
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underlying level (2), the current underlying trend (3), and the seasonal index

(4). Although the model cannot be interpreted in terms of solar radiation physical

phenomena, the proposed technique cannot be considered a pure black box model

given that each equation stands for a component of the time series in a statistical

meaning. The unknown parameters α, β, and γ are positive constants or smoothing

constants that vary between 0 and 1. The aforementioned constants weight the

previous estimates with respect to the new observations, and so they do not have a

physical interpretation in relation to other models based on geometric effects on

solar position. These unknown constants can be estimated by minimizing the sum

of the one-step-ahead in-sample forecast errors.

Expressions shown in (2)–(5) are the multiplicative version of the HW method.

Nonetheless, it cannot be directly used in our application. The problem is the

intermittency of the data, i.e., the solar radiation values of GHI and DNI are zero

at night and the algorithm in (2)–(5) may have numerical problems. In order to

overcome that issue, we propose the additive HW version in (6), where divisions are

replaced by subtractions.

More information about the different expressions that exponential smoothing

methods can adopt is available in [23]. Note that the forecasting horizon defined by

the constant m is included in the last equation in (6). Since this analysis is limited to

short-term forecasting horizons, m¼ 1, 2, . . ., 6.

Lt ¼ α Yt � St�sð Þ þ 1� αð Þ Lt�1 þ bt�1½ �,
bt ¼ β Lt � Lt�1ð Þ þ 1� βð Þbt�1,

St ¼ γ Yt � Ltð Þ þ 1� γð ÞSt�1,

Ftþm ¼ Lt þ mbt þ Stþm�s:

ð6Þ

Given the recursive nature of the expressions in (6), the first 24 h is required to

initialize the algorithm. Typically, the initialization can be achieved as follows:

Ls ¼ Y1 þ Y2 þ . . .þ Ysð Þ
s

,

bs ¼ 1

s

Ysþ1 � Y1ð Þ
s

þ Ysþ2 � Y2ð Þ
s

þ . . .þ Ysþs � Ysð Þ
s

� �
,

S1 ¼ Y1 � Ls, S2 ¼ Y2 � Ls, . . . , Ss ¼ Ys � Ls:

ð7Þ

4 Experimental Results

In order to test the aforementioned models, a predictive empirical experiment is

carried out. The last week of each month (20% of the data approx.) is reserved as a

holdout sample, and it is used for evaluating the different forecasting models. The
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experiment design proposed here is exhaustive given that models are tested for each

month of a whole year rather than testing the models only for a particular month.

That is important because the forecast errors are not expected to be constant

throughout the year. In this sense, forecast errors of summer months are lower

than winter months as a consequence of a stable weather. The forecasting horizon

ranges from 1 to 6 h ahead. A rolling origin evaluation experiment is designed as

follows. The three previous months with respect to the week to be forecast are

reserved as hold-in sample to optimize the coefficients α, β, and γ. For example, the

forecast of the last week of January employs the three previous months to optimize

the coefficients. Then, with those coefficients, the algorithm in (6) produces the

forecast from 1 h to 6 h ahead. Once the forecast is made, the origin is moved 1 h

ahead until the last week of January is exhausted. We proceed analogously to

forecast the last week of every month for the rest of the year. Note that the

estimation of the coefficients α, β, and γ is re-optimized at every hour as the origin

is moved. All models have been implemented in MATLAB®.

The mean absolute error (MAE) is employed to compare the forecasting tech-

niques. The MAE is defined as MAE¼mean(|et|), where et is the forecast error

given by

et ¼ yt � Ftð Þ, t ¼ 1, . . . , T: ð8Þ

Here, yt and Ft stand for the actual value and the forecast, respectively, at time t.
Generally, the root mean squared error (RMSE) and the relative root mean squared

error (rRMSE) are also used for comparison purposes. The rRMSE is calculated

with the following expression:

rRMSE ¼ RMSE

y
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXT

t¼1
yt � Ftð Þ2=T

q
y

; ð9Þ

where y is the mean of the observed values. Furthermore, Martı́n et al. [20] define

the improvement over persistence as follows:

Improvement ¼ 1� rRMSEm

rRMSEp

� �
� 100; ð10Þ

where rRMSEm and rRMSEp stand for the relative root mean squared error for the

model proposed and the persistence model, respectively.

Table 2 shows the GHI one-step-ahead forecast errors measured by the previ-

ously described metrics on the holdout sample. The errors have been broken down

depending on the month of the year. In general terms, the proposed model

(HW) outperforms the persistence benchmark in every month. It should be

highlighted for its good performance on summer given its low value of rRMSE.

In fact, during June, July, August, and September, the improvement over the

persistence method is greater than 50%. In winter months, particularly for January

26 A. Martı́n and J.R. Trapero



and February, the rRMSE is relatively high. This is due to two reasons: (1) higher

climate instability and ii) the percentage nature of the error metric provides high

values when the solar radiation on average is low, as it is expected in winter months.

The last row in Table 2 shows the overall performance of the HW and persistence

models along the whole year. In summary, the HW yields an improvement ratio of

38.8% over the persistence model. Units in Table 2 have been represented in terms

of the solar energy per area (Whm�2) for the purpose of making the descriptive

statistics related to hourly values of solar radiation easy to read.

Analogously, Table 3 shows the DNI one-step-ahead forecast errors on the

holdout sample. In general terms, the same conclusions previously found still

hold. However, the improvement extent achieved is lower with respect to the

GHI results because of the higher data volatility. Again, the overall performance

of the HWmethod is shown in the last row of Table 3. In summary, the HW reduces

on average up to 20.8% of the forecast errors provided by the persistence model.

In order to find out whether the HW forecasting accuracy is competitive, a

comparison of errors found in the literature should be provided. In that sense,

Kraas and collaborators in [2], reviewed the forecasting errors achieved by different

techniques in different locations for the variables GHI and DNI. In summary, the

rRMSE for GHI forecast was found to be in the range of 30–50%. Meanwhile, the

results for the DNI were about 56–77%. If we compare those numbers with the

overall rRMSE of the HW, we can corroborate the correct performance of the

HW. It should be remarked that, whereas those techniques rely on complex and

expensive models, the HW can be implemented straightforwardly in a spreadsheet.

Some examples of the forecasts achieved are shown in Figs. 2 and 3. Figure 2

depicts the one-step-ahead forecasts for the last week of June 2011. Actual values

are depicted in a solid line and forecasts are in a dashed line. The upper panel shows

Table 2 Different metrics of one-step-ahead forecast errors per month corresponding to the

holdout sample of the GHI data

MAE (Whm�2) RMSE (Whm�2) rRMSE

Improv.HW Persis. HW Persis. HW Persis.

Jan 40.39 43.71 62.39 77.32 87.40 108.30 19.30

Feb 63.27 83.96 97.39 117.87 77.60 93.90 17.40

Mar 65.95 86.26 98.63 117.76 59.70 71.30 16.20

Apr 91.06 107.33 130.74 149.69 56.70 64.90 12.70

May 99.96 123.90 153.65 164.87 54.20 58.10 6.80

June 16.94 119.43 23.47 136.06 7.80 45.00 82.80

July 31.71 121.08 59.28 142.45 18.40 44.10 58.40

Aug 33.68 118.23 58.16 137.14 21.30 50.20 57.60

Sept 31.33 113.13 45.33 132.80 21.60 63.30 65.90

Oct 58.47 77.11 97.60 110.13 61.10 68.90 11.40

Nov 28.13 58.86 45.86 83.75 48.90 89.30 45.20

Dec 13.19 50.78 20.86 76.12 28.60 104.40 72.60

Overall 47.84 91.98 74.45 120.50 45.30 71.80 38.80
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Table 3 Different metrics of one-step-ahead forecast errors per month corresponding to the

holdout sample of the DNI data

MAE (Whm�2) RMSE (Whm�2) rRMSE

Improv.HW Persis. HW Persis. HW Persis.

Jan 72.69 62.50 140.42 147.46 181.00 190.10 4.80

Feb 99.66 122.18 166.67 207.30 102.10 127.00 19.60

Mar 103.47 101.85 163.55 174.57 97.30 103.80 6.30

Apr 113.46 116.91 164.79 187.06 71.00 80.60 11.90

May 128.86 131.66 178.55 189.58 61.50 65.30 5.80

June 53.84 103.68 80.76 145.24 25.80 46.50 44.40

July 74.82 122.34 109.21 170.10 28.40 44.30 35.80

Aug 81.08 118.36 105.46 167.26 33.20 52.70 36.90

Sept 86.83 145.03 131.91 193.51 51.40 75.30 31.80

Oct 102.07 117.69 179.12 190.08 76.70 81.30 5.80

Nov 104.67 107.56 162.26 184.55 121.80 138.50 12.10

Dec 71.75 96.54 114.50 175.53 106.90 163.90 34.80

Overall 91.10 112.19 141.43 177.69 79.80 97.40 20.80
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Fig. 2 One-step-ahead hourly forecasts during the last week in June 2011. Actual and forecast

values are depicted by solid and dashed line, respectively. Upper plot shows GHI forecasts. Lower
plot shows DNI forecasts
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the results for the GHI variable, whereas the DNI variable is shown in the lower

panel. The figures show how the HW method is capable of capturing the clear

seasonality of the data and to provide reasonable forecasts. It is also visible how the

variable DNI is more difficult to forecast, and the differences between actual and

forecasted values are more apparent.

Summers in this area of Spain are typically rather stable, and it makes sense that

solar radiation during these days is more feasible to forecast.

Nonetheless, months that belong to spring or autumn are more variable. In order

to show the HW performance for those months, Figure 3 shows the results achieved

during the last week in October 2011. Again, the solid line represents the actual

values and the dashed line the forecasts. Here the forecasts are not as precise as the

previous figure, but still they provide competitive forecasts. It should be noted that,

although both GHI and DNI depend on cloud cover conditions, DNI is more

sensitive than GHI to atmosphere changes as turbidity conditions (atmosphere

composition due to the aerosol content and other particulates in the air) and this

makes DNI more difficult to forecast, and thus, its forecast errors are also higher

than the GHI ones. Note that this discrepancy between forecasting accuracy is in

accordance with the literature [2].
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Fig. 3 One-step-ahead hourly forecasts during the last week in October 2011. Actual and forecast

values are depicted by solid and dashed line, respectively. Upper plot shows GHI forecasts. Lower
plot shows DNI forecasts
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So far, the forecasting performance of the proposed models for one-step-ahead

forecasting horizon has been analyzed. Figure 4 shows the evolution of the

improvement metric with regard to broader forecasting horizons. Since this study

is devoted to short-term horizons, the longest horizon is set to 6 h. This picture

shows how the improvement of the HW with respect to the persistence raises with

the forecasting horizon in a nonlinear fashion. This improvement increase is due to

the HW model’s capability to capture the seasonality of the data, unlike the

persistence model. In addition, the lower improvement ratios achieved by the

DNI remark again the difficulties of forecasting the solar radiation measured by

DNI instead of GHI.

5 Conclusions

In order to efficiently incorporate renewable energies into the grid, it is very

important to provide accurate forecasts. In the particular case of solar energy, the

key variable is solar radiation. In recent years, novel methodologies have prolifer-

ated to forecast solar radiation with different complexity levels. Nonetheless, there

is not unanimity about which technique is the most adequate. In certain extent, this

is due to the difficulties found to reproduce the results given the geographical

dispersion of each experiment. Nevertheless, another potential reason might be

the lack of appropriate benchmarks. Typically, the persistence model is used to test

new models.
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Fig. 4 Improvement of HW on persistence model in the holdout sample vs. forecasting horizon.

GHI and DNI are depicted by solid and dashed line, respectively
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This article analyzes the Holt–Winters exponential smoothing performance to

tackle the problem of solar radiation forecasting. This exponential smoothing

version is easy to implement that relaxes the necessity of statistical experts or

expensive software. For those reasons, this technique is broadly employed in

industry for demand forecasting applications.

The results show that the Holt–Winters method improves significantly the

forecast accuracy with regard to the persistence model and it can be considered

as a competitive forecasting technique. These conclusions have been validated on

the basis of GHI and DNI data measured in weather stations located in Spain. Given

the univariate nature of the Holt–Winters that uses only past information to provide

forecasts, it seems probable that other techniques that incorporate exogenous vari-

ables could improve the Holt–Winters results. In any case, the Holt–Winters

approach would be a hard to beat benchmark.
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Technical and Environmental Analysis

of Parabolic Trough Concentrating Solar

Power (CSP) Technologies

Guillermo San Miguel, B. Corona, J. Servert, D. L�opez, E. Cerrajero,
F. Gutierrez, and M. Lasheras

Abstract With over 100 commercial projects in operation or under construction

worldwide, concentrating solar power (CSP) has the potential to play a key role in

the mass production of power. Despite the enormous potential, this technology

suffers from a number of weaknesses that are related to the intermittency and

variable nature of the solar resource, which results in reduced capacity factors

and operation flexibility. The incorporation of energy backup systems provides a

solution to these drawbacks, allowing CSP to become more dispatchable, cost

effective, and easier to integrate into existing power grids. Backup systems may

come in the form of thermal energy storage (TES) or auxiliary fuels (mostly natural

gas but also coal, fuel, solid biomass, biogas, biomethane, and syngas). Auxiliary

fuels are usually integrated using conventional furnaces or boilers, although higher

efficiencies may be achieved when using conventional or aeroderivative gas tur-

bines. The possibility of using heat transfer fluids (HTF) with higher thermal

stability (like molten salts) would permit integration of energy backup systems in

a more efficient and cost-effective manner. A great deal of research and develop-

ment is going on at present with the aim of devising CSP plants capable of

competing with other energy resources and technologies. This paper provides a

critical analysis of CSP technologies based on parabolic trough solar collectors,
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describing the pros and cons associated with incorporating backup energy systems.

This analysis includes technical and environmental aspects of different CSP

configurations.

Keywords Concentrating solar power, CSP, Hybrid, LCA
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1 Introduction to CSP

The nuclear reactions occurring in the Sun’s core generate vast amounts of energy

that is emitted into the universe in the form of electromagnetic radiation. Some of

this energy reaches the Earth’s surface and can be utilized to produce electricity

using a number of technologies like photovoltaic modules or concentrating solar

power (CSP) plants.

In CSP installations, the direct component of the sunlight1 is concentrated using

mirrors or lenses to generate the thermal energy required to drive a conventional

thermodynamic cycle (usually Rankine type but also Stirling, Brayton, and com-

bined cycles).2 The design of the solar collector determines the configuration and

operating conditions of the plant. Parabolic trough and linear Fresnel collectors

concentrate the solar radiation on a focal line and achieve solar concentration

factors typically between 60 and 100. Solar tower and solar dish collectors focus

the incoming radiation on a single focal point, resulting in higher concentration

factors (up to 1,000) and superior operating temperatures. Most of the installed

capacity at present (over 90%) is based on parabolic trough and, to a lesser extent,

solar tower (9%) technologies.

1 Direct Normal Irradiance (DNI)
2 In conventional power plants, this energy is obtained from the combustion of fuels (coal, oil,

natural gas, and biomass) or from nuclear reactions.
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The first commercial CSP plants in the world (SEGS-I to SEGS-IX) were built in

the Mohave Desert (California, USA) between 1985 and 1991. This solar energy

complex, still in operation today, includes nine power stations based on parabolic

trough technology with an installed capacity of 354 MWe. No additional capacity

was installed between 1991 and 2007, due primarily to reduced interest in renew-

able energies during that period as a result of reduced fossil fuel prices. The

renaissance of CSP commenced in 2007 with the construction of PS10 (power

tower) and Andasol-1 (parabolic trough) in Southern Spain. This new upsurge was

related to the approval of legislation that supported the production of electricity

from renewable energy resources in Spain [1,2]. The regulatory framework secured

a feed-in tariff for CSP generation of 26.9 c€/kWh for 25 years.3

Spain is currently the largest producer of CSP electricity with 48 plants totaling

and installed capacity of 2,204 MWe (March 2014) [3]. The USA has 20 CSP plants

in operation totaling 956 MWe [4]. Countries like Algeria, Iran, Egypt, and

Morocco have commercial CSP integrated with natural gas combined cycles

(integrated solar combined cycle – ISCC). Other countries with good solar

resources like United Arab Emirates, Australia, China, India, Iran, Israel, Italy,

Jordan, Mexico, and South Africa also have CSP programs and commercial or

demonstration projects at different stages of construction and/or operation

[4,5]. The International Energy Agency (IEA) estimates that global CSP capacity

may grow to 147 GW in 2020 and reach 1,089 GW by 2050 [6].

Despite the obvious benefits of producing electricity from a freely available and

renewable energy resource, CSP also has a number of drawbacks inherent to the

intermittent and seasonal nature of solar irradiation. In the absence of additional

energy inputs, basic CSP plants have a reduced capacity factor4 and perform badly

in terms of power firmness and dispatchability.5 These aspects have a direct effect

on the actual generation capacity of the technology, its economic viability, and its

integration into existing power networks. To lessen these weaknesses, modern

commercial scale plants typically incorporate energy backup systems in the form

of thermal energy storage (TES) and/or integration of auxiliary fuels. The design

and configuration of these elements determine to a large extent the power capacity,

energy efficiency, economic viability, and environmental performance of the plant.

Any industrial activity has the potential to cause environmental deterioration and

CSP is no exception. Life cycle analysis (LCA) is a scientific methodology

employed to quantify the environmental performance of processes and products.

Various papers have been produced analyzing the sustainability of CSP plants using

this methodology, including Burkhardt et al. [7,8], Corona et al. [9], Lech�on

3Note that support for the generation of electricity from renewable energy resources in Spain was

abolished for additional capacity under Real Decreto-ley 1/2012 due to the global financial crisis.
4 Ratio of the electricity generated during a period of time to the energy that could have been

generated if the CSP plant had operated at full-power.
5 Ability of the plant to provide electricity on demand.
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et al. [10], Lovegrove and Pye [11], San Miguel and Corona [12], and Klein and

Rubin [13].

Despite the huge potential and technical success of existing CSP plants, the

economic viability of this technology has not been proven and relies heavily on

public subsidies. A great deal of research and development is taking place at present

aimed primarily at investigating novel plant configurations and the integration of

advanced energy backup systems that may reduce costs and improve power

dispatchability. This paper provides a technical and environmental analysis of

existing and novel CSP technologies based on parabolic trough collectors. The

paper starts with an evaluation of pros and cons associated with this technology in

its basic configuration (no thermal energy storage or auxiliary fuels). The technical

challenges and environmental consequences of incorporating energy backup sys-

tems based on thermal energy storage (TES) are evaluated. The limitations of

existing heat transfer fluids (HTF) and the opportunities arising from novel tech-

nologies based on the use of molten salts and direct steam generation (DSG)

technologies are discussed. The paper ends with an analysis of alternative strategies

and configurations of CSP operating in hybrid mode with backup fuels.

2 CSP Based on Parabolic Trough Collectors

As shown in Fig. 1, parabolic trough collectors are made of curved mirrors forming

a linear parabolic shape. The mirrors reflect the solar radiation into a hollow tube

(receiver) that runs along its focal point. Individual collectors are grouped into solar

collector assemblies (SCA) that incorporate a single-axis tracking mechanism and

allow optimum orientation toward the sun. SCAs are arranged into solar loops with

total lengths and aperture areas that vary depending on the design and operating

conditions of the power block. The solar field is made of many parallel solar loops

aligned on a north–south horizontal axis, to track the sun from east to west. The

total capacity of the plant is determined primarily by the number of solar loops.

As illustrated in Fig. 2, a set of pumps force the heat transfer fluid (HTF) to

circulate inside the hollow receiver, absorbing the solar energy and increasing its

temperature as it moves along the solar field. The hot HTF is returned to the power

block where a series of heat exchangers are used to generate high-pressure super-

heated steam that is used to drive a conventional Rankine cycle.

The HTF employed in commercial parabolic trough CSP plants consists of a

eutectic mixture of diphenyl and diphenylether (DP/DPO), which is stable at

temperatures up to 395�C. This thermal stability determines the operating condi-

tions of the plant6 and the energy efficiency of the thermodynamic cycle.

Parabolic trough CSP plants like the one described in Fig. 2 incorporate a

furnace that operates in series with the solar field. This element is used to avoid

6 Steam temperature and pressure typically around 370–375�C and 90–100 bar, respectively
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freezing of the HTF during the night, to facilitate daily start-up operations, and also

to stabilize the power output during transient periods of low solar radiation. This

simple CSP configuration may only generate electricity when solar resource is

available, and the plant will stop generating electricity during the night and also

whenever solar irradiation is not sufficiently intense.

Table 1 (see basic CSP) describes the main characteristics of a 50-MWe instal-

lation based on the configuration described (no energy backup and wet cooling of

power block) for solar irradiation values typical of southern Spain

(DNI¼ 2,030 kWh/m2 years). The data is compared against the same plant incor-

porating thermal energy storage (TES) and also including energy input from

auxiliary fuel (12% of power generation, as permitted under Spanish regulatory

Fig. 1 Parabolic trough collector and solar field
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Fig. 2 Process diagram of a simple parabolic trough CSP plant with auxiliary backup furnace

installed in series with the solar field
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system). A simple CSP plant (no TES or auxiliary fuels) would require 360 solar

collectors with a total aperture value of 294,300 m2. The estimated capacity factor

would be 20%, equivalent to 1,785 full-load equivalent hours (h) per year, resulting

in a gross power output of 105,600 MWh/year and water consumption of

458,000 m3/year (5.13 m3/MWh). The consumption of auxiliary fuel for mainte-

nance operations (no power generation) would amount to 4.00E + 06 MJ/year.

Table 2 shows the environmental performance associated with the production of

1 MWh of electricity in this basic CSP configuration, as determined using life cycle

analysis (LCA) methodology. The results show total emission values in the climate

change category of 26.8 kg CO2 eq./MWh, corresponding primarily to extraction of

raw materials and manufacturing (E&M) of the different elements that make the

plant (70.2%) and also to operation and maintenance (O&M) activities (20.5%).

Impact values associated with other key environmental categories were calcu-

lated as follows: human toxicity (14.3 kg 1,4-DB eq./MWh), particulate matter

(69.6 g PM10 eq./MWh), terrestrial acidification (163 g SO2 eq./MWh), freshwater

eutrophication (10.6 g P eq./MWh), water depletion 5.35 m3/MWh), and fossil

depletion (9.4 kg oil eq./MWh).

Table 1 Main characteristics of a wet-cooled 50 MWe CSP plant with different configurations:

solar only operation, solar only with TES, and solar with TES hybridized with natural gas (12%

contribution)

Basic CSP

CSP with

TES

CSP with TES

and NG

Installed capacity (MWe) 50

Thermal efficiency of the cycle (η) 35%

Net efficiency 16%

Auxiliary furnace efficiency 95%

Lifespan (years) 25

Number of solar collectors 360 624 624

Aperture (m2) 294,300 510,120 510,120

Occupied area (ha) 135 200 200

Direct normal irradiance (kWh/m2 · year) 2,030

Full load equivalent hours (h) 1,785 2,800 3,100

Capacity factor (%) 20 32 35

Gross electricity generation (MWh/year) 105,600 165,687 188,281

Auxiliary energy input

(MJ/year)

Operation 0 0 2.32E + 08

Maintenance 4.00E + 06 6.28E + 06 6.28E + 06

Direct water use m3/year 458,000 816,598 840,360

m3/MWh 5.13 5.07 5.07
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3 Thermal Energy Storage in Parabolic Trough CSP

To overcome the limitations associated with simple CSP plants (reduced capacity

factor and dispatchability), modern installations incorporate energy backup systems

based on the use of thermal energy storage (TES) and/or the combustion of

auxiliary fuels. TES allows excess thermal energy produced during the day to be

collected for use during the night or during transient periods of reduced solar

radiation. Different technologies and thermal storage media are being tested at

present. The most efficient and commercially proven TES systems in CSP are based

on two-tank indirect technology, like the one illustrated in Fig. 3.

The technology involves two tanks filled with molten salts, which have a high

specific heat capacity and relatively low freezing temperature. The salts usually

employed in these applications are eutectic binary mixtures of sodium and potas-

sium nitrates with freezing temperatures around 250�C, depending on the specific

composition and purity of the salts. Ternary mixtures incorporating calcium nitrates

reach lower freezing temperatures (around 150�C), which would improve the

efficiency of the plant and reduce energy consumption during the night.

During the day, some of the thermal energy in the synthetic HTF is used to drive

the steam cycle and some is used to fill up the TES. The salts leave the cold tank

(usually 290�C), pass through the heat exchanger, absorb the energy from the HTF,

Table 2 Environmental profile of a basic 50 MWe wet-cooled CSP plant determined using life

cycle analysis methodology

Units Total E&M C O&M D&D

Climate change kg CO2 eq./MWh 26.8 18.8 0.04 5.5 2.5

Human toxicity kg 1,4-DB eq./MWh 14.3 13.7 0.01 0.51 0.12

Particulate matter g PM10 eq./MWh 69.6 59.8 0.16 4.5 5.11

Terrestrial

acidification

g SO2 eq./MWh 163 135 0.33 12.7 14.9

Freshwater

eutrophicat.

g P eq./MWh 10.6 10.2 0.006 0.45 �0.03

Freshwater

ecotoxicity

g 1,4-DB eq./MWh 334 319 0.21 10.6 4.22

Marine

ecotoxicity

g 1,4-DB eq./MWh 342 325 0.22 11.6 5.37

Urban land

occupation

m2a/MWh 25.8 0.17 25.6 0.01 0.02

Natural land

transformat.

m2/MWh 0.01 0.003 5.82E-05 0.00 1.11E-03

Water depletion m3/MWh 5.35 0.18 0.007 5.15 6.503

Metal depletion kg Fe eq./MWh 7.49 7.79 0.004 0.08 �0.39

Fossil depletion kg oil eq./MWh 9.4 6.35 0.02 2.1 0.96

E&M extraction of raw materials and manufacturing, C construction, O&M operation and main-

tenance, D&D dismantling and disposal
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and are stored in the hot tank (380�C). When the solar radiation is not sufficient, the

power plant reverses the HTF and molten salt flow direction. In this situation, the

hot molten salts heat up the HTF and return to the cold tank, and the hot HTF is

directed to the power block for additional power generation.

In commercial CSP plants with TES, an auxiliary furnace is usually connected in

parallel to the solar field to stabilize the power block, to avoid freezing of the HTF

during the night, and to facilitate daily start-up operations. The minimum amount of

auxiliary energy required to operate a commercial parabolic trough CSP installation

varies depending on the size of the solar field and the TES, the intensity of solar

irradiance, and ambient temperature. For the conditions typically found in southern

Spain, this minimum requirement ranges between 100,000 and 130,000 MJ/MW/

year, which represents 6.28E + 06 MJ/year for a typical 50 MWe CSP installation or

1.61E + 05 Nm3/year of natural gas [12].

Table 1 (see CSP with TES) shows the main features and operating character-

istics of a wet-cooled 50 MWe CSP plant with 7.5 h TES like the ones installed in

southern Spain. The incorporation of TES results in a significant increase in the

capacity factor of the plant (32%, compared to 20% in the simple configuration),

which results in higher operation capacity (2,800 h, compared to 1,785 h without

TES) and yearly gross power generation (165,687 MWh/year, compared to

105,600 MWh/year). The incorporation of a TES involves a significant increase

in the capital costs of the plant. This is so because of the investment associated with

the TES system itself (mainly tanks and salts) but also due to the enlarged

dimensions of the solar field, which needs to generate sufficient thermal energy to

Fig. 3 Process diagram of a conventional CSP plant with integrated TES system and auxiliary

backup furnace in series with the solar field
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drive the power block and to charge the TES. The solar multiple7 in a typical CSP

plant incorporating 7.5 h of TES usually ranges between 2.0 and 2.2.

The incorporation of the TES systems also involves environmental conse-

quences that need to be considered. Table 3 shows the environmental performance

of a parabolic trough CSP plant incorporating a 7.5 h TES system. Environmental

impacts in selected categories were estimated as follows: climate change 26.6 kg

CO2 eq./MWh, human toxicity 13.1 kg 1,4-DB eq./MWh, marine ecotoxicity 276 g

1,4-DB eq./MWh, terrestrial acidification 166 g SO2 eq./MWh, natural land trans-

formation 0.005 m2/MWh, eutrophication 10.1 g P eq./MWh, and fossil depletion

9.29 kg oil eq./MWh. Environmental damage in all categories, except water

depletion, is attributable primarily to extraction of raw materials and manufacturing

(E&M), with a marginal contribution from other life cycle phases (construction,

operation and maintenance, dismantling and disposal).

No significant differences were observed in the environmental performance of

CSP operating with or without TES. The results show 26.6 kg CO2 eq./MWh with

TES compared to 26.8 kg CO2 eq./MWh without. This suggests that the environ-

mental burdens associated with the construction and operation of the TES are

compensated by an increased power generation capacity.

Table 3 Characterized impacts in the life cycle of a CSP plant with TES operating using solar

energy only [9,12]

Units Total E&M C O&M D&D

Climate

change

kg CO2

eq./MWh

26.6 21.1 0.03 4.63 0.90

Human

toxicity

kg 1.4-D

B eq./MWh

13.1 12.9 4.70E-03 0.35 �0.18

Terrestrial

acidification

g SO2 eq. 166 150 0.21 8.96 7.21

Freshwater

eutrophication

g P eq. 10.1 10.14 4.05E-03 0.31 �0.36

Marine

ecotoxicity

g 1.4-DB eq. 276 271 0.11 6.94 �1.93

Natural land

transformation

m2/MWh 0.005 3.42E-03 3.72E-05 8.30E-04 5.27E-04

Water

depletion

m3/MWh 5.27 0.21 4.34E-03 5.06 1.70E-03

Fossil

depletion

kg oil

eq./MWh

9.29 7.15 0.01 1.76 0.37

E&M extraction of raw materials and manufacturing, C construction, O&M operation and main-

tenance, D&D dismantling and disposal

7 The solar multiple represents the actual size of the solar field relative to what would be required

to reach the installed capacity of the plant at the time of nominal solar irradiance (typically 850 w/

m2).
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Considering the fact that the best solar resources are located in desert areas, a

key to the sustainability of CSP technologies relates to direct water consumption

during operation and maintenance of the installation. It has been estimated that the

50 MWe CSP plant described in Table 1 (see CSP with TES) consumes 5.27 m3 of

water per MWh generated (considering the life cycle). Most of this derives from

direct water use in the power block (80% wet cooling system, 1.2% power cycle

water), while a smaller proportion is associated with the cleanup of solar collectors

(0.6%). Most of the remaining 18.8% relates to water depleted during extraction of

natural resources and manufacturing of materials used in the construction of the

plant. Water use is directly related to the electricity generated by the plant, although

this consumption may be reduced significantly using dry-cooled condensers. How-

ever, the capital and operating cost of dry-cooling systems is comparatively higher

and reduces plant efficiency.

4 Advanced HTF in Parabolic Trough CSP

As discussed above, the thermal stability of the HTF imposes a limitation to the

technical performance, energy efficiency, and economic viability of parabolic

trough CSP. Hence, research and development is being conducted to evaluate the

possibility of using other fluids that may transfer the energy collected in the solar

field to the power block. Two options, which are not commercially available yet,

are discussed in this section: molten salts and direct steam generation.

4.1 Molten Salts as HTF

Molten salts have a much higher thermal stability than synthetic oils, which means

that they could operate at significantly higher temperatures (typically between

550 and 650�C). Higher operating temperatures would allow higher energy effi-

ciencies in the thermodynamic cycle. Besides, integration of TES is also more

simple and efficient when molten salts are used both as HTF and thermal storage

medium. The use of a higher temperature difference between the hot and cold tanks

reduces the size (and cost) of the TES, as a smaller storage volume is required for a

given amount of energy storage.

Figure 4 shows a process diagram for a parabolic trough CSP plant operating

with molten salts. The molten salts are heated in the solar field to temperatures

around 550�C. This energy is transferred to the water/steam cycle using a multiple

stage heat exchanger. The superheated steam is used to drive the thermal cycle. The

cold salts are pumped to the solar field to close the cycle. The temperatures

achieved by molten salts are compatible with commercial supercritical steam cycles
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that achieve efficiencies in the thermal cycle up to 40–45%, instead of 30–35% in

conventional CSP.

The main problem with this technology relates to the relatively high freezing

temperatures of the salts, which would require freeze protection and external

heating of the solar field during the night. The use of molten salts also involves a

number of additional drawbacks and technical challenges: increased maintenance

of solar collectors, optimizing start-up and shut-down times, and compatibility of

materials (piping, fittings, exchange circuits, etc.).

4.2 Direct Steam Generation

Direct steam generation (DSG) technology employed in CSP plants does not

require the use of an intermediate heat transfer fluid. Instead, water/steam is

circulated inside the receivers and directly used to drive the steam turbine in the

power block. The efficiency of this technology is higher due to the absence of

intermediary HTF and heat exchange systems, as shown in Fig. 5. However,

thermal energy storage with DSG is more costly and technically complex due to

the low density of the fluid.

Fig. 4 Process diagram of a CSP plant with thermal energy storage (TES) using molten salts both

as HTF and thermal storage medium
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5 Hybridizing CSP with Other Energy Resources

It has been discussed that conventional parabolic trough CSP plants incorporate an

auxiliary furnace operating with conventional fuel (usually natural gas) for main-

tenance activities (to improve stability, avoid freezing of HTF, and facilitate start-

up operations). The capacity of this energy input may be increased to extend the

operating hours of the plant and, therefore, its overall power output. This strategy

where solar radiation is combined with other fuels for power generation is referred

to as hybrid operation.

5.1 Hybridization with Auxiliary Fuels in Parallel
to the Solar Field

Most CSP plants in Spain operate in hybrid mode. This is so because the Spanish

legislation regulating the generation of electricity from renewable resources [2]

allowed CSP plants to produce up to 12% of their gross power output from auxiliary

fuels. This additional power also benefited from the 26.9 c€/kWh feed-in tariff

established for solar thermal power. Table 1 shows the main characteristics of a

CSP of this type (TES and auxiliary fuel).

As shown in Fig. 3, the auxiliary furnace is usually integrated in parallel to the

solar field and provides supplementary thermal energy to the HTF. Natural gas is

Fig. 5 Process diagram of a CSP plant using direct steam generation
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used most frequently as auxiliary fuel due to its low cost, clean combustion, and

rapid response. For a typical 50 MWe CSP plant like the ones operating in southern

Spain, this hybrid operation involves the consumption of 2.32 108 MJ/year of

auxiliary fuel and results in the generation of 22,600 MWh/year of additional

electricity [9]. Compared to TES, the use of natural gas as energy backup is less

capital intensive but involves significantly higher operating costs and technology

risks. The greatest weakness to the use of natural gas relates to the reduced

efficiencies of the thermal cycle in CSP plants (usually 30–35%), compared to

55% in modern natural gas combined cycle (NGCC) power plants.

Table 4 shows a simulation of the environmental performance of a 50 MWe CSP

plant operating with increasing natural gas inputs (up to 35% of power generation).

The results evidence a significant increase in the impact associated with certain

environmental categories (climate change, terrestrial acidification, fossil depletion,

and natural land transformation) but a reduced effect in some others (human

toxicity, freshwater eutrophication, and marine ecotoxicity). This is so because

the environmental burdens associated with the use of the fossil fuel are compen-

sated with a higher power generation capacity. Despite the reduced impact on

certain midpoint categories, a damage-oriented analysis evidences a significant

deterioration in the environmental performance of the CSP plant as a result of

increasing consumption of natural gas. This is so because of the superior magnitude

and significance of the impacts related to the use of this fossil fuel, according to

ReCiPe Endpoint Europe (perspective H) normalization and weighting sets [9].

Table 5 shows the environmental performance of CSP when operating with

different backup fuels (including biogas, mineral coal, fuel oil, wood pellets, and

residual biomass), for a total contribution of 12% of the gross power generation

(as it was permitted under Spanish regulatory system) [2]. The use of backup fuels

Table 4 Characterized impacts of the CSP technology operating with different NG energy

inputs [9]

Impact category Units

Gross electricity output from natural gas

0% 10% 20% 30% 35%

Climate change kg CO2

eq./MWh

26.6 108 189 270 311

Human toxicity kg 1.4-DB

eq./MWh

13.1 12.5 11.8 11.1 10.7

Terrestrial

acidification

g SO2 eq. 166 207 247 287 306

Freshwater

eutrophicat.

g P eq. 10.1 9.55 8.97 8.39 8.09

Marine ecotoxicity g 1.4-DB eq. 276 246 231 216 208

Natural land

transform.

m2/MWh 0.005 1.78E-02 3.07E-02 4.36E-02 5.01E-02

Water depletion m3/MWh 6.27 6.26 6.25 6.24 6.24

Fossil depletion kg oil eq./MWh 9.29 41.8 74.3 107 123
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had a detrimental effect on the environmental performance of the CSP plant, which

was reflected in all categories (except water depletion).

Hybridizing with natural gas resulted in higher impact values in the climate

change category (124 kg CO2 eq./MWh, compared to 26.6 kg CO2 eq./MWh in

solar only operation). For comparative purposes, it may be mentioned that green-

house gas emissions of power generation from natural gas in combined cycle power

plants has been reported to range between 474 and 488 kg CO2 eq./MWh

[15,16]. Hybridizing with mineral coal was the most impacting alternative in nearly

all environmental categories analyzed. Using biomass-derived fuels (biomass,

biogas, and biomethane) was less damaging than using fossil fuels in certain

categories (climate change and fossil depletion). However, the environmental

performance of natural gas was superior to the renewable fuels in certain categories

like human toxicity, terrestrial acidification, and freshwater eutrophication.

Figure 6 shows the aggregated environmental profiles of a CSP plant operating

in hybrid mode (12% power contribution) with different auxiliary fuels, as deter-

mined using ReCiPe (H) endpoint methodology [12]. The results show a 60%

increase in the environmental damage associated with the generation of electricity

in a CSP plant hybridized with biomass-derived fuels. The environmental perfor-

mance is worsened significantly when using fossil fuels, mainly coal.

5.2 Steam Integration in Hybrid CSP/Biomass Plants

Another strategy for hybridizing CSP with conventional fuels involves the integra-

tion of the steam cycles. In this situation, illustrated in Fig. 7, both the solar and the

Fig. 6 Weighted profiles of a 50-MWe parabolic trough CSP plant with 7.5 h TES operating in

hybrid mode (12% contribution) with different auxiliary fuels [14]
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auxiliary systems would have the capacity to generate superheated steam indepen-

dently. Hence, the auxiliary furnace operates at different capacities, depending on

the solar contribution, to produce a stable steam flow and electricity output.

Despite the low thermal efficiencies of the steam cycle that operates well below

nominal values during the night, this hybridization strategy leads to savings due to

the shared equipment from the biomass and solar cycles. A 24% saving from the

simple addition of the two standard technologies has been estimated for this

hybridizing strategy. Biomass combustion plants have the highest operating costs,

owing primarily to the cost of the biomass fuel and labor requirements. In contrast,

operating costs in CSP plants are one fifth of biomass combustion plants, due to the

free nature of the solar resource [17].

5.3 Integrated Solar Combined Cycles (ISCC)

In ISCC plants, a small solar field is associated to a conventional combined cycle

(CC) plant in order to supplement power generation. As illustrated in Fig. 8, steam

generated in the solar field is fed into the water/steam cycle of the conventional CC

plant, thereby increasing the power of the steam turbine and the overall plant

efficiency. Five commercial ISCC plants are currently operating in the world

including MNG Solar Energy Center (USA) (75 MWe), Hassi R’Mel (Algeria)

(25 MWe), Kuraymat (Egypt) (20 MWe), Ain Beni Mathar (Morocco) (20 MWe),

and Yazd (Iran) (17 MWe) [4].

The natural gas cycle operates at full capacity continuously, while the solar field

supplements the steam cycle only when solar resource is available (during the day).

The maximum contribution of the solar field is limited to between 10 and 20% of

Fig. 7 Process diagram describing the integration of steam cycles in hybrid CSP plant
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the total capacity of the plant, as higher inputs result in reduced efficiencies in the

steam turbine.8

5.4 Integration of Aeroderivative gas Turbines (AGT) in CSP

Hybridizing of auxiliary fuels with CSP faces two limitations: poor fuel utilization

efficiency and reduced solar contribution (in the case of ISCC). These drawbacks

may be overcome using aeroderivative gas turbines (AGT), instead of conventional

furnaces. The gas cycle allows high efficiency in the use of auxiliary fuel, due to the

recovery of energy from exhaust gases that may be used to heat the HTF or the TES.

A key limitation relates to the physical state of the fuel, which needs to be in

gas form.

The flexibility of the AGT allows for multiple hybrid configurations with

parabolic trough CSP, some of which have been analyzed by Turchi and Ma

[18,19]. AGT have a low mass compared to standard gas turbines, which allows

them to heat up to nominal values of operation in a very short time (less than 10 min

from cold to full load and less than 4 min from stand by to full load). Exhaust gases

are generated at temperatures between 420 and 520�C, and the energy contained

may be recovered using a heat exchanger. The capital cost of AGT is relatively low,

compared to conventional gas turbines.

Fig. 8 Process diagram describing a commercial integrated solar combined cycle (ISCC) plant

8 Higher steam turbine capacities are not considered because, in that scenario, operation of this

element during the night would be below nominal values (hence, resulting in lower efficiencies).
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A simple integration of AGT into a conventional parabolic trough CSP without

TES is described in Fig. 9. The exhaust gases from the gas turbine are used to heat

the synthetic HTF. The gas turbine always runs at full load providing power from its

own generator at high efficiency and supplying thermal energy to the solar HTF to

support operation of the steam cycle during low irradiation periods. A secondary

heat exchanger may be used as a feedwater economizer. Solar contribution in these

systems may be greater than 50% and gas to electricity efficiencies comparable to

combined cycle plants (>55%).

An advanced configuration for the integration of AGT in CSP is shown in

Fig. 10. In this case, the CSP plant uses molten salts as HTF and incorporates a

TES. During the day, the solar field will generate thermal energy that is stored in the

TES and used for power generation. If additional power is required, the gas turbine

may come into operation, producing additional electricity directly and charging

storage tanks. The AGT stops when the TES system nears full capacity to maximize

the efficiency of the process. This configuration may facilitate the use of molten

salts as HTF because the exhaust heat from the gas turbine provides sufficient

energy to maintain the salt at a temperature above its freezing point during the

night [18].

Fig. 9 Hybridization of an AGT with CSP using synthetic HTF
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The auxiliary fuel may be of a fossil (natural gas) or renewable nature (biogas,

biomethane, or syngas produced from the thermochemical gasification of solid

biomass). A research project led by the Spanish company ACS-Cobra and funded

by the European Commission (HYSOL) is currently in progress to test the techni-

cal, economic, and environmental viability of this technology. A demonstrator will

be installed in a commercial CSP plant in Spain in 2014.

6 Conclusions

Concentrating solar power (CSP) has the potential to become a fundamental

technology in the generation of electricity in areas of the globe with good solar

resource. In its basic configuration (no backup fuels), power generation has virtu-

ally zero fuel costs and has a limited incidence on the environment. However, in the

absence of public subsidies, CSP cannot compete with commercial power technol-

ogies due to the high capital costs involved. CSP technology is at its infancy, and a

great deal of research and development is devising alternative configurations and

operating strategies that make it more economically viable.

In its simplest form, CSP has a number of drawbacks associated with the

intermittency and variable nature of the solar resource. This results in reduced

capacity factors and operation flexibility. The incorporation of energy backup

systems provides a solution, allowing CSP to become more dispatchable, cost

effective, and easier to integrate into existing power grids. Energy backup solutions

already in operation in utility-scale CSP plants include thermal energy storage

(TES) based on molten salts and the use of auxiliary fuels. The latter typically

Fig. 10 Hybridization of AGT with CSP using molten salts as HTF
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involves the incorporation of furnaces where the auxiliary fuel (usually natural gas)

is combusted to provide the system with additional stability and extended operating

hours. The contribution and the nature of the auxiliary fuels have a significant

impact on the environmental performance of the technology, involving an increase

of 60% in the environmental impact according to endpoint single score indicator. In

general, using fossil fuels for hybridization involves higher environmental impacts

(around three times according to the same indicator) than renewable fuels (solid

biomass, biogas, or biomethane). Natural gas is notably more benign for the

environment than coal or fuel oil.

Despite the benefits achieved, this strategy is criticized because of the low

conversion efficiencies achieved in the thermodynamic cycles of conventional

CSP plants (37%) compared to modern combined cycle technologies (50–55%).

The use of aeroderivative gas turbines (AGT) allows high efficiency in the integra-

tion of auxiliary fuels into CSP (around 55% of efficiency). The auxiliary fuel

employed, which needs to be in gas form, may be of fossil (natural gas) or

renewable nature (biogas, biomethane, or syngas) for improved environmental

performance. The use of molten salts both as heat transfer fluid (HTF) and thermal

storage medium facilitates the integration and improves the efficiency of energy

backup systems.
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Wind Power Forecast Error Probabilistic

Model Using Markov Chains
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Abstract Wind forecast is an important consideration in integrating large amounts

of wind power into the electricity grid. The wind power forecast error (WPFE)

distribution can have a large impact on the confidence intervals produced in wind

power forecasting.

The problem of accurately wind energy forecasting has received a great deal of

attention in recent years. There are always some errors associated with any fore-

casting methodology. It is thus necessary for the transmission system operators

(TSOs) and the market participants to understand these errors. WPFE has an

important role on system balance reserves calculation. As a result of the former,

WPFE has an important economic impact in market costs.

In this work, WPFE statistics are examined for Spanish power system over

multiple timescales. Comparisons are made between the experimental data in

different years and production ranges. The shape of WPFE probability density

function (PDF) is found to change significantly with the length of the forecasting

timescale and with wind power production range. Additionally, error sources and

magnitudes are analyzed to establish their main characteristics. Finally a Markov

chain (MC) probabilistic model is constructed using these WPFE data for

validation.
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1 Introduction

Increasing the value of wind generation through the improvement of forecast

systems performance, is one of the highest priorities in wind energy research

needs for the coming years. The wind power forecast models are becoming a key

tool used to facilitate the integration of wind power in power systems with a great

amount of wind power capacity. All United States RTOs/ISOs, all European TSOs

with significant wind (e.g., Germany, Denmark, Spain, Portugal, Sweden), and

most provincial dispatch centers in China forecast wind power production. The

use of these forecasts, however, varies considerably from region to region [1].

WPFE has become a very important parameter for reserves estimation in market

schedule and power system operation [2, 3]. The biggest influence of WPFE on

operational reserves is on running reserves. Running reserves consist on the avail-

able generation output capacity to increase or decrease production within a time

scope shorter than the time required noticing the connection of an additional

thermal unit to the network. Running reserves are allocated in manageable tech-

nologies, mainly hydro generation, hydro pumping storage, and available

connected thermal units. In large wind power penetration systems, wind intermit-

tency and uncertainty could oblige the system operator to allocate a greater spin-

ning and supplemental energy reserves, in order to balance possible errors between

programmed and actually produced wind energy in a certain time period [4]. This

would increase total operation costs and, consequently, final energy prices [5]. For

example, in the Spanish power system, the developing and continuously improving

wind forecast, actualized with wind production in real time, allowing the achieve-

ment of more efficient restrictions and reserve markets is one of the current and

future challenges associated with wind power integration [6].

Variability and uncertainty in WPF is considered as a critical parameter in large

penetration wind energy power systems, and its specifications are strongly depen-

dent on wind power clustering and current scenarios, as described in [7]. According

56 S. Martı́n Martinez et al.



to these facts, WPFE continues registering high values and generates associated

issues in combination with different events [8]. In spite of the fact that wind forecast

models have been improved, in both short and long term, a considerable amount of

error is still registered in custom conditions, reaching higher values at extreme

conditions [9]. Additionally, wind power presents different prevailing dynamics

when it is analyzed for a few milliseconds, for several minutes, or for a daily

horizon.

Originally, wind power forecast error was assumed to have a near Gaussian

distribution. A simple analysis of real data demonstrates that this assumption is not

correct in most of the cases. In the scientific literature, several works about wind

power forecast error distributions can be found. The errors are often assumed to

follow a normal distribution [10–13], though Weibull [14], Beta [15], and Cauchy

[16] distributions have also been utilized. In [17], the distribution of wind power

forecast errors is studied for different timescales between 6 and 48 h ahead with a

particular focus on the additional errors created from converting wind speed fore-

casts created by numerical weather prediction to wind power output. The study

demonstrates that while the numerical weather prediction errors are well

represented by a Gaussian curve, the power forecast error distributions exhibit

both skewness and excess kurtosis. In [18], the smoothing of forecast errors for

multiple wind farms is shown at timescales from 6 to 48 h ahead. In [19], variable

kurtosis values between different timescales (with a minimum of 10 min averaged

output data) were measured, and the error distributions were modeled using a beta

function. This function was then applied to the sizing of an energy storage system

that will act to smooth wind power output. In [20], The Cauchy distribution was

proposed as a means of representing the forecast error distributions and was

compared with some of the other distributions. Additionally, WPFE has been

studied using the Pearson system to establish the optimum PDF type for different

production ranges [21].

A lot of different methods have been developed for wind speed and power

forecast modeling and estimation [22]. Wind power forecast as a dynamic system

that involves meteorology is inevitably large and complex, mainly due to their

interactions with numerous subsystems. Since exact or closed-form solutions to

such large systems are difficult to obtain and they would require extensive mea-

sures, one often has to be contented with approximate solutions. Because the

precise mathematical models are difficult to establish, near-optimal controls often

become a viable and sometimes the only alternative. Such near optimality requires

much less computational effort and often results in more robust policy to attenuate

unwanted disturbances. Markov chains collect these conditions and have been

proposed as an acceptable method to model the stochastic behavior and to repro-

duce synthetically WPFE, according with its superior theoretical properties for

stochastic dynamics [23, 24].

Markov chain concerns about a sequence of random variables. This sequence

corresponds to the states of a certain system, in such a way that the state at one

period depends only on the previous state period. Based on these characteristics,

one of the main advantages of using Markovian models is that they are general
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enough to capture the dominant factors of system uncertainty and, in the meantime,

it is mathematically tractable [25].

Markov chains have been used in modeling physical, biological, social, and

engineering systems such as population dynamics, queuing networks, and

manufacturing systems. Traditionally, Markov chains have been applied in electri-

cal engineering for the study of queues and power system reliability given rate of

failure and reposition times of its components. In Markov chain Monte Carlo

(MCMC) simulations, Markov chains are employed as random number generators

with particular characteristics [26].

In meteorology, Markov-switching models are often used to estimate an

unobservable climate state which ideally governs other climate variables. For

wind energy, Markov chain models have been largely used for generating synthetic

wind speed and wind power time series [27, 28], providing simulation results that

usually offer excellent fit for both the probability density function and the autocor-

relation function of the generated wind power time series.

Considering previous contributions, in the present work, the Spanish power system

WPFE data is analyzed to establish their main statistic parameters. WPFE as a function

of the power generation range is exhaustively discussed. Then, a probabilistic Markov

chain method is developed based on described data. This model is used in order to

estimate their ability to reproduce long series of hourly WPFE data.

The structure of the chapter is summarized as follows. In Sect. 2, we introduce

the WPFE data used throughout this paper and discuss some general, and particular

to the Spanish power system, characteristics relevant to these data. In Sect. 3, we

build the Markov chain model, which allows for value considerations for the

temporal evolution of the process, remarking and justifying the election of states

and associating sequences with the kind of errors described in Sect. 2. Section 4

justifies and explains the results for the first-order Markov chain model

implemented for the WPFE, while Sect. 5 considers the conclusions extracted

from the model development and results obtained.

2 Wind Power Forecast Error Characteristics and Data

Analyzed

In this work, we followed the convention that the error (ewpf) is equal to the actual

(Pwpa) wind power value minus the forecast (Pwpf) value.

ewpf ¼ Pwpa � Pwpf : ð1Þ

According to Eq. (1), when actual wind power is higher than the forecasted

value, the calculated error is positive, and independently from other system param-

eters, downward reserves are needed; otherwise, WPFE is calculated as a negative

value, and upward reserves are activated.
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To address the challenges in FE, it is important to understand the three main

sources of error in accurately identifying a wind ramp:

• A timing error is defined as an event that it is accurately predicted in magnitude,

but occurs at the wrong time. This kind of error can achieve a considerable

absolute error even when event magnitude has been correctly forecasted. This

type of error is usually corrected for short-term forecast as event is progressively

discovered.

• A magnitude error is defined as an event that is forecasted to occur approxi-

mately at the right time, but with the wrong magnitude. This can occur in two

possible ways: the forecast might be in error about the rate of change or might be

in error regarding the overall magnitude of the event.

• A ramp error consists on a ramp event that is forecasted with a different rate of

change. This kind of error drives forecast to considerable magnitude errors when

wind power reaches maximum values.

Figure 1 shows a comparison between forecasted and real wind power highlight-

ing different examples for the three sources of error previously described. Timing

and ramp errors are usually associated with wind power events, like extreme ramps

caused by storms or wind power curtailment, while magnitude error is generally a

consequence of timing and ramp errors.

2.1 WPFE Data

In this section we describe the database of real data used for the analysis. Data used

for the validation of the method selected consist of hourly WPFE measured for the

Spanish power system: 1, 6, 12, and 24 h. Additionally, hourly wind power

generation values are also used to characterize WPFE in every production range.

WPFE values are represented in MW, while production range is represented as per

Fig. 1 Comparison

between wind power

forecast and real

production: sources of error
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unit calculated from total wind power capacity for every year in the Spanish power

system. In data filtering, proposed bins with less than 50 data are not shown as it is

considered that no relevant information is extracted.

Figure 2 shows mean FE depending on wind power level for the last years using

1 (a), 6 (b), 12 (c), and 24 (d) hour step forecast. Mean error trend decreases almost

linearly as wind power increases. Positive mean values are described for low

generation bins, reaching zero mean value about 0.1–0.2 pu range. For the rest of

the bins, negative means values are shown. The mean error trend is marked by a

continuous decrease as production range increases, reaching important negative

values around �2,500 MW.

Figure 3 shows the mean and standard deviation for FE depending on wind

power level for the last years using 1 (a), 6 (b), 12 (c), and 24 (d) hour step forecast.

For standard deviation, there are three ranges to highlight. In the first range, from

0 to 0.2 pu, standard deviation and dispersion are increased in line with wind power

increase. These results are very similar independently from the studied year. In the

second range, covering medium power bin values, standard deviation values stabi-

lize and are almost constant. Results are similar considering the same time horizon,

in a similar way to the first range. Finally standard deviation decreases at high
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Fig. 2 Mean FE depending on wind power level. (a) using 1 h-ahead forecast, (b) using 6 h-ahead

forecast, (c) using 12 h-ahead forecast, (d) using 24 h-ahead forecast
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power bin values for most of the years. In this range, standard deviation values have

important changes between years as extreme events, and bins with few data make

condition of these results.

3 Proposed Probabilistic Markov Chain Model

In order to represent the variability of WPFE, a discrete first-order Markov chain

has been selected. The use of a first-order chain offers a basic overview of the

dominant factors of WPFE without an important complexity increase. In contrast,

the use of a second-order Markov chain implies that the number of parameters we

need to estimate grows exponentially with the order. Moreover, in Markov chains,

the higher the order, the less reliable our parameter estimates are expected.

For this proposed Markov chain model, the sequence of WPFE changes between

proposed periods. These series are considered as an observed data sequence{X(n)}.
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Fig. 3 Standard deviation FE depending on wind power level. (a) using 1 h-ahead forecast, (b)

using 6 h-ahead forecast, (c) using 12 h-ahead forecast, (d) using 24 h-ahead forecast
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The transition frequency Fij in the sequence could be established by counting the

number of transitions from state i to state k in one step. Then, the one-step transition
matrix can be constructed for the sequence{X(n)}as follows:

F ¼
F11 � � � F1m

⋮ ⋱ ⋮
Fn1 � � � Fnm

2
4

3
5: ð2Þ

This transition frequency offers a vision of the probability of a determined

change over the total changes in the whole sequence.

From matrix F, one can get the estimates for Pij as follows:

P ¼
P11 � � � P1m

⋮ ⋱ ⋮
Pn1 � � � Pnm

2
4

3
5: ð3Þ

The probability Pij represents the probability that the process will make a

transition to state i given that currently the process is state j. The probability is

calculated in Eq. (4), where

Pij ¼
FijXm

i¼1
Fij

if
Xm

i¼1
Fij > 0

0 if
Xm

i¼1
Fij ¼ 0

8><
>:

: ð4Þ

The matrix containing Pij, the transition probabilities, is called the one-step

transition probability matrix of the process.

For an additional analysis for error trend and timing and ramp error identifica-

tion, P(k)
ij is defined to be the probability that a process in state j will be in state

i after k additional transitions. In particular P(1)
ij¼Pij would be considered the

probability of change between state i and state j for an hour ahead. P(k)
ij is also

considered for 4, 6, and 12 h-ahead change to represent the trend of error evolution

in different scales.

3.1 State Selection

In this proposed methodology, each Markov state can be seen as a case that

characterizes a typical operational mode in power system according with WPFE

as an isolated parameter. Full reserves, no reserves, and partial reserves are candi-

dates for Markov states. If partial reserves operation near full reserves is notably

different from partial reserves operation near no reserves, they should be considered

as distinct Markov states. Furthermore, upward and downward reserves must be

considered.
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According to reserves characteristics, 16 WPFE states have been established.

These Markov chain states have been properly classified taking bins for every

250 MW of WPFE scale. Additionally, a state for extreme positive errors

(>1,250 MW) and a state for extreme negative errors (<�2,250 MW) are consid-

ered. The use of different states allows using a full model of the reserves operation,

and the state weighting describes intermediate cases reducing the required number

of states. The bins have been configured with the same size to improve the analysis

and the interpolation between cases, as the combination of matrix algebra and state

probability implies the linear interpolation between the centroids of the states for

describing intermediate cases.

In Fig. 4, a discretization with the scheme of selected states arrangement is

shown. This discretization of states indicates the possible transitions from a state to

another one and the error level in every state. The relationship of these errors with

reserves direction and magnitude is also represented, for both, downward and

upward. Two reserve levels are included for downward reserves – a low level

including 3–6 states and a medium level including 1 and 2 states. Three reserve

levels are included for upward reserves – a low level including 7–10 intermediate

states, a medium level including 11 to 13 states, and a high level including 14 to

16 states.

Figure 4 is an election of the classifying error including extreme states

representing events with a high level of WPFE, both negative and positive. This

is crucial when classifying data according with available reserves and power system

operation. Because of this, a special attention is focused in these events caused by

high WPFE level.

The transition matrix and the probability matrix dimension are 16� 16 states

according with the number of states. The order of proposed changes between states

is established by the order proposed in Fig. 4.

3.2 Results

This section includes the results of the proposed model and their comparison with

different timescales and additional transitions. To check the results of proposed

Markov chain, several transition matrices and probability matrices representations

Fig 4 Markov chain states selected for WPFE probabilistic model
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are displayed. These figures show a comparison of the behavior of real data

performed by WPFE in the Spanish power system. The main tool for the analysis

is the heat maps which represent a color tone for every calculated transition number

or probability.

To extend the results comparison, a transition matrix F(k) and a probability

matrix P(k) have been defined to be the probability that a process in state j will be
in state i after k additional transitions. The transition matrix indicates the trends of

change from every state i, highlighting the main changes. In contrast, the probabil-

ity matrix shows the comparison of all transition independently from the initial

state. 1, 4, 6, and 12 h-ahead transitions have been considered for change to

represent the trend of error evolution in different scales.

The proposed data is used for first-order Markov chain modeling according to

the methods and the characteristics previously described.

3.2.1 Transition Matrix

The first step in the analysis includes the transition matrix F(k) study. In Fig. 5,

transition matrices using 1 h-ahead forecast for different time-ahead transitions are
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Fig. 5 Transition matrix values for 1 h-ahead forecast error with (a) 1 h transition k¼ 1, (b) 4 h

transition k¼ 4, (c) 6 h transition k¼ 6, (d) 12 h transition k¼ 12

64 S. Martı́n Martinez et al.



depicted. When a 1 h-ahead transition is evaluated (Fig. 5a), the majority of

changes between states are performed between adjacent states, and the changes

are concentrated in medium and especially lowWPFE states because of the reduced

WPFE for 1 h-ahead forecast. As time-ahead transition is increased, the repeatabil-

ity of transitions is spread over more distanced states. In Fig. 5b (F(4)) an important

expansion in state change is observed compared with Fig. 5a, as a sequence of

WPFE events are included when 6 h-ahead transitions are considered. This expan-

sion is continued in 6 and 12 h-ahead transitions as shown in Fig. 5c (F(6)) and

Fig. 5d (F(12)).

When the time ahead for the forecast is increased, the WPFE usually rises

considerably. This WPFE increase could be appreciated in the transition matrix

analysis if 12 h-ahead forecast is considered, as depicted in Fig. 6. For Fig. 6a, the

quantified changes to high and extremeWPFE states are considerably higher than in

Fig. 5a due to the decrease of forecast accuracy. In contrast, for most of the cases,

the changes cover the low and medium states. Furthermore, the level of spreading

between state changes is similar as represented with 1 h-ahead forecast.

In the cases of 4, 6, and 12 h-ahead transition (Fig. 6b–d, respectively), there is

an important amount of changes with initial, final, or both states situated in high and

extreme WPFE states.
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Fig. 6 Transition matrix values for 12 h-ahead forecast error with (a) 1 h transition k¼ 1, (b) 4 h

transition k¼ 4, (c) 6 h transition k¼ 6, (d) 12 h transition k¼ 12
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3.2.2 Probability Matrix

In a similar way to the previous section for the transition matrix, the probability

matrix is studied in this section. In contrast with the transition matrix, the elements

of the probability matrix only cover the frequency of change leaving a determined

state. For a correct comparison between different time-ahead forecasts, 6 and 24 h-

ahead forecast WPFE data have been selected. The results for proposed time-ahead

transition lags are shown in Figs. 7 and 8.

In Fig. 7, probability matrices using 6 h-ahead forecast for different 1, 4, 6, and

12 h-ahead changes are depicted. Each time lag transition is related with a matrix

(P(1), P(4), P(6), and P(12)). The spreading effect shown for the transition matrix is

also presented and accentuated in the probability matrix for all the examples

proposed.

For P(1) and P(4), there is a persistence in extreme WPFE states as the probability

of remain in state 16 and state 1 is very high. This probability is reduced when the

time-ahead transition is increased as shown in Fig. 7c and especially in Fig. 7d. To

sum up, when the transition time is increased, the trend of WPFE tends to link more

distant states.
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Fig. 7 Probability matrix values for 6 h-ahead forecast error with (a) 1 h transition k¼ 1, (b) 4 h

transition k¼ 4, (c) 6 h transition k¼ 6, (d) 12 h transition k¼ 12
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In Fig. 8, probability matrices using 24 h-ahead forecast for the same, 1, 4, 6, and

12 h-ahead changes are shown in order to be compared with the ones obtained in

Fig. 7. As 24 h-ahead forecast implies an important level of error, changes to and

from extreme states are more usual. The increment of transition time lag involves

the heterogeneity of probability matrix values increasing the values out of the

surroundings of the main diagonal. As a clear example, Fig. 8d shows the proba-

bility rise between distanced states, when a P(12) for 24 h ahead is considered.

Finally, to complement the previous analysis, an additional representation of

types of error in the probability and transition matrices is proposed. Figure 9

indicates an example of sequence transition for a proposed change between states

highlighting possible sequences related with the three main sources of error

described in Sect. 2. In this example the initial state is state 10. When the next

state is a superior state – less WPFE error – a negative ramp error is identified as the

error source. In contrast, the error source is a positive ramp error when the next state

is a state with more WPFE error – <10. If the sequence remains in the same case,

this condition may be caused by two possibilities: a timing error and a constant

magnitude error.
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Fig. 8 Probability matrix values for 24 h-ahead forecast error with (a) 1 h transition k¼ 1, (b) 4 h

transition k¼ 4, (c) 6 h transition k¼ 6, (d) 12 h transition k¼ 12
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4 Conclusions

This chapter, based on real measurements, contributes to a better knowledge of the

probabilistic characteristics of the WPFE, which is the main parameter related to

the reserves dispatched in power systems with great amounts of wind power

capacity installed.

Wind power FE calculation has been established, and their sources have been

identified and characterized. Then, the main statistical parameters of WPFE prob-

ability distributions have been analyzed according to the production range when

error occurs accounting their parameters for every bin from 0 to 1 pu with a period

of 0.05 pu. Relevant results have been found by analyzing the relationships of mean

and standard deviation of measured forecast error depending on wind power level.

These relationships could be used to establish a model in order to calculate power

system reserves to face wind power FE. This analysis is performed using a great

amount of real wind power and forecast data measured in the Spanish wind power

system during the last years.

Finally, a probabilistic Markov chain model is implemented for FE evaluation,

obtaining its trend and residual variability. Different cases have been suggested

using several time lag forecasts and time lag transitions. Probability and transition

matrices have been calculated for every case. The results obtained indicate some

properties of WPFE in different timescales and sequences.
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Part II

Energy Storage



Energy Storage Integration with Renewable

Energies: The Case of Concentration

Photovoltaic Systems

Carlos de la Cruz, M�onica Baptista Lema, Xavier del Toro Garcı́a,

and Pedro Roncero-Sánchez

Abstract The integration of energy storage in electrical transmission and distri-

bution grids is seen as the solution to secure the continuous supply of energy and

increase stability and efficiency. The increasing presence of renewable energy

sources with an intermittent and unpredictable behavior is threatening the balance

between generation and demand that allows the stable operation of electrical power

systems. Energy storage is the enabling technology to achieve the decoupling of

generation and demand required to increase the share of renewable energies in the

generation mix. The first part of this chapter presents the existing energy storage

technologies, describing their main features and fields of application. In a second

part, the particular case of concentration photovoltaic generation systems and their

combination with a hybrid storage solution based on the integration of lead–acid

batteries and ultracapacitors is presented.

Keywords Battery • Concentration photovoltaic (CPV) system • DC–DC

converter • Energy storage system • Ultracapacitor
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1 Introduction

There is a wide variety of energy storage systems, some of them have been used for

more than two centuries, as in the first electric cars dated from 1830, which already

used non-rechargeable batteries. However, it can be said that in the overall, the high

cost of storage, higher in several orders of magnitude in €/kWh than the cost of

generation, has so far deprived further development of these technologies.

Energy storage systems differ from each other in several aspects such as their

physical operating principle, geographical restrictions, power level, amount of

stored energy, modularity, portability, efficiency, etc., but a certain set of features

is sought in any technological solution, comprising:

• High energy density (energy stored per volume or mass unit)

• High power density (power that can be delivered per unit volume or mass)

• Highly efficient charge–discharge cycle (round-trip efficiency)

• Low internal losses (self-discharge)

• Long life (often expressed as charge–discharge cycles)

• Low cost (associated with the availability of materials and manufacturing

process)

• Simple integration (especially those with an electrical nature, since they have no

moving parts and the converting steps are reduced, leading to a decrease in

losses)

• No geographic restrictions

• High reliability

• Environmentally friendly materials and manufacturing processes

The main role of the energy storage systems in electrical power systems is to

decouple power generation from the consumption of energy with the aim that its

operation becomes as independent as possible, balancing energy flows and provid-

ing ancillary services.

The balancing of energy flows allows variations in the consumption profile

independently of the electrical power generation. In the consumption off-peak

periods of time, storage systems can store the excess of generated energy that can

then be released during peak times. This often allows a better use of transport and

distribution infrastructures which tend to be oversized to respond at the instants of

maximum consumption. In a similar way, storage systems can support generation

systems responding to fast increases in consumption (peak shaving) or transients in

which large generation systems are connected and disconnected (bridging power).

For this kind of operation, storage systems with high power and the capability to
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store large amounts of energy are required, such as in the case of pumped-storage

hydropower or large facilities of stationary batteries.

These features are also of great interest in the field of renewable energies, due to

its intermittent nature that leads to poor dispatchability. Furthermore, energy

storage could provide the necessary energy reserves to avoid incurring in penalties

for not reaching energy levels established by predictions [1].

The provision of ancillary services refers to the requirements and functionalities

demanded by the network operator to maintain the stability, reliability, and power

quality in electrical power systems. The increasing use of renewable energy

sources, such as wind and photovoltaics in the energy mix, will gradually lead to

extra requirements and services to be provided by these types of generation through

the definition of more demanding grid codes. The term ancillary services comprises

the regulation of active and reactive power; power factor compensation; voltage

and frequency control; fault ride-through, as in the cases of voltage dips; and

improving power quality. In contrast to the balancing function of energy flows,

ancillary services only require that the storage system deliver energy for very short

periods of time, hence reducing the required energy. On the other hand, the ability

to deliver high power with very low response time becomes essential. These

characteristics make it particularly suitable to use certain emerging technologies

such as flywheels or ultracapacitors. Finally, it is important to note that the

economic viability of these solutions largely depends on the added value provided,

which is closely related to the existing network operation requirements defined in

the grid codes.

This chapter is divided into two main sections. The first section is a review of the

existing energy storage solutions in use nowadays, including the most mature and

widely spread solutions and new emerging technologies. The various technologies

are classified according to their principle of operation, and their main features and

fields of application are discussed. In the second section of the chapter, the

particular case of a concentration photovoltaic (CPV) generation systems is ana-

lyzed, and a storage solution adapted to this type of generation system is proposed.

2 Energy Storage Technologies in Use

The use of energy storage technologies for renewable energies arises from the need

of matching generation and consumption in order to ensure the stability of the

electrical power supply, as previously explained. This section provides a brief

description of the state of the art in energy storage technologies. The existing

solutions are classified according to their operating principle, as shown in Fig. 1.
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2.1 Mechanical Systems

2.1.1 Pumped-Storage Hydropower (PSH)

A pumped-storage hydropower plant is a kind of hydroelectric plant with two water

reservoirs located at different height levels. During off-peak hours, in which lower

consumption of energy is registered, the water located in the lower reservoir is

pumped to the upper reservoir, increasing the potential energy of a vast mass of

water. The energy consumed in the pumps is paid at a low off-peak price. Hence

when energy is demanded during peak hours of consumption, this plant operates

like a conventional hydropower plant releasing the water and using it to produce

electricity by means of turbines.

These pumped-storage plants can be classified into two groups, conventional

pumping stations and hybrid pumping stations, in which the lower reservoir has a

natural source of water, such as a river, a lake, or even seawater. Furthermore, this

lower reservoir can be placed below the ground level, using existing excavations or

making an underground excavation. With this strategy, there is only one reservoir

on the surface, reducing in this way the environmental impact [2, 3].

High levels of power and stored energy are achieved with an efficiency of about

70%, which is limited by the efficiency of the pump and the turbine used [4]. These

systems provide large storage capacity, energy balancing, stability, and ancillary

grid services such as network frequency control and reserves due to the ability of

PSH to respond to potentially large electrical load changes within seconds [5]. They

are used in very-long-term and long-term applications with a time response of

minutes [6].

Fig. 1 Energy storage technologies
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However, they require unique geographical locations and constructions, as well

as having a high cost and in general a strong environmental impact. In many

countries, the potential locations for new facilities are rather limited.

2.1.2 Compressed Air Energy Storage (CAES)

This storage technology is based on the use of compressors to store heat in the

compressed air located in large reservoirs, such as underground cavities or above

storage tanks, during low-demand periods. This stored heat is released through gas

turbines to generate electricity along the discharge cycle.

CAES systems have lower efficiency in comparison to PHS: about 55–60%

[7]. Nowadays, this technology comprises two different types of systems [3, 8]:

• Diabatic CAES cycle. The heat stored is reheated by the combustion of other

fuel, usually natural gas, and is expanded through a turbine to produce electricity

and reusable heat. This process involves certain losses in efficiency due to the

heat dissipation and the use of fuel in the reheating process but is easier to

implement than adiabatic CAES.

• Adiabatic CAES cycle. The stored compressed air is reheated by the heat

extracted in the compression stage, reducing almost completely the need for

fuel consumption. This type of system has only been implemented as a pilot

plant for research purposes so far.

Although this is a technology used since the nineteenth century for different

industrial applications, it has failed to become widely used due to the need of

unique geological sites. Furthermore, it requires a large consumption of energy due

to the compression stage and produces CO2 emissions if the recovery stage is not

adiabatic. It is also important to mention the huge cost of this type of facility,

although cheaper systems that use prefabricated containers instead of geological

formations are developing in recent years.

The main benefits from this technology include the large amount of electric

power generated (tens of kW) and the fast start-up achievable.

CAES systems are normally used in long-term and very-long-term applications

with powers in the range of megawatts [6].

2.1.3 Flywheel Energy Storage (FES)

A flywheel is a rotating mass with high inertia which can store kinetic energy E,
according to Eq. (1). Their principle of operation is based on the opposition to

accelerations and decelerations presented due to their high inertia [9]:
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E ¼ 1

2
Iω2; ð1Þ

where I is the inertia momentum of the flywheel (kg m2) and ω is the angular speed

(rad/s).

The maximum stored energy is ultimately limited by the tensile strength of the

flywheel material. The maximum specific energy density Esp that can be stored in a

flywheel is given by Eq. (2):

Esp ¼ ks
σm
ρ
; ð2Þ

where σm is the maximum tensile strength of the flywheel material (N m2), the

parameter ρ is the density of the flywheel material (kg m3), and ks is the shape

factor.

This technology has been traditionally used to stabilize the output voltage of

synchronous generators. Flywheels stand out for their high power rating and quick

response time playing a relevant role in primary frequency regulation [9]. The

amount of number of cycles is considered almost unlimited, having a lifetime

greater than 20 years [10]. Disadvantages included its high self-discharge due to

friction [11], and therefore they cannot be used to maintain the energy stored for

long periods of time. Modern systems are also composed of a large rotating cylinder

with magnetically levitated bearings that eliminate wear and extend the lifetime of

the system. These systems are used in low-pressure environments to reduce the air

friction with the aim of increasing efficiency, which is typically close to 90% [10].

Flywheel systems are highly indicated for short-term applications requiring fast

response [6].

2.2 Electromagnetic Systems

2.2.1 Superconducting Magnetic Energy Storage (SMES)

In SMES systems, a DC current is circulating through an inductance in order to

store energy into its magnetic field. These systems, based on superconducting coils,

are composed of a superconductor unit, a cryogenic refrigeration system, and a

power conversion stage. The energy stored in the inductance E is given by Eq. (3),

where L is the value of the inductance and IL is the current [11]:

E ¼ 1

2
LI2L: ð3Þ

This technology has been traditionally limited by the use of conventional

conductive materials, but nowadays its development has been promoted due to

the upgrade of these materials. New materials have virtually no Joule losses, such as
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the niobium–titanium case, and few intermediate energy conversions. Only losses

produced by the electronic converters must be taken into account. Besides, this type

of storage stands out for its fast response time, around milliseconds, delivering high

power peaks [7].

However, one of its main limitations is the refrigeration process at very low

temperatures with helium or liquid nitrogen. This process entails a high extra cost,

and, furthermore, many problems associated with the electromagnetic emissions

result from the huge magnetic field that can be created in the superconducting coils.

2.2.2 Ultracapacitors

Ultracapacitors, also known as supercapacitors or electrochemical double-layer

capacitors, are becoming a very attractive solution for storing energy due to the

technological development produced in recent years. The operating principle is

mainly electrostatic, as in conventional capacitors. However, part of the so-called

pseudocapacitance responds to electrochemical principles. Their capacity has been

greatly increased in several orders of magnitude by enlarging the effective area of

its electrodes and bringing charges of opposite sign at near distances of a

molecular size.

The accumulation of electric charges into the capacitors is produced between the

plates and the dielectric insulation. However, in ultracapacitors this accumulation

occurs along the interaction of metal ions with a porous medium, which is usually

carbon. Therefore, pseudocapacity is discussed instead of capacity; thus this phe-

nomenon makes that the capacity of an ultracapacitor dependent on the voltage,

unlike in the case of conventional capacitors where capacity is always constant in

spite of their state of charge [12].

Ultracapacitors are systems with very high efficiency (about 90% [9]), charac-

terized by delivering or absorbing large amounts of energy in very short periods of

time. Besides, they are compact, rugged, reliable, and capable of handling many

charge–discharge cycles. The main problem with ultracapacitors is that the period

of time in which they can store energy is not very long due to the self-discharge, as

it happens with the flywheels. Another issue is that the operating voltage is low, and

the connection of several ultracapacitors in series is necessary to build higher-

voltage modules that can suit a wider range of applications. This series connection

implies the need of some mechanism for balancing the voltages between cells.

In many applications, ultracapacitors can be a complement or even replace the

use of batteries, as in the case of regenerative braking for electric vehicles,

uninterruptible power supplies, lighting systems, etc. Another emerging field of

application is their use for power quality improvement and their integration with

renewable energy sources. Like in the case of flywheels, ultracapacitors and SMES

systems are recommended for short-term applications [6].
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2.3 Electrochemical Systems

2.3.1 Electrochemical Batteries

Batteries are devices that convert chemical energy into electrical energy through

oxidation and reduction reactions. They are built in a modular way based on a base

unit, called cell or element, which is subsequently attached to other cells, in series

or in parallel, to obtain specific levels of capacity and voltage.

In spite of being the oldest and most widely used storage system due to their

modularity, ease of use, and energy densities, it has some restrictions such as the

negative effect of high power peaks and deep discharges on their life, the self-

discharge, and the reduction in performance due to aging effects. In addition it is

important to take into account the high toxicity of heavy metals employed in some

types of batteries.

According to their application, different types of elements are used in batteries

such as: lithium-ion (Li–ion), sodium–sulfide (Na–S), nickel-cadmium (NiCd),

nickel–metal hydride (Ni–MH), and lead–acid (Pb–acid).

Due to their low cost and the level of technological maturity, the lead acid

batteries are still the most commonly used in stationary applications where there are

severe restrictions in terms of weight and volume, such as uninterrupted power

supply (UPS). On the other hand, lithium-ion batteries provide the best energy

density, being the best choice for mobile applications intended for consumer

electronics and electric vehicles. However, complex electronic management sys-

tems are required to avoid risks, and their high cost reduces their suitability for

stationary applications.

Regarding sodium sulfide batteries, there are already large-scale demonstrators

that stand out due to their great potential in applications of mass storage connected

to the grid. The main advantages over lead–acid batteries are their high energy

density, low cost, and the safety of operation. Nevertheless, they require high

temperatures for an optimum operation.

2.3.2 Flow Batteries (Redox)

These types of batteries are still at an early stage of development although the first

commercial models are already available. Flow batteries are electrochemical sys-

tems with two electrodes and one electrolyte, as in a conventional battery, but in

this case the electrolyte is stored in a separate tank, achieving an energy storage

capacity which depends on the size of the reservoir and that is independent of the

power [9].

Different compositions have been proposed for flow batteries, but so far the three

that have achieved greater development are polysulfide bromide, vanadium redox,

and zinc bromine [8].

80 C. de la Cruz et al.



The main advantages of this storage solution are their high output power

capability, in the order of tens of kW, and that the recharge time is very fast because

the replacement of the electrolyte can be done quickly and easily. The main

disadvantages are their high cost and environmental problems presented by some

of the materials employed.

Batteries are widely used in almost any storage application.

2.3.3 Hydrogen Cycle

Hydrogen reacts with oxygen to form water, releasing a huge amount of energy.

The calorific value of this element is very large, over three times the values of

gasoline or natural gas, making it one of the best fuels. Furthermore, this reaction

does not emit CO2 or other products except the water. Hydrogen is therefore

considered an energy vector and the hydrogen cycle one of the energy storage

methods with a brightest future.

The main difficulty is that hydrogen is not available in nature, so it must be

generated by means of several methods that require the consumption of energy,

such as the electrolysis of water.

One of the most interesting applications for the hydrogen cycle is to store

renewable energy. Hydrogen is stored in pressurized tanks and cryogenic tanks or

chemically fixed in metal hydrides, so when the energy demanded is greater than

the generated energy, the electricity can be obtained from a fuel cell using the

stored hydrogen. This process can reach an overall efficiency of 30–50% [8].

A further advantage of the hydrogen cycle is that it can take advantage of the

residual heat coming from thermal loads in domestic or industrial facilities.

Some of the main disadvantages are:

• High cost, due in part to the platinum used in fuel cells.

• Low level of maturity of this technology, there are still few companies in this

sector.

• The transport of hydrogen requires tanks with a large volume or very high

pressure.

• Special safety measures are required due to the high fugacity of hydrogen.

Like in the case of batteries, hydrogen can be employed in a wide variety of

storage applications [6].

2.4 Thermal Systems

Thermal storage systems can be subdivided into different technologies: storage of

sensible heat, storage of latent heat, and thermochemical and absorption storage. In

the context of energy storage systems, the most relevant technologies are based on

the use of the sensible and/or latent heat coming from some kind of materials.
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In general terms, this heat is stored to be released later as thermal energy when

necessary.

These systems are usually implemented in environments where fluids are used at

high temperatures, as in the case of solar thermal power plants where energy can

also be produced during night due to the heat released by those fluids.

Although different oils or even air can be used, one of the most advanced

methods of thermal storage is the employment of molten salts. It is a system

based on two tanks in which a fluid composed of inorganic salts is stored.

The composition of these salts is not fixed being the most commonly used

mixture of potassium or sodium nitrate and more recently calcium nitrate. They

are stored in liquid form in a cold tank; when the sun is radiating, these salts are

pumped to the heat exchanger in which heat is absorbed reaching high tempera-

tures, and subsequently they circulate to a hot tank. When there is no solar radiation,

the process is inverted: the content of the hot tank is transferred to the cold tank, and

the hot salt transfers energy to the fluid and synthetic oil which produces steam [13].

3 Solutions for Renewable Energies: The Case of CPV

Systems

The remarkable cost reduction and increase in efficiency of photovoltaic

(PV) panels is making the cost of energy production in PV installations converge

toward the costs in conventional generation systems. The so-called grid parity (i.e.,

equal cost of production) has already been achieved in certain countries. Moreover,

the considerable increase of installed PV power is raising the requirements

demanded by grid operators and national regulations. An example is the Royal

Decree 1565/2010 of 19 November 2010 in Spain, which establishes regulations

and modifies certain aspects of the activity. This implies that the PV systems of

more than 2 MW are required to comply with the terms of the operation procedure

12.3 “Requirements for response to voltage dips in wind farms.” Besides, the

requirements for reactive power injection are also established by the aforemen-

tioned document. This indicates a clear trend toward higher technical requirements

for PV systems, related to ancillary services.

In this context, energy storage becomes the solution to overcome the uncertainty

and intermittency of PV generation. The storage system has to operate providing a

fast response to power fluctuations in the PV system and bridging the gap before

alternative power sources of the backup capacity can be started (i.e., the so-called

bridging power functionality). Therefore, energy storage is mainly needed for the

short term, from seconds to few hours, being the dynamic behavior of the storage

solution even more important than its long-term capacity [14].

Regarding the particularities of concentration photovoltaic systems CPV, its on–

off operation, in terms of power delivery, must be emphasized. Only direct radia-

tion is converted into electricity in this technology, due to the small acceptance

82 C. de la Cruz et al.



angle of the optic system that is incorporated to concentrate solar radiation on high-

efficiency cells. CPV panels are consequently mounted on high-precision two-axis

trackers. Energy storage can therefore bring numerous benefits to CPV technology

as listed below:

• Smoothing the power profile avoiding the characteristic on–off operation and

large voltage gradients

• Avoiding the need for connection and disconnection, fast maneuvers aimed to

not allow the absorption of energy from the grid when the DC bus is discharged

• Avoiding the need to oversize the grid inverter rating in concentrator photovol-

taic systems which have been estimated at 110% of the power of the CPV

modules for an optimum efficiency

• Eliminating the need of supplying energy to the power electronics control from

the grid side to avoid the shutdown of the equipment due to shadows

• Compensating the variations according to the production forecasts, reducing the

uncertainty from the grid operator point of view

• Better provision of ancillary services such as support to the damping of fre-

quency fluctuations and voltage control

Considering the most appropriate storage technologies for CPV systems and

taking into account the short-term fast-dynamic requirements, it is apparent that the

use of batteries and ultracapacitors can be one of the best solutions due to their

electrical nature, efficiency, and modularity. Their sizing can be optimally adjusted

to match the requirements of a CPV generator, which leads to cost reduction.

Furthermore their integration by means of power electronics is easy and does not

significantly differ from the equipment already used in PV systems. Finally, there is

the possibility of building hybrid storages systems combining both technologies,

because their characteristics are complementary: the high power density of

ultracapacitors is combined with the higher energy density of batteries.

The following sections describe the main characteristics of batteries and

ultracapacitors, concentrating on their electrical behavior and modeling. Finally a

hybrid storage solution integrating both technologies with a CPV system is pro-

posed and simulation results are provided.

3.1 Batteries and Ultracapacitors: Main Features, Models,
and Parameter Identification

In this section, batteries and ultracapacitors technologies will be described for a

better understanding of their operating principles. However, the design process of a

hybrid energy storage system (HESS) also requires the selection of the most

appropriate models based on the equivalent electrical circuits for each component.

These models should represent with reliability the physical phenomena that occur

inside these devices. Nevertheless, simplicity is also sought to provide a practical
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tool for design. After the selection, these models can be implemented using

simulation software, and the electrical behavior of the whole system can be

predicted and controlled.

3.1.1 Batteries

The use of electrochemical batteries is widespread, and it is nowadays the most

frequently used solutions for the energy storage of PV systems, particularly in

isolated (off-grid) installations.

There are many kinds of batteries, such as Pb–acid, NiCd, Li-ion, Na–S, and Ni–

MH. Although they work by means of different internal chemical reactions, all of

them consist of:

• A negative or reducing electrode (anode), which gives up electrons to the

external circuit and is oxidized during the electrochemical reaction.

• A positive or oxidizing electrode (cathode), which accepts electrons from the

external circuit and is reduced during the electrochemical reaction.

• An electrolyte, inside the cell and between the anode and the cathode, which

provides ions as the medium for transfer of electrons. The electrolyte is typically

a liquid, such as water or other solvents, with dissolved salts, acids, or alkalis to

increase ionic conductivity.

The electrical circuit can be externally connected to either a load or a power

supply to discharge or charge, respectively, the battery. In order to describe this

electrical behavior, batteries can be modeled through a wide variety of equivalent

electrical circuit models, but all of them can be considered as modifications of the

following main models:

The simplest model is shown in Fig. 2. It consists of a voltage source Voc, which

represents the electromotive force and an internal series resistance Rbs. They can be

considered as constant values, but their values have some dependency on the state

of charge (SOC), the operating temperature, and aging. Taking this fact into

account, the model is accurate for long-time simulations. Transients and high-

frequency behavior are not well modeled, however.

The Thévenin model, shown in Fig. 3a, offers a good balance between low

complexity and high precision in short-time periods and during transients. In this

Fig. 2 Resistive model of

the battery
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model, Cb1 to Cbn represent the capacity, and Rb1 to Rbn stand for the contact

resistance of the plate and the electrolyte 1. These values also have some depen-

dency on the SOC, the temperature, and the aging.

Several combinations of resistances and capacitors (RC) could be considered;

nevertheless, a single RC branch is accurate enough as has been demonstrated in

previous works [15].

Apart from the described dependencies, the values of resistances and capacitors

in charging cycles are different than in discharging ones. The Salameh model [16],

shown in Fig. 3b, includes two branches with ideal diodes connected in opposite

directions in order to activate the corresponding branch depending on the direction

of the current.

After the selection of the most appropriate model, its parameters should be

identified in order to match the simulations with the behavior of the real storage

devices by means of experimental tests. Time and frequency domain tests are the

two main kinds of identification methods. Time domain tests consist in measuring

the output voltage when several current steps are applied to the battery. Then, the

parameters can be obtained by adjusting the test results with the transfer function of

the battery impedance, using, for instance, nonlinear least-square optimization

techniques. The tests in the frequency domain are made by means of an electrical

impedance spectroscopy, which also requires adjusting the current and voltage

behavior with the model transfer function, performing a frequency sweep of the

frequency range of interest.

The estimation of the SOC is a major issue due to the complex relation between

the capacity level and Voc, besides the complexity of measuring this voltage when

the battery is operating. For this purpose, the most used method is the Coulomb

counting technique [17], based on the integration of the output current during the

time for estimating the changes in the total energy stored.

3.1.2 Ultracapacitors

In a traditional electrostatic capacitor, the electrodes consist of a thin surface on

which the charges are accumulated. In an ultracapacitor, the electrodes consist of a

a b

Fig. 3 Battery models: (a) Thévenin model and (b) Salameh model
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porous microstructure that can be made of carbon material, and around it the

electrolyte is deposited. This structure gives a significantly larger specific surface

area than the conventional capacitors have. To separate anode and cathode, a thin

isolation membrane is located between the electrodes with a small separation,

which allows a high energy density in ultracapacitors.

When compared to batteries, the modeling of ultracapacitors has not yet been

investigated so thoroughly due to their more recent development, but there are

several different circuit models that have been proposed in the literature.

The simplest ultracapacitor equivalent circuit is the first-order RC model, which

has only one RC branch, as shown in Fig. 4. This model is composed of a resistor

Rucs, which models the ultracapacitor ohmic losses, usually called equivalent series

resistor (ESR), and a capacitor Cuc, which simulates the ultracapacitor capacitance

during charging and discharging stages. Rucs is a parameter that is usually given by

the manufacturer. Cuc varies almost linearly with the voltage level or SOC of the

ultracapacitor. This relationship is a significant characteristic of ultracapacitors in

contrast to conventional capacitors. Additionally the resistance, Rucp, which is the

energy leakage due to the self-discharge, can be considered. For very short simu-

lation periods, Rucs can be considered infinite since the self-discharge is

negligible [18].

An improvement to the previous model is the RC parallel-branch model [19]. It

can be composed of several RC branches, each one with a different time constant.

For simplicity, many authors consider a three-branch model accurate enough, as

shown in Fig. 5a.: the first branch dominates the charge and discharge behavior in

the order of a few seconds. Cuc _ f1 is the capacitor that models the dependency on

the output voltage. The second branch has a time scale of minutes. And the third

branch usually governs the long-term (minutes) charge and discharge behavior.

The RC transmission-line model is the most similar to the physical structure of

double-layer capacitors [20]. As they have porous electrodes, each pore can be

modeled as a transmission line. The result is an equivalent circuit with many RC

elements. A simplification as shown in Fig. 5b is therefore needed for a less

complex parameter identification process.

Fig. 4 First-order RC

model of an ultracapacitor
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By adapting the tests to the ultracapacitor models, the methods for the param-

eters identification either in the time or in the frequency domain are similar as

detailed for batteries.

The most important features of batteries and ultracapacitors are summarized in

Table 1. It shows the main differences in their behavior that should be taken into

account in the development process and control design of a HESS, as it is detailed in

Sect. 3.2.

3.2 Hybrid Energy Storage System with Batteries
and Ultracapacitors

The integration of the different components comprised in a HESS requires the use

of power electronic DC–DC converters that allow a precise control of the energy

flows and the state of charge of the storage devices.

The purpose of the DC–DC converters is supplying electric power in a regulated

way, and, therefore, the output voltage and/or the output current will be controlled

and independent of the input or load magnitudes. They are known as switched-

mode power converters because their operation is based on one or more switches

which commute at high frequencies performing the regulation of the system [21].

a b

Fig. 5 Ultracapacitor models: (a) RC parallel-branch and (b) RC transmission-line models

Table 1 Comparison between batteries and ultracapacitors

Feature Batteries Ultracapacitors

Energy density (Wh/kg) 10–100 1–10

Power density (kW/kg) 0.2 1–10

Efficiency (charge/discharge) 70–80% 95%

Charge/discharge cycles 1,000 1,000,000

Temperature range (�C) >�10 �40–70

Lifetime (years) 7–8 30

Discharge time Hours Seconds

Cost (with respect to a Pb–acid battery with the same capacity) Li-ion x7 x20

Ni–MH x2
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The nonisolated DC–DC converters are usually based on three elementary

topologies: buck (step-down) converter, boost (step-up) converter, and buck–

boost (step-down/step-up) converter. These basic models are technologically

mature and reliable solutions, which enable high modularity and, with additional

device replacement, may become bidirectional converters, allowing the connection

of some elements that either deliver or absorb energy according to the requirements.

This is the case of the energy storage devices [22].

Various kinds of topologies can be used for the interconnection of the batteries

and ultracapacitor banks with the power grid or within a microgrid [23]. Most of

them include a DC–AC converter that shares its DC side with the other devices by

means of a common bank of capacitors, called DC link, in order to ensure an

appropriate voltage level. The main configurations used in literature are shown in

Fig. 6 or consist in a variation of them. DC–DC converters can be series connected

as in Fig. 6a. If the batteries bank has a voltage level as high as required by the DC

link, it is possible to remove the batteries converter as in Fig. 6b. DC–DC con-

verters can also be paralleled and connected as Fig. 6c shows, where the voltage

levels at the low side of the batteries and ultracapacitors banks can be independently

controlled.

Based on Fig. 6c, the proposed configuration for a CPV plant with a HESS is

depicted in Fig. 7. For this application, this parallel topology is the most

a

b

c

Fig. 6 HESS topologies

88 C. de la Cruz et al.



comprehensive and versatile and can be modified for different technical and

economic requirements.

The objective of the batteries and ultracapacitor converters is controlling the

current using a proportional-integral (PI) control law and applying a pulse-width

modulation (PWM) technique.

Besides that, most of HESS needs an upper system for the energy flows man-

agement, which means a central system which receives all the information of the

plant and decides the operating modes and the reference values to properly control

each converter.

In order to split the instantaneous power to be supplied or absorbed by the

batteries and ultracapacitors, one possible solution is based on the use of a

low-pass filter [24]. This scheme obtains a smoother power profile from the

batteries, maximizing in this way their performance and duration and reducing

their utilization during short interruptions of the CPV output power (i.e., cloud

passing).

In order to illustrate the performance of the components in conjunction with the

control systems described, a 3 kW HESS for a CPV plant with the scheme shown in

Fig. 7 has been implemented by means of the simulation software PSCAD/

EMTDC. All the converters use a switching frequency of 20 kHz. The total

simulation time is 100 s. The time constant of the low-pass filter in charge of

distributing the demanded power between the ultracapacitors bank and the batteries

bank is set to 2 s. It should be noticed that although this time constant can be

increased in real applications according to the available capacity of the

ultracapacitors bank, its value has been chosen to properly illustrate the perfor-

mance of the system during the simulated time duration.

Figure 8 shows the dynamic behavior of the HESS during sudden variations of

the power generated by the CPVmodules. It should be noticed that, according to the

Fig. 7 Proposed HESS for a CPV plant
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passive sign convention, the generated power is negative, e.g., the power of the

CPV system, while the power injected into an element is positive, e.g., the grid.

The simulation has been carried out as follows: initially, the voltage of the

ultracapacitors bank is 140 V, whereas the voltage of the batteries bank is

153.1 V. In addition, the capacitors of the DC link are charged from 0 to 700 V.

During this time interval, the DC-link capacitors absorb power from the grid as

shown in Fig. 9, which plots the main wave forms in the initial time interval

between 0 and 1.6 s. The controller of this voltage includes an anti-windup

mechanism to stop the integration when the controller reaches either the lower or

the upper limit [25]. After that, at instant t ¼ 0:5s, the CPV modules initiate their
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Fig. 8 Simulation results: (a) voltage at the DC link, (b) active power injected into the grid, (c)

power generated by the CPV plant, (d) power flow of the batteries bank, and (e) power flow of the

ultracapacitors bank
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operation without the intervention of the HESS. Therefore, all the power generated

by the CPV system is injected into the grid as Figs. 8 and 9 show. Since the power

generated by the CPV system is higher than 3 kW at this time, the HESS is

connected at t ¼ 1s, limiting the power injected into the grid to 3 kW and storing

the excess of generated power. At instant t ¼ 20s, the CPV system generates

5.5 kW, and the HESS must absorb 2.5 kW to keep the power injected into the

grid constant at 3 kW as Fig. 8 shows. At instant t ¼ 40s, the power generated by

the CPV system decreases to 2 kW, and, consequently, the HESS must inject 1 kW

in order to maintain at 3 kW the power injected into the grid. The solar energy

production is reduced to zero from t ¼ 60s to t ¼ 84s: during this time interval, the
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Fig. 9 Detail of the wave forms of Fig. 8 (0s � t � 1:6s ): (a) voltage at the DC link, (b) active

power injected into the grid, (c) power generated by the CPV plant, (d) power flow of the batteries

bank, and (e) power flow of the ultracapacitors bank
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HESS must be able to inject all the power demanded by the grid. This would be the

case of a cloud passing over the panels avoiding the absorption of any solar direct

radiation. Finally, an increase of 4.5 kW in the power generated by the CPV system

takes place at t ¼ 84s: once again the HESS is able to absorb the extra amount of

power generated by the CPV system. It should be noticed that the voltage of the

DC-link capacitors remains constant at 700 V during the operation of the CPV

system, as illustrated in Fig. 8a, which implies that the profile of the power injected

into the grid is also constant.

Figure 10 shows the voltage and current profiles of the ultracapacitors and

batteries banks. It can be seen that the voltages of the batteries and ultracapacitors
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increase when they absorb power and decrease when the HESS must inject power

into the grid (see Fig. 10a, c, respectively). Moreover, Fig. 10d shows that the

ultracapacitors are able to absorb/inject peaks of current of high amplitude in a short

period of time, while the time response of the current absorbed/injected by the

batteries corresponds to the smoothed power demand obtained with the low-pass

filter with the constant time of 2 s as Fig. 10b shows.

4 Conclusions

Energy storage systems can bring many benefits to the management and security of

supply in electrical transmission and distribution systems, in which the impact of

renewable energy sources is growing. These storage solutions are not only intended

to compensate the uncertainty and intermittency of renewable energy sources, such

as PV systems, but also to provide ancillary services and advanced functionalities to

support a safe and stable operation of the grid.

Many different storage technologies with different degrees of maturity are

available nowadays. The best solutions for particular applications must respond

to certain requirements and constraints such as capacity, dynamic response, power

density, weight, volume, and cost. The case of CPV systems, with their inherent fast

power fluctuations, has been analyzed in this chapter. A hybrid energy storage

solution combining batteries and ultracapacitors has been proposed to provide a

short-term fast-dynamic solution. The high power density of ultracapacitors

matches the higher energy density of batteries, to provide a modular and easy-to-

integrate solution. The proposed system has been implemented in simulation using

the software PSCAD/EMTDC, and some results are provided to illustrate the

performance of the combined CPV hybrid energy storage solution.
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Battery- and Ultracapacitor-Based Energy

Storage in Renewable Multisource Systems

Mahamadou Abdou-Tankari and Gilles Lefebvre

Abstract In this paper, wind generator and photovoltaic systems are associated to

the diesel generator to supply energy to the DC-bus. The maximum power point

tracking methods are applied to the wind generator and photovoltaic systems to

increase the renewable energy contributions and to reduce the fuel consumption.

Interactions between sources are studied, and the storage device characteristics are

analyzed in aims to make a choice of the appropriate storage technologies. The

interest of combining the ultracapacitors with the battery, as storage devices, is

prospected, and the number of cycles is estimated by using the rainflow counting

method. The experimental tests bench is designed in a reduced scale, and some

simulations and experimental results are presented and analyzed.

Keywords Battery, DC/DC converter, Diesel generator, Photovoltaic power stor-

age devices, Ultracapacitors, Wind power generation
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1 Introduction

High pollution and global warning are the big results of the human activities in

energy production and consumption [1]. This situation is exacerbated by the

growing of the population inducing a great need of energy. In general cases,

electricity is produced from fossil fuels. But, their scarcity leads to a gradual

increase of the energy costs and requires the use of alternative energy sources. In

this context, the diversification of energy sources is presented as an interesting

alternative to achieve energy savings, to reduce the energy costs and to reduce the

air pollution [2]. This can be led by increasing the ratio of renewable energy in the

electricity production. But, the electricity generated by the renewable energy

sources is subject to several constraints that are as follows: high funding costs,

intermittencies of climatic resources, and the need of the energetic autonomy for the

islanded sites. They are very fluctuating and not predictable. Also, the correlation

between the power need and the renewable energy production is not frequent,

especially for off-grid systems. So to optimize the using of renewable energy, it

can be interesting to insert the storage devices in the system.

Particularly, the power fluctuations are very large in the small wind generator

system. The wind variations are less attenuated by the generator inertia than in the

big wind generator system. So, ultracapacitors and batteries are recently combined

in complementary modes to ensure the system stability [3–6]. The wind energy

variations are not predictive, as well as the periodicity of storage units. So, the

storage sizing is a big challenge for designers of the wind power applications.

Generally, the sizing of such a system is based on hourly average data. The

proposed methods are formulated as an optimization problem (minimizing of the

energy cost and maximizing of the wind power) [7–9]. In most of these studies, the

short-term fluctuations and the detailed characteristics of sources are not taken into

account. By neglecting these parameters, the system life cost and performances can

be different (or worse) than estimated behaviors [10–12]. As example, by consid-

ering only the hourly average data, someone cannot show the interest of using the

ultracapacitors (or flywheel) to mitigate the short-term fluctuations [13]. The con-

trol strategies of the power converters can also have impacts on the system

performances and life cost.
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In this paper, the coupling of the wind-PV-diesel hybrid system is studied, and

the interactions of sources are analyzed. The storage devices are used to absorb

disturbances due to the wind speed variations. An interesting method of storage

sizing is introduced. This method takes into account the actual conditions of the

system operation, the sources dynamics, the storage lifetime in actual conditions

and the control strategies of power converters.

The wind energy fluctuations are shared between ultracapacitors (UC) and

batteries according to the dynamics of each device. Using UC in the hybrid system

reduces the number of batteries’ cycles and can improve their lifetime. UC have

capacity to support a larger number of cycles contrary to the batteries [14, 15]. So,

batteries are the weak link of the system. For this reason, it becomes important to

estimate their lifetime by taking into account the application conditions. To do this,

the rainflow counting method is used to estimate the number of cycles and the

lifetime. The synoptic of the considered hybrid is presented in Fig. 1. The compo-

nents’ missions and characteristics are also reported in the figure.

In this paper, sources and storage devices models are not presented. In first time,

a principle of the renewable and conventional optimal power generation is treated.

The major parameters that determine the optimal operation are presented. In the

second time, the interactions of the system components on the DC-bus are analyzed

before to introduce the sizing method of the storage devices in third time. After this,

the converters control and energy management methods are presented.

Fig. 1 Synoptic of the renewable-based hybrid system
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2 Power Generation

Power is generated by renewable energy sources (wind and PV) and by a diesel

generator. The wind and photovoltaic productions are optimized, and their fluctu-

ations are mitigated by the energy storage devices. The power deficit is compen-

sated by the diesel generator to realize the power balance. All energetic chains are

coupled on a DC-bus common coupled point as shown by Fig. 2. The principle of

the power sharing and the converters’ control laws is presented in Fig. 3. In this

figure, the blocks Q1, Q2, Q4, and Q5 correspond to Eqs. (9), (11), (10), and (12),

respectively. Q3 is determined according to Eq. (12) to control the converter in

unidirectional mode.

The control and supervision system is based on different levels defined as

follows:

Level 1 is dedicated to the measurement of the climatic conditions, wind speed, and

solar radiations.

In Level 2, the power generation principle is presented, and the energy sharing

strategies are developed. The controller reference values are also determined in

this section and used in Level 4.
Level 3 is dedicated to the decision laws implementation in the supervision system.

It can decide when all (or part) of the system would be started or stopped by

realizing the power balance and by ensuring a good lifetime of the components.

Level 4 is dedicated to the implementation of the polynomial controllers that switch

the power converters of wind generator, PV generator, and storage devices. For

each dynamic variation of the system parameters, corresponding duty cycles are

generated in this level.

Level 5 is dedicated to the duty cycles estimation for PWM generation. These last

are conditioned by the converter drivers.

2.1 Wind Energy Generation

The wind speed is generally considered as a sum of low frequencies and turbulent

components. So, energy provided by the wind generator WG is very fluctuating

according to the wind condition variations. The significant part of this energy is

located in the frequency domain below 1 Hz according to the Van Der Hoven

diagram [16]. Most of high-frequency fluctuations (above 1 Hz) are effectively

damped out by the large inertia of wind generator; their magnitudes are not

significant. In Fig. 1, a permanent magnet synchronous generator (PMSM) is driven

by the wind turbine to generate the wind power. A diode rectifier bridge is

associated to a buck converter to operate the system at its maximum power.

Some maximum power point tracking methods are developed in the literature

[17–19]. But, in this paper, a method based on the current control is used to estimate

the reference value (Iwo_ref) of the DC converter controller [20]. A polynomial
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Fig. 2 Power converter architectures in the hybrid system. LMD is the load management system

Fig. 3 Energy management and converter control strategy (EMACS)
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controller is applied to this reference value (Iwo_ref) to transfer the wind maximum

power to the voltage bus through a dc converter.

2.2 PV Generator

A buck converter is interfaced between the PV panel and the DC-bus to transfer the
PV maximum power. The MPPT strategy used in this paper is based on the PV
current measurement to track the maximum power [20]. The PV current is mea-

sured for each variation of the solar radiation for the duty cycle D estimation. The

DC converter is directly switched by the estimated duty cycle D, without using the

polynomial controller. In this study, it is considered that the PV panels generate a

smoothed power.

2.3 Diesel Generator

The diesel generator DG is used to stabilize the DC-bus and to realize the power

balance. The diesel engine model includes combustion delay and dependant phe-

nomenon [21]. The value of the delay depends upon the number of cylinders, the

engine capacity, and the rotating speed. To satisfy the requested power, the diesel

engine is operated at variable speed in a limited (optimal) variation band. It assumes

that the diesel generator compensates only the low variation component of the

deficit. In these conditions, it is expected that the fuel consumption and the system

cost (power, dimensions, and weight) can be reduced significantly [22–24].

3 Interactions on the DC-Bus of a No-Storage

Wind-PV-Diesel System

Disturbances induced by the wind generator on the DC-bus can reduce the system

performance. So, analysis of these disturbances is required to ensure compatibility

between the diesel generator (DG) missions with its dynamics. In such a hybrid

system, the DG system mission is to ensure the DC-bus voltage stability by

compensating the power deficit that can be very fluctuating according to the wind

speed variations. But, in aims to operate efficiently, the diesel speed variations can

be limited in a defined band, called “diesel engine efficiency band,” and its

operating dynamics have to be low.

Taking into account these constraints and to realize proper system performance,

faster compensation of fluctuations must be ensured by using high dynamics

sources, such as storage units. The storage devices are able to absorb high dynamic
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disturbances to improve the hybrid system performance. According to each unit

dynamics, ultracapacitors and batteries can be used in a complementary mode to

mitigate the high and middle components of the power fluctuations. An iterative

method of storage units sizing (IMSUS) is introduced, in this paper, to design the

appropriate storage capacities.

4 Dedicated Sizing of Storage Devices in the Hybrid System

Sometimes, when the storage units are used, the renewable energy system is

designed by considering only the storage devices lifetime estimated by the manu-

facturer and by using the hourly data. The impacts of actual conditions (intermit-

tencies of wind or solar energies) in the storage devices lifetime are not taken into

account. But, knowledge of renewable energy system shows that the batteries’
lifetime is drastically reduced by intermittencies of theWG power in such a system

[4, 25]. So, it becomes important to size the storage devices by taking into account

the turbulent part (short-term variations) of the renewable resources.

To do this, an iterative method of storage units sizing (IMSUS) is proposed in

this paper. The principle of this strategy is shown in Fig. 4 and explained as follows:

Fig. 4 Flowchart of storage

devices sizing method

(IMSUS)
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1. Hybridization factors are applied to the specifications (wind energy potential of

the location and load power) to determine whether or not storage units are

necessary.

2. Various storage configurations are then studied. Three cases are possible: using

only batteries, using only ultracapacitors, or using of batteries and

ultracapacitors in a complementary mode.

3. Depending on the system configuration, a strategy for energy management is

defined and applied to the system.

4. Simulations are then performed with Simulink software model by considering

that the storage units can effectively ensure their predefined mission.

5. The storage capacity is estimated from the simulations results. The database of

manufacturers is used to select the characteristics of the storage devices. Then,

the lifetime of the storage units is estimated.

6. If the determined parameters are acceptable (better than for other configura-

tions), then the system is simulated again with more refined models of the

selected storage units.

7. After this, if the system is considered as efficient (disturbances effectively

absorbed by storage devices), the storage devices choice is validated; otherwise,

the sizing loop is computed again.

4.1 Hybridization Factors

The storage devices are integrated in the hybrid system in an aim to optimize the

system performance. Their choice must therefore meet a real need of power in the

operation conditions. To do this, it is necessary to provide criteria for decision

support that can give the designer an idea about the potential reduction of fluctu-

ations when storage units are used.

The required characteristics (capacity, dynamics) of the storage devices tech-

nologies depend mainly on the variations’ profile of the power to be compensated

by the diesel generator. The relative variation of power, defined as the power

hybridization factor PHF (Eq. 1), reflects the magnitude of the fluctuating power

compared to the average value of the diesel generator mission.

In this equation, Pmax and Pmean are, respectively, the maximum and average

values of the DG power. The system is very favorable to hybridization if PHF is

equal to 1 and very unfavorable for PHF equal to 0.

PHF ¼
Pmax � Pmean

Pmax

if Pmean � 0 and Pmax > 0

1 else

(
ð1Þ

Nevertheless, it appears that two profiles of same maximum power and same

average power, with same PHF, may contain fluctuations with different nature.

Thus, for the same PHF, the capacity of storage units may be more or less large
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depending on the fluctuations speed (frequency) and their amplitudes related to the

mean power. A second factor is therefore necessary in an aim to take into account

the nature of the disturbances contained in the mission profile of the DG.
The energy hybridization factor (EHF) is used to express the nature (frequency

and regularity) of the energy variability (Eq. 2). Its value indicates the degree of

difficulty to integrate the storage units in the system. A more regular profile (the

largest EHF) contains less energy to store and therefore a greater potential of

hybridization. It is therefore more appropriated to the energetic hybridization of

the system.

EHF ¼
Pmax

ΔEs

if Pmax � 0 and ΔEs 6¼ 0

þ1 else

(
ð2Þ

The component ΔEs is estimated as presented in Eq. (3).

Es ¼
Zτ

0

p tð Þ � pmeanð Þdt

ΔEs ¼ max Es tð Þð Þ �min Es tð Þð Þ

8>><
>>: ð3Þ

4.2 Application of the PHF and EHF Factors

To illustrate this method, a wind-diesel system is considered, without using storage

devices and by assuming that there are no short-term fluctuations in the PV power.

The potential wind current and the load profile of the considered system are

presented in Fig. 5. The difference between these two signals is to be compensated

by the diesel generator (Fig. 6) if the storage devices are not used. This is called the

DG primary mission profile.

Application of the PHF and EHF factors equations to this profile of mission

provides a PHF¼ 47% and an EHF¼ 1.55 mHz. Thus, the magnitudes of the

fluctuations and their regularity are relatively significant compared to the average
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Fig. 5 Wind current and

load profile IL of the

considered site
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power. This allows the integration of storage devices in the wind-diesel system. The

choice of the appropriate storage technologies can be done from the analysis of the

storage devices characteristics and their lifetime.

4.3 Ultracapacitor and Battery Lifetime Analysis

4.3.1 Ultracapacitors’ Lifetime Analysis

The lifetime of the ultracapacitors (UC) is mainly affected by the combined effects

of the voltage and the operating temperature [26, 27]. The performance of UC
decreases with the capacity decreasing or with the increasing of the internal resistor.

Thus, the end of lifetime is reached when the capacity decreases by 20% of its

nominal value and/or when the internal resistor increases by 200%, according to

industry standards [26]. The lifetime of UC is less affected by the number of cycles

compared to battery ones. In a wind-diesel system, the batteries’ lifetime is reduced

by the large number of micro-cycles contained in wind power. For this reason, it is

important to take into account the effects of operation conditions on the batteries’
lifetime in the wind-diesel hybrid system design.

4.3.2 Battery Lifetime Estimation

The battery lifetime is strongly affected by the number of charge and discharge

cycles [28–30]. Thus, they are the weak link of the system when they are used in a

wind energy system.

The method for estimating the battery lifetime is illustrated in Fig. 7. The

rainflow counting method is applied to the battery energy, estimated from simula-

tions or experimental results, to quantify the number of cycles applied to the

batteries. This method is illustrated through an example (Figs. 8 and 9).

40

35

30

25

20

15

10

5

0
0 1280 2560 3840 5120 6400

Time (s)

C
ur

re
nt

 (
A

)

Fig. 6 Current to be

compensated by the diesel

generator

104 M. Abdou-Tankari and G. Lefebvre



1. Extremums are extracted from the considered signal as shown in Fig. 8.

Then, these extremums are classified into two column matrices. The first

column is dedicated to the corresponding number of each extremum. The second

column contains the extremums values.

In this study, three points rainflow method is used. It consists in tests based on

three consecutive points Ei, Ei+1, Ei+2 as presented in Eq. (4). If ΔEi�ΔEi+1,

Fig. 7 Battery lifetime

estimation process

Fig. 8 Extremums

extraction from the

considered signal
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one cycle is counted, else zero cycle is counted. This strategy is illustrated in

Fig. 9.

ΔEi ¼ Ei � Eiþ1j j
ΔEiþ1 ¼ Eiþ1 � Eiþ2j j

�
ð4Þ

2. The individual charge and discharge cycles are then stored into classes (usually

20 classes are used) of equal size. These classes correspond to different depths of

discharge, and the last class corresponds to the complete discharge and recharge

cycle of a fully battery [30, 31].

3. Then, the weight of each depth of battery charge is determined from the

batteries’ data provided by the manufacturers. From these data, the cycle’s
numbers versus the magnitude of the discharge current is determined as

Eq. (5). The parameters a1, a2, a3, and a4 are obtained by using the method of

least mean squares. CF is defined as cycles to failure.

CF ¼ a1 þ a2e
�a3�DoD þ a4e

�a5�DoD ð5Þ

The lifetime is then calculated from the Palmgren-Miner rule by considering

that the fraction of lifetime consumed during a given cycle is 1/CF. The total

damage D of the batteries over a given time is expressed in Eq. (6) by consid-

ering Ni cycles of 20 fractions of discharge depths that are classified from 0.05 to

1 (i.e., 5–100%). The end of the battery lifetime is reached when D¼ 1, and the

battery must be replaced. CF,i is the number of cycles to failure according to

class i.

D ¼
X20
i¼1

Ni
1

CF, i
ð6Þ

In the case of this study, it is assumed that one charge and discharge cycle of the

battery is equal to 6,400 s. This period of charge is chosen arbitrarily in aims to

illustrate the sizing method. In this condition, the simulation results can be

extrapolated to obtain a yearly data in an aim to determine the batteries’ lifetime.

Fig. 9 Cycles counting
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4.3.3 Simulation Results for Lifetime Estimation

In first time, the simulations are doing with wind generator, diesel generator, and

the batteries’ bank to satisfy the load need. The number of cycles for different

magnitudes contained in the battery state of charge is illustrated in Fig. 10 in this

context.

In second time,UC are added to the hybrid system. Batteries andUC currents are

presented, respectively, in Figs. 11 and 12 in an aim to show the density of the UC
current. It can be observed that the big part of the fluctuations is effectively

absorbed by the UC. The resulting number of the batteries’ cycles is presented in

Fig. 13. In a system without UC, 123 cycles and 10 half-cycles are counted. After

adding the UC in the system, five cycles and ten half-cycles are counted. Thus, the

battery’s number of cycles is greatly reduced when UC are used and its lifetime is

improved.

Fig. 10 Number of cycles of the battery in the system without UC

Fig. 11 Battery instantaneous current
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5 Energy Management and Converter Control Strategies

in the Hybrid System

The control levels of the energy production and transfer in the hybrid system are

detailed in this section. The first level (global supervisory) integrates the global

control laws. The wind energy frequencies are distributed, and the control refer-

ences are generated for local controllers. The second level (local control) is

dedicated to each converter to be controlled.

5.1 Wind Energy Fluctuation Distribution

Qualitatively, each storage device has a proper reaction time according to Ragone

theory [32]. Thus, in the time horizon of the wind energy, it is possible to assign a

storage device suitable for each segment corresponding to its dynamics.

In this approach of storage devices using the wind power can be divided into

three components. The current supplied by the wind generator to the DC-bus

voltage is assumed to be a sum of low-frequency component (IBF), middle-

frequency component (IMF), and high-frequency component (IHF) as shown in

Fig. 13 Number of cycles

of the battery in the system

with UC

Fig. 12 UC instantaneous

current
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Fig. 14. The high-frequency currents (zone I) are allocated to UC, and the medium-

frequency currents (Zone II) are mitigated by the batteries.

In this context, the DG and the PV provide the difference between the load

demand and the mean value of wind power (zone III). These components are

expressed in Eq. (7).

Iwo ¼ IBF þ IMF þ IHF
Ibato ¼ IMF

Iuco ¼ IHF
Ido þ Ipvo ¼ IL � IBF

8>><
>>: ð7Þ

Two low-pass filters are used to obtain the three components of the wind power.

The filter frequencies are f1 and f2, with f1> f2. The UC and battery reference

currents are given in Eq. (8).

The choice of the filter frequencies is related to the power and energy densities of

the considered storage device. These frequency values can be estimated from the

Ragone theory, according to Eq. (9).

Iuco-ref ¼ Iwo � Iwo � 1= 1þ s � τ1=Qþ s � τ1ð Þ2
� �n o

Ibato-ref ¼ ΔI � ΔI � 1= 1þ s � τ2=Qþ s � τ2ð Þ2
� �n o

τ1,2 ¼ 1= 2 � π � f 1,2
� �

, ΔI ¼ Iwo � Iuco

8>><
>>: ð8Þ

In this equation, ρp and ρe are, respectively, power and energy densities.

f ¼ ρp
ρe

ð9Þ

Fig. 14 Wind generator

current distribution in three

components
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5.2 Polynomial Controller Design Method

The control strategy is based on a closed loop of current control, while the DC-bus

voltage is stabilized by the DG. The series inductance Lxx is considered as the

process of the current loop. The corresponding differential equation is expressed by

Eq. (10). Note that the index “xx” is used because the same method is applied to

control the wind generator, battery, and ultracapacitor currents. VLxx
is the voltage

drop in Lxx inductor estimated from the controller for the corresponding energetic

chain.

VLxx ¼ Lxx � d
dt

Ixxð Þ ð10Þ

The resulting transfer function is Eq. (11)

Gxx z�1
� � ¼ Ixx z�1ð Þ

Vxx z�1ð Þ ¼ Te

Lxx
� z�1

1� z�1
¼ Bxx z�1ð Þ

Axx z�1ð Þ ð11Þ

The polynomial controller is defined by three components Rxx(z
�1), Sxx(z

�1),

and Txx(z
�1). The basic control loop used for estimating the parameters is shown in

Fig. 15. The same scheme is applied to the wind and supercapacitors current control

according to Table 1. So, the polynomial controller equations can be used for each

case (wind generator, batteries, or ultracapacitors) by changing only the variable

names and values.

Fig. 15 Closed loop used

for parameter estimation of

the current and voltage

controllers

Table 1 Closed-loop parameter design

Parameters Batteries current controller Wind current controller UC current controller

Process Lbat Lw Luc
Gxx Gibat Giwo Giuc

yref Ibat_ref Iiwo ref
Iuco-ref

y Ibat Iiwo Iuc

Vxx VLbat
VLw

VLuc

Rxx Ribat Riw Riuc

Sxx Sibat Siw Siuc
R0xx R0ibat R0iw R0iuc

R1xx R1ibat R1iw R1iuc

ωxx ωibat ωiw ωiuc

βxx βibat βiw βiuc
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The controller parameters are estimated from the Bezout’s identity (Diophantine
equation). The characteristics polynomial, expressed by Eq. (12), is a second-order

equation. So, the closed loop can be a second-order equation [6]. Gxx(z
�1) is a first-

order system. Consequently, Rxx(z
�1) and Sxx(z

�1) can be first-order equations.

Pxx z�1
� � ¼ 1þ p1xx � z�1 þ p2xx � z�2 ð12Þ

The minimal static error, with a perturbation rejection, is obtained by choosing

Rxx(z
�1) and Sxx(z

�1) according to Eq. (13).

Sxx z�1ð Þ ¼ 1� z�1

Rxx z�1ð Þ ¼ r0xx þ r1xx � z�1

�
ð13Þ

The transfer function of the closed loop is expressed as Eq. (14)

Fxx z�1
� � ¼ Txx z�1ð Þ � Bxx z�1ð Þ

Axx z�1ð Þ � Sxx z�1ð Þ þ Bxx z�1ð Þ � Rxx z�1ð Þ ð14Þ

In a particular case, it can be considered an equality between R(z�1) and T(z�1)

(Eq. 11) in aims to reduce the number of the parameters to be identified.

Txx z�1
� � ¼ Rxx z�1

� � ð15Þ

The desired polynomial Pxx(z
�1) corresponds to the denominator of the closed-loop

transfer function (Fxx) (Eq. 16).

Pxx z�1ð Þ ¼ Axx z�1ð Þ � Sxx z�1ð Þ þ Bxx z�1ð Þ � Rxx z�1ð Þ
Pxx z�1ð Þ ¼ 1� z�1 � exp �ωxx � Teð Þð Þ2

�
ð16Þ

The coefficients (P1xx) and (P2xx) are identified by developing and by comparing

the polynomial Pxx(z
�1) to Eq. (12), using Eq. (13). The pulsation ωxx is function of

the converter switching frequency Fdec. Same value (10 kHz) is used for all

converters used in the system. For current control, it can be considered that

ωxx � 2�π�f dec
10

.

The coefficients of the current loop controller are identified as Eqs. (17) and (18).

Te is the sampling period.

r0xx ¼ p1xx þ 2ð Þ � Lxx
Te

¼ 2 � 1� exp �ωixx � Teð Þf g � Lxx
Te

� 2 � 1� 1

1þ ωxx � Te

� �
� Lxx
Te

8>>><
>>>:

ð17Þ
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r1xx ¼ p2xx � 1ð Þ � Lxx
Te

¼ exp �2 � ωxx � Teð Þ � 1f g � Lxx
Te

� 1

1þ 2 � ωxx � Te

� 1
� �

� Lxx
Te

8>>><
>>>:

ð18Þ

The coefficients determined previously are obtained by considering a lossless

system and by using some approximations. So, in actual operation, it can be

interesting to adjust these values by adding the parameter βxx, according to Eq. (19):

ωxx � 2 � π � f dec � βxx
10

ð19Þ

The estimated parameters of the controller are implemented in a microchip

microcontroller PIC18F4431. βxx is changed online to track, and adjust, the good

value of the polynomial controller parameters that ensure an efficient operation.

The current control algorithm is defined as Eq. (20).

Δyxx nð Þ ¼ yref nð Þ � y nð Þ
Vxx nþ 1ð Þ ¼ Vxx nð Þ þ r0xx � Δyxx nþ 1ð Þ þ r1xx � Δyxx nð Þ
Δyxx nþ 1ð Þ ¼ yref nþ 1ð Þ � y nþ 1ð Þ

8<
: ð20Þ

5.3 Ultracapacitor Energy Conversion System

Ultracapacitors are used to mitigate the short-term fluctuations of theWG current. A

characterization method of UC is presented in [33]. The UC energy is managed by

using a bidirectional buck-boost converter. A polynomial controller is implemented

to control the UC charge and discharge current Iuc, according to the method

presented previously. The reference current Iuc_ref is estimated by using the con-

verter’s efficiency Eq. (21). Iuco-ref is generated according to Eq. (8) with

f1¼ 20 MHz. ηuc, ηw, ηbat are the converters’ theoretical efficiencies, respectively,
for UC, wind generator, and battery systems. α1uc, α2uc are the UC converter duty

cycles in buck and boost modes, respectively.

Iuc ref ¼ Vbus

Vuc

� ηuc � Iuco ref ð21Þ

The duty cycles (buck and boost modes) are expressed in Eq. (22). These control

laws are used to control the UC converters.

αuc1 ¼ VLuc þ Vuc
Vbus

, αuc2 ¼ 1� Vuc � VLuc

Vbus

ð22Þ

The best method to improve the batteries’ lifetime is to prevent them from fast

dynamic currents and from high number of charge and discharge cycles [28, 34].

In this paper, the batteries’ module is interfaced by a bidirectional buck-boost
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converter (Fig. 23). The converter’s efficiency is used to estimate the batteries’
reference current Ibat_ref as expressed in Eq. (23). α1bat, α2bat are the batteries’
converter duty cycles (buck and boost modes). In this equation, the converter output

reference current Ibato_ref is generated according to Eq. (8). The wind generator

output current Iwo is measured and filtered by a second-order low-pass filter, with

f2¼ 1.3 mHz.

Ibat ref ¼ Vbus

Vbat

� ηbat � Ibato ref ð23Þ

The duty cycles for buck and boost modes are estimated from Eq. (24).

αbat1 ¼ VLbat þ Vbat
Vbus

, αbat2 ¼ 1� Vbat � VLbat

Vbus

ð24Þ

The use of two complementary storage devices (UC and batteries) enables a

match between the dynamics of the interconnected sources and their missions. But,

the coupling between these components is not sufficient to guarantee the system

performance. It is necessary to design storage units by taking into account the actual

operating conditions, the strategies for energy management, and the converters

control methods.

Simulations are conducted by using Matlab/Simulink software to illustrate the

proposed strategies.

6 Simulation Results

The hybridization criteria are applied to the DG mission in the no-storage hybrid

system. The following values are obtained: PHF¼ 57% and EHF¼ 20 MHz. These

results show that the DG mission is favorable to the use of storage devices.

Simulations are performed to illustrate the efficiency of the proposed strategy for

energy management in a wind-PV-DG-UC-battery system. A fluctuating power is

provided by the WG as presented in Fig. 16. The WG system operates at the

maximum power as shown by Fig. 17.

Fig. 16 Power provided by

the WG
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In Fig. 18, it can be observed that the PV system operates at its maximum power

for each value of solar radiation. The disturbances induced by theWG power on the

DC-bus are effectively absorbed by the storage units as shown in Fig. 19. It can be

observed that the major part of the micro-cycles is smoothed by the UC. Doing this,
the batteries’ cycles are greatly reduced and their lifetime improved.

In Fig. 20, it can be observed that the DG power is smoothed and varies

according to the variations of load (PLoad), PV (PPV), and WG mean power

(Pwo_mean). Figure 21 presents the DC-bus voltage control result, which is well

regulated around 110 V from the DG. This confirms the good efficiency of the

energy management and of the power converters’ control method.

Fig. 17 WG power as

function of rotating speed

Fig. 18 PV power as

function of PV voltage

Fig. 19 Stored power by

UC and batteries
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7 Experimental Setup and Results

An experimental setup (Fig. 22) including wind generator emulator, PV panels, and

programmable power source (PPS), UC, batteries, and variable electric load is

realized in laboratory. A hardware-in-the-loop (HIL) system is used to emulate the

wind generator. The wind turbine model is implemented in a Matlab/Simulink

Fig. 20 Load, DG, and PV

powers

Fig. 21 DC-bus voltage
regulated around 110 V by

the DG

Fig. 22 Hybrid system

experimental test bench
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software, and information exchange between the software and the hardware is

ensured by a Dspace card. Two coupled machines are associated to the electronics

converters as hardware system. One machine is used as a motor which operates

according to the wind turbine speed, provided by the Simulink model, and drives

the second machine (generator). The diesel generator is emulated by the program-

mable power source (PPS) that ensures the DC-bus stability and the smoothed

power compensation.

The characterization of the storage devices is realized for the simulation models’
development by means of the test bench (BUCBench) designed in the laboratory

(Fig. 23). The control and energy management algorithms are implemented in a

microchip’s microcontroller (PIC18F4431). LabVIEW software and PXI station

are used for data monitoring.

The experimental results of the wind generator current Iw are presented in

Fig. 24. A zoom of this current compared to its reference is plotted in Fig. 25.

These curves show that the proposed control strategy is satisfactory and

performing. Figure 26 presents the UC controller reference value compared to the

measured current. A zoom of these curves is illustrated in Fig. 27. It can be

observed that the reference values are well tracked, and the implemented control

law is very interesting. These results enable to conclude that the major part of the

fluctuating current provided by the wind generator is absorbed by ultracapacitors.

Figure 28 shows the battery’s measured current compared to its controller reference

current estimated from Eq. (16). The load current and the currents provided to the

DC-bus by the DGE and by the PV panels are illustrated in Fig. 29.

Comparing the all measured currents in DC-bus (Iw, Iuco, Ibato, Id, Ipvo, and ILoad),
it can be observed that the PPS current (Id) is smoothed, and the major part of the

Fig. 23 Batteries and

ultracapacitors

characterization bench

(BUCBench)
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wind current fluctuations is absorbed by the UC and batteries. So, as expected, the

resulting current from the interaction between the WGE and the storage devices has

slow variations and corresponds to the mean value of the Iw.
Figure 30 presents the DC-bus and the PV panel’s voltages. It can be observed

that the DC-bus voltage is well maintained around a constant value (48 V) by the

PPS. The storage device (batteries and UC) voltages are plotted in Fig. 31. These

voltages vary according to the system evolutions.

Fig. 24 Wind generator

current Iw

Fig. 25 Zoom of the

WGE’s current compared to

its reference value

Fig. 26 UC current Iuc_out
compared to its reference

value Iuc_out_ref
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Fig. 27 Zoom of the UC’s current compared to its reference value

Fig. 28 Battery current Ibat_out compared to its reference value Ibat_out_ref

Fig. 29 Electric load, PPS, and the PV currents
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Conclusion

In this paper, strategies of energy transfer and fluctuation smoothing, applied

to a wind-PV-diesel hybrid system, are proposed. Batteries and

ultracapacitors are used in a complementary mode to mitigate the fluctuating

currents induced by the wind speed stochastic variations. The renewable

sources (PV and wind generator) operate at their maximum power point.

The use of the PV power can reduce the diesel generator contribution and the

fuel consumption. The diesel generator provides a smoothed current and

maintains the voltage at a constant value. Efficiency of the implemented

control strategies is shown through some experimental results analysis.

Simulation results show the need of the storage devices for fluctuation

mitigation, in aims to ensure optimal conditions of the diesel generator

operation. The choice of the storage device technologies is performed from

the analysis of the device characteristics and by using the hybridization

factors. It is shown that the combination of the ultracapacitors and batteries

is an interesting solution. This can improve the batteries’ lifetime according

to the rainflow cycles counting method used in this study.

(continued)

Fig. 30 PV panels and

DC-bus voltages

Fig. 31 Battery and UC

voltages
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The experimental results show that the use of ultracapacitors can effec-

tively mitigate the short-term variations. Thus, the batteries’ storage cycles

can be controlled safely with a total lifetime increase benefit. In this context,

the diesel generator compensates the deficit of energy while stabilizing the

DC-bus.
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Different Phase Change Material

Implementations for Thermal Energy

Storage

Mustapha Karkri, Gilles Lefebvre, and Laurent Royon

Abstract This paper presents the principal methods available for phase change

material (PCM) implementation in different storage applications. The first part is

devoted to a non-exhaustive overview of the various chemical processes used to

develop stable PCM (such as microencapsulation, emulsion polymerization or

suspension polycondensation, polyaddition, etc.) based on the available literature.

The second part deals with shape-stabilized PCM, developed from an intimate

combination of a polymer matrix and a phase change element. Materials able to

include more thermal energy as usual ones are interesting as they increase the

thermal inertia of the system that presents by this way advantages. The energy

efficiency of buildings may be improved including PCMs that store and provide

enthalpy from one hand and without any significant temperature modification

during the phase change process on the other hand. If the solid phase of the PCM

does not present any problem, it is not the same for the liquid phase which must be

maintained mechanically at its assigned location. Furthermore, the PCM in the solid

(and furthermore in the liquid phase) does not have mechanical properties which

allow to use it as a structural material able to support charge loads. This paper

presents different methods to distribute and maintain the PCM in the thermal solid

matrix.
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1 PCM Encapsulation

PCMs (phase change materials) have become an efficient way for thermal energy

storage since they can absorb, store, or release large latent heat when the material

changes phase or state [1–3]. The sizes of PCMs play important roles in determin-

ing their melting behaviors. It has been shown that if the size of PCM is reduced by

a factor of 10, the time required for complete melting will reduce by a factor of

100 [4, 5]. In order to fully exploit the latent heats of fusion, it is desired to have the

PCM as small as possible so that it can melt almost instantaneously. In many cases,

the PCM should be encapsulated to prevent leakage upon melting, which can lead to

the agglomeration of PCMs and the temperature delay in the following melting

cycle [6].

Microencapsulation techniques provide opportunities to fabricate advanced

PCMs with a greater heat transfer area, reduced reactivity with the outside envi-

ronment, and controlled volume changes during the phase transition [7]. For these

reasons, microencapsulated phase change materials (MEPCMs) have attracted

considerable attention for over 20 years [8–11].

Microcapsules can be described as particles that contain core material

surrounded by a coating or shell [12] and have diameters in the 1–1,000 μm
range. Microencapsulation is widely used in commercial applications including

carbonless copying paper, functional textiles, adhesives, cosmetics, pharmaceuti-

cals, and other medical applications [13–19]. MEPCMs have also been used in solar

energy installations and advanced building materials [20–22].

Coating materials used in the encapsulation of PCMs should meet the following

characteristics:

• Have high strength, flexibility, and thermal stability

• Stable to UV exposure, barrier to moisture, air, etc.

• Stable to environmental conditions

• Capable of being used safely
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• High thermal conductivity

• Not corrosive to container materials

• No migration of PCMs into coating materials

• No reaction between PCMs and coating materials

A literature survey on MEPCMs indicates that urea–formaldehyde (UF) resin,

melamine–formaldehyde (MF) resin, and polyurethanes (PU) are usually selected

as the microcapsule shell materials for the protection of PCMs [23].

The advantages of heat storage with encapsulated PCM, some of them not

exclusive of PCM encapsulation, are the following:

• The PCM does not absorb the heat energy directly, the shape of storage may then

be arbitrary, and the temperature gradient is generally more favorable.

• The PCM boundaries are always “dry,” and liquid handling is consequently

eliminated as the phase change occurs within the coating material.

• The effective heat transfer area is increased and provides larger heat transfers.

• Large quantities of thermal energy can be stored and released at a relatively

constant temperature without significant volume changes. Sufficient free space

exists within the supporting structure and size remains constant.

• Various needs for energy storage and suitable containment systems may be

designed.

• No expansion system is needed as the PCMs propagate and contract directly in

the microcapsules.

• The microcapsule embedment in heat storage is simple.

• PCM with different melting temperature could be used.

• The phase separation is avoided or at least hidden in the microcapsule.

Different encapsulation techniques may be applied to prepare microcapsules

with a polymer cover and a PCM core. The strategies employed involve complex

coacervation, suspension, emulsion, condensation, or polyaddition polymerization.

The characteristics of different MEPCMs are given in Table 1.

Despite of its real advantages, two main drawbacks must be indicated.

The cost; for PCM encapsulation, MEPCMs need appropriate properties such as

desired morphology, proper diameter distribution, thermal stability, shell mechan-

ical strength, and penetration abilities [20]. One must pay attention to the variation

(non-stability) of useful properties when many freezing-thawing phase changes

occur.

1.1 Coacervation

The term coacervation was originated from the Latin word “acervus,” meaning

“heap” [37]. Coacervation is an encapsulation technique that involves the use of

more than one colloid [6, 38]. Coacervation results from the mutual neutralization

of two or more oppositely charged colloids in an aqueous solution. As a result of the

reduction, the coacervated particles separate out to form two new phases with rich
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and poor colloid concentrations [39]. Hawlader et al. [13, 38] prepared

microencapsulated wax by complex coacervation technique and studied the influ-

ence of core-to-coating mass ratio on its characteristics and performance such as

hydrophilicity, energy storage capacity, and size distribution. They used gelatin/

gum acacia as a shell material, and the processing conditions were optimized based

on the response surface method (RSM). In different studies, Hawlader et al. [6]

performed both experiments and simulation to investigate the characteristics of

MEPCMs prepared by complex coacervation method. Also microencapsulation of

Rubitherm RT 27, a paraffin wax-based material, was successfully done by Bayés-

Garcı́a et al. [40] via complex coacervation method. They used two different

coacervates as shell composition (sterilized gelatin/acacia gum and agar-agar/

acacia gum), and the SEM results show an average diameter of 12 μm for the

SG/AG shell and smaller capsules for the AA/AG shell, where nanocapsules were

also observed. They obtained encapsulation ratios of 49% and 48% for the SG/AG

and AA/AG shells, respectively.

Microcapsules of natural coco fatty acid mixture were prepared using coacerva-

tion methods by Ozonur et al. [14]. The microscopic results showed that microcap-

sules produced by the coacervation process attain a geometrically spherical shape,

and FTIR spectra revealed that chemical stability of the mixture was not affected by

microencapsulation. Bayes-Garcıa et al. [41] studied novel phase change micro-

capsules obtained by using two different bio-based coacervates: sterilized gelatin/

arabic gum (SG/AG) and agar-agar/arabic gum (AA/AG).

1.2 Suspension Polymerization

Microcapsules with a polymer cover and a PCM core can be obtained by a process

based on suspension polymerization. This process generally involves the dispersion

of a monomer, mainly as small droplets of liquid, into an appropriate medium with

the polymerization initiator being dissolved in the monomer. For PCM microen-

capsulation, the site for the generation of free radicals will be the interface between

water and the oil droplet with the paraffin inside the forming polymer covering

layer. This method can be seen as an “inside-out” approach for PCM microencap-

sulation [39]. Sánchez at al. [39] successfully encapsulated different nonpolar

PCMs such as PRSs wax, tetradecane, Rubitherm RT27, Rubitherm RT20, and

nonadecane with a polymer shell of polystyrene by suspension polymerization

method. They concluded that it is not possible to encapsulate polar PCMs

(polyglycols) because of their hydrophilic nature. They also studied the influence

of operating conditions such as reaction temperature, stirring rate, and mass ration

of PRSs wax to styrene on the properties of MEPCMs (thermal storage capacity,

particle size distribution, and morphology) [42]. In another study, Sánchez at

al. [43] used the Shirasu porous glass (SPG) membrane with a pore size of

5.5 μm to produce a narrow microcapsule size distribution. They investigated the

effect of different parameters such as the ratios of PRSs wax/styrene,

Different Phase Change Material Implementations for Thermal Energy Storage 129



polyvinylpyrrolidone (stabilizer)/styrene, and water/styrene on the particle size

distribution and thermal energy storage of microcapsules prepared via suspension

polymerization method. Afterwards, Sánchez-Silva et al. [44] successfully

designed a pilot plant for MEPCM production via suspension polymerization

technique with a similar particle size and PCM content to those obtained in the

laboratory. Recently, Li et al. [45] fabricated a series of MEPCMs by suspension-

like polymerization with n-octadecane as the core and styrene–1,4-butylene glycol

diacrylate copolymer (PSB), styrene–divinylbenzene copolymer (PSD), styrene–

divinylbenzene–1,4-butylene glycol diacrylate copolymer (PSDB), or polydivi-

nylbenzene (PDVB) as the shell. In another study, n-octadecane that contained

homodispersed polypyrrole (PPy) particles was encapsulated with a PMMA/PAMA

copolymer shell [46]. They succeeded in eliminating the supercooling from the

MEPCM by adding 4–14 wt% PPy in the core, while PPy had no influence on the

morphology and particle distribution of the microcapsules. A new hybrid shell of

polymer/SiO2 was used by Yin et al. [47] to encapsulate dodecanol as a core

material. They successfully eliminated the surfactant or dispersant material by

using the organically modified SiO2 particles.

1.3 Emulsion Polymerization

Emulsion polymerization is a scientifically, technologically, and commercially

important reaction. It was developed during the Second World War because of

the need to replace the latex of natural rubber. The synthetic rubbers were produced

through radical copolymerization of styrene and butadiene [48]. Today, emulsion

polymerization is the large part of a massive global industry. It produces high

molecular weight colloidal polymers and no or negligible volatile organic com-

pounds. The reaction medium is usually water; this facilitates agitation and mass

transfer and provides an inherently safe process. Moreover, the process is environ-

mentally friendly. In emulsion polymerization, unlike suspension polymerization,

the initiator is soluble in the aqueous phase, and the monomer is emulsified in the

polymerization medium by the aid of a surfactant. As illustrated in Fig. 1, the

monomer is distributed between droplets emulsion, surfactant micelles, and

scarcely the water phase. Since the initiator is present only in the aqueous phase,

the starting point for the polymerization reaction is in this phase (i.e., outside the

droplets and micelles) and subsequently extends to the micelles. The average

diameter of the resulting particles is mainly affected by the fraction of the monomer

molecularly dissolved in the aqueous phase. Besides, it is influenced by the

emulsifier concentration, initiator concentration, and polymerization temperature.

PMMA microcapsules with a controlled narrow particle size distribution and

containing docosane were successfully prepared by emulsion polymerization

[23]. SEM analyses revealed that theMEPCMs had a compact surface and an average

capsule diameter of 160 μm. The authors concluded that PMMA/docosane micro-

capsules were reliable as a Thermal Energy Storage Materials (TESM) based on
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thermal cycling tests and the high temperature resistance [23]. In other studies,

PMMA microcapsules containing n-octacosane or n-eicosane were investigated

[29, 40]. The best PCM properties were exhibited by the PMMA microcapsules

containing 43 wt.% of n-octacosane as a core.
Baek et al. [50] successfully prepared PCM (n-octadecane) nanocapsules by

emulsion polymerization of styrene. They used alkali-soluble resin (ASR) of poly

(ethylene-co-acrylic acid) (EAA) and poly(styrene-co-acrylic acid) (SAA) as sur-

factant and water-soluble potassium persulfate as initiator. The maximum encap-

sulation ratio of 66.7% was achieved through the use of SAA surfactant. Alkan and

their colleagues carried out a number of studies in the preparation of

microencapsulated PCM by emulsion polymerization using docosane [51], n-
octacosane [23], n-hexadecane [40, 52], and n-heptadecane [53] as core material

and PMMA resin as shell material. They characterized their properties such as

particle size distribution, chemical characterization, latent heat, and thermal

Fig. 1 Schematic representation for the mechanism of emulsion polymerization [49]
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stability using SEM, FTIR, DSC, and TGA. Based on all results, they concluded

that the PMMA/PCM microcapsules have good energy storage potential. They also

indicated that the type of alkane and cross-linker agent (e.g., glycidyl methacrylate,

allyl methacrylate, and ethylene glycol dimethacrylate) has a great influence on the

encapsulation ratio, the particle size, and the structure of the microcapsules.

The particles prepared using n-hexadecane as a core material and glycidyl

methacrylate or ethylene glycol dimethacrylate as a cross-linker agent had higher

encapsulation ratio (i.e., 62% compared to 28–43%), more spherical surface, and

smaller size. The ultraviolet (UV) light is a useful tool for initiating polymerization.

One of the most important advantages of the UV-initiated polymerizations is the

temperature independency of the radical flux, whereas a high temperature is

necessary in chemical initiation [54]. Ma et al. [55] successfully prepared wax

microcapsules with PMMA shell through an emulsion polymerization, which were

initiated by UV irradiation in the presence of a water-soluble photoinitiator of

photocure 2959. Alay et al. [56] produced microencapsulated n-hexadecane with

poly(butyl acrylate) (PBA) by using allyl methacrylate, ethylene glycol

dimethacrylate, and glycidyl methacrylate as cross-linkers. The results indicated

that the microcapsules prepared using ethylene glycol dimethacrylate cross-linker

had the highest heat capacity.

1.4 Polycondensation

An in situ polycondensation process was applied by Su et al. to prepare a series of

melamine–formaldehyde (MF) microcapsules with a PCM core [20]. The study

demonstrated that the shell structures of MEPCMs can be controlled by the

formation process using an optimum dropping rate of shell material of 0.5 ml/min

and a temperature increase of 2�C/10 min. DSC revealed that the melting point of

the PCM in shells remained virtually unchanged to that of an uncapsulated PCM

[20]. In a subsequent development, double-shell-structured microcapsules with

melamine–formaldehyde resin as the coating material of PCM were fabricated

[32]. Compression tests on the single- and double-shell-structured MEPCMs

showed that the latter structure had greater mechanical stability than the former

one [32]. Lee and coworkers [15] prepared MEPCMs by in situ polycondensation of

melamine and formaldehyde for the shell with hexadecane or octadecane as the

core. They found that particle size decreased and its uniformity was enhanced if the

mixing intensity during emulsification was increased. Additionally, MEPCMs were

incorporated in gypsum, and it was established that the thermal fluctuations in such

PCM-building materials were smoother and smaller than these in building materials

without PCMs. To evaluate the heat storage characteristics of the material, gypsum

wallboards containing MEPCMs were produced as shown in Fig. 2.

More recently, Yu et al. [17] studied the effects of the polarity of the PCM and the

types and amounts of emulsifier on the properties of microencapsulated PCMs. They

synthesized microcapsules containing polar PCM (n-dodecanol) by in situ
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polycondensation using melamine–formaldehyde resin as the shell and styrene–

maleic anhydride copolymer (SMA) as an emulsifier. The results showed that the

type and amount of SMA emulsifier had a major influence on the properties and

morphology of the MEPCMs. SMA was suitable for the encapsulation of n-
dodecanol, and an increase in the amount of emulsifier initially caused the phase

change latent heat and encapsulation efficiency to increase, but then to decrease [17].

Capsules containing wax as phase change core were synthesized in situ by Jin

et al. [57] by the absorption and condensation polymerization of urea–formalde-

hyde prepolymer onto the core using hydrolyzed styrene–maleic anhydride copol-

ymer in an aqueous phase as the emulsifier. This approach can be extended to other

paraffins having tunable melt/crystallization temperatures. Fang et al. [18] obtained

PCM nanocapsules containing n-tetradecane by in situ polycondensation of urea

and formaldehyde. SEM analysis indicated that the nanocapsules size was

ca. 100 nm and that the core material was well encapsulated. Moreover, the thermal

stability of the nanocapsules could be improved by a NaCl addition during the

polymerization process. Peng et al. [30] encapsulated low melting temperature

paraffin wax PCMs in cured epoxy resin or styrene–ethylene–butylenes (SEB)

terpolymer. It was found that the thermal conductivity of the composites increased

when the PCM was liquid, partly because of better wetting of the epoxy by the

liquid paraffin. Oxidized hard Fischer–Tropsch paraffin waxes as PCMs in an epoxy

resin matrix were prepared by Luyt and Krupa by mechanically mixing wax powder

and a liquid resin at room temperature and then curing by UV [31]. The results

indicated that the PCM distribution in the polymer matrix improved with an

increasing wax content and its presence influences the mechanical properties of

the PCMs, especially above the melting point of the wax.

Fig. 2 Conceptual diagram of building materials containing MEPCM. Reprinted from [15] with

permission from Springer
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1.5 Polyaddition

Chen et al. [16] prepared polyurea microcapsules containing PCMs using toluene-

2,4-diisocyanate (TDI) and ethylenediamine (EDA) as monomers and butyl stearate

as the core material. MEPCMs based on a core of n-octadecane and polyurea shells,
synthesized by polyaddition of TDI as an oil-soluble monomer and various amines,

e.g., EDA, diethylenetriamine, or polyetheramine, as the water-soluble monomers,

were prepared by Zhang and Wang [33] as displayed in Fig. 3. It was revealed that

the microcapsules synthesized by using polyetheramine had a smoother and more

coherent surface and larger mean particle size with a narrow size distribution than

those using EDA or diethylenetriamine. Furthermore, the microcapsules synthe-

sized with a core/shell weight ratio of 70/30 possessed the optimum properties for

TES applications [33].

1.6 Other Methods

Microencapsulation of n-tetradecane with different shell materials such as

acrylonitrile–styrene copolymer (AS), acrylonitrile–butadiene–styrene terpolymer

(ABS), and polycarbonate (PC) was carried out by phase separation method [34]

(see Fig. 4).

AS was the most suitable shell material as it gave the highest encapsulation

efficiency and the greatest transformation enthalpy. The molecular weight of the

shell material also influenced the microencapsulation – a lower molecular weight

gave greater encapsulation efficiency because of the higher mobility of the shell

molecules, but it reduced the shell’s strength [34]. Recently, Jin et al. [59] have

produced microcapsules of PCM using silica as the shell in a one-step procedure

without surfactants or dispersants. This allowed fabrication of capsules with con-

trolled size and dispersity incorporating various core materials. The benefits of the

method include an easy scale-up and no necessity for a stabilizing agent as the

amine groups self-stabilize. Macro-capsules containing SSPCM consisting of

Fig. 3 Schematic formation of the Micro encapsule PCM (MEPCM) based on n-octadecane core
and resorcinol-modified melamine–formaldehyde shell through in situ polymerization [33]
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50 wt.% of n-octadecane and 50 wt.% of HDPE were prepared using calcium

alginate (CaAlg) as the shell material [60]. The MEPCM based on n-octadecane
core and a silica shell was designed and synthesized via a sol–gel process by Zhang

et al. targeting an enhancement of the thermal conductivity and phase change

performance [61]. The MEPCMs were spherical with a well-defined core–shell

microstructure giving a single endothermic peak on the DSC profile, quite similar to

that of the bulk material. The thermal conductivity of the studied MEPCMs was

significantly superior to that of the nonstructured materials.

2 Form-Stable (Shape-Stabilized) PCMs (SSPCMs)

This kind of PCM, called shape-stabilized PCM, does not require any encapsula-

tion, because of the presence of a polymeric matrix. This compound can keep its

shape stabilized even when the PCM state changes from solid to liquid. The mass

percentage of phase change element can reach more than 85 wt% without any

obvious modification of its melting point, suggesting excellent energy storage

capacity. Compared with conventional PCM, shape-stabilized PCM reduces the

liquid PCM leakage danger, the additional thermal resistance, and the container

cost. This material can be shaped into different forms as spheres, cylinders, and

plates. In recent years, some researchers have studied the preparation method and

the thermal properties of several shape-stabilized PCMs [62–74]. Various polymers

are applied as matrices in shape-stabilized PCMs, and they are described in the

following subchapters.

2.1 SSPCMs with a Polymer Matrix

2.1.1 Polyethylene

Polyethylene (PE), due to its properties and chemical affinity to paraffins, is widely

used in form-stable PCMs as a supporting material [75]. Sari [76] prepared paraffin/

HDPE composites as SSPCMs by melt mixing. The maximum amount for two

Fig. 4 SEM images of (a) AS/n-tetradecane, (b) ABS/n-tetradecane, and (c) PC/n-tetradecane
microcapsules. Reprinted from [58] with permission from Elsevier
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different types of paraffin in the PCM composites was 77%, and it was observed

that the paraffin was well dispersed in the solid HDPE matrix. In addition, to

improve the thermal conductivity of the SSPCMs, graphite, expanded and exfoli-

ated by heat treatment, was added and increased the thermal conductivity by 14–

24% [77, 86]. Form-stable composites, based on low-density polyethylene (LDPE)

mixed with soft and hard Fischer–Tropsch paraffin waxes, were studied by Krupa

et al. [78]. They found that the two waxes behaved totally differently. The Fischer–

Tropsch paraffin wax co-crystallized with the LDPE crystals to form a more

compact blend than the soft paraffin wax. The blends were found to be efficient

SSPCMs with the LDPE matrix keeping the material in a compact shape at the

macroscopic level. In other work, Cai et al. [79] investigated shape-stabilized phase

change nanocomposite materials based on HDPE–ethylene–vinyl acetate (EVA)

alloy, organically modified montmorillonite (OMT), paraffin, and intumescent

flame retardant (IFR), processed in a twin-screw extruder. The results indicate

that the HDPE–EVA/OMT nanocomposites acted as the supporting material and

formed a three-dimensional network structure, while the paraffin PCM is kept in the

network. SEM and DSC showed that the IFR additives hardly have effect on the

network structure or on the latent heat of the shape-stabilized nanocomposites.

However, incorporating a suitable amount of OMT into the form-stable PCM

increased its thermal stability as revealed by TGA data.

2.1.2 Acrylics

Acrylic-based matrixes are easily processed, possess end-use properties, and are

cost effective. In this field, Alkan et al. [80] studied PEG blends with acrylic

polymers such as PMMA, Eudragit S (Eud S, copolymer of methacrylic acid and

methyl methacrylate), and Eudragit E (Eud E, copolymer based on dimethyla-

minoethyl methacrylate, butyl methacrylate, and methyl methacrylate) as form-

stable PCMs. The PEG acted as a phase change LHTES material with the acrylic

polymers as supporting materials. The maximum percentage of PEG without

leakage was found to be ca. 80 wt.%. In their later work [81], blends of Eudragit

S with SA, PA, and MA were prepared and characterized.

The maximummass percentage of fatty acids in the blends to avoid their seepage

in the molten state was found to be 70%. These results were confirmed by Kaygusuz

et al. for blends of Eudragit E and fatty acids [82]. Later, a series of fatty acid/poly

(methyl methacrylate) (PMMA) blends such as SA/PMMA, PA/PMMA,

MA/PMMA, and LA/PMMA was tested as SSPCMs. The blends were prepared

by a solution casting method with different mass fractions of fatty acids to deter-

mine the maximum blending ratio with no leakage above the melting temperature

[83]. Recently, Zhang et al. [84] investigated PEG/PMMA and PEG/PMMA/alu-

minum nitride (AlN) composites as form-stable PCMs. It was found that for a PEG

mass fraction less than 70%, the SSPCMs remained solid without leakage above the

PEG melting point. With the increase in the mass fraction of PEG, the latent heat

capacity of the composite PCMs increased accordingly, which effectively is in
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agreement with the theory of mixtures. Thermal analysis showed that the prepared

PCMs possessed desirable latent heat capacities and thermal stability, and AlN

additive effectively enhanced the heat transfer properties of the organic PCM.

2.1.3 Poly(vinyl chloride)

The structure of poly(vinyl chloride) (PVC) gives rise to a relatively tough and rigid

material able to accept a wide range of additives, including PCMs. In this context,

blends of PVC/PA and PVA/PA were investigated by Sari et al. [85]. They

established that there was no leakage of PA even in the molten state and that the

maximum miscibility ratio of PA with both polymers was found at the level of 50%

while maintaining the shape-stabilization effect. Blends of PVC, the supporting

material, with fatty acids as PCMs, were studied. The maximum PVC/fatty acid

ratio for which no leakage of fatty acid was observed above their melting temper-

atures for several heating cycles of the SSPCMs was 50 wt.% [86].

2.1.4 Polyurethanes

Polyurethane (PU) foams are lightweight materials with a high strength/weight

ratio, superior insulating properties, and high-energy absorbency. The mechanical

properties of PU foams are an important consideration for structural and semi-

structural applications, such as composite foam cores and mold patterns. Unlike

thermoplastic foams, PU foams are formed by reactive processing in which

polyaddition and foam blowing occur simultaneously – the network structure

must build up rapidly to support the brittle foam, but not too rapidly to prevent

bubble growth.

For energy storage purposes, PU foams were modified by n-hexadecane or n-
octadecane during polymerization process by Sarier and Onder [87]. An FTIR

analysis showed that the chemical compositions of the PU samples were signifi-

cantly different from that of the PU control sample, and it was verified that they

displayed the functional groups which indicated the presence of linear chain

hydrocarbons. SEM showed that the PCM micelles were located in the cells of a

perfect honeycomb structure – see Fig. 5.

Polyurethane foams containing PCMs can be assumed to be leakage protected,

and this gives the prospect for PU-PCM production on an industrial scale [87]. Com-

posites obtained by impregnation of rigid PU foams with PEG have also been tested

[88]. DSC analysis shows that PU–PEG materials yielded high enthalpies over

certain temperature intervals suggesting that the heat absorption/release capacities

of PU foams may be improved by the incorporation of PEG. You et al. [89] studied

PU composite foams containing microencapsulated PCMs produced by in situ

polycondensation process of melamine and formaldehyde, for the shell, and n-
octadecane as the core. PU composites were fabricated by adding heat-treated

microencapsulated PCMs during the synthesis which resulted in them being evenly
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distributed inside the foam. It was not possible to produce qualified MEPCMs/PU

composite foams containing more than ca. 12 wt.% PCM. The limitation was

probably caused by the existence of reactive hydroxymethyl groups in the poly-

merized melamine–formaldehyde shell. In a recent development, Ke et al. [90]

prepared porous membranes based on PU and PEG. The results showed that the

PU–PEG membranes had a highly porous structure and suitable transition temper-

atures and enthalpy changes.

2.1.5 Other Polymers

In an effort to search for novel shape-stabilized PCMs, blends of poly(vinyl

alcohol) (PVA) with LA, MA, PA, or SA were studied by Sari and Kaygusuz

[91]. The maximum mixture ratio for all the fatty acids in the shape-stabilized form

was found to be 50 wt.%. In their later work, fatty acids were introduced to a maleic

anhydride copolymer matrix by the solution casting method. As much as 85 wt.% of

fatty acids were incorporated successfully, and no leakage above the melting point

was detected [92]. Mengjin et al. [93] prepared fibers of PVA and paraffin using a

wet-spinning technique. The thermal regulating fiber had an acceptable thermal

stability when the content of paraffin in fiber was below 30%. An interesting

Fig. 5 PU containing n-hexadecane: (a) magnification 500, (b) magnification 20,000, and (c)

magnification 30,000. Reprinted from [87] with permission from Elsevier
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approach was adopted by Chen et al. [94] who obtained ultrafine composite fibers of

stearyl stearate/poly(ethylene terephthalate) (SS/PET) by electrospinning.

Depending on the SS/PET mass ratio, the morphology and thermal properties of

the composite fibers changed considerably.

In other work, they prepared ultrafine fibers based on the composites of PET and

a series of fatty acids – LA, MA, PA, and SA by electrospinning [95]. Cai et al. [96]

also prepared by electrospinning ultrafine composite fibers consisting of LA/PET/

nano-SiO2 as a form-stable PCM. DSC indicated that the amount of nano-SiO2 in

the fibers had an influence on the crystallization of LA and played a significant role

on the heat enthalpies of the material. The morphology and thermal and thermo-

mechanical properties of polyamide (PA) 12/maleic anhydride-grafted wax blends

and the possible interactions between PA12 and the functionalized wax were

studied by Luyt et al. [97]. Results showed that it was practically impossible to

prepare homogeneous blends containing more than 30 wt.% of wax, and a low heat

of phase transition was observed. At lower wax contents, the wax crystals were

homogeneously distributed through the PA12 matrix, and there was no leakage of

the wax from the matrix during processing. The novel form-stable phase change

composite materials of PEG/epoxy resin (EP) were prepared by Fang et al. [98]. As

the epoxy resin was the supporting material for the PEG PCM, the mechanical

deformation of PEG/EP composites was very small, and the composites retained

their shape even when the phase change from solid to liquid took place. It was

demonstrated that the overall transition was a solid–solid phase change. Zhang

et al. [99] produced a series of polyol acetal derivatives by condensation reactions

of aromatic aldehyde with polyols. Three-dimensional structural PCMs were

obtained using paraffin doped with different gelation agents, which proved to be

thermally stable and showed no leakage of paraffin above the melting point of the

saturated hydrocarbon.

3 SSPCMs with Expandable Graphite Matrix

Paraffin (n-docosane)/expanded graphite (EG) composites prepared by absorbing

liquid paraffin into the EG, as a form-stable PCM, were studied by Sari

et al. [100]. A composite PCM with a 10% mass fraction of EG was found to be

form stable. Because of the capillary and surface tension forces of EG, no leakage

of liquid paraffin was observed during the phase transition. The enhancement of

thermal conductivity and the latent heat capacities of the PCM materials were

roughly equivalent to the theoretical values calculated based on the mass ratios of

the paraffin and EG in the composites [24]. Fatty acid/expanded graphite

(EG) composites prepared by a vacuum impregnation method were investigated

too. It was found that the maximum fatty acid absorption of EG was 80 wt.%

without molten fatty acid oozing from the composites. DSC results indicated that

the melting and solidification temperatures of the composite PCMs were almost

identical to those of the fatty acids, but the latent heats of the composites were
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slightly lower than those of the pure fatty acids [101, 102]. A paraffin/expanded

graphite phase change TES material was investigated by Zhang and Fang [25]. The

composites were prepared by absorbing the paraffin into EG – a material which,

because of its layered microporous morphology, has excellent absorbability (see

Fig. 6).

In such a composite, the expanded graphite acts as the supporting material. The

capillary and surface tension forces prevent leakage of the molten paraffin from the

porous structure [104]. Wang et al. [105] investigated the composite made by

blending PEG with expandable graphite. The maximum mass percentage of PEG

dispersed in PCM composites without any leaking of the polymer was found to be

as high as 90 wt.%. It is of interest that the thermal conductivity was considerably

increased because of the thermally conductive network formed by the EG’s porous
structure. Zhang et al. [106] investigated EG/paraffin composite PCMs with an EG

mass fraction varying 0–10 wt.%. Thermal characterization of the composite PCMs

by DSC revealed shifts in the phase change temperatures. Initially, the latent heat of

the paraffin in the composite PCMs increased but then decreased with an increase in

the fraction of EG. An SSPCM composed of PEG and mesoporous active carbon

Fig. 6 SEM

photomicrographs of the

expanded graphite and

paraffin/expanded graphite

composite PCM: (a)

expanded graphite, (b)

paraffin/expanded graphite

composite PCM. Reprinted

from [103] with permission

from Elsevier
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(AC) was prepared by a blending and impregnating method [103]. Lower phase

change temperatures and enthalpies were observed, as the content and molecular

weight of PEG were decreased. The authors concluded that the phase change

properties of the PEG/AC PCMs were influenced by the adsorption confinement

of the PEG segments in the porous structure of AC and by the role of the AC during

PEG crystallization.

3.1 Other SSPCMs

Xing et al. [107] employed silica gel to encapsulate form-stable paraffin PCMs, in

which the paraffin served as the Latent Heat Storage (LHS)material andHDPE as the

supporting material. It was found that keeping a high mass percentage of paraffin, it

was possible to encapsulate form-stable paraffinwith random ratios of themass of the

core materials to that of the coating materials. The results also indicate that there are

more advantages to use PE form-stable paraffin as the core material rather than using

paraffin directly because of the lower cost of producing the PCMs, the higher mass

percentages of paraffin encapsulated, better hydrophilicity, and better fire resistance

[108]. PEG/SiO2 composites were investigated byWang et al. [108] with PEG as the

PCM and SiO2 as the supporting material. They were prepared by dissolving PEG in

water and adding silicon dioxidewhich enables composites containing between 5 and

95 wt.% of SiO2 to be obtained. It was found that up to 85% PEG could be dispersed

in the PCMcomposite without any leakage of themolten PEG. It was established that

the thermal conductivity was improved because of the thermal conductive network

formed by the porous structure of the SiO2. Recently, Tang et al. [109] obtained

PEG/SiO2 hybrid form-stable PCM with improved thermal conductivity by in situ

Cu doping via the chemical reduction of CuSO4 using an ultrasound-assisted sol–gel

process. Zhang et al. [110] produced granular phase change composites for TES by

means of a vacuum impregnationmethod, using organic PCMs, including fatty acids,

their derivatives, and paraffins, with inorganic porous materials, including expanded

clay, expanded fly ash, and expanded perlite.

This method enabled a volume of up to 65% PCMs to be loaded into porous

materials [111]. Vacuum impregnation was also used by Karaipekli and Sari [53,

111–114] to incorporate a eutectic mixture of CA and MA into expanded perlite

(EP) and pure CA or LA in EP. The maximum fatty acid absorption of EP was

found to be 55–60 wt.% without molten PCM seepage from the composite, and

therefore, this mixture was described as a form-stable composite. Thermal cycling

tests of the form-stable composite PCM indicated good thermal reliability up to

5,000 thermal cycles. Moreover, the addition of 10 wt.% of EG improved the

thermal conductivity of the form-stable CA–MA/EP composite PCM by about

58%. Subsequently, CA–MA eutectic mixture/vermiculite (VMT) composites

were obtained by vacuum impregnation [114]. The CA–MA eutectic mixture was

restricted to a maximum percentage of 20 wt.% without seepage of molten PCM
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from the porous structure of the VMT. The introduction of 2 wt.% of EG into the

composite increased the thermal conductivity of the form-stable CA–MA/VMT

composite PCM by about 85%. Li et al. [115] prepared CA–PA binary blends

impregnated into attapulgite. The pore structure of the CA–PA/attapulgite compos-

ite PCMwas found to be an open-ended tubular capillary type, which was beneficial

for the adsorption processes. The same group of researchers also investigated

binary fatty acid/diatomite shape-stabilized PCMs. Taking account of the phase

diagrams, a series of binary fatty acids composed of CA, LA, PA, and SA was

prepared. The binary fatty acids were absorbed into four types of diatomites having

different specific areas, which then acted as the supporting material. The results

showed that there is an optimum absorption ratio between the binary fatty acids and

the diatomite [115]. Karaman et al. [116] incorporated PEG into the pores of

diatomite and characterized the resulting PEG/diatomite composite as a novel

form-stable composite PCM. It was found that up to 50 wt.% PEG could be retained

in the pores of the diatomite without the leakage of molten PEG from the compos-

ite. The effects of the porosity and thermal properties of a porous medium infiltrated

with PCM were investigated by Mesalhy et al. [117]. They employed carbon foam

matrices with various porosities and different thermal properties as the porous

medium, and paraffin wax was introduced into the matrix pores as the PCM. The

matrix composite was located in a cylindrical enclosure while it experienced heat

from a heat source set on the top of the enclosure. The results showed that the

porosity and thermal conductivity of the matrix composite played important roles in

the thermal performance of the device. In another study, a form-stable PCM

prepared by impregnating SA into a silica fume matrix using a solution impregna-

tion technique was investigated [118]. The results show that the form-stable

composite PCM has the optimal effect, preventing the leakage of SA from the

composite, which emerged when the SA and silica fume mass ratio is 1:0.9.

Experimental investigations on the thermal performance of paraffin/bentonite com-

posite PCMs, prepared by a solution intercalation process, were conducted by Li

et al. [119]. The results showed that the interlayer distance of bentonite was

increased from 1.492 nm to 1.962 nm through organic modification – paraffin can

be thus intercalated into the layers of bentonite to form SSPCM.

The presence of bentonite enhanced the heat transfer rate of the composite

material. Mei et al. [120] investigated the CA/halloysite nanotube (CA/HNT)

composite as form-stable composite PCM.

The composite can contain up to 60 wt.% CA without any leakage after 50 melt–

freeze cycles. A graphite addition improved the performance of the composite with

the thermal storage and release rates increased by 1.8 and 1.7 times, respectively.

Recently, Zhou et al. [121] have prepared highly conductive 3D porous graphene/

Al2O3 composites using ambient pressure chemical vapor deposition. The forma-

tion mechanism of graphene was attributed to the carbothermic reduction occurring

at the Al2O3 surface to initiate the nucleation and growth of the graphene. It was

shown that such a porous composite is attractive as a highly thermally conductive

reservoir for PCMs (SA) for TES (see Fig. 7).
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4 Conclusion

Phase change materials (PCMs) used for the storage of thermal energy as sensible

and latent heat are an important class of modern materials which substantially

contribute to the efficient use and conservation of waste heat. The storage of latent

heat provides a greater density of energy storage with a smaller temperature

difference between storing and releasing heat than the sensible heat storage method.

In order to fully exploit the latent heats of fusion, it is desired to have the PCM as

small as possible so that it can melt instantaneously. In many cases, the PCM should

be encapsulated to improve their thermal conductivity and prevent possible inter-

action with the surrounding and leakage during the melting process, where there is

no complete overview of the several methods and techniques for microencapsula-

tion of different kinds of PCMs that leads to microcapsules with different morphol-

ogy, structure, and thermal properties. This paper presents a non-exhaustive

overview of the various chemical processes used to develop stable PCM (such as

microencapsulation, emulsion polymerization or suspension polycondensation,

polyaddition, etc.) and the shape-stabilized PCM, developed from an intimate

combination of a polymer matrix and a phase change element.

Fig. 7 (a) Photographs of large porous alumina (PAO), graphene-coated porous alumina

(G-PAO), SA-filled porous alumina (SA-PAO), and SA-G-PAO. (b) SEM image of G-PAO. (c)

DSC curves of SA and SA-G-PAO composite. (d–f) Thermal transport evolution of SA-PAO and

SA-G-PAO. The thermal images visually illustrate the excellent thermal characteristics of the

G-PAO. Reprinted from [121] with permission from Wiley

Different Phase Change Material Implementations for Thermal Energy Storage 143



References

1. Agyenim F, Hewitt N, Eames P, Smyth M (2010) A review of materials, heat transfer and

phase change problem formulation for latent heat thermal energy storage systems (LHTESS).

Renew Sustain Energy Rev 14:615–628

2. Jeon J, Lee J-H, Seo J, Jeong S-G, Kim S (2013) Application of PCM thermal energy storage

system to reduce building energy consumption. J Therm Anal Calorim 111:279–288

3. Li G, Hwang Y, Radermacher R, Chun HH (2013) Review of cold storage materials for

subzero applications. Energy 51:1–17

4. Tyagi VV, Kaushik SC, Tyagi SK, Akiyam T (2011) Development of phase change materials

based microencapsulated technology for buildings: a review. Renew Sustain Energy Rev

15:1373–1391

5. Yokota T, Murayama M, Howe JM (2003) In situ transmission-electron-microscopy inves-

tigation of melting in submicron Al-Si alloy particles under electron-beam irradiation. Phys

Rev Lett 91:265504

6. Hawlader MNA, Uddin MS, Zhu HJ (2002) Encapsulated phase change materials for thermal

energy storage. Int J Energy Res 26:159–171

7. Farid MM, Khudhair AM, Razack SAK, Al-Hallaj S (2004) A review on phase change energy

storage: materials and applications. Energy Convers Manag 45(9):1597–1615

8. Cho JS, Kwon A, Cho C-G (2002) Microencapsulation of octadecane as a phase-change

material by interfacial polymerization in an emulsion system. Colloid Polym Sci

280:260–266

9. Delgado M, Lazaro A, Mazo J, Zalba B (2012) Review on phase change material emulsions

and microencapsulated phase change material slurries: materials, heat transfer studies and

applications. Renew Sust Energ Rev 16:253–273

10. Wei J, Li Z, Liu L, Liu X (2013) Preparation and characterization of novel polyamide paraffin

MEPCM by interfacial polymerization technique. J Appl Polym Sci 127:4588–4593

11. Hu W, Yu X (2014) Thermal and mechanical properties of bio-based PCMs encapsulated

with nanofibrous structure. Renew Energy 62:454–458

12. Benita S (1996) Microencapsulation: methods and industrial applications. Marcel Dekker,

New York

13. Hawlader MNA, Uddin MS, Khin MM (2003) Microencapsulated PCM thermal-energy

storage system. Appl Energy 74:195–202

14. Ozonur Y, Mazman M, Paksoy HO, Evliya H (2006) Microencapsulation of coco fatty acid

mixture for thermal energy storage with phase change material. Int J Energy Res 30:741–749

15. Lee SH, Yoon SJ, Kim YG, Choi YC, Kim JH, Lee JG (2007) Development of building

materials by using micro-encapsulated phase change material. Korean J Chem Eng

24:332–335

16. Chen L, Xu L, Shang H, Zhang Z (2009) Microencapsulation of butyl stearate as a phase

change material by interfacial polycondensation in a polyurea system. Energy Convers

Manag 50:723–729

17. Yu F, Chen ZH, Zeng XR (2009) Preparation, characterization, and thermal properties of

microPCMs containing n-dodecanol by using different types of styrene–maleic anhydride as

emulsifier. Colloid Polym Sci 287:549–560

18. Fang G, Li H, Yang F, Liua X, Wu S (2009) Preparation and characterization of nano-

encapsulated n-tetradecane as phase change material for thermal energy storage. Chem Eng J

153:217–221

19. Su J, Ren L, Wang L (2003) China material report: p. 141.

20. Su J, Wang L, Ren L (2006) Fabrication and thermal properties of microPCMs: used

melamine–formaldehyde resin as shell material. J Appl Polym Sci 101:1522–1528

21. Mulligan JC, Colvin DP, Bryant YG (1996) Microencapsulated phase-change material

suspensions for heat transfer in spacecraft thermal systems. J Spacecr Rocket 33:278–284

144 M. Karkri et al.



22. Zalba B, Marın JM, Cabeza LF, Mehling H (2003) Review on thermal energy storage with

phase change: materials, heat transfer analysis and applications. Appl Therm Eng

23:251–283

23. Alkan C, Sari A, Karaipekli A, Uzun O (2009) Preparation, characterization, and thermal

properties of microencapsulated phase change material for thermal energy storage. Sol

Energy Mater Sol Cells 93:143–147

24. Alvarado JL, Marsh C, Sohn C, Vilceus M, Hock V, Phetteplace G et al (2006) Character-

ization of supercooling suppression of microencapsulated phase change material by using

DSC. J Therm Anal Calorim 86(2):505–509

25. Fan YF, Zhang XX, Wang XC, Li J, Zhu QB (2004) Super-cooling prevention of

microencapsulated phase change material. Thermochim Acta 413:1–6

26. Zhang S, Niu JL (2010) Experimental investigation of effects of supercooling on

microencapsulated phase-change material (MPCM) slurry thermal storage capacities. Sol

Energy Mater Sol Cells 94:1038–1048

27. Fang YT, Kuang SY, Gao XN, Zhang ZG (2008) Preparation and characterization of novel

nanoencapsulated phase change materials. Energy Convers Manag 49:3704–3707

28. Yang R, Xu H, Zhang YP (2003) Preparation, physical property and thermal physical

property of phase change microcapsule slurry and phase change emulsion. Sol Energy

Mater Sol Cells 80:405–416

29. Hoffman F, Delbrück K (1909) German Patent. 250,690, 12 Sept 1909

30. Jin Z, Wang Y, Liu J, Yang Z (2008) Synthesis and properties of paraffin capsules as phase

change materials. Polymer 49:2903–2910

31. Peng S, Fuchs A, Wirtz RA (2004) Polymeric phase change composites for thermal energy

storage. J Appl Polym Sci 93:1240–1251

32. Alay S, G€ode F, Alkan C (2011) Synthesis and thermal properties of poly(n-butylacrylate)/n-

hexadecane microcapsules using different cross-linkers and their application to textile fab-

rics. J Appl Polym Sci 120:2821–2829

33. Luyt AS, Krupa I (2009) Phase change materials formed by uv curable epoxy matrix and

Fischer–Tropsch paraffin wax. Energy Convers Manag 50:57–61

34. Zhang H, Wang X (2009) Synthesis and properties of microencapsulated n-octadecane with

polyurea shell containing different soft segments for heat energy storage and thermal

regulation. Sol Energy Mater Sol Cells 93:1366–1376
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Biorefineries: An Overview on Bioethanol

Production

Juan Carlos Dominguez Toribio and Francisco Jesus Fernández Morales

Abstract The growing interest on bioethanol has increased the pressure over new

feedstock production and processing schemes. Conventional edible crops are no

longer interesting as raw materials for the production of bioethanol because of their

prices and ethical concerns; thus, new substrates must be used. Attending to these

new necessities, lignocellulosic substrates, mainly agricultural and forest wastes,

seem to be a very interesting option for bioethanol production. However, it is

necessary to previously solve several limitations in their processing. These limita-

tions are mainly related to the pretreatment used in the production process, because

this stage is essential in order to make more accessible the substrates and increase

the concentration of fermentable sugars after the enzymatic hydrolysis. The selec-

tion of the most adequate pretreatment and the best operation conditions for its

implementation will lead to higher bioethanol yields, making the process cost-

effective and more competitive with other liquid fuels. In this work, an overview of

the biorefinery concept and the bioethanol production is presented.
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1 Introduction

The world population has experienced continuous growth during the last century.

Current projections show that, with a continuous increase, the population will reach

approximately nine billion inhabitants by the year 2050 [1]. This population will

need to deal with two main problems: energy supply and environmental concerns.

At the same time, the huge amount of wastes generated by the population will need

to be adequately managed prior to disposal.

Nowadays, the energy model and therefore the economy are mainly based on

fossil energy sources such as oil, coal, natural gas, etc. These are being used for the

production of fuel, electricity, and chemicals [2]. However, the environmental

problems related to the fossil fuel combustion – mainly global warming, due to

the drastic increase in the greenhouse gas (GHG) emissions during combustion of

fossil fuels [3] – and also the prognosis of a future scarcity of fossil fuel reserves [4]

are forcing the evolution to a more sustainable scenario with less GHG emissions.

To restrain and even reduce the proportion of GHG in the atmosphere, it is

necessary to decrease the consumption of fossil fuels and to increase the use of

renewable resources. Therefore, the new energy and economic scenario is mainly

based on renewable energy sources. In this scenario, green plants are an interesting

candidate as renewable energy source, because they can fix atmospheric carbon

dioxide, which is together with water vapor the most important GHG, during their

photosynthesis by converting it into organic substrates such as sugars, polysaccha-

rides, amino acids, proteins, lipids, aromatic compounds, etc. Later on, the sub-

strates contained in the plants can be used as sustainable raw materials and energy

sources for bio-based products and biofuels. The term biofuel is generally used to

refer to liquid or gaseous fuels, made from plant matter and residues, mainly used in

the transportation sector [5]. Because of the indicated advantages, biofuels seem to

be an interesting alternative to fossil fuels. This interest had lead to a significant
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increase in the biofuel production during the last years. In Fig. 1, the world’s total
biofuel production in the period 2007–2011 is exhibited.

As can be seen in Fig. 1, almost 50% of the world’s biofuel production is carried
out in North America, mainly in the USA where it is produced about 95% of the

North America production. Central and South America produce about 25% of the

world’s biofuel production; in this region Brazil is the main producer with about

85% of the production. Finally, the accumulated contribution of the rest of the globe

accounts for a 25% of the world’s production.
The shift from the fossil fuel economy to a bioenergy economy will allow

advancing to a more sustainable growth. Mainly because these processes are

based on renewable organic feedstock and also because a wide range of organic

wastes and by-products could be used for chemical synthesis and bioenergy gener-

ation. Agricultural crops and residues, forest residues, farming wastes, agro-food

wastes, organic fraction of municipal solid wastes (OFMSW), etc., are included

among these wastes and by-products. Nowadays, the common ways for disposal of

these wastes include landfilling, incineration, and feeding for animals. In the

particular case of the OFMSW, it must be noted that currently most of these wastes

are disposed in landfills, losing the opportunity of its valorization [6]. As an

alternative, processing of these organic substrates could be used for adding value

by means of transformation into interesting products with defined properties, with

the economic and environmental advantages that this implies. This alternative

processing of the organic substrates is in agreement with the biorefinery definitions

in literature [7]. According to the American National Renewable Energy Labora-

tory (NREL): “A biorefinery is a facility that integrates biomass conversion pro-

cesses and equipment to produce fuels, power, and chemicals from biomass.
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The bio-refinery concept is analogous to today’s petroleum refineries, which pro-

duce multiple fuels and products from petroleum. Industrial bio-refineries have

been identified as the most promising route to the creation of a new domestic

biobased industry.”

The main advantages of biorefineries are the sustainable processing, mainly

when they are based on microbial metabolisms, and the use of sustainable raw

material, because they are organic substrates and sometimes even wastes. There-

fore, biorefinery entails a double advantage: the raw material stabilization and the

valorization of the chemicals or energy contained. Therefore, biorefinery deals with

materials and energy. In this way, the reduction of the wastes or by-products could

be linked to chemical and energy generation by means of one or more unit

operations. In this sense it is important to remark that these unit operations could

be carried out by microorganisms. This increases the sustainability of the process in

both, the economical and the environmental, points of view [8]. Moreover, the

biorefinery processes can be set to a zero waste concept. With this configuration, the

wastes and/or by-products of a precedent unit operation could be used as the raw

materials or source of energy for the following one, avoiding the generation of

wastes.

In the particular case of the biofuels, they can be obtained by means of produc-

tion processes based on raw biomaterials and/or bioprocesses according to the

biorefinery concept. There are many different types of biofuels, which are produced

from various crops and via different processes. Biofuels can be classified broadly as

biodiesel and bioethanol and then subdivided into conventional or advanced fuels

[9]. Because of its nature, the use of biofuels can contribute to the reduction of GHG

emissions, providing a sustainable and clean energy source, at the same time that

the economy in rural areas is increased. Nowadays, biofuels are mainly produced

from biomass resources. Biomass is a very interesting feedstock for several main

reasons: it is a renewable resource; it is balanced with the environment, resulting in

no net releases of carbon dioxide; its very low sulfur content minimized the

acidification of the environment; and in a future scenario with fossil fuel prices

increasing, it will have a significant economic potential [10–12].

2 Biorefineries

Similar to the petroleum transformation in a conventional refinery, biorefinery uses

different separation methods to obtain products with high added value [13] from

biomass. Biomass presents a complex composition [14]. In the particular case of

plant biomass, it is composed of basic carbohydrates, lignin, fats, proteins, dyes,

etc. [15]. Because of that, a wide spectrum of products can be obtained from the

processing of the plant biomass. With this aim, biorefineries combine unit opera-

tions in order to convert various types of feedstocks into industrial intermediates

and final products. The flexibility of its used feedstock is the factor of first priority

156 J.C.D. Toribio and F.J.F. Morales



for adaptability toward changes in demand and supply. In Fig. 2 the basic principles

of biorefinery are presented.

An adequate processing of the basic compounds contained in the biomass should

be performed in order to achieve a feasible operation of biorefineries. Carbohy-

drates are one of the main substrates in biomass, accounting for about 75% of the

total biomass. They are mainly present in the form of cellulose, hemicelluloses,

starch, and saccharose. The lignin fraction in the biomass is also important, about

20%. The remaining 5% of biomass composition includes oils, proteins, and other

compounds. Because of the prevalence of carbohydrates, most of the attention has

been focused on its transformation into chemical bulk and final products. It is also

important to remark that the glucose contained in the biomass, in the form of starch,

cellulose, etc., presents an interesting value because of the wide range of chemical

products that can be synthesized from glucose. Moreover, it must be highlighted

that these transformations could be made by means of biotechnological processes,

which is interesting from the energetic and the economical point of view [16].

Among the variety of products that can be obtained from glucose by means of

microbial transformations stand up ethanol, lactic acid, acetic acid, levulinic acid,

etc. Moreover, glucose could be used for synthesizing intermediates that could be

employed in conventional processing lines. A scheme of possible intermediates and

final products that could be obtained from biomass in a biorefinery is presented in

Fig. 3.

The use of biotechnology in biorefineries is a significant step since it allows

obtaining more sustainable intermediate and final products, because bioprocesses

are based on microbial metabolisms and therefore does not produce any harmful

substance to the environment. As an example, the following chemicals could be
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obtained from microbial transformation of glucose: acetaldehyde, propylene, malic

acid, citric acid, methane, ethylene, lactic acid, acetic acid anhydride,

2,3-pentanedione, parasorbic acid, methanol, ethanol, propanediol, diethyl ether,

itaconic acid, sorbic acid, acetic acid, propylene oxide, vinyl acetate, aconitic acid,

acetone, n-butanol, isoascorbinic acid, etc.
After the biotransformation of the raw materials, the recovery of the product

requires several steps such as filtration, extraction, distillation, etc.

2.1 Crop and Green Biorefinery

Crops like wheat, corn, etc., can be used as feedstock in biorefinery conforming the

crop biorefinery. These crops are usually transformed in order to extract their main

components: lignocellulosic material and starch. In the case of the green biorefinery,

a wide spectrum of feedstocks such as grass, closure fields, lucerne, clover, etc., are

used. When green crops are processed, cellulose, starch, and sugars are obtained.

Moreover, the green juice obtained contains proteins, dyes, hormones, free amino

acids, organic acids, etc. These compounds can be subsequently processed.

Biomass

Lignin Carbohydrates Fats Proteins
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Methanol

Levulinic acid

Cellulose Starch Saccharose

Glucose

Ace�c acid
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Acrylic acid

Dilac�de
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Fig. 3 Product line of biomass in a biorefinery, with special emphasis on carbohydrates
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2.2 Lignocellulosic Biorefinery

As it was previously indicated, lignocelluloses are one of the main components of

the biomass. Lignocelluloses are present in a number of raw materials such as

straw, reed, grass, wood, etc. Their conversion products have a very good position

on traditional and future chemical market.

Lignocelluloses mainly consist of three chemical fractions: lignin, cellulose, and

hemicelluloses. An overview of the main products that could be obtained from a

lignocellulosic biorefinery is presented in Fig. 4.

From microbial conversion of glucose, interesting fuels can be obtained such as

hydrogen [17] and methane [18]. Another interesting product that could be obtained

is the ethanol. Some yeasts can transform the glucose into ethanol with very high

yields, around 90% w/w. Ethanol is a very important product because it can be used

in conventional petrochemical refinery for ethylene production and its derived
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Fig. 4 Product line in a lignocellulosic biorefinery
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commodities such as polyethylene and polyvinyl acetate. Moreover, ethanol can be

used as fuel additive. The technology for biomass conversion into ethanol has great

challenges mainly related to the feedstock processing. Because of that, special

attention must be paid to a few aspects such as the price of the feedstock and its

availability, uniformity, cleanliness, efficiency, and yield.

3 Bioethanol

Bioethanol and bioethanol–gasoline mixtures have been used as alternative trans-

portation fuels since the beginning of the twentieth century [19]. This situation was

stimulated during World War II due to the scarcity of petrol supply. However, the

potential of bioethanol was ignored until the oil crisis of the beginning of the

1970s [20].

Since the beginning of the 1980s, there has been an increased interest in the use

of bioethanol as an alternative fuel. This can be explained because during the last

decades, governmental initiatives promoting the use of renewable fuels have been

carried out. Many countries are shifting their focus toward renewable energy

sources, mainly because of depleting crude oil reserves but also because biofuels

can be produced anywhere, reducing the energetic dependence of the countries.

Because of the global interest, the global market for biofuel has entered a phase of

rapid growth.

Among the renewable fuel options, bioethanol seems to be one of the best

because of its chemical properties. At the beginning, bioethanol was used as an

octane enhancer to replace lead, but nowadays, its octane number, flammability

limits, higher flame speeds, and higher heats of vaporization make bioethanol a very

interesting fuel for transportation. These chemical properties allow bioethanol for a

higher theoretical efficiency, compared to gasoline, when it is burned in an internal

combustion engine [21].

Anyway, bioethanol presents several disadvantages, including the following: a

lower energy density than gasoline, about a 30% lower, and a lower vapor pressure

than gasoline which makes more difficult the cold starts of the engines [22]; also, it

is a corrosive liquid and presents a very high chemical oxygen demand (COD),

which leads to harmful effects on the environment when it is accidentally

discharged.

One of the main advantages of bioethanol is that it is a liquid fuel that can be

adapted to existing fuel supply systems, replacing at least partially fossil fuels in the

transportation sector [23]. Bioethanol can be directly used in the engines or it can

be blended with gasoline. Bioethanol can be used as a 5% blend with petrol under

the EU quality standard EN 228. Moreover, the use of this blend is covered by

vehicle warranties. Furthermore, bioethanol is most commonly blended with gas-

oline in a concentration ratio of 1:10 and in a less extension blended with gasoline

in a mixture called gasohol composed of 24% bioethanol and 76% gasoline

[24]. With engine modification, bioethanol can be used at higher levels, 85%

160 J.C.D. Toribio and F.J.F. Morales



bioethanol, for example [12]. However, the higher production cost of bioethanol

compared to that of fossil fuels is delaying the increase of bioethanol percentages in

blends.

Bioethanol is seen as a good fuel alternative because the raw materials used are

renewable and can be grown in most climates around the world. However, the use

of starch or sugar feedstocks has directly increased food prices, generating ethical

conflicts and also increasing the prices of the raw material used, which account for

40–75% of the total expenses of bioethanol production. Therefore, cheap and

abundant nonfood materials are required as alternative biomass sources, e.g.,

agricultural by-products, forest residues, energy crops [25, 26], or even wastes.

The production of bioethanol according to the first-generation biofuels is based

upon edible crops, mainly starch crops (corn and wheat) and from sugar crops

(sugarcane and sugar beet). The main drawbacks of the bioethanol generated from

edible feedstock are the concerns about competition with food supplies, which has

important implications from the ethical point of view. Therefore, a second gener-

ation of biofuels was developed. In general, second-generation biofuels are pro-

duced from nonedible lignocellulosic feedstocks. These raw materials result in the

production of more fuel per unit of agricultural land use and require less chemical

and energy consumption, resulting in a higher yield in terms of net energy pro-

duced. Moreover, these lignocellulosic materials are considered not to directly

compete with food. However, it must be noted that there is a clear competition

for land use as well as for other potential use of the lignocellulosic materials, mainly

for heat and power generation through combustion as solid biofuel.

Nonedible crops like sweet sorghum require less water or nutrients, having a

shorter growing period and a higher fermentable substrate content than conven-

tional sugar crops like sugarcane. Moreover, the whole sweet sorghum plant can be

processed without leaving any waste. Additionally, the development of lignocellu-

losic treatment technology allowed extracting not only the energy content in starch

and sugar crops but also in wood, in wastes from forestry, and even from the

OFMSW.

These nonedible feedstocks are a more sustainable and ethical raw material

source for the production of bioethanol, because of their abundance, widespread

distribution, and noncompetitiveness with food supply. Second-generation

bioethanol processes that use agro-industrial wastes have, besides their low cost

and absence of ethical implications, the additional advantage of the valorization of

the waste.

The use of these alternative nonedible substrates in the second-generation

biofuels opens up new possibilities for the bioethanol production. In this way,

they can compete with products derived from fossil resources in terms of econom-

ical and energetic sustainability, resource availability, supply reliability, and envi-

ronmental friendliness.

Regarding the second-generation bioethanol, at the beginning of 2013, there

were 48 projects under operation, 9 were under construction or under commission-

ing, and 14 projects were planned. The largest projects were the Neste Oil’s
facilities in Rotterdam (the Netherlands) and Singapore, Borregaard Industries in
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Sarpsborg (Norway), and Tembec Chemical Group in Temiscaming (Canada),

using chemical, biochemical, and thermochemical technology, respectively. The

largest plants under construction for cellulosic bioethanol production were those of

Abengoa in Hugoton, USA (75,000 t/year), and POET-DSM in Emmetsburg, USA

(75,000 t/year).

In Fig. 5 a scheme of potential feedstock for bioethanol production is shown.

In this sense, research into new carbon sources among agro-food industry

by-products and agricultural residues for use in second- and third-generation

bioethanol production is essential for the successful development of renewable

biofuels.

Additionally, the combustion of bioethanol can be considered as carbon dioxide

neutral. This is because in the growing phase of the source substrate, generally

biomass, carbon dioxide is fixed by means of photosynthesis and oxygen is

released. Then, the bioethanol is combusted consuming oxygen as oxidant and

releasing carbon dioxide in the same amount that was previously fixed. Therefore,

the net carbon dioxide release, in a time horizon of about 1 year, is nil. Obviously,

this is a clear advantage when comparing with fossil fuels in which the carbon

dioxide emissions are uncoupled of the carbon dioxide fixation by millions of years.

Moreover, fossil fuels release other pollutants.
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Fig. 5 Scheme of potential feedstocks for bioethanol production
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Regarding the global production of bioethanol, it peaked in 2010, being the USA

the world’s largest producer. Together, the USA and Brazil produce 87% of the

world’s bioethanol. The vast majority of US bioethanol is produced from corn,

while Brazil primarily uses sugarcane. In Fig. 6 the global ethanol production by

country or region, during the period 2007–2012, can be seen.

3.1 Substrates for Bioethanol Production

Although oil feedstock varies in a certain extension, their composition is much

constant than that of the biomass. The main components of biomass are carbohy-

drates (cellulose, hemicelluloses, lignocelluloses, starch, and sugars), lipids (wax,

fats, and oils), proteins, aromatic compounds (lignin), and ash (phosphorous,

calcium, etc.). This biomass compositional variety is a disadvantage but also an

advantage. The advantage of its heterogeneous composition is that a biorefinery can

produce a wider spectrum of products, even more than a conventional oil refinery.

The main disadvantage is the range of unit operations required for its processing,

mainly for the conversion and separation of the raw materials and intermediate or

final products.
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Fig. 6 Scheme of potential feedstocks for bioethanol production. Data from Renewable Fuels

Association “2014 Ethanol Industry Outlook” http://www.ethanolrfa.org/pages/annual-industry-

outlook
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As it was previously stated, one of the main products obtained from biorefineries

is ethanol. Nowadays, large-scale production of ethanol is mainly based on sucrose

from sugarcane and starch, mainly from corn and soybeans. As indicated above,

ethanol production based on corn or sugarcane may not be desirable because they

are edible crops. Not only ethics but also cost will be a key factor in the growth of

the bioethanol market. This is because the economy of the ethanol production

process from edible crops is dependent on the market of the product itself and its

by-products. It must be also taken into account that, unfortunately, the market of the

products and their by-products may not expand as that of ethanol in the future [27].

Because of the ethical and economical concerns, new substrates must be used for

ethanol production [28]. In this sense, the use of lignocellulosic materials, a

low-cost renewable raw material and easily available, avoids the existing compe-

tition of food versus fuel caused by edible crop-based bioethanol production [29].

At the same time, this represents a great opportunity for converting cheap sub-

strates, sometimes considered as wastes, into a fuel. Because of that, lignocellulosic

substrates are entitled to be one of the main feedstocks for bioethanol production in

the medium and long term. Moreover, it must be highlighted that bioethanol produc-

tion could be the route to the effective utilization of agricultural wastes produced

every year. Although to use renewable plants, crop residues, and other biomass

materials for bioethanol production is the best option, several concerns must be

taken into account. Among them, attention should be focused on the implications

of the composition of the biomass, destruction of vital soil resources, cultivation and

land use practices, energy balance, pollutant gas emissions, pollution due to pesti-

cides, soil erosion, effect over biodiversity and landscape value, transport and storage

costs of the biomass, and water requirements and water availability [7].

Estimations indicate that about 442 million cubic meters of bioethanol could be

produced from lignocellulosic biomass and that the bioethanol from crop residues

and wasted crops could be about 491 million cubic meters per year. These numbers

mean that they are about 16 times the actual world bioethanol production [30]. The

lignocellulosic compounds can be obtained from a number of biomass sources,

including rice straw, corn straw, wheat straw, sugarcane bagasse, grasses, wood

chips, sawdust, etc. Because of the great expectations on lignocellulosic com-

pounds, extensive research has been carried out on ethanol production from ligno-

celluloses in the past decades [14, 31, 32].

Waste biomass is very attractive as feedstock for bioethanol production because

it is one of the most abundant and in certain extension homogeneous natural

resources along the globe, contributing to sustainability [5, 33].

4 Pretreatments

The process to convert organic substrates into bioethanol encompasses upstream

and downstream operations. When processing any complex raw material, such as

lignocellulosic feedstocks, several stages are necessary. The aim of the first stage,
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called pretreatment, is to alter the structure of the biomass breaking the lining seal

and hemicelluloses sheathing over cellulose and also disrupting the crystalline

structure of cellulose. After that, the feedstock substrates will be more accessible

for transformation during the following stages. The second stage is an enzymatic

saccharification with enzymes, and then the third stage is the fermentation of the

sugars obtained by means of yeast and bacteria. Finally, the final product recovery

must be carried out [34]. A scheme of the main stages is presented in Fig. 7.

When treating biomass, the pretreatment is the crucial stage because it makes

more accessible the carbohydrate polymers to the hydrolytic enzymes and therefore

determines the final concentration of fermentable substrates available to produce

bioethanol [35, 36]. In literature a number of pretreatments have been described.

These pretreatments can be grouped into physical pretreatment, chemical pre-

treatment, thermal pretreatments, biological pretreatment, and their combinations.

Recently, also ionic liquids have been used in a pretreatment process [37]. Their

main advantage is that they can act as solvents in a variety of chemical processes

presenting the ability to dissolve wood species that are insoluble in conventional

solvents.

The goals of an efficient pretreatment are the directly obtaining of glucose after

the subsequent hydrolysis stage, avoiding any degradation of sugar content, and the

formation of inhibitory compounds. These objectives must be obtained reducing the

energy demands [38] in order to minimize the costs. It must be remarked that the

pretreatment is one of the most expensive processing stages for the production of

bioethanol. Therefore, the pretreatment must be balanced between the economical

and production yield points of view [34, 39, 40]. In general, the selected

pretreatment must be simple, energy efficient, and cost-effective, and the most
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important issue is that it must avoid any fermentable substrate degradation, because

this would reduce the bioethanol yield of the process.

4.1 Physical Pretreatments

The physical pretreatment processes normally are size reduction of raw materials

by means of mechanical methods such as chipping, milling, and gridding [41–44]

and microwave/ultrasound irradiation [45–49].

Themechanical size reduction pretreatments decrease the cellulose crystallinity,
improving the efficiency of the subsequent hydrolysis [50, 41]. The main tech-

niques used are dry and wet milling, vibratory ball, and compression milling

[51, 52]. The main drawback of these processes is that they are very high-energy-

consuming processes. Because of that, these pretreatments are not very often

implemented in full-scale plants. Obviously, the energy consumption depends on

the nature and moisture content of the feedstock and on the desired final size.

Regarding the final size of the feedstock, it must be taken into account that, on one

hand, a very big size does not enhance the subsequent hydrolysis, but, on the other

hand, a very small size could generate clogging during the downstream processing

and a significant increment in the operational costs. Moreover, size reduction

pretreatments make easier the handling of the feedstock in the subsequent

processing operations, avoiding mass and energy transfer limitations [36].

Microwave pretreatment is based on thermal and nonthermal effects caused by

the short-wavelength radiation. Microwaves drastically increase the temperature of

the water causing a hot spot which results in an explosion which disrupts the

adjacent particles [53]. In the case of lignocellulosic feedstocks, the hydrolysis

causes the release of acetic acid. This weak acid enhances the effects caused by the

high temperature that reached in the process [38]. Regarding ultrasounds, its effects
are similar to the thermal effects caused by microwaves. Ultrasounds create cavi-

tation bubbles, and the implosion of these bubbles drastically increases the temper-

ature of water, causing a hot spot [53] and causing the effects previously described

for microwaves [45, 49, 54].

4.2 Physical–Chemical Pretreatments

These treatments are based on the solubilization of lignocellulosic biomass. Some

of the most relevant physical–chemical pretreatments are described below in this

section.

Liquid hot water treatment, also known as autohydrolysis, uses water at temper-

atures ranging from 160 to 230�C and pressures higher than 5 MPa with the aim to

keep the water in the liquid state. Usually the pH is controlled in the range 4–7 in

order to avoid the polysaccharide degradation [55]. In literature modifications of
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this process by means of the addition of organic and mineral acids have also been

described [34, 56].

Steam explosion has been one of the most often used pretreatments, showing

successful results for a wide spectrum of lignocellulosic feedstocks. In this

pretreatment the biomass is exposed to a high temperature and pressure steam,

about 150–300�C and 20–50 bar, for several minutes. Then, the pressure and

temperature are drastically decreased allowing the expansion of the condensed

moisture within the lignocelluloses matrix and disaggregating them into individual

fibers. The high yields obtained make this pretreatment interesting from the eco-

nomical point of view [57].

Ammonia fiber explosion (AFEX) is an alkaline thermal pretreatment based on

the combination of steam explosion and alkaline pretreatments. This pretreatment

uses about 0.3–2 kg ammonia per kg of biomass, and it is performed at moderate

temperatures, ranging from 40 to 140�C, and moderate pressures, ranging from 1.5

to 2.0 kPa, for several minutes [58]; then, the pressure and temperature are

drastically reduced. In this pretreatment the presence of ammonia at moderate

temperature and high pressure allows a combined physical and chemical effect

that induces cleavage of lignin–carbohydrate complex, hemicellulose hydrolysis,

and cellulose decrystallization. All these processes lead to an almost complete

conversion of cellulosic and hemicellulosic compounds into fermentable sugars

without the production of major inhibitors for enzymes or microbes. Unfortunately,

this pretreatment presents high costs due to the use of ammonia. Because of that, the

ammonia recovery and reuse is a key point in its full-scale implementation

[59]. Hopefully, the volatility of ammonia allows its recovery and reuse, leaving

the feedstock ready for the subsequent enzymatic hydrolysis [60–62]. Other

ammonia-based pretreatments are ammonia recycle percolation (ARP), soaking in
aqueous ammonia (SAA), supercritical ammonia, and ammonia hydrogen peroxide
pretreatments. The main differences of these processes with AFEX are the thermo-

dynamic state of the ammonia–water mixtures and the applied ammonia

concentration.

Another pretreatment in this group is the carbon dioxide explosion. This

pretreatment is similar to that of the ammonia and steam explosion. The main

difference is that the carbon dioxide explosion is more cost-effective than the

ammonia explosion and that it does not generate the inhibitors generated in the

steam explosion [38].

4.3 Chemical Pretreatments

The chemical pretreatments used are based on either acid (hydrochloric acid and

sulfuric acid) or alkaline (lime and sodium hydroxide) chemicals. Also, they can be

implemented using organic solvents – known as organosolv treatments – carbon

dioxide, and other chemicals. The yield of fermentable sugars released during

the chemical pretreatment is influenced by a number of parameters such as
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concentration, contact time, temperature, and feedstock-to-chemical ratio. These

pretreatments, combined with high temperature or high pressure, have been exten-

sively applied [35, 36, 63–65].

Acid hydrolysis can be divided into two groups of pretreatment: one based on

concentrated acid at low temperature and the other one based on diluted acid at high

temperature [59]. Regarding the acid concentration, it must be also taken into

account that, on one hand, the use of concentrated acid allows the process to

lower operational costs because the acid can be recovered after the pretreatment.

However, on the other hand, the higher the acid concentration, the higher the

corrosion problems. Diluted acid pretreatments are considered one of the most

important pretreatments [66]. Usually, they are carried out using concentrations in

the range 0.2–5% w/w and temperatures between 120�C and 220�C. The acid most

commonly used is sulfuric acid although other acids such as hydrochloric, nitric,

and trifluoroacetic acids have also been employed [59]. In these pretreatments, the

acid attacks hemicelluloses and cellulose. Unfortunately, sometimes the acid pre-

treatments generate degradation products such as furfural, 5-hydroxymethylfurfural,

phenolic acids, aldehydes, etc., which could act as inhibitory compounds in the

microorganism’s growth. Because of that, before the subsequent fermentation, the

hydrolysate must be detoxified.

Alkaline pretreatments are mainly based on sodium and potassium hydroxide,

lime, and ammonia. Alkaline pretreatments are commonly used for delignification

of biomass under mild operating conditions with the aim to minimize sugar

degradation avoiding the generation of inhibitory compounds [35, 36], being a

process similar to the Kraft paper pulping technology. When used with lignocellu-

losic feedstock [46, 67], these chemicals enhance the cellulose and hemicellulose

enzymatic degradation. After the pretreatment, the product can be divided into

alkali-soluble lignin, hemicelluloses, and residue. This residue is rich in cellulose

and can be used for paper and derivate production. Sodium hydroxide and lime are

used in the range 0.05–0.15 g alkali/g biomass and temperatures in the range of 30–

130�C with contact times ranging from 18 min until 18 h [59].

In literature the use of oxidant agents, such as air, oxygen, or hydrogen peroxide,

in combination with alkaline pretreatment has been reported [68, 69]. This combi-

nation, known as alkaline peroxide, greatly improves the lignin removal. The

reaction mechanisms are similar to that of the alkaline pretreatment, but it is

complemented with the oxidation of the lignin by the oxygen peroxide. The main

advantage of this combination is that it presents a faster kinetics at low temperature.

This pretreatment has also been studied in combination with steam explosion and

hydrothermal treatments.

Organosolv pretreatments are based on the differential solubilization and

partitioning of feedstock components in organic solvents and water. After the

treatment, the organic solvent can be easily removed allowing the recovery of the

lignin [63]. Formic acid, acetic acid, methanol, ethanol, acetone, etc., can be used as

organic solvents [63, 64]. This pretreatment helps in the delignification of ligno-

celluloses feedstocks. The solvent can be recovered by distillation and subsequently

reused [36].
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Recently, ionic liquids (ILs) have been used as pretreatment. ILs are able to

establish hydrogen bonds with cellulose at high temperature. Usually, the ILs-to-

feedstock ratio is about 10:1. Lignocellulosic feedstock pretreatment using ILs

offers several attractive features when compared to conventional methods. These

advantages include significantly lower temperatures, below 100�C, and less haz-

ardous process chemicals and conditions [37]. As a drawback, the very high cost

related to ILs must be also noted.

4.4 Biological Pretreatments

The biological pretreatments are based on the enzymatic modifications caused by

microorganisms, mainly fungi such as rot, brown rot, and soft rot [38]. These enzymes

degrade the biomass releasing the fermentable substrates. The biological pretreat-

ments have been reported as powerful pretreatments of biomass [70]. The main

disadvantages are that these pretreatments present low rates, which increases the

length of the pretreatment, and that the used organisms consume some of the carbo-

hydrates available, which reduces the final yield of the pretreatment [50, 58, 71]. How-

ever, the main advantages are that biological processes are non-energy-intensive

processes and do not consume chemicals and the organisms used are self-sustained

[36, 57, 58].

5 Concluding Remarks

The search for more sustainable fuels has drastically increased during the last years,

mainly because they will allow reduction in the greenhouse gas emissions and also

because they will provide energy independence. Bioethanol is one of the most

promising options; however, the major problem with bioethanol production is the

availability of raw materials for its production. In the future, the bioethanol from

edible crops should be minimized only to production excess or out-of-specification

products in order to avoid a severe competence with food provision. With regard to

feedstock, the use of nonedible substrates, forest wastes, and even OFMSW seems a

good option, allowing to obtain a sustainable fuel at the same time that wastes or at

least nonedible crops are transformed. About the processing, the pretreatments

stand up as one of the key stages, mainly because they make more accessible the

substrates contained for the hydrolysis and fermentation stages, increasing the

bioethanol yield.

Biorefineries: An Overview on Bioethanol Production 169



References

1. Gonzalez del Campo A, Lobato J, Ca~nizares P, Rodrigo MA, Fernandez Morales FJ (2013)

Short-term effects of temperature and COD in a microbial fuel cell. Appl Energy 101:213–217

2. Uihlein A, Schebek L (2009) Environmental impacts of a lignocellulose feedstock biorefinery

system: an assessment. Biomass Bioenergy 33(5):793–802

3. Ballesteros I, Negro MJ, Oliva JM, Caba~nas A, Manzanares P, Ballesteros M (2006) Ethanol

production from steam-explosion pretreated wheat straw. Appl Biochem Biotechnol 130

(1–3):496–508

4. Laherrère J, Perrodon A (1997) Technologie et réserves. Petrole et Techniques 406:10–28
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Effects of External Resistance on Microbial

Fuel Cell’s Performance

A. González del Campo, P. Cañizares, J. Lobato, M. Rodrigo,

and F.J. Fernandez Morales

Abstract Microbial fuel cells (MFCs) are bioelectrochemical devices able to

convert chemical energy into electricity. This chapter describes the effect of the

external resistance on the performance of a MFC. Firstly, the state of the art of this

topic has been comprehensively revised, and the effect of external resistance on cell

voltage, anode potential, current and power generated, microbial diversity, struc-

ture and morphology of the biofilm, microbial metabolism and organic matter

removal, coulombic efficiency, and time of stability is reported. Also, different

methods to the control of external resistance as a function of internal resistance

changing are explained. After that, the effect of changes in the external resistance

on power generated and COD removal in a microscale MFC, used to treat waste-

water, was studied. The obtained results indicated that when external resistance was

increased, the power decreased. However, hysteresis was observed due to change in

microbial diversity in the anode. During the first phase of increment of external

resistance, the maximum power exerted, 1.69� 10�3 mW, was obtained with a

2,700Ω load. However, when decreasing the external resistance, the maximum

power, 1.27� 10�3 mW, was obtained with a 2,200Ω load. Regarding COD

removal, the effluent COD decreased when external resistance was increased, that

is, the wastewater treatment was enhanced when external resistance was higher.
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1 Introduction

Microbial fuel cells (MFCs) are electrochemical devices that exploit the metabolic

abilities of electrogenic microorganisms to facilitate the generation of electricity

from chemical energy, mainly from organic matter. In a MFC, organic matter is

oxidized at an anode by biological process where microorganisms deliver the

electrons to the anodic electrode. These electrons flow through an external load

and are released at the cathode where they are consumed to reduce an oxidant agent,

usually oxygen. This biological system has the potential to oxidize a large variety of

organic compounds producing at the same time electricity [1, 2]. In literature the

electricity generation using MFCs has been studied using pure organic compounds,

such as acetate, butyrate, and glucose, and also with waste streams [3–5]. Anyway,

the main advantage of electrogenic microorganisms is their ability to oxidize wastes

with simultaneous energy generation [6].

In this way, one of the most attractive energy sources for MFCs is wastewater,

because electricity production is combined with the wastewater treatment [7]. The

use of MFCs for wastewater treatment presents several advantages, such as eco-

nomical savings in aeration and solid handling. Aeration alone can account for half

of the operation costs at a typical treatment plant [8] and in MFC aeration is not

necessary. The MFC process is inherently an anaerobic process; moreover, the

sludge yields for an anaerobic process are approximately one-fifth of that for an

aerobic process. Thus, the use of MFCs could drastically reduce solid production at

a wastewater treatment plant, reducing also the operating costs for solid

handling [1].

The major bottleneck of MFC application is its relatively low power density;

nowadays, the actual power density exerted by MFC is not high enough for

industrial applications. In order to solve this drawback, research on MFC has

been focused on power density improvement by optimizing operating conditions

such as COD loads [9], operational pH [10, 11], flow rate [12], and temperature

[8]. Additionally, one of the main factors to enhance the power output is by means
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of an integral component of the MFCs, the external resistance [13, 14]. The external

resistance is used to dissipate the electrical energy when MFCs are operated

independently of an electrical device and as an integrated part of an electrical

grid that controls the output of fuel cells [15]. The external resistance controls the

ratio between the current generation and the cell voltage [16]. A high external

resistance results in a high cell voltage and low current, and a low external

resistance results in a low cell voltage and high current. One way to minimize

losses is to operate the MFC under optimal conditions for power production at an

optimal external resistance [17]. Because of that, the effect of the external resis-

tance on the activity of the biocatalyst and on the electricity production in MFCs is a

key point that must be taken into account [18].

In this context, the aim of this chapter is to study the effect of change of external

resistance on operation of MFCs and to indicate how to select the most appropriate

external resistance.

1.1 Effect of External Resistance on Performance of MFC

The external resistance controls the ratio between the cell voltage, determined by

the difference between the cathode potential and the anode potential, and the

current (amount of electrons per unit of time which flow through the circuit). The

Gibbs free energy which is available for the microorganisms during substrate

oxidation is proportional to the number of electrons transferred to the electrode

and the potential difference between the anode potential and the redox potential of

the substrate [19]. In this way, the higher the anode potential and the higher the

current, the more energy the microorganisms theoretically gain per unit of time [20,

21]. This would result in an increase of the current generation and a lowering of the

cell voltage by the microorganisms, both influencing the power generation

[13]. Taking into account these statements, it is clear that the external resistance

has significant impact on MFC performance, including electricity production, COD

removal and microorganism population evolution. In the literature the effect of

external resistance on MFC performance has been addressed. In the following

sections, the effect of external resistance on the main variables of the MFC

operation will be revised and studied.

1.1.1 Influence of External Resistance on Anode and Cathode

Potentials and Cell Voltage

The maximum cell voltage in a MFC is obtained at open circuit, that is, when

external resistance is infinite. When the external resistance decreases, the voltage

exerted by the MFC also decreases. According with Menicucci et al. [22], this is

because of the limitations imposed on the electrode reaction kinetics, on mass

transfer, and on charge-transfer processes at the current-limiting electrode (one of
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the two electrodes that exhibits the slower charge-transfer kinetics). In this research

Menicucci et al. [22] evaluated the performance of MFC with different external

resistances from 6 to 0.125 kΩ. The cell voltage decreased when external resistance

decreased. The decrease was more significant when they applied an external

resistance less than 3 kΩ. They used the relative decrease in anodic potential

(RDAP) to select the external resistance to measure the maximum sustainable

power of their MFC. In Fig. 1, the variation of percent deviation of anodic potential

with respect to the applied external resistance in that work is shown.

When external resistance was high, the RDAP increased linearly with decreasing

external resistance because external resistance limited the electron delivery to the

cathode. When a low external resistance is applied, the electron delivery to the

cathode is limited by kinetic and/or mass transfer (or internal resistance), and the

RDAP increased linearly with decreasing external resistance. However, the RDAP

also increased linearly with decreased external resistance, with different slopes, for

external resistance-limited or internal resistance-limited conditions. When both

lines intersected, they draw a horizontal line from the intersection to estimate the

external resistance that allows them to measure sustainable power. Thus, in the

study of Menicucci et al. [22] external resistance between 2.5 and 4 kΩ provided

very close power values.

Ghangrekar and Shinde [23] also studied the effect of external resistance on

MFC, and they observed that cell voltage increased with the increase in external

resistance from 0 to 4,000Ω; the maximum voltage of 358 mV was observed at an

external resistance of 4,000Ω.

Later on, Rismani-Yazdi et al. [15] obtained similar cathode potentials at

different external resistances. However, anode potential varied under different

external resistance employed. MFCs with lower external resistances resulted in

higher anode potentials. This was also observed in the study of Song et al. [24]

carried out using a sediment microbial fuel cell (SMFC). In that study, an increase

Fig. 1 Relative decrease in

anode potential in a MFC as

a function of external

resistance (extracted from

Menicucci et al. [22])
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in external resistance was accompanied with a significant decrease in anode poten-

tial. The anode potential for SMFCs with an external resistance of 10Ω was much

higher than those with other external resistances, around 30 and 80 mV higher than

those with external resistance of 100 and 1,000Ω, respectively. However, the

cathode potential for the SMFC with 10Ω external resistance was only 2–8 mV

lower than those for SMFCs with 100Ω and higher external resistances, which were

found to be quite similar.

Similar results were found in other studies. In the study of Chae et al. [25], the

anode potential became more negative with the increased external resistance.

Zhang et al. [26] used the same MFC configuration but with different external

resistance, and they concluded that MFC with a lower external resistance showed a

higher steady anode potential after start-up.

These results indicate that the external resistance in MFCs regulates anode

potentials. In order to maximize electrical energy output of a MFC, the anode

potential should be as low and the cathode potential as high as possible [16]. How-

ever, the anode potential controls the theoretical energy gain for microorganism

[27]. At low anode potential, the redox potential at the anode was probably too low

to make it a favorable electron acceptor for the microorganisms [28], that is, there is

low energy per electron transferred available for growth and cell maintenance. In

this way, the differences in MFC performance with different external resistances

may be associated with variations in activation losses at the anode, which is a

function of electrochemical activity of anode-reducing microorganisms [15]. There-

fore, there existed an optimum anode potential enabling the microbial consortia to

balance electrode reduction kinetics with potential energy gain, which could be

easily achieved through selection of the desired external resistance [24]. The

activation losses have little influence on the MFC operation under optimal or

close to optimal external resistance, which occurs when external resistance is

close to the internal one [7]. Schroder [21] suggested that the differences observed

in the anode potential under various external resistances can select for different

electrochemically active microorganisms.

1.1.2 Influence of External Resistance on Electric Current of MFC

When MFC is operated with a low external resistance, the MFC generated higher

current [15, 24, 25, 29, 30] due to the highest electron transfer to the cathode

supporting faster cathode reaction and high electrogenic activity.

In this way, various studies have observed that stepwise decreases in the external

resistance of an MFC improved the current generation over time [13, 15, 31, 32]. In

the study of Aelterman et al. [13], the descent of external resistance from 50 to 25Ω
and finally to 10.5Ω resulted in a significant increase in the continuous current

generation. Moreover, Aeltermant et al. [13] observed that when the MFCs were

operated at lower resistances, the mass transfer or kinetic limitations observed

during polarization lowered, resulting in a less steep descent of the current density.
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In a SMFC, Song et al. [24] observed that while there was not much difference

among the currents produced at five different external resistances during the initial

10 days of operation, currents produced by the SMFCs were different after that. The

highest average current of 0.22 mA was produced from SMFCs with an external

resistance of 100Ω, followed by those at 10Ω and then 400Ω. This can be

explained because when working at low external resistance, a slight increase in

internal resistance can dramatically decrease a fuel cell’s performance [33] which

reduces the current production mainly because of the internal resistance but not due

to the external one. The SMFCs with an external resistance of 1,000Ω produced the

lowest current [24]. Similar to previous studies, Zhang et al. [26] observed that a

conventional MFC with a lower external resistance showed a higher current gen-

eration after start-up.

On the other hand, when operating at high external resistance that almost mimics

an open circuit, microorganisms were unable to transfer their electrons to such an

unfavorable electron acceptor. In this situation, the high external resistance restricts

the current that is able to flow from anode to cathode, and this may affect which

microorganisms are able to colonize the anode [28, 34]. In the study of Ghangrekar

and Shinde [23], it was demonstrated that when external resistance is very high, the

current was brought to minimum and nearly constant value. Moreover, in this case,

the limiting factor is the external resistance, and the current production is almost

independent of another factor, such as the distance between the electrodes and

surface of the anode.

1.1.3 Influence of External Resistance on Electric Power of MFC

According to the information presented above, when external resistance is low, the

cell voltage is low and current is high. Taking into account that the power is the

product of current and cell voltage, a question arises: Which value of external

resistance makes that power maximum?

In order to determine that, it is necessary to take into account the following

argument: If external resistance is low, then the equilibrium potential of the cell

initially generates a high instantaneous electric current, higher than the maximum

sustainable rate of charge transfer to/from the current-limiting electrode. As a

result, the potential across the cell decreases quickly and adjusts to the rate of

charge transfer to the current-limiting electrode, effectively decreasing the current

in the external circuit. However, if the external circuit has a relatively high

electrical resistance, then the equilibrium potential of the cell generates an electric

current lower than the maximum sustainable rate of charge transfer to/from the

current-limiting electrode. The potential of the cell adjusts to the external resis-

tance. In the latter case, the power generation is sustainable but lower than it could

be if the resistance of the external circuit were lower [22].

In this way, the maximum power transfer theorem states that maximum power is

drawn when the external resistance (Rext) of electric power source equals the
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internal resistance of power sources. Moritz von Jacobi published the maximum

power (transfer) theorem around 1840, and it is also referred to as “Jacobi’s law.”
Then, the mathematical demonstration of maximum power transfer theorem for

a DC circuit can be demonstrated as follows [35]:

Considering the MFC as a DC circuit, a voltage drop (V) drives an electric

current (I) through internal (Rint) and external (Rext) resistances. By Ohm’s law,

I ¼ V

Rext þ Rint

And the power (P) is

P ¼ I2 � Rext ¼ V2

Rext þ Rintð Þ2 � Rext ¼ V2

R2
int=Rext þ 2Rint þ Rext

� Rext

P is maximum when the denominator is minimum. Differentiating the denominator

with respect to Rext,

d R2
int=Rext þ 2Rint þ Rext

� �

dRext

¼ � R2
int

R2
ext

þ 1

For maximum or minimum, the first derivative is zero, so

R2
int=R

2
ext ¼ 1

Therefore, the power is maximum when Rext¼Rint.

If external resistance is higher or lower than internal resistance, generated power

will decrease.

Because of its importance, multiple studies have been checking this theorem in

MFC [13, 28, 34, 36–39].

Katuri et al. [36] observed that when external resistance was increased from 0.1

to 1 kΩ, the power density increased, reaching a maximum power density of

10.1 mW m�2. A fall in power generation was observed at external resistance

values from 10 to 50 kΩ. In the Fig. 2, the power generation in that work under

different external resistances is shown. It is important to mention that internal

resistance of the MFC used in that study was around 1 kΩ.

In the study of Lyon et al. [28], the internal resistance was 300Ω, and the highest

power production was obtained with an external resistance of 470Ω, followed by

1,000Ω, 100Ω, 10 kΩ, and finally 10Ω. The external resistance of 10Ω produced

the weakest power production as the resistance was too low compared to the

internal resistance (300Ω).

In the work of Ren et al. [34], the internal resistance of the MFCs was around

190Ω, which explains why the peak power from MFCs was achieved at the 265Ω
external resistance. On the other hand, in that work the influence of increasing and
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decreasing of external resistance at 25 min intervals on power density was studied.

Higher power density values were observed when external resistances were

changed from high to low (from 5,000 to 10Ω) compared to low to high (from

10 to 5,000Ω).

In other studies, although internal resistance was not measured, an increase in

power was observed when external resistance was increased until a value, and then,

when external resistance continued to increase, the power decreased [25, 26]. In the

study of Zhang et al. [26], the power obtained after start-up increased from 1.96 to

6.05 mW when external resistance increased from 10 to 50Ω. Then, when external

resistance increased from 50 to 1,000Ω, the power decreased to 0.64 mW. The best

power of MFC with an external resistance of 50Ω may come from the highest

active biomass production on the surface of electrode. The lower performance with

10Ω, despite the higher active biomass, might be due to the significant ohmic loss

resulting from the existence of void spaces in the interior of the biofilm.

In the study of Chae et al. [25], the power density increased when external

resistance increased from 10 to 100Ω and showed a maximum value of

124 mW cm�2 at 100Ω. When external resistance was increased from 100 to

2,500Ω, the power density decreased.

It is important to remark that the theorem is not satisfied in several MFC studies

[24, 40]. Song et al. [24] observed that power density increased with the increase in

external resistance and the highest power density of 3.15 mW m�2 was obtained at

an external resistance of 1,000Ω. However, the internal resistance varied between

132 and 214Ω. This fluctuation could be explained because internal resistance is

not a system constant and depends on the external resistance applied to the MFC. In

the study of Lee et al. [40], MFC with highest external resistance had better power

densities.

1.1.4 Influence of External Resistance on Microbial Diversity

For practical purposes and in large-scale applications, mixed cultures are generally

preferred over pure cultures because they are more readily obtainable in large

quantities, more tolerant to environmental fluctuations, and more accommodating

Fig. 2 Relationship

between peak power

generation and external

resistance (extracted from

Katuri et al. [36])
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to a variety of substrates [41]. But other microorganisms such as methanogens are

ubiquitous in sludge used as inoculum in MFC. Because of that, it is important to

control and inhibit the competing microorganisms in a MFC.

In literature the influence of external resistance on microorganism diversity has

been studied. In all studies, a change in microorganism diversity was observed

when external resistance was changed [15, 28, 34, 36, 39], and new knowledge has

been generated.

In this way, the external resistance in an MFC directly influences the anode

potential, which is equivalent to the anode availability as an electron acceptor;

therefore, it influences on anode biofilm development and performance [42]. Low

resistance leads to more positive potentials, which provide more free energy to the

microorganisms and enable a higher flux of electrons through electrogenic metab-

olisms [26], imparting a selective advantage to electrogenic over competing micro-

organisms [15, 39]. Thus, several studies have demonstrated that low external

resistance enhances the presence of electrogenic microorganisms in the MFC

anode chamber [40, 43–46] and that high external resistance reduces the anode

potential enhancing the presence of strictly anaerobic microorganisms [18, 40, 45,

46]. In this way, independent of the microbial composition of the inoculum,

proliferation of the electrogenic microorganisms could only be achieved at external

resistance values that are equal to or less than the MFC internal resistance [18].

In addition to influencing this competition with other groups, the external

resistance (anode potential) also exerts a selective pressure on the electrogenic

community composition due to their different attributes related to anode affinity

and maximum substrate utilization rate [42, 47]. This presents an opportunity to

tailor the anode biofilm structure and composition and potentially MFC perfor-

mance with respect to power output and substrate utilization, through the adjust-

ment of external resistance [34].

Lyon et al. [28] demonstrated that the microbial community structure in MFC’s
biofilm operated at external resistance appreciably above internal resistance (1 to

10 kΩ) was significantly different from that observed in the MFC operated at low

external resistance (10, 100 and 470Ω) [28]. As mentioned above, a low external

resistance promotes growth and metabolic activity of the electrogenic microorgan-

isms since electron transport to the cathode is facilitated [18].

Rismani-Yazdi et al. [15] proved that within the anode-attached microorgan-

isms, samples from MFCs with lower external resistance (higher anode potential),

20 and 249Ω, had more similarity (75%) than those with higher external resistances

(65% similarity between 480 and 1,000Ω). It is because, as has been explained,

operating the MFCs at low external resistance selects for microorganisms that have

higher activity of electron transfer to the anode [48–50]. This interpretation is

supported by Liu et al. [51] and Torres et al. [42], who suggest that a more positive

anode potential is associated with greater colonization of anode-reducing microor-

ganisms on the electrode.

Katuri et al. [36] also observed that different communities were selected at

different external resistance which may represent selection of electrogenic organ-

isms at lower external resistance. In the study of Jung and Regan [39], increasing
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external resistance to 9,800Ω, the anode microorganism communities changed

significantly, while continued operation at 970Ω and a reduction to 150Ω had little

effect on them, although, in general, the modification of the external resistance load

did not consistently affect the abundance of these functional groups.

In the study of Lyon et al. [28], with high external resistance, different electrode-

reducing microorganisms colonized the anode that when external resistance was

low. Regardless of the high external resistance, some microorganism species were

still able to use the anode as an electron transfer intermediate. When external

resistance is increased from 470 to 10 kΩ, the maximum power was slightly

increased. However, during the initial period of higher maximum power output,

there were two peaks that appear on the polarization curve. This could indicate two

separate populations of microorganisms that were capable of producing electricity.

Therefore, community structure changed with external resistance; however, differ-

ent communities were capable of producing the same level of power production.

In the work of Ren et al. [34], bacteria with a filamentous structure dominated

and formed relatively thin and patchy biofilm (0–30 μm) on the anodes under high

external resistances (1,000 and 5,000Ω), while rod-shaped cells accumulated and

formed dense biofilms (more than 50 μm) that covered the anodes under lower

resistances (10, 50 and 265Ω). As the external resistance decreased, the biofilm

cells tended to aggregate and finally covered the whole anode with thick biofilm.

1.1.5 Influence of External Resistance on Structure and Morphology

Biofilm

Previously, the relationships between the microorganism diversity and the external

resistance in a MFC have been studied. Moreover, the external resistance may also

affect the structure and morphology of the biofilm in the anode. Therefore, in some

research, the influence of external resistance on structure and morphology of the

biofilm has been studied.

At low external resistance (higher anode potential and current), more electro-

genic microorganisms should be able to transfer electrons to the anode and gain

more energy; it leads to a more diverse and denser anode biofilm [26, 34]. Following

this argument, Ren et al. [34] obtained different biofilm morphologies and densities

in the MFCs under different external resistances (10–1,000Ω).

Mclean et al. [32] described how the differences in external resistances affect

cellular electron transfer rates on a per cell basis and overall biofilm development in

Shewanella oneidensis strain MR-1 by monitoring the real-time microscopic imag-

ing of anode population. They found that the anode of a MFC started up at a low

external resistance (100Ω) had a thinner biofilm and higher current per cell,

compared with that at a high external resistance (1 MΩ).

Another effect of external resistance on morphology and structure of the biofilm

was discovered by Zhang et al. [26]. They observed that although the biofilm

formed at 10Ω contained less active biomass than that at 50Ω, both biofilms

were of similar thickness. This is because the microorganisms were more loosely
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packed in the biofilm developed and the extensive voids were found to be distrib-

uted within biofilm at 10Ω (the less external resistance). These voids were bene-

ficial for mass transport within the biofilm by forming water channels that facilitate

the substrate and buffer supply, as well as product removal. However, void spaces

also lead to imperfect contact between the electrogenic microorganisms and the

anodes, causing a decrease in the electrical conductivity of the biofilm matrix and

consequently reduced the performance of the MFCs. By contrast, the biofilm

formed at 50, 250, and 1,000Ω appeared quite homogeneous and showed a compact

structure, in which cells were tightly linked together by visible polymeric viscous

materials.

1.1.6 Influence of External Resistance on Microbial Metabolism

and Organic Matter Removal

The external resistance also influences on the microbial metabolism. The differ-

ences in MFC performance with different external resistances result mainly from

the differences in the catalytic activity at the anodes [24] affecting therefore the

microbial metabolisms and organic matter removal.

In this way, Aelterman et al. [13] observed that at the highest external resistance

(50Ω), feeding the biomass with an increased loading rate did not result in a rise of

the continuous current generation. The amount of energy which was available for

growth and maintenance, as determined by the external resistance, was probably

too low to sustain a higher metabolic activity of the microorganisms. Therefore, no

increase of the current generation at higher loading rates could be noted. Only

during polarization or at lower external resistances, when higher electron fluxes and

lower anode potentials were allowed, enabling a higher energy gain for the micro-

organisms, significant increases of the current generation and power outputs were

observed.

At lower external resistance, the COD removal was higher, and with the increase

in external resistance, a decrease in COD removal occurs [5, 29, 30, 36, 39,

40]. This is because, at higher external resistances, there is a lower anode potential,

which may alter the metabolic activities of the anodic microbial community, and

the presence of different microbial species could provide different mechanisms for

efficient utilization of organic matter [36]. MFCs operated at higher anode potential

(low external resistance) may lead to enhanced wastewater treatment since drawing

a greater current from the MFC accelerates the COD removal [36]. In the work of

Sajana et al. [52] carried out in a SMFCs, better COD and TN removal were

observed when the system operated with lower external resistance than when

operated with higher ones.

According to this argument, the total SCFA concentration of the anolyte

increases with external resistance [36], and it can affect pH in the anode biofilm

[53, 54]. The increased production of SCFAs with high external resistance may

result from a high competition for organic matter in the anode and/or reduced

consumption of metabolites with higher external resistance because of lower rates
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of respiration and anodic electron transfer activity. Also, Pinto et al. [7] observed

that methane production was higher when MFC was operated at higher external

resistance.

On the other hand, in various studies [26, 36, 45], a lower biomass yield at low

external resistances has been obtained. Microorganisms may also produce extra-

cellular polymeric substance (EPS) during growth on the anode surface, consuming

energy which is available for microorganism growth [55]. Therefore, a higher

portion of energy is consumed for the synthesis of EPS rather than for microorgan-

ism growth in the case of MFC with lower external resistance. In the study of Zhang

et al. [26], EPS content of biofilm decreased from 296.8 to 51.9 mg g�1 as the

external resistance increased from 10 to 1,000Ω. Considering that the active

biomass of the biofilm developed at 10Ω was lower than that of 50Ω, whereas

the energy gain was higher, this result suggested that a greater portion of energy

was consumed for EPS synthesis in the case of the biofilm developed at 10Ω. Low

sludge yield was reported to be advantageous in the water industry as it accounts for

around 25–65% of total plant operating costs [56].

1.1.7 Influence of External Resistance on Coulombic Efficiency

Coulombic efficiency is the ratio of total recovered coulombs by integrating the

current over time to the theoretical amount of coulombs that can be produced from

organic matter removal. Therefore, taking into account that current and organic

matter removal is influenced by external resistance, coulombic efficiency is also

influenced by external resistance.

Generally, coulombic efficiency increases when external resistance is decreased.

It is because current is increased [15, 40], anode potential is increased [39], and the

share of fermentative and anaerobically respiring microorganisms is reduced

[25, 34, 36, 57].

In this way, in the study of Rismani-Yazdi et al. [15], a maximum coulombic

efficiency of 19% was obtained in MFCs with 20Ω external resistance, and with

1,000Ω the coulombic efficiency was 12%. It was due to changes in microbial

diversity and the differences in current flow induced at various external resistances

and other factors: accumulation of metabolites, biomass growth, substrate cross-

over, and competing reactions for electrons or reduction of O2 diffusion through the

membrane.

Lee et al. [40] observed that the coulombic efficiency values appeared to be

decreased with increasing external resistance. High external resistance would bring

high ohmic losses for electron transfer, thus probably resulting in a lower coulomb

efficiency.

In the study of Jung and Regan [39], the high availability of the anode with low

external resistance resulted in high coulombic efficiency.

Katuri et al. [36] obtained a maximum coulombic efficiency of 6.15% for MFC

operated under the lowest external resistance (0.1 kΩ), and it decreased until 0.44%

when external resistance increased until 50 kΩ. This behavior was perhaps due to
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competition for electron donor between electrogenic microorganisms and fermen-

tative and anaerobically respiring microorganisms when external resistance was

increased.

In the study of Juang et al. [57], it was observed that when external resistance

ranged from 10 to 1,000Ω, a lower resistance corresponded to a higher coulombic

efficiency. It means that some electrons were consumed by some mechanisms other

than the cathode reaction [58].

Chae et al. [25] determined that lowering the resistance from 600 to 50Ω
reduced the methanogenic electron loss by 24%. When the external resistance

was lowered to 50Ω after a run at 600Ω for a period of 5 months, the level of

methanogenic electron loss reduced from 53.2 to 40.6%, indicating its potential for

controlling the methanogens. This resulted in a corresponding increase in coulom-

bic efficiency from 32 to 42.8%, similar to the amount of saved electrons calculated

by reducing methanogenesis. The undefined electron losses, including electron sink

for microorganism growth, were about 4–10%.

In the work of Ren et al. [34], the average coulombic efficiency for the 10Ω
external resistance MFCs was 45%, while the average value for 5,000Ω external

resistance MFCs was only 6%. The low electron recovery at high external resis-

tances was mainly due to the long batch duration, which resulted in more electron

loss to non-electricity-related reactions such as aerobic respiration and perhaps

methanogenesis, though the latter was not measured.

1.1.8 Influence of External Resistance on Time of Stability

When the external resistance is changed, the electrochemical response of the

biofilm established at the antecedent quickly stabilizes. However, the biofilm

takes much longer to stabilize, with changes in biofilm structure and community

composition potentially leading to a long-term stable performance that differs from

the short-term electrochemical response [34].

In the study of Jadhav and Ghangrekar [29], when the resistance was increased

from 50 to 100Ω, with initial sudden drop, the produced current increased with time

and got stabilized within 20 min. However, when resistance was increased from

500 to 1,000Ω, after initial sudden drop, the current slowly increased and got

stabilized after 2 h. At lower resistance change, from 50 to 100Ω, the current

reached the stable value with less time after changing the resistance, but at higher

resistance changes, it took long time for the current to reach the stable value.

Katuri et al. [36] also observed that the time taken to attain the peak current

density decreased with decreasing external resistance. These observations may be

due to different electron transfer rates under different external resistances and/or

variations in microbial metabolic activities and kinetic differences in substrate

utilization [46].

However, in the work of Menicucci et al. [22] only when the external resistance

was large enough did the power generation reached a sustainable level quickly. The

lower the external resistance, the longer the time needed for the cell to equilibrate
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and produce the sustainable power. In another study, He et al. [33] measured the

power of their MFC and reported the maximum power that occurred when a 66Ω
resistor was applied. However, when they applied a larger external resistance,

100Ω, the current decreased in time. When they applied a 470Ω external resis-

tance, the current did not change, showing the sustainable conditions.

In the work of Ren et al. [34], where the long-term operation of MFCs at

different fixed resistances and the performances, architectures, and compositions

of these different steady-state biofilms were studied, it was also observed that MFC

under higher resistance showed reduced periods before reaching steady-state volt-

age. The lag time for 5,000, 1,000, 265, 50, and 10Ω MFC to reach 80% of their

maximum voltage was 91, 104, 106, 108, and 120 h, respectively. Higher external

resistance could accelerate the biofilm acclimation process by providing a lower

anode potential for a faster MFC start-up.

1.2 Control of External Resistance as a Function of Internal
Resistance Changing

As it has been previously stated, the MFC power output is maximized when the

external resistance connected to the cell is equal to the total internal resistance. An

incorrect selection of external resistance, either larger or smaller than the internal

resistance, may lead to large losses in power output. Meanwhile, variations in

operating conditions (temperature, pH, influent strength, influent composition,

and other factors) and the processes of biofilm growth and decay lead to significant

changes of the internal resistance over time [22]. This inevitably results in a

mismatch between the internal and the external resistances and, therefore, may

lead to large losses in power output. For it, the external resistance control is an

important requirement for industrial application of MFCs.

Premier et al. [59] demonstrated that the power production and coulombic

efficiency of MFCs can be substantially improved using an automatic control

strategy of external resistance.

The problem of optimizing the external load for power sources has been

addressed before by online control, and it is often referred to as maximum power

point tracking (MPPT). Thus, when internal resistance is increased or decreased due

to the change in operation conditions, the MPPT algorithm decreases the external

resistance value [18].

Woodward et al. [60] studied a method for external resistance control, which

uses an online perturbation/observation (P/O) algorithm for maximizing the power

output.

The P/O algorithm demonstrated excellent stability and fast convergence so that

external resistance always remained close to internal resistance. This strategy might

prevent MFC operation at external resistance values below its internal resistance,
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thus helping to avoid voltage reversal [61] after a feed disruption or another

operating problem.

In this way, in the study of Pinto et al. [18], MFC-1, which was operated at a high

external resistance, always had a low current density and a low coulombic effi-

ciency, while MFC-2, which was operated at the lowest external resistance, and

MFC-3, which was operated at an optimal external resistance by the P/O algorithm,

showed larger values.

Also, a logic-based control approach for adjusting the external resistance has

recently been proposed in literature [59].

Both methods provide real-time optimization of the external resistance; however

the practical implementation of these methods would require a device with a

variable electrical load that can be fitted on demand. Meanwhile, the electrical

loads are not always adjustable.

Another mode of operation is described by a duty cycle, which suggested that by

operating an MFC with intermittent connection/disconnection of the external resis-

tance, the MFC power output could be improved without significant losses in power

output even at external resistance values below internal resistance [62].

Coronado et al. [63] elaborated on the approach of intermittent (periodic)

connection of the electrical load by analyzing the MFC frequency response in a

range of 0.1–1,000 Hz and operating the MFC at a sufficiently high switching

frequency, equivalent to a pulse-width modulated connection for the external

resistance (R-PWM mode of operation). In the study of Coronado et al. [63],

external resistance was disconnected during a time in each duty cycle in the

R-PWM mode of operation. In this way, by comparing power outputs of MFCs

operated in the R-PWM mode and with a constant resistance equal to the estimated

total internal resistance value, the R-PWM mode operation was demonstrated to

improve MFC performance by up to 22–43%.

In a stack of MFCs, the initially small difference in potential between cells can

eventually dominate and suppress the performance of neighboring cells [64]. This

voltage reversal can detract from the expected total power output in serial connec-

tion and can also deleteriously affect the electrogenic biofilm on the electrode

[61]. Grondin et al. [65] used intermittent and periodic connection of the load as

an alternative to MPPT operation to match internal and external impedance in order

to obtain maximum power transference. Several duty cycles of open and closed

circuit operation in benthic MFCs increased power output; however little or no

effect on the anode community development was seen [66].
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2 Experimental Procedure

2.1 Experimental Setup

The setup used in this study (see Fig. 3) consisted of a two-chambered microscale

MFC separated by a proton exchange membrane, PEM (Sterion®) [9, 67]. Both the

anodic and cathodic chambers were built on a graphite plate; the anode chamber

volume was 0.95 cm3 and the cathode chamber volume with serpentine channels

was 0.5 cm3. Toray carbon papers TGPH-120 (E-TEK, USA) (3� 3 cm) were used

as electrodes in the anodic and the cathodic chambers. The anodic electrode

contained 20% of Teflon, and the cathodic electrode contained 10% in order to

improve the mechanical properties of the carbon support [68]. At the cathode, a

catalytic layer with 0.5 mg Pt/cm2 loading was deposited onto a microporous layer

[69]. The membrane-electrode assembly was performed according to literature

[8]. The active areas of the anodic and cathodic electrode were 4.65 and

2.85 cm2, respectively. Both electrodes were connected by an external resistance

of 120Ω (initial conditions) [70]. A scheme of the setup used is shown in Fig. 3.

The anodic compartment was inoculated with activated sludge from Ciudad Real

Wastewater Treatment Plant and operated in the fed-batch mode until steady state

was reached [9]. After acclimatization, the MFC was operated in continuous mode.

To do that, the anodic chamber was fed with a synthetic wastewater, which

contained 9 g L�1 glucose and fructose as organic substrates and COD

343 mg L�1 and trace minerals, at a flow rate of 0.5 mL min�1. In order to avoid

the degradation of the wastewater during its storage, it was sterilized for 30 min at

105�C. The composition of the synthetic wastewater used in the experiments can be

found elsewhere [71].

Rext

ANODIC 
CHAMBER

CATHODIC 
CHAMBERION-

EXCHANGE 
MEMBRANE

Fig. 3 Schematic view of the setup

190 A. González del Campo et al.



An air-breathing cathode was used. Air-breathing systems use free convection

airflow to supply oxygen to the cathode.

2.2 Characterization Techniques

A digital multimeter was connected to the system to monitor continuously the cell

voltage at the value of the external load (Rext). These cell voltages (V ) are directly
related to the current flowing between the electrodes (I ) by the Ohms law. Power

was calculated from current and voltage.

The effluent’s COD from anodic compartment was determined by photometric

methods with a MERCK COD cell test and Pharo 100 MERCK spectrophotometer.

3 Results and Discussion

In this study, the influence of the external resistance over the power and wastewater

treatment capacity of a microscale MFC was evaluated. In this way, the first

external resistance studied was 120Ω, external load used for the normal operation

of the cell. Gradually, the external resistance was stepwise increased from 120 to

3,300Ω. The maximum resistance was selected in order to overcome the internal

resistance of MFC, which was around 2,200Ω. Afterward, the external resistance

was decreased from 3,300 to 120Ω, in order to evaluate the effect of the lowering of

the external resistance on the MFC.

In this way, each external resistance was kept in the system of MFC until the

steady state was reached.

3.1 External Resistance Effect on Power Production

The effect of the external resistance on power generation was studied. In Fig. 4 the

generated power in the steady state for each evaluated resistance is shown.

The generated power by MFC increased with the increment of external resis-

tance. When the external resistance increases from 120 to 560Ω, a great increment

in power from 3.76� 10�4 to 1.57� 10�3 mW was observed. From 1,000Ω power

stayed constant around 1.6� 10�3 mW; this is because the increment of external

resistance adversely affects the electricity production. In the phase of decrement of

external resistance, a decrement of power from 1.6� 10�3 to 4.8� 10�5 mW was

observed. It is important to highlight that this loop has hysteresis. In this way, the

obtained power for each external resistance was always higher in the phase of

increment of the external resistance than in the phase of decrement of the external

resistance. Lyon et al. [28] noted changes in microbial community structure both at
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the highest external resistance and when the resistances were changed. It could be

the reason for the reduction observed in the power exerted when the systems

worked with high external resistance and also to the existence of a hysteresis

loop. The difference in MFC performance with different external resistances may

be associated with variations in activation losses at the anode, which is a function of

electrochemical activity of anode-reducing microorganisms [15]. It has been

suggested that differences observed in the anode potential under various external

resistances can select for different electrochemically active microorganisms [21].

On the other hand, during the first phase of increment of external resistance, the

maximum power, 1.69� 10�3 mW, was obtained with 2,700Ω. The reason for this

is that the behavior of MFC changed during the phase of increment of external

resistance, and it is possible that the internal resistance also changed. However, in

the phase of lowering of the external resistance, the maximum power,

1.27� 10�3 mW, was obtained with 2,200Ω.

3.2 External Resistance Effect on Wastewater Treatment

In the MFC, the microorganisms of the anodic compartment oxidize the organic

substrate to carry out its vital functions, thereby removing organic pollutants from

wastewater. In this section, the effect of external resistance on the purifying

capacity of MFC is studied.

In Fig. 5, the effluent COD as a function of external resistance is observed. As it

can be seen, the COD of the effluent decreased when the external resistance was

increased; therefore, the consumed substrate by microorganisms increased. In this

way, the purifying capacity of the MFC enhanced when the external resistance was

increased. However, taking into account that the electricity production decreased, it

is clear that greater consumption of organic matter was not caused by the improve-

ment in the behavior of electrogenic microorganisms. Thus, at the anodic compart-

ment, there were other microorganisms (not electrogenics) that degraded organic

matter of wastewater.
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192 A. González del Campo et al.



Concluding Remarks

The external resistance directly influences on anode potential and current, and

they influence on other variables in a MFC, such as microbial diversity,

biofilm morphology, power generated, coulombic efficiency, and MFC sta-

bility among other variables. In this way, the selection of the optimal external

resistance in order to get the best performance in the MFC is very important.

Moreover, it is necessary to take into account that modifications in the

operational conditions could change the internal resistance and, therefore,

the optimal performance of MFC. Therefore, it is necessary to control the

external resistance as a function of internal resistance. Based on the obser-

vation made, it can be also concluded that the external resistance select the

microbial population growing in the anodic chamber of the MFC. As a

consequence of higher external resistance, microbial diversity changed and

the lower power was obtained for the same external resistance. It was also

observed that when working with high external resistance, the COD removal

from the wastewater was higher.
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The Avocado and Its Waste: An Approach

of Fuel Potential/Application

Marı́a Paz Domı́nguez, Karina Araus, Pamela Bonert, Francisco Sánchez,

Guillermo San Miguel, and Mario Toledo

Abstract With a global production exceeding 4 million tons per year in 2011,

avocado has become a major agroindustrial commodity. Most of the production and

the transformation industry is located in North and Central America, although

consumption is growing fast primarily in developed countries like the USA and

the European Union. The principal use of the avocado fruit is human consumption,

although other applications related to the production of cosmetics, nutritional

supplements and livestock feed have been reported.

Only the avocado pulp is employed for commercial applications, while other

fruit elements like the seed and peel have no practical use and are disposed of by

landfilling. Avocado seeds, which represent up to 26 wt % of the fruit mass, are

produced in large amounts in centralized avocado transformation plants. Despite

their high starch content, the seeds cannot be used for livestock feeding due to the

high concentration of polyphenols, which impart a bitter taste and may be toxic at

high levels. This chapter presents an introduction into the characteristics of avocado

seeds and its potential use as a fuel using different technologies. Information is

provided about the chemical, physical and thermal properties of the material.

Preliminary results are also included describing its thermochemical transformation

using a rotary kiln and a porous media reactor. Product yields and compositions are
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described for the gasification and pyrolysis of this material using different operating

conditions. The chapter also shows preliminary analysis regarding mechanical

densification for the production of pellets.

Keywords Avocado seeds, Energy, Gasification, Pellets, Pyrolysis, Valorization
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1 Introduction

The avocado (Persea americanaMill.) is a highly nutritious subtropical fruit, with a

high content of unsaturated fats and vitamins [1]. With a production exceeding four

million tons in 2011, the industrial transformation of this fruit for the production of

guacamole and avocado oil generates large amounts of by-products, primarily

husks and seeds [2]. These residues may be used as forage for domestic animals,

although its nutrient value is limited [3]. This chapter presents an overview of the

avocado fruit including composition, botanical aspects and production and also an

analysis of the potential of using the by-products from its industrial transformation

(mainly the seed) as an energy source.
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2 The Avocado: Botanical Aspect, Market and Research

for Energy Uses

2.1 Botanical Aspect

2.1.1 Botanical Description and Varieties

The avocado tree (P. americana Mill.) belongs to the family Lauraceae and to the

genus Persea. This species originates from Central America and has been widely

planted in many tropical and subtropical areas all over the world. Nowadays it is

also cultivated under irrigation in several warm dry areas like Mediterranean

countries and California. The avocado tree is characterized by a rapid growth

rate. It may reach 30 m in height, though specimens in orchards are usually

grown to a smaller size (usually below 8 m) so pruning and harvesting can be

done more readily [4]. The root system is usually shallow (�1 m). Leaves are

alternate, stalked and perennial [5]. Flowers are inconspicuous and occur in pani-

cles. Avocado exhibits a type of flowering behaviour known as “synchronous

dichogamy”: The flower can expose the female organ in the morning, so the stigma

is receptive to pollen for a couple of hours, closes itself and reopens as male in the

afternoon of the day after (type A) or opens as female in the afternoon and as male

in the morning of the following day (type B). This condition is not conducive to

self-pollination [4, 6]. The fruit (which is the harvestable product – the avocado

itself) is an ellipsoidal or ovate berry with one single seed.

There are three main botanical varieties of avocado: drymifolia (Mexican),

guatemalensis (Guatemalan) and americana (West Indian). P. americana var.

drymifolia is native to central Mexico, resists cold temperatures (down to �9�C)
and has small leaves with essential oils that provide them with a distinctive anise

flavour. The fruits are small (80–250 g) and contain a high percentage of lipids

(up to 30%, fresh matter basis – f.m.b.). Fruit skin is thin, smooth and, ordinarily,

pale green, and the pulp has very low fibre content. According to [5], more than ten

commercial varieties belong to this botanical variety. Among them are the follow-

ing: Puebla, Duke, Gottfried and Topa Topa (type A) and Zutano and Bacon

(type B).

Figure 1 shows a taxonomical adscription of various commercial varieties of

avocado. P. americana var. guatemalensis is native to Mexico and Guatemala,

resists mild winters (with minimum temperatures down to �5�C) and has big dark

green leaves. The fruit weight varies between 200 and 1,000 g. Lipid content in pulp

is around 20% (f.m.b.). Fruit skin is thick and hard, dark green or even dark purple.

According to [5] almost 40 commercial varieties belong to this botanical variety,

for example, Reed, Pinkerton and Mayapan (type A) and Edranol, Itzamna, Linda

and Nabal (type B).
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P. americana var. americana is native to Central-South American lowlands and

does not resist temperatures below �2�C. The fruit weight oscillates between

250 and 2,500 g, and the lipid content in the pulp is low (between 5 and 15%, f.

m.b). Fruit skin is thin and flexible, smooth or rough, and green, yellow, or yellow-

reddish coloured. According to [5] almost 14 commercial varieties belong to this

botanical variety. Among them are the following: Peterson and Simmonds (type A)

and Lorena, Trapp and Pollock (type B).

Avocado tree has a high level of allogamy (cross-pollination) so many commer-

cial varieties were originated from hybridization between the previously described

varieties. Among them, the following stand out:

– Mexican x Guatemalan: Hass (type A) and Fuerte, Ettinger and Colin V-33 (type

B)

– Guatemalan x West Indian: Choquette, Colinred, Collison, Semil 44 and Trin-

idad (type A) and Booth 8, Gripiña, Hall and Winslowson (type B)

Their main characteristics are intermediate between those corresponding to the

parental varieties. Hass, the most important avocado variety in the world, is closely

related to the old Guatemalan variety Lion, and it is considered to be 85–90%

Guatemalan and 10–15% Mexican. Hass fruits are medium sized (150–400 g) with
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Persea (genus)

Persea americana (species)

Persea americana 
var. drymifolia

Persea americana 
var. guatemalensis

Persea americana 
var. americana (Botanical varie�es)

Bacon
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Topa-topa
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Fig. 1 Taxonomical adscription of some commercial varieties of avocado
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a rough green skin that turns black when ripens. Pulp has lipid content between 15%

and 21% (f.m.b.) and very good organoleptic properties [5, 7]. Hass is the variety

used in all of the experimental sections of this chapter.

2.1.2 Agroecology

The main topics concerning avocado’s agroecology are summarized in an extensive

publication by [5]. Thermal requirements depend on varieties, as it has been

previously stated. Besides the extreme values mentioned above, optimal mean

temperatures for avocado growth are as follows: 5–17�C (P. americana var.

drymifolia), 4–19�C (P. americana var. guatemalensis) and 18–26�C
(P. americana var. americana). Concerning humidity, avocado tree has a very

good adaptability to low humidity climates, but adaptation depends on varieties,

according to the following order: drymifolia > guatemalensis > americana. There
are avocado plantations in rainfed areas where precipitation ranges between

665 and 2,000 mm/year, and water needs also depend on varieties according to

the same previous order. Wind barriers are commonly used in orchards because of

the sensibility of avocado trees to strong winds. When speed reaches values over

20 km/h, branches can be broken and flowers or fruits may drop. Some varieties are

more resistant to strong winds (Duke, Bacon), while others, like Zutano, are highly

sensitive. Regarding edaphic conditions, well-drained soils are required; otherwise,

diseases (rottenness) will attack the plantation. Loamy and sandy soil textures are,

therefore, preferred.

2.1.3 Propagation and Crop Management

Propagation of avocado plants is done using cuttings from selected varieties and

grafting on rootstocks that have higher tolerance to drought, salinity or diseases.

Plant density ranges between 100 and 462 plants/ha. Pruning is less intensive than

in other species, but shaping, maintenance and rejuvenation pruning are frequently

done in avocado orchards. Bark ringing of 2 or 3 branches per tree is sometimes

used to avoid alternation in fruit production (masting) and to enhance flower

occurring or fruit weight gain [5]. Fertilization requirements deeply depend on

the chosen variety and the soil composition, but in general terms, avocado is a crop

with a high demand of potassium [8]. Weeding is uncommonly needed once trees

have grown. In the meantime, mechanical and chemical procedures, as well as

mulching, can be used to fight weeds [9]. Phytochemicals are usually applied to

fight pests (insects) and diseases (among them, the most important is the rottenness

caused by the fungus Phytophthora cinnamomi var. cinnamomi Rands) [10, 11].
Harvest is done manually by cutting the stalk. Yields commonly range between

8 and 13 ton/(ha year).
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2.1.4 Fruit Morphology and Chemical Composition

Avocado is a berry consisting of a single carpel and a single seed [6]. It may show

different shapes (elliptical, ovate, spherical, oblate, rhomboidal, globular, etc.) and

many different colours (pale green, dark green, yellowish green, yellow, reddish

yellow, light purple, dark purple and black). From a botanical point of view, the

skin represents the berry’s exocarp, the edible pulp is the mesocarp and the thin

layer coating the seed is the endocarp, as shown in Fig. 2. The seed itself consists of

two fleshy cotyledons, plumule, hypocotyl, radicle and two thin seed coats adhering

to each other [6].

The relative proportion of the different parts varies greatly. Among the com-

mercial varieties above-mentioned (and considering fresh weight), skin percentage

ranges between 3% (Choquette) and 13.5% (Booth 8), pulp between 64% (Puebla)

and 80% (Choquette), and seed between 10% (Nabla, Pinkerton, Lorena) and 26%

(Zutano). Regarding Hass, the relative proportion is about 8.5:72:11% (skin/pulp/

seed) [5].

To the best of our knowledge, avocado skin composition has been poorly

researched. Sadir [12] reported the following values for Wagner variety skin:

4.2% sugars, 3.9% proteins, 12.7% lipids, 24.1% fibre and 3.9% ashes (dry matter

basis – d.m.b.). Bressani et al. [13] studied the composition of lyophilized skin from

several varieties (both native and commercial) and reported the following mean

values for major components: 9.8% moisture, 73.7% carbohydrates, 4.0% proteins,

4.4% lipids, 51.9% crude fibre and 4.0% ashes. Moisture average value in fresh

matter was 66.6%. It seems probable that, due to chosen methods, fibre and

carbohydrate contents overlap. Concerning Hass variety, values in the same report

were 14.5% moisture, 62.0% carbohydrates, 8.3% proteins, 9.1% lipids, 50.7%

crude fibre and 6.1% ashes.

Pulp is mainly composed of water (65–77%) and lipids (3–32%), mainly tri-

glycerides. In Hass avocado, the most important fatty acids are oleic (47–59% of

total fatty acids), palmitic (17–23%), linoleic (13–26%) and palmitoleic (9–10%)

[7, 14, 15]. Carbohydrates represent about 8.6% of total fresh weight (6.8% fibre,

Exocarp
(skin)

Mesocarp
(pulp)

Endocarp

Seed

Exocarp
(skin)

Mesocarp
(pulp)

Endocarp

Seed

Fig. 2 Anatomy of the

avocado berry
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0.3% sugars and 0.11% starch, according to [7]). The protein content is about 2%

[6, 7]. Ashes represent about 1.77% (f.m.b), and potassium is, by far, the most

important element [507 mg/100 g, a content almost ten times higher than phospho-

rous (54 mg/100 g), which is the second most important element] [7].

Regarding seeds, Bressani et al. [13] studied the composition of lyophilized

peeled seeds and peel (tegument) from several varieties (both native and commer-

cial) and reported values showed in Table 1 for major components. Weatherby and

Sorber [16] were more specific about carbohydrate composition when they studied

drymifolia and Fuerte peeled seeds and determined values for sucrose (1.2–1.9%, d.

m.b.), arabinose (4.1–4.5%, d.m.b.), total sugars (4.5–7.3%, d.m.b.) and starch

(57.2–59.9%, d.m.b.). The crude fibre content found by these latest authors was

significantly higher (7.3–9.1%), closer to those values reported by Bora et al. [17]

for Fuerte unpeeled seeds (11.6%, d.m.b.). The lipid content, however, was plainly

lower (1.7–2.2% d.m.b).

Concerning minor compounds, total polyphenols and tannins in avocado seeds

have received increasing attention due to their antioxidant properties [18]. Bressani

et al. [13] reported average values of 448 mg catechol/100 g (d.m.b.) and 259 mg

tannic acid/100 g (d.m.b.) for both groups of components, respectively, in a pool of

avocado varieties. For Hass avocado, values of 602.5� 278.51 mg catechol/100 g

(d.m.b.) and 332.82� 61.49 mg tannic acid/100 g (d.m.b.) were found.

2.2 The Avocado Market

The international market for avocado fruit and its derivates (primarily guacamole

and avocado oil) has been growing rapidly in the last decade. Data about produc-

tion, exports and imports of this fruit are available from the Food and Agriculture

Organization of the United Nations (FAO) (http://faostat3.fao.org/faostat-gateway/

go/to/home/E).

Table 1 Chemical composition of lyophilized avocado seeds according to Bressani et al. [13],

2009 (%, d.m.b.)

Pool of varieties Hass

Peeled seed Tegumenta Peeled seed Tegumenta

Moisture before lyophilization 60.5 61.5 60.1 60.1

Moisture 8.7 10.2 7.7 11.5

Carbohydrates 71.9 74 79.5 74.4

Proteins 4.8 5.7 3.4 5.8

Lipids 4.6 3 5.5 3.9

Crude fibre 3.9 29.9 4.0 26.5

Ashes 3.4 3.9 4.2 4.4
aTegument relative weight was always below 5% of whole seed weight (f.m.b.)
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2.2.1 Production

Commercial production of avocado in 2011 exceeded 4 millions of tons

(4,276,592 ton), with the Hass variety being the most popular. American countries

remain the largest producers of this fruit, but contribution from African, European

and Asian countries is growing rapidly. As shown in Fig. 3, Mexico was by far the

main producer, representing 29.6% of the world’s market.

2.2.2 Exports and Imports

Mexico is also the largest exporter of avocados, with nearly 350,000 ton/year. This

represented around 40% of the world market in 2011. As shown in Fig. 4, four other

countries (Chile, the Netherlands, Peru and Spain) have export volumes between

120,000 and 70,000 tons, representing in combination an additional 40%. The top

ten exporters accumulated around of 90% of the 800,000 ton exported in 2011.

The USA imported over 415,000 ton of avocados in 2011, representing 36% of

the world’s imports. This was followed at a distance by the Netherlands, France,

Japan, Canada, the UK, Spain and Germany. The Netherlands and France

represented the second most important group of importers, with a 20% of the

worldwide market (Fig. 5).

2.2.3 Avocado Uses

Most of the avocado in the world is commercialized by the retailer and food

industry for human consumption, either directly as fresh fruit or after processing

in the form of different avocado derivates (guacamole, sauces, avocado oil,

flavouring agents, etc.). Avocado oil is also employed for cosmetic applications.

These products derive from the pulp of the avocado, while the rest of the fruit (peel,

seed) has no commercial use and is managed as a waste.

2.3 Avocado and Energy: An Overview

Waste derived from the transformation of avocado fruits may be used for its energy

content, which may become an additional source of revenues for this industry and

may also reduce the environmental burden associated with this commercial activity.

These wastes are produced in large amounts in centralized avocado transformation

plants. This section provides a review about the potential of using avocado

by-products derived from its industrial transformation as an energy resource.
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2.3.1 Avocado Pulp Oil

The pulp in avocado fruits contains high concentrations of triglyceride oils. How-

ever, this oil is not suitable for widespread utilization as cooking oil due to its strong

bitter taste [19]. In the 1980s a few publications were produced aimed at optimizing

the production and application of avocado oil. Werman and Neeman [20] analysed

the effect of different parameters on the extraction of avocado pulp oil by centrif-

ugal processing including temperature, pH and NaCl concentration. Potential

applications of avocado oils in the cosmetic industry are discussed in [21].

The use of avocado pulp oils for the production of biodiesel has been reported in

various publications. Cabrera et al. [22] present a preliminary analysis of yields,

composition and energy properties of biodiesel produced from different tropical

fruits, including avocado. The experimental results evidence the production of

high-quality methyl esters from crude avocado oils. This paper describes lower

heating values and higher viscosity values in the avocado fuel, compared to

conventional diesel. Giraldo and Moreno-Piraján [23] describe the benefits of

using lipases to improve the yields in the synthesis of biodiesel from avocado

pulp oil. Knothe [24] provides a chemical characterization of methyl esters from

an avocado oil biodiesel.

2.3.2 Avocado Seed Oil

Some articles report the production of triglyceride oils and biodiesel from avocado

seeds. Weatherby and Sorber [16] present a complete analysis of the chemical

composition of avocado seed. The authors suggest that human consumption of these

oils requires a pretreatment to minimize its bitter astringent taste. Rachimoellah

et al. [25] provide results for biodiesel production from avocado seed oil using

homogeneous catalysts. Characterization of the resulting biodiesel shows that it

satisfies the quality standards required for diesel.

2.3.3 Other Uses of Avocado Seed

Another use for avocado seed relates to the production of carbonized materials and

adsorbents. Elizalde-González et al. [26] describe the pore characteristics and

adsorption capacity of chars and activated carbons produced from this material.

Activated carbons from avocado seeds showed improved adsorption characteristics

than the ones produced from corncob and plum kernels. Alvares et al. [27] describe

that activated carbons from avocado seeds exhibited high phenol adsorption

capacity.
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3 Avocado Seed Characterization

Avocado seeds from ripe fruits of the Hass variety were produced in Malaga

(Spain). The samples were cut and milled, homogenized and characterized for its

chemical, fuel and thermal properties. These same samples were also employed to

investigate energy transformation and valorization using different technologies:

combustion/gasification in a porous media reactor, pyrolysis in a rotary kiln and

mechanical densification using a pelletizer. The following sections show prelimi-

nary results from these analyses and trials.

3.1 Elemental Analysis

The results were obtained using a Thermo Finnigan Flash EA (model 1112)

elemental analyser. Values represent the average of duplicate analyses, expressed

as percentage of the original sample mass (dry matter basis) (Table 2).

The results show that the avocado seeds present a high quantity of carbon and

oxygen and low percentage of hydrogen and nitrogen. This composition is in

agreement with the high starch concentration in the avocado seeds described in

Sect. 2.1.4.

3.2 Proximate Analyses

Values are expressed as mass percentage in wet matter basis for humidity and dry

matter determinations and in dry matter basis for the other parameters. The results

represent the mean values of duplicate determinations. Table 3 also shows the

standardized methods employed.

3.3 Heating Values

Heating values were determined according to standard method ASTM D-240.

Table 4 shows the average results of duplicate determinations on wet and dry

matter basis.

Table 2 Elemental analysis

(dry matter ash free basis) of

avocado seeds

Value (wt %)

Carbon 48.3� 0.2

Hydrogen 7.5� 0.1

Nitrogen <0.5

Oxygen 43.4� 0.2
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3.4 Thermogravimetric Analysis (TGA)

The TGA analysis was conducted under flowing (55 mL/min) nitrogen, with a

heating rate of 10�C/min to a maximum temperature of 900�C using a TA Instru-

ment TGA/DTA, model TGA 2050. The seeds were dried prior to TGA analysis at

70�C for 24 h.

The results shown in Fig. 6 describe two areas of mass loss. The first one (A), at

temperatures around 100�C, relates to moisture content. The second (B), at tem-

peratures between 250 and 350�C, relates primarily to thermal degradation of

starch, the main polymeric component of the avocado seeds [16, 17]. The thermal

degradation of other structural polymers (cellulose, hemicellulose and lignin) is

masked by the prevalence of the peak corresponding to starch.

4 Combustion/Reforming of Avocado Seeds in a Porous

Media Reactor

4.1 Description of Technology

Inert porous media reactors represent a more efficient alternative to free flame

combustion systems for the energy utilization of gas fuels. The reactor is filled with

an inert media through which the flame is transmitted. The result is the formation of

a flame front (combustion wave) formed by small flames, which is transferred from

one end of the other of the reactor. This flame front improves heat transfer capacity

of the system, resulting in reduced pollutant emissions and increased efficiency

compared to free flame systems [31].

Various papers describe the adaptation of inert porous media technology to

different fuels and operating conditions [32]. A special case involves hybrid

filtration combustion, where solid fuels are incorporated into the inert porous

Table 3 Proximate analysis

of avocado seeds
Value (wt %) Standard method

Humiditya 45.3 EN 14774-1:2010 [28]

Dry mattera 54.7 EN 14774-1:2010 [28]

Volatile solidsb 78.7 EN 15148:2009 [29]

Ashb 2.6 EN 14775:2009 [30]

Fixed carbonb 18.7 By difference
aWet basis
bDry basis

Table 4 Heating values of

avocado seeds
Wet basis Dry basis

High heating value (MJ/kg) 7.7 16.6

Low heating value (MJ/kg) 5.7 14.6
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media for improved combustion conditions and energy valorization of the solid fuel

[33–35]. Flame propagation in the heterogeneous media is more complex, resulting

in higher process temperature and propagation velocities. This section shows

preliminary results from a combustion/reforming process conducted in a hybrid

filtration system. Avocado seeds are added to the inert porous media and the

combustion process is enriched with addition of methane.

4.2 Methodology

The hybrid filtration combustion system consists of a 340 mm long quartz tube with

an internal diameter of 40 mm which is covered with insulation. In hybrid config-

uration (Fig. 7), the tube is filled with a uniformly mixed aleatory alumina spheres

(5.6 mm diameter) and avocado seeds (cut to at a similar alumina sphere size) with

volume fraction of 50%. The packed bed formed in this way occupied 130 mm of

the tube length with a porosity of 40%. In conventional configuration the tube is

filled only with alumina spheres.

Air and natural gas (96% methane), metered using Aalborg mass flow control-

lers, are premixed and introduced into the reactor through the distribution grid at the

reactor bottom. The upstream propagating combustion wave was initiated with a

lighter at the reactor exit which opens to the atmosphere, and the wave was turned

off when it reached the reactor bottom. In all cases the alumina spheres were slowly

shifted downwards occupying the space of the avocado seeds pellets consumed by

the moving combustion wave. It was found that in all cases the avocado seeds

pellets were completely consumed.
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The axial temperature distribution of the reactor is measured by two S-type

thermocouples. These thermocouples are housed in a multibore ceramic shell 8 mm

in diameter. A data acquisition system was used to read and record the tempera-

tures. The error in the wave velocity measurements performed based on displace-

ment of thermal profile along the reactor length was 10%. Chemical composition of

the output gases was measured using a PerkinElmer (Clarus 500) Gas Chromato-

graph, equipped with a thermal conductivity detector (TCD). The accuracy of

chemical sampling was close to 10%.

4.3 Results

Figure 8 shows the flame propagation velocities and the process temperatures

observed when the porous media reactor was operated in conventional and hybrid

configurations, as a function of the gas fuel equivalence ratio (φ). The results

illustrate the lowest flame propagation velocity in conventional operation of the

reactor at φ¼ 0.6 (�0.00143 cm/s). The flame propagation profile changed with the

incorporation of biomass to exhibit a minimum at φ¼ 1.0 (�0.0023 cm/s). Regard-

ing process temperature, the experimental results show minimum values at φ¼ 1.0

in both configurations. This may be associated with the progressive contribution of

endothermic processes and reactions (volatilization and steam reforming) reached

at that equivalence ratio. Comparatively lower minimum temperatures were

observed when the reaction zone contained biomass (817�C compared to 920�C
in conventional configuration), which may be associated with the evolution of water

and volatile products. Maximum process temperatures in both configurations were

found at φ¼ 1.2 (above 1,053�C), which has been attributed to predominance of

exothermic reactions.

Alumina Spheres

Heat insulation

Ceramic Shell

Mixing chamber

Air+CH4

340 [mm]
T1-T2:30 [mm]

Avocado Seed

Gases sampling port

Reaction
Zone

130 [mm]

Fig. 7 Schematic

representation of the porous

media reactor
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The concentration of methane in the evolved gases was negligible at φ� 1.0.

However, methane levels of 1.3 and 5.7 % v/v were observed at φ¼ 1.2 when

operating in conventional and hybrid configuration, respectively.

Figure 9 shows the formation of H2, CO and CO2 as a function of the equiva-

lence ratio. The results show that the concentration of hydrogen is below detection

limits when operating the reactor in conventional configuration. In contrast, hydro-

gen concentrations in the range between 0.6 and 3.6 % v/v were observed when

operating in hybrid mode, with a minimum at φ¼ 0.8. Regarding carbon monoxide,

the experiments show very low concentrations in the case of conventional opera-

tion, with a maximum of 0.75 % v/v at φ¼ 0.8. In contrast, operation in hybrid

configuration generated higher carbon monoxide concentrations, with a maximum

at φ¼ 0.6 (2.8 % v/v) and minimum at φ¼ 0.8 (1.0 % v/v). Carbon dioxide

concentrations remained within 1.8 and 3.2 % v/v when operating the reactor in

conventional configuration. These values were higher (between 3.2 and 4.5% v/v)

as a result of incorporating biomass into the reactor, with a maximum at φ¼ 0.6.

The results show similar trends that the results of other researches with this

technology [33, 34], but is not possible to comparison with other studies in avocado

seed, because for this material no results reported.
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4.4 Conclusions

The experimental results show that incorporation of biomass (avocado seeds) into a

porous media reactor operating with methane/air mixtures results in a notable

alteration of its operating conditions in terms of process temperature, flame prop-

agation velocity and gas composition. The presence of biomass resulted in an

increase in the concentration of syngas-related gases (H2, CO) and also CO2,

primarily when operating at high gas fuel equivalence ratios.

5 Torrefaction and Pyrolysis

5.1 Description of Technology

Biomass is a renewable energy source, which can mitigate the greenhouse effect

because carbon dioxide (CO2) levels emitted into the atmosphere during combus-

tion are compensated when absorbed during photosynthesis; furthermore, their use

could reduce dependence on fossil fuels [36, 37]. The biomass is mainly composed

of natural polymers like cellulose, hemicellulose and lignin [38]. It is available in a

diverse array of forms and types: animal refuse, forestry, industrial and urban

residues and agriculture waste [39]. Currently, there is a worldwide interest in

biomass, which is focusing on the conversion of its fuel in the production of heat

and electricity [40].

Potential of biomass to be used as an alternative to fossil fuels is mainly reduced

by its low energy density, high costs associated with transportation and storage [41,

42], and disadvantages relating to characteristics of the raw biomass, such as high

moisture content, hygroscopic behaviour and large particle size [43]. However,

these disadvantages can be resolved by subjecting the raw biomass to thermal

pretreatments, e.g. torrefaction and pyrolysis [39, 43]. During the torrefaction

process, the biomass is heated at temperatures between 200�C and 300�C, at
atmospheric conditions and in the absence of oxygen (O2). Several pieces of

research have reported that torrefied biomass has various advantages over the raw

biomass, such as increased calorific, reduction in moisture content, hydrophobic

behaviour, easy particle size reduction (milling), densification biomass and easy

storage and transport [44–50]. Pyrolysis is defined as a thermal decomposition of

biomass, when exposed to temperatures between 400�C and 800�C and in the

absence of O2. Depending on the operating conditions, it may favour the production

of biochar (solid products), bio-oil (liquid products) and syngas (gaseous products).

Bio-oil may be transported and stored more readily and may be used in different

energy applications (boilers, furnaces, internal combustion engines, turbines)

[51–54].

The literature has reported recent research on energy recovery from several

waste (biomass) sources, derived from human consumption or food industries,
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e.g. olive seeds [55–59]. Specifically, research on energy recovery of avocado seeds

using torrefaction or pyrolysis has not been reported, considering that their seed is

10–13 % wt. of fresh fruit and is discarded after consumption [26]. The aim of this

study is to investigate the potential of avocado seeds as a fuel, through thermo-

chemical conversion of biomass using a rotary furnace under an inert atmosphere

and at temperatures in the range of 150–900�C. Yields of solid, liquid and gas

fractions for each experimental condition were determined gravimetrically, and

furthermore the experimental results were discussed.

5.2 Methodology

Avocado (P. americana Mill.) seeds were supplied by a Spanish restaurant (Punto

MX, Madrid). The biomass sample was ground by a knife mill (Retsch GM 200).

The initial moisture content of sample was 51 % wt., and it was measured in a

thermobalance (PCE-MB Series). The samples were oven dried for 24 h at 40�C to

decrease their moisture content at values between 8 and 15 % wt. (ASTM E1756-

08) for analysis by torrefaction or pyrolysis.

Torrefaction and pyrolysis experiments were performed in a rotary furnace

(Fig. 10) by batch operation. The sample of biomass (150 g) was charged in the

reactor vessel (a quartz cylinder with 470 mm L 150 mm ID) in each experiment.

The rotation speed used was 3 rpm and the biomass was heated at a rate of 10�C/
min from room temperature to a desired temperature (range from 150�C to 900�C)
under a nitrogen flow rate of 0.2 L/min. The temperature in the reactor vessel was

set using an electric furnace controlled by a PID controller. The residence time at

the torrefaction or pyrolysis temperature was 15 min. Previously the system was

purged with 0.2 L/min of preheated nitrogen for 15 min. Depending on the

temperature at which the experiment was performed (torrefaction or pyrolysis),

Fig. 10 Rotary furnace and experimental setup for the thermal treatment of avocado seeds

The Avocado and Its Waste: An Approach of Fuel Potential/Application 215



the resulting products were a gas, a liquid, and a solid. The liquid phase was

collected into a glass flask placed in an ice-cooled condenser (cold trap). The

exhausted solid phase was collected into the reactor. Yields of liquid and solid

products were obtained gravimetrically, and yields of gaseous products were

calculated by difference.

5.3 Product Yields

Figure 11 shows the product yields obtained during the torrefaction and pyrolysis of

avocado seeds at different temperatures. The experimental results showed a gradual

transformation of the original biomass into the different fractions: liquid, solid and

gas.

The results show a reduction in the solid fraction yield with temperature as a

result of progressive thermal degradation of the biomass. At temperatures between

150�C and 250�C, most of the condensable fraction is formed by water. In that

temperature range, the biomass is subjected to drying and dehydration reactions.

Thermal degradation of the polymeric constituents of the avocado seeds (mainly

starch but also cellulose, lignin and hemicellulose) takes place primarily at tem-

peratures between 250�C and 500�C, resulting in the formation of a condensable

and a gas fraction. In that temperature range, the solid fraction yield is reduced from

90% to 25% wt. At temperatures above 500�C, product yields (solid, liquid and gas)
remained relatively constant (21–24 % wt. approximately), which suggests com-

pletion of the thermal degradation process. Characterization of the chemical,

physical and fuel properties of the resulting products is ongoing at present.
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Fig. 11 Thermal treatment of avocado seed: effect of temperature on product yields
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5.4 Conclusions

Preliminary results describe the thermal behaviour of avocado seeds during

torrefaction and pyrolysis in a rotary kiln. Preliminary results suggest that there

may be a commercial potential for large-scale production of charcoal and liquid

fuels from avocado seeds by torrefaction and pyrolysis.

6 Densification Analysis of Avocado Seed

6.1 Description of Technology

One of the major drawbacks of biomass, when compared to fossil fuel, is its low

energy density. Mechanical densification is a technology based on the use of

pressure and mild temperatures to compact the biomass and, therefore, increase

its density. There are two commercial products based on biomass densification:

briquettes and pellets. According to Spanish standard UNE-EN_14961-1¼ 2011

[60], briquettes have cylindrical or prismatic shape and a length between 50 and

400 mm (with diameters that usually range between 25 and 125 mm). Pellets have

cylindrical shape, their length ranges between 3.15 and 50 mm and their diameters

range between 6 and 25 mm.

The densification process that leads to the production of pellets is known as

pelletization. Pressure, temperature, moisture content and the presence or absence

of binders are the critical operation conditions [61]. This section studies the

mechanical behaviour of pellets produced from different proportions of avocado

seed and California pine (Pinus radiata D. Don) sawdust.

6.2 Methodology

The raw materials were ground and sieved to a particle size below 3.15 mm and

dried to a moisture content of 10� 0.3%. The pellets were produced in an exper-

imental laboratory scale pelletizer. This device generates pellets by compacting

biomass between two blunt needles made of steel in a cylindrical die provided with

a heating jacket. Pressure, temperature and residence time can be controlled

(Fig. 12).

The experimental conditions were as follows: die diameter, 8 mm; pressure,

919 bar; temperature, 80�C; and residence time, 3 min. Table 5 shows the pellets

analysed in this trial with their respective mixing ratios [wt%] for avocado seed and

pine sawdust. Total weight of each pellet was about 1 g. The results represent

average values of triplicate values. The length and the diameter of the pellets were

measured using a digital calliper. Weight was determined using a calibrated scale.

The Avocado and Its Waste: An Approach of Fuel Potential/Application 217



Density was calculated considering the cylindrical shape of the pellets. Durability

analyses were performed according to standard UNE-EN 15210-1 [62], by the

determination of the remaining mass of pellets after mechanical stress.

Fig. 12 Laboratory scale

pelletizer

Table 5 Mixing ratios of pellets and identification name

Biomass

Identification codeAvocado seed (%) Pine sawdust (%)

0 100 0.A/100.P

10 90 10.A/90.P

30 70 30.A/70.P

50 50 50.A/50.P

70 30 70.A/30.P

90 10 90.A/10.P

100 0 100.A/0.P
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6.3 Results

6.3.1 Compaction Analysis

Average density of produced pellets is shown in Fig. 13. The results show that

pellets produced from avocado seeds exhibited a higher mass density (1,378 kg/m3)

than those produced from pinewood (1,058 kg/m3). A correlation between the

avocado seed content in the pellet and its mass density was also observed. Ligno-

cellulosic tissues are known to exhibit lower mass densities than starch.

6.3.2 Durability Analysis

Durability results in Fig. 14 show some degree of variability. The values suggest

that pellets made of 100% avocado seed had less durability than all the other ones.

On the other hand, a high percentage of avocado seed in the mixture (50–90%)

seems to enhance durability. This effect could be a consequence of the binding

properties of starch, which may only become clear when the biomass mixture

contains a certain amount of lignocellulosic constituents. When seed percentage

reaches 100%, those properties may not be enough to compensate the lack of rigid

structures that woody tissues provide, and so, durability decreases. These structures

(dead cell walls) may play the same role that corrugated steel rods inside reinforced

concrete beams: providing them with better mechanical resistance. Further research

is ongoing on this matter.

6.4 Conclusions

Results on densification and durability show that avocado pellets exhibit good

densification but high fragility. Mixing avocado seed with a lignocellulosic biomass
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(pine sawdust) decreases pellet density but increases durability. If avocado seed

pellets are intended to be used in industrial processes, further research is needed to

optimize the mixing ratio and production conditions.

General Conclusions

– The concentration of starch in avocado seeds is significantly higher than in

other plant seeds (like olive stone) which affects its use in energy

applications.

– Avocado production is growing rapidly around the world with Mexico

being the main producer and exporter and the USA the main importer.

Hass is the variety most commercialized around the world.

– The pulp is the only part of the fruit that has commercial value while the

rest of the fruit (peel, seed) is managed as a waste. Very little research has

been conducted to evaluate the energy potential of avocado by-products

(peel and seed).

– The experimental results show that incorporation of biomass (avocado

seeds) into a porous media reactor operating with methane/air resulted in

an increase in the concentration of syngas-related gases (H2, CO) and also

CO2, primarily when operating at high gas fuel equivalence ratios.

– Regarding torrefaction and pyrolysis, preliminary results suggest that

there may be a commercial potential for large-scale production of charcoal

and liquid fuels from avocado seeds.

– Mixing avocado seed with a lignocellulosic biomass (pine sawdust) results

in a reduction in the density of the resulting pellets but an increase in its

durability, compared with avocado seeds.

In general, the size of the avocado market, the yield and quality of the

by-products generated from the industrial transformation of avocados

(mainly peel and seed) and the preliminary results obtained for energy

valorization and densification of avocado seeds show a notable energy poten-

tial of this waste. Further research is necessary to produce conclusive results.
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Part IV

Socio-economy of Energy



Agency and Learning Relationships Against

Energy-Efficiency Barriers

I. Martı́n-Rubio, A. Florence-Sandoval, and E. González-Sánchez

Abstract Despite the need for increased industrial energy efficiency, studies

indicate that cost-efficient energy conservation measures are not always

implemented, explained by the existence of energy efficiency barriers. The main

objective of this chapter is to understand how to overcome energy efficiency

barriers from a learning system perspective view after having a comprehensive

insight of the agency relationship developed between stakeholders in this energy

efficiency industry.

Nowadays, ESCOs (energy service companies) play an important role in pro-

moting energy efficiency. ESCOs are constantly adding new measures to their

projects that can be introduced in the energy performance contracting (EPC) to

guarantee the savings of the project. Energy service companies are facing the

energy efficiency barriers, specially the traditional market failures, through better

communications of the elements included in energy performance contracting. In

this process, ESCOs interact with financial institutions, customers, government, and

other stakeholders.

Our framework clarifies the role of the different stakeholders in order to improve

the funding, knowledge, competences, and values that are behind the barriers identi-

fied in the previous literature. It should be noted that our aim is not to criticize previous

theoretical approaches but to present the community of practice as an instrument to

characterize the interactions and learning of whole energy efficiency system.

I. Martı́n-Rubio (*) and A. Florence-Sandoval

Departamento de Ingenierı́a de la Organizaci�on, AE y E, Escuela Técnica Superior de
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1 Introduction

Persistent barriers inhibit many cost-effective energy-efficiency projects and pre-

vent the full development of this industry. It is widely discussed and recognized that

the presence of certain barriers is the reason for the “energy-efficiency gap,” a term

coined by Jaffe and Stavins [1] to explain the “paradox of gradual diffusion of

apparently cost-effective energy efficient technologies.” The energy-efficiency gap

is explained by the existence of barriers to energy efficiency, which inhibits the

adoption of cleaner equipments and manufacturing experiences, as well as learning

from the experience of other countries [2, 3].

In 1993 DeCanio presented the barriers within firms to energy-efficient invest-

ments. In thinking about why firms may not always behave optimally, he remem-

bered that a firm is a collection of individuals, brought together under a complex set

of contracts both written and unwritten, but that the firm itself is not an entity acting

with a single mind. The behavior of the firm is the outcome of the interplay of the

motivations of the individuals comprising it, the rules and conventions governing

their interaction, and the environment within the firms operates. He found barriers

in these interactions due to principal-agent problems.

Jaffe and Stavins [1] demonstrated that the necessary preconditions for identi-

fying the right measure of the “energy-efficiency gap” include understanding and

disentangling market failure and nonmarket failure for the gradual diffusion of

energy-efficient technologies. They consider that the sources of potential market

failure, that is, the availability of information to adopt new technology, arises the

problem of principal-agent. Also, they found nonmarket failure explanations of the

energy-efficiency gap based on the uncertainty about future energy prices and the

actual savings from the use of energy optimizing technologies, combined with the

irreversible nature of the efficiency investment. Finally, another way of
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characterizing the energy-efficiency gap itself is to say that inertia exists in con-

sumer’s adoption behavior; this is not an explanation, but an additional character-

ization of the problem. They also showed market failure that does not bear on the

paradox but which are relevant to policy debates about the energy-efficiency gap;

these are the actual energy prices, discount rates, and environmental consequences.

Weber [3] proposed a methodological background to introduce the concept of

barrier models (for energy efficiency) in which three specific features were

addressed. The three features were the objective obstacle, the subject hindered,

and the action hindered.

DeCanio [4] explored this paradox with data from one of the US Environmental

Protection Agency’s voluntary pollution prevention programs. He has indicated

that a strong empirical anomaly stands at the center of the study of the economics of

energy efficiency. For both firms and consumers, there is abundant evidence that

highly profitable energy-saving opportunities exist, yet the technologies embodying

these opportunities have not spread universally throughout the economy. He found

that both economic and organizational factors account for some of the variation in

observed returns to these investments, but the results suggest a need for improved

and more comprehensive theories of the investment behavior of firms and other

organizations.

Later, data from different countries enables this paradox to be explored statisti-

cally (e.g., [5–10]). Both economic and organizational factors account for some of

the variation in observed returns to these investments, but the results suggest a need

for improved and more comprehensive theories of the investment behavior of firms

and other organizations.

Chai and Yeo [11] indicated that empirical evidence of barriers to the adoption

of energy-efficient technologies has been widely reported in the literature and they

proposed a system thinking perspective to barrier analysis by considering interac-

tions between the barriers taking into account stakeholders and government

policies.

In this work, we try to go further by considering the relationships among

different stakeholders and the energy-efficiency barriers through the lens of agency

theory. Agency theory is concerned with resolving the problems that occur in

agency relationships. When information and knowledge is moved, the agency

relationship evolves.

The principal-agent model, as applied in such disciplines as sociology, political

science, and political administration, is in essence a theory about contractual

relationships between buyers and sellers [12]. In its simplest form, agency theory

assumes that social life is a series of contracts. Conventionally, one member the

“buyer” of goods or services is designated the “principal,” and the other, who

provides the goods or service is the “agent”—hence termed “agency theory.” The

principal-agent relationship is governed by a contract specifying what the agent

should do and what the principal must do in return [13]. A common application in

economics is the market for professional services. Assuming that both principal and

agent are rational utility maximizers, they are likely to have different goals. In

short, an information asymmetry exists, with an advantage to the agent. Principals
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seek to manipulate and mold the behavior of agents so that they will act in a manner

consistent with the principals’ preferences. The contractual arrangement is one tool

for accomplishing this goal.

The companies engaged in developing, installing, and financing performance-

based projects are the energy service companies (ESCOs). ESCOs are seen as

important vehicle for promoting energy efficiency around the world. Persistent

barriers inhibit many cost-effective energy-efficiency projects and prevent the full

development of the ESCO industry internationally. Vine [14] examined the ESCO

activity internationally in 38 countries outside the USA in 2002 with a survey

collecting information about the number of ESCOs, the key sectors targeted by

ESCOs, and the four most important barriers facing the ESCO industry.

In the marketplace, an ESCO is an agent that perform a service to another

company or user called principal. They have different goals and/or preferences.

Obviously, agents want to make as much money as possible, while principals want

to pay as little as possible for services. The contractual arrangement between ESCO

company and its client is the EPC “energy performance contracting” that can

guarantee the results and energy savings.

It is important to create more information for the actors implicated in the ESCO

projects. A critical factor in the success of ESCOs is the ability to demonstrate

successful applications of the ESCO concept [14]. Gluch et al. [15] found that

within the field of sustainable development, collaborative and interdisciplinary

actions are imperative for the development and implementation of proactive,

holistic renovation solutions. They try to understand how knowledge sharing

between different professional groups and practice may be facilitated, in this

case, between various research organizations, municipal housing companies,

energy suppliers, and various research organizations. Specific focus has been on

identifying mechanism for interaction and knowledge sharing between actors

(stakeholders) that normally do not meet in their everyday practice. Gluch

et al. [15] introduce elements of community of practice (CoP) perspective in the

development and innovation for low-energy housing. CoPs are individuals actively

engaged in an arena of concern (domain) that form a community focused on

growing the knowledge of the domain through group meaning-making in a situated

practice [16]. Relevant collective practice [16, 17] suggests it is fruitful to look

where are distinct fields of knowledge. In order to improve agency relationships it is

relevant to understand how information flows and is interpreted in the principal-

agent relationship.

The interaction among different stakeholders when facing energy-efficiency

barriers is needed to be studied deeply. Agency theory is the start point to under-

stand the problems of information asymmetry and goal conflict. We try to go a step

further and present a CoP to develop the EPC needed in the society for developing

energy-efficiency programs.

In this chapter, we complement agency theory with CoP theory to capture the

greater complexity of agency relationships evolution. We explore agency relation-

ships and organizational behavior topics that relate to information asymmetry in

cooperative situations.
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In this work, we contribute to understand the contract relationships ESCOs

develop in a complex environment full of energy-efficiency barriers. First, we

summarize the most relevant perspectives in energy-efficiency barriers and suggest

that information asymmetry is the key barrier in the relationships in this industry.

Second, we review the different stakeholders that interact in energy-efficiency

industry. Third, we propose agency theory to understand the relationships, and,

finally, we suggest communities of practice as learning perspective to move knowl-

edge and foster collaboration in this industry. Finally, we conclude with a focus on

lessons learned to improve EPC projects.

2 Theoretical Background: Energy-Efficiency Barriers,

Agency Relationships Between Stakeholders,

and Learning Perspective

Discussion of the energy-efficiency gap builds on the assumption that there are

technologies, methods, or processes that may reduce energy use in an industry, but

that barriers hinder the implementation. If industrial actors would only act ratio-

nally, this gap would not exist. It is needed not only an economic perspective to

understand these barriers but also a sociotechnical perspective to have a better

comprehensive approach of these barriers in order to understand the implementa-

tion process of new energy-efficiency measures.

There are different approaches to barrier analysis among the aforementioned

studies in the introduction. In the early years, barriers to energy efficiency were

often explained using theories from the mainstream economics. The energy-

efficiency gap was largely attributed to market failures. Commonly reported market

failures include information problems and unpriced energy costs (split incentives).

However, market failures can only account for part of the energy-efficiency gap.

Increasingly, energy efficiency is a multifaceted topic entailing technical, eco-

nomic, and organizational challenges.

Later, researchers in other disciplines have also taken an interest in energy

efficiency. Owens and Driffill [18] and Stephenson et al. [19] argued that behavioral

and attitude changes to energy consumption contribute to energy efficiency. These

perspectives largely discuss social barriers to technology adoption and innovation

diffusion [20, 21]. Palm and Thollander [8] highlighted the interdisciplinary nature

of energy efficiency and investigated the effects of social networks and regimes on

energy-efficient technology diffusions.

Collectively, previous studies have identified a somewhat comprehensive list of

barriers to adoption of energy efficient. However, there is no consensus on which

barriers are the most important [11]. Perhaps more importantly, it is unclear

whether overcoming the most significant barriers will automatically lead to better

energy-efficiency adoption, especially if the barriers are interconnected. It is needed

to understand the relationships and interactions among stakeholders when they
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implement energy-efficiency projects. Agency theory is concerned with resolving

the problems that occur in agency relationships.

The agency theory paradigm, first formulated in the academic economics liter-

ature in the early 1970s [12, 22], has diffused into the business and management

literature by the 1990s, representing a new zeitgeist and becoming the dominant

institutional logic of corporate governance [23]. However, Mitnick [24] said that

agency is simply a general social theory of relationships of “acting for” or control in

complex systems. Classical agency theory misunderstands not only the source of

goal conflict but also the social conditions that inflame it. The sociology of pro-

fessions provides a window on agency as expertise, problems of asymmetric

information, and one kind for delivering agency services [25].

Given the multidisciplinary nature of energy efficiency, it is not surprising that

researchers with different backgrounds, ranging from ecology to economics, have

engaged in this line of research. Due to this, advice on how to promote energy

efficiency differs depending on the adopted perspective. Despite the myriad of

studies, there remains no consensus on which barriers are the most important. The

attempt to classify barriers into different categories, while interesting, reveals

nothing new on the nature of these barriers.

However, market failures can only account for part of the energy-efficiency gap.

Increasingly, analysts as well as policy-makers are seeing industrial energy effi-

ciency as a multifaceted topic entailing technical, economic, and organizational

challenges that arise from information asymmetry and incentives.

Agency theory is concerned with resolving two problems that can occur in

agency relationships. The first is the agency problem that arises when (a) the desires

or goals of the principal and agent conflict and second (b) it is difficult or expensive

for the principal to verify what the agent is actually doing. The problem here is that

the principal cannot verify that the agent has behaved appropriately. The second is

the problem of risk sharing that arises when the principal and agent have different

attitudes toward risk. The problem here is that the principal and the agent may

prefer different actions because of the different risk preferences [26].

The agency structure is applicable in a variety of settings, ranging from macro-

level issues such as regulatory policy to microlevel dyad phenomena such as

impression management, lying, and other expressions of self-interest. Most fre-

quently, agency theory has been applied to organizational phenomena. Overall, the

domain of agency theory is relationships that mirror the agency structure of a

principal and an agent in cooperative behavior, but have different goals and

different attitudes toward risk.

2.1 Energy-Efficiency Barriers

There is a large body of literature on the nature of barriers to energy efficiency,

which draws on overlapping concepts from neoclassical economics, institutional

economics (principal-agency theory), behavioral economics, sociology, and
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Table 1 A review of relevant references on energy-efficiency barriers

Relevant

references Perspective Barriers Theories

DeCanio [2, 4]

“efficiency

paradox”

Economic: financial

aspects

Financial aspects

Discount rate

Energy price

Economic Theory

Optimization

Agency Theory

Organizational Shortsightedness of man-

agement

Human capital

Corporate culture

Incentives

Agency, incentives, and

information

Jaffe and Stavins [1]

“energy-efficiency

gap”

Economic: technol-

ogy, financial, and

end-user markets

Market failure: information

and principal-agent prob-

lems

Market failure that does not

affect the gap:

Energy prices, environmen-

tal consequences, discount

rate

Technology

Difussion model

Economic Theory

Optimization

Agency Theory

Paradox of gradual

diffusion of

energy-efficiency

technologies

Nonmarket failure:

uncertainty and cost of

adoption new technologies

Weber [3] Methodology of bar-

rier models: organiza-

tional, behavioral and

institutional

Objective obstacle

Subject hindered

Action hindered

Organizational &

Institutional

Theory

Vine [14] Key barriers to end

users (ESCO

industry)

Financing

Perception of risk

Information/awareness

(knowledge)

EPC expertise

Access to energy-efficiency

equipment and technology

Reliability

Trust and credibility

Stakeholders:

ESCOs

Economic and

Organizational

Theory

Key policy barriers

for promoting ESCO

industry

Lack of governmental pol-

icy on ESCO industry

Low cost of energy

Lack of budgeting and

standardized public proce-

dures for ESCO services

Large economic and

potential uncertainty

Conflicts with other gov-

ernment policies

No existing legal frame-

work for protecting the

interests of EPC

participants

(continued)

Agency and Learning Relationships Against Energy-Efficiency Barriers 233



Table 1 (continued)

Relevant

references Perspective Barriers Theories

Rohdin et al. [6] Economic Hidden cost, access to cap-

ital, risk, heterogeneity,

imperfect information,

principal-agent relation-

ships, adverse selection,

split incentives

Economic Theory

Behavioral Bounded rationality, iner-

tia, credibility and trust,

form of information, values

Agency theory

Organizational Culture and power Psychology and

Organizational

Theory

Sardianou [9] Economic Financial and market bar-

riers

Limited access to capital

Cost of energy conservation

measures

Return of investments

Investment on training of

employees

High transaction costs

Uncertainty about energy

prices

Lack of information with

regard to the profitability of

energy saving measures

Limited investment action

Economic Theory

Organizational Organizational and human

factors

Lack of know-how

Lack of skilled technical

personnel

Focus on operative prob-

lems

Difficulties with training of

employees on energy mea-

sures

Bureaucratic procedures to

get financial support

Organizational

Theory

(continued)
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Table 1 (continued)

Relevant

references Perspective Barriers Theories

Sorrel et al. [27],

Schleich [28]

Economic Imperfect Information

Hidden costs

Access to capital

Split incentives and

appropriability

Bounded rationality

Economic Theory

Palm and

Thollander [8]

Economic Imperfect and asymmetric

information, hidden cost,

risk

Possible for performance

of equipment (technical

risk)

Lack of budget funding

Interdisciplinary

Perspective:

Economic and

Organizational

Social Networks

and Collabora-

tion/Knowledge

ManagementBehavioral Inability to process infor-

mation, form of informa-

tion, trust, inertia, lack of

awareness

Organizational Energy managers lack

power and influence

Organizational culture

leads to neglect of energy

environmental issues

Goals, routines, culture,

power

Lack of technical skills

Fleiter et al. [29] Economic: energy

demand

Activity parameters: value-

added, physical production.

Technology stock

Demand for end users/

energy services (useful

energy)

Energy-efficiency technol-

ogies

Demand for final energy

Bottom-up model

Accounting

models

Optimization to

model energy

supply and energy

demand

(continued)
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psychology [1, 9, 27]. It should be considered also a sociotechnical approach to

understand the implementation of energy-efficiency measures in their context [8].

Barrier models describe the non-implementation of cost-effective energy-effi-

ciency investment and specify three pertinent features of the non-implementation

[3], that is, the objective obstacle, the subject hindered, and action hindered. Weber

established the methodological question to ask when formulating a barrier model:

Table 1 (continued)

Relevant

references Perspective Barriers Theories

Chai and Yeo [11] Economic nonmarket

failure or market

barriers

Low priority of energy

issues

Cost of production disruption

Other priorities for capital

investments

Lack of investment capa-

bility

Lack of funding/financing

capability

Lack of management support

Capital market barriers

Cost of energy

Cost of identifying

opportunities

Economic &

Organizational

Theory

Technology

Difusion Model

Economic market

failure

Split incentives

Unpriced costs and benefits

Insufficient and inaccurate

information

Lack of expertise in tech-

nology and management

Difficulties in obtaining

information

Lack of technical skills

Lack of trained manpower

Behavioral and

organizational

Lack of information on

profitability

Lack of information about

opportunities

Resistance to change

Lack of sense of corporate

social responsibility

Lack of incentives

Lack of environmental

policies in companies

Energy managers lack

influences

Physical constraints Inappropriate technology

at site

Inappropriate industrial

framework
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What is the obstacle, whom does it affect, and what aspect of energy conservation

does it affect? Barriers to energy efficiency may be divided into three broad

perspectives, namely, economic, organizational, and behavioral barriers as we see

in Table 1.

Chai and Yeo [11] see an increasing number of other social sciences perspec-

tives on barriers to industrial energy that largely discusses social barriers to

technology adoption and innovation diffusion [11]. For instance, Owens and Driffill

[18] and Stephenson et al. [19] argued that behavioral and attitude changes to

energy consumption contribute to energy efficiency. Similar and newer perspec-

tives on identifying and creating sociotechnical perspectives have also been intro-

duced [6, 9, 20, 21]. Palm and Thollander [8] highlighted the effects of social

networks and regimes on energy-efficient technology diffusions. They emphasized

the need for analysts to steer away from traditional approaches to barrier analysis.

2.1.1 Economic Barriers: Market Failures and Financial Barriers

There may be a host of financial, economic, and market factors that could prevent

an industrial firm from immediately investing in energy-saving technologies, thus

resulting in “energy-efficient gap.” Limited access to capital may prevent energy-

efficiency measures from being implemented [1, 2].

The energy-efficiency gap was largely attributed to market failures, which occur

due to flaws in the way markets operate. Mainstream economist argued that an

imperfect market is a major source for slow adoption of energy-efficiency technol-

ogies and suboptimal energy-efficiency investment. Commonly reported market

failures include information problems and unpriced energy costs.

Information problems include lack of information, asymmetric information, and

the principal-agent problem for the control of the energy-efficiency program.

DeCanio [4] and Jaffe and Stavins [1] introduced the relevance of agency problems

in the study of energy-efficiency barriers.

Asymmetric information problems occur when one party involved in a transac-

tion has more information than the other, which may lead to suboptimal energy-

efficiency decisions. The fact that energy efficiency cannot be observed further

intensifies this asymmetric information barrier.

Financial economists also believe that a correctly priced energy cost would spur

energy efficiency almost automatically. Mechanisms that try to incorporate nega-

tive externalities into energy prices include practices such as domestic carbon

trading. Such schemes increase the business operating costs of the companies.

Furthermore, managers are more concerned about initial costs rather than annual

savings when deciding to invest in an energy program.

However, market failures can only account for part of the energy-efficiency gap.

Increasingly, analysts as well as policy-makers are seeing industrial energy effi-

ciency as multifaceted topic entailing technical, economic, and organizational

challenges. Typically, barriers are identified, classified, and discussed according

to their nature [6]. In addition UNEP [30] classify barriers into areas of
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management, information, knowledge, and financing and governing policy. Based

on these classifications, suggestions may be offered on possible remedies to over-

come these barriers.

While analysts such as Nagesha and Balachandra [31] and Rohdin et al. [6]

concluded that financial barriers are the most significant barriers, others have

identified production risk and information barriers as the most significant barriers

[29]. Perhaps more importantly, it is unclear whether overcoming the most signif-

icant barriers will automatically lead to better energy-efficiency adoption, espe-

cially if the barriers are interconnected.

Another point in the literature is the perceived risk of energy-saving invest-

ments. The uncertainty about future energy prices, especially in the short term, and

the slow rate of return of investments often seem to lead to higher perceived risks

and therefore to more stringent investment criteria and a higher rate (Sardianou [9]).

Jaffe and Stavins [1] reviewed market failures and market barriers for suggesting

notions of economic potential and social optimum of energy efficiency.

2.1.2 Implementation Barriers: Organization and Behavioral

Perspective

In recent years, researchers in other disciplines have also taken an interest in energy

efficiency. In particular, we see an increasing number of other social science

perspectives on barriers to industrial energy that largely discusses social barriers

to technology adoption and innovation diffusion.

Owens and Driffill [18] and Stephenson et al. [19] argued that behavioral and

attitude changes to energy consumption contribute to energy efficiency.

Palm and Thollander [8] highlighted the interdisciplinary nature of energy

efficiency and investigated the effects of social networks and regimes on energy-

efficient technology diffusions. They emphasized the need for analysts to steer

away from traditional approach to barrier analysis and found that researcher are

adopting a more inclusive and open approach by conducting interviews and surveys

(questionnaires) and performing case studies to identify barriers.

Some researchers have also attempted to identify the most significant barrier in

their respective areas of study. These studies are contingent, that is, the degree of

importance of the barriers is applicable only at the place and time at which the

survey was conducted, and therefore the findings may not be applicable to other

countries and/or industrial sectors. Nevertheless, the list of identified barriers

remains fairly similar despite the different rankings and classifications by different

analysis.

The behavioral barriers include bounded rationality, inertia, credibility and trust,

forms of information, and values [6]. Palm and Thollander [8] combine engineering

and social science approach to enhance our understanding of industrial energy

efficiency. They show that actors in different industrial sectors highlight different

barriers to energy efficiency and that the identified classical economic barriers can

be problematized in relation to the social context to understand their existence and

how to resolve them. Their analysis indicates that different sectors of rather closed
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communities have established their own tacit knowledge, perceived truths, and

routines concerning energy-efficiency measures. According to this perspective,

energy efficiency depends on social relationships and discussions, negotiations,

and agreements developed in actor networks. One outcome of this perspective is

that energy-saving measures in one sociocultural domain may be useless in another.

Experiences, routines, and habit established and negotiated in a particular network

will then determine what energy-efficiency measures will be implemented. The

perception barriers according to some values, as outlined by social science

researchers, should not be neglected and should be emphasized in energy-efficiency

research. Credibility and trust in the information provider is of utmost importance if

information regarding energy-efficiency investments is to be accepted. In order for

information to be accepted, it should also be vivid, personal, simple, and specific.

Schleich [28] identify the culture barrier and the presence of empowered man-

ager to face energy-efficiency strategy. These findings suggested that organiza-

tional failures are not easily solved through governmental energy policy activities

like energy information campaigns. Organizations need to start looking their

embedded values and managerial competences to be able to challenge these bar-

riers. A start for doing this is mapping energy performance figures in the company’s
annual report. By stating the extent of cost-effective potential measures available at

a company in the annual report, as well as other energy figures, it could empower

energy management. He found also that in many industrial firms, there is often a

shortage of trained and capable technical personnel. The lack of skilled personnel

leads to difficulties with respect to installation of new, energy-efficient equipment.

Focusing barriers on the organizational level could throw new light on why

energy-efficient technology is not implemented, even if it can be both economically

and technologically rational for the organization to do so. Decisions how firms use

energy and energy efficiency are made in organizational contexts.

The fact that managers do not consider energy efficiency as a “core” business

activity can be found in some sectors as food and drink industries as Sardianou [9]

found in his study in Greece—he found an opposite pattern in metal sector. A

review of studies on barriers to energy efficiency shows that country-specific,

region-specific, and theoretical economic studies have been conducted.

Vine [14] studied the barriers to the development of an ESCO industry in

countries outside the USA. He found several barriers are common:

– Projects compete with more traditional investments such as small power plants

and industrial expansion.

– Energy-efficiency projects and EPC are perceived to be more risky than supply

side projects because they are often non-asset-based investments.

– Many energy-efficiency projects and ventures are too small to attract the atten-

tion of large multilateral financial institutions.

– The legal and regulatory frameworks are not compatible with energy-efficiency

investments, particularly EPC. In particular, measurement and verification pro-

tocols for assuring performance guarantees are not understood.

– Few in-country financial institutions have experience financing energy-

efficiency projects or ventures, especially through ESCOs.
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– Utility companies’ negative response to ESCOs for fear of decreased revenues.

– Lack of government support for EPC, especially in residential sector where local

banks and private investors are reluctant to participate.

Researchers as Rohdin et al. [6] have adopted a more inclusive and open system

approach by conducting interviews and surveys and performing case studies to

identify barriers presented in the industrial sector. In recent years, we find two

aspects:

1. Lack of confidence in government-sponsored energy audit but high trust in

information and energy strategies sponsored by associations and colleagues.

When colleagues are used as a source of information, energy efficiency tends

to prevail; another way is through seminars and conferences. Actors from

different companies and sectors meet and discuss energy efficiency from differ-

ent perspectives [8].

2. Typically, barriers are identified, classified, and discussed according to their

nature. Nonetheless, the list of identified barriers remains fairly similar despite

the different rankings and classifications by different analysts.

Credibility and trust in the information provider is of utmost importance if

information regarding energy-efficiency investments is to be accepted. In order

for information to be accepted, it should be vivid, personal, and specific. Rohdin

et al. [6] specify the top four sources of information are related to more personal

conditions as colleagues: colleagues within sector, staff of associations related to

associations, consultants performing energy audits and seminars.

Transparense report [55] concludes that the main barriers for the EPC business in

Europe are the following: regulatory (lack of support from the government, subsidy,

and policy uncertainty), structural (lack of trust in ESCO industry and lack of

information), and financial (financial crisis and raising affordable finance). The

main drivers are increasing energy prices and pressure to reduce costs. The 20 coun-

tries involved in Transparense project are at different stages of development of their

EPC market. For the benefit of this project, it was recognized at the start that each

country may have different needs, expectations, and characteristics depending on

the level of advancement of its EPC industry. The results from the Transparense

survey at EU-wide level make it clear that the energy policies from individual

European governments are mostly seen as ineffective.

Researchers as Fleiter et al. [29] provide an overview of the current status of

bottom-up models for industrial energy demand, with special focus on their capa-

bility to model barriers to the adoption of energy-efficient technologies. The state-

of-the-art bottom-up model is based on an explicit representation of the technology

stock and considers the costs of energy-efficiency options in detail. But with regard

to barriers, most models only make use of an adjusted discount rate. They consider

technology costs and energy prices in bottom-up models. Bottom-up models are

traditionally based on a detailed representation of energy end uses. The evolution of

the end uses and of their energy efficiency over time determines the future energy

demand. Some bottom-up models determines the future energy demand. They

explicitly model firm’s investment decisions by applying a three-phase decision
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model that breaks down the technology adoption into a knowledge phase, an

economic evaluation phase, and an implementation phase. All phases are influenced

by barriers.

A key determinant of the market diffusion of new energy-efficient projects is the

technology adoption behavior of firms. As we have seen, barriers can be very

different in nature, varying from the availability of information or capacity within

firms, to dealing with risk and how it is perceived, to firm internal processes or the

availability of financial resources.

2.2 Stakeholders

Discussion of the energy-efficiency gap builds on the assumption that there are

technologies, methods, or processes that may reduce energy use in industry, but

energy-efficiency barriers hinder their implementation. If actors would only act

rationally, this gap would not exist. If we want to understand barriers and informa-

tion asymmetry, we need to understand the role of every stakeholder in its social

and institutional context. Palm and Thollander [8] suggest that energy efficiency

depends on social relationships and discussions, negotiations, and agreements

developed in actor networks.

After reviewing the major energy-efficiency barriers, now we present the role of

stakeholders that improve the energy-efficiency system.

2.2.1 Government

Governments can help to overcome behavioral and implementation barriers

through regulation of standard protocol for energy-efficiency management. One

criticism of energy policies and programs is that technological advances and rising

energy prices will cause energy-efficiency measures to be implemented in any case,

even without government intervention [32].

Depending on the country’s culture and legal tradition, the extent of regulation

and legislation measures varies. Chai and Yeo [11] review now policies which aim

to promote energy efficiency:

• Energy Acts. Japan has a history of strong legal tradition since Japan’s Energy
Conservation Act of 1979 under which an energy-efficiency program took place.

European Union’s Treaty of Lisbon places energy at the heart of European

activity (An Energy Policy for Europe). It effectively gives it a new legal basis

which it lacked in the previous treaties. Based on this, specific Directives such as

2010/31 [33] and 2012/27 [34] have been delivered on the subject energy

efficiency. Beside this framework, some European Union countries like the

UK also experienced some success with industrial energy regulatory policies.

Industrial regulations and legislation programs include minimum efficiency

standards for common equipment such as air compressors and combined heat
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and power plants, mandatory energy audits, and factory energy conservation

plans.

• Voluntary Agreements. More countries (e.g., Netherlands and Germany) took to

voluntary agreements and fiscal measures to stimulate industrial energy-

efficiency improvements. Voluntary measures have been more popular with

governments because, compared with regulations, voluntary measures have

fewer negative impacts on industrial competitiveness. The details and rigors of

voluntary agreements differ in different countries, but generally, they are

complemented by fiscal measures such as tax incentives, subsidies or exemp-

tions, and investment grants [35].

• Fiscal Measures. Although fiscal measures alone already provide some form of

motivation for organizations to adopt energy-efficiency technology, voluntary

agreements create and increased awareness about the available government

financial incentives.

• Educational and Informative Programs Are also Commonly Implemented. For

example, energy labeling program serves to inform consumers about the energy

consumption of equipment and buildings.

• Energy-Efficiency Financing Evolution. A relatively new development in the

arena of energy-efficiency measures is energy-efficiency financing where orga-

nizations (borrowers) can obtain financial support from ESCOs themselves or

from a third-party financer such as large commercial banks and international

financial institutions like the World Bank. The financial support occurs in a

manner that allows the borrower to repay the lender from the energy savings.

International Standards. The first relevant effort in supranational standardiza-

tion in energy efficiency could be the EN 16001:2009 Energy management
systems. Requirements with guidance for use developed by the European Com

mittee for Standardization (CEN). In April 2007, a United Nations Industrial

Development Organization (UNIDO) stakeholders meeting decided to ask ISO

to develop an international energy management standard. Therefore, ISO

50001:2011 Energy management systems—Requirements with guidance for
use was published on June 17, 2011, being internationally accepted as reference

standard.

Clearly, various policies have been deployed in order to promote energy effi-

ciency over the years in many countries. However, there is no established advice or

theory on when and what policies should be applied. The disparity between promise

and actual progress suggests that there is an urgent need to develop a framework

which links these policies together.

2.2.2 Industrial Organizations: The Role Energy Managers

of Companies

Industrial organizations often pursue energy efficiency to reduce costs and display

corporate social responsibility. Seeking help from technical consultants and
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appointing energy managers are ways to reduce behavioral and implementation

barriers in organizations.

Energy managers of companies are important stakeholders for the promotion of

ESCOs. These professional and qualified individuals should be familiar with the

service and capabilities offered by ESCOs and should be able to rely on them for

implementing projects in their company [14].

2.2.3 Customers

Customers are the reason for a company’s existence. Their demands will direct the

company’s market and developmental policies. As far as green clients increase, it

will increase the motivation for energy efficiency.

It is crucial the interaction between energy end users and energy experts. Energy

end users rarely see the world in the same way as energy experts. Thus, getting to

know the end users and their context and finding the best ways to interact with them

are key issues for energy-efficiency practitioners [36].

2.2.4 Research and Academic Institutions also Play a Part

in the Energy-Efficiency System

They develop new energy-efficiency products and review the whole system from

different points of views, as this paper show.

2.2.5 Financial Institutions

Banks and financial institutes provide credit if they rely on the way the whole

system operate. It is important how they consider their involvement in the EPC

together with ESCOs in supporting the financing for long-term projects. This is

especially relevant when there is a shortage of credit in the country, as it is the case

of Spain.

2.2.6 ESCOs and EPC: The Role of General Manager, Energy Auditor,

and Employees

An ESCO is a company that provides energy efficiency-related and other value-

added service and for which performance contracting is a core part of its energy-

efficiency service business [37,38]. This definition is in line with the European

Commission Directive (2006/32/EC) on energy end-use efficiency and energy

services (ESD) standard definition of an ESCO [39].

The ESCO industry has consolidated in the developed world since 2000. Utility

companies abandoned the business as deregulation stalled, and about 80% of the
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total EPC business is conducted by ESCO subsidiaries of large companies, primar-

ily equipment manufacturers, and the rest are small companies [40]. The European

market for EPC is very heterogeneous. Some countries have well-developed mar-

kets with several large ESCOs acting in it. Other countries are at a very early stage

of development, and some can be characterized as emerging markets [41].

Among the three major energy-consuming sectors in the economy (i.e., trans-

portation, industry, and buildings), ESCOs have been the most active in the

buildings sector. Among nonresidential customers, ESCOs have had most success

in developing projects in public and institutional markets—federal, state, and local

government facilities, schools, universities, and hospitals. Customers in the insti-

tutional sector tend to manage their own facilities and are often subject to legisla-

tive or executive energy mandates. ESCOs are also active in the commercial and

industrial sectors but have more limited access in penetrating these markets.

Relatively few ESCOs operate in the residential market; these ESCOs that are

active in this market typically target larger multifamily and public housing facili-

ties. Other types of energy service providers including equipment and controls

manufacturers, engineering and construction firms, various types of contractors

(heating and air conditioning, controls, windows, lighting, and insulation special-

ists), and energy consulting firms also provide efficiency services to residential,

commercial, and industrial customers. The “MUSH” markets—municipal and state

governments, universities and colleagues, and schools and hospitals—have histor-

ically hosted the large share of US ESCO projects [41].

The number of ESCOs varies in each country. One of the most important steps a

country can take to promote the ESCO industry in their country is to establish an

association of ESCOs. In 2005, over a dozen countries have created ESCO associ-

ation [14]. The associations often are created with a few members initially, but they

grow in size as the association develops. The ESCO industry has evolved signifi-

cantly over the last decade. The next decade will engender more change.

ESCOs can guarantee the results and take on the performance risk, funding the

improvements from the savings they deliver. This solution is termed “EPC,” and

while it has been implemented with great success in a number of EU member states,

based on this success, it is currently gaining great interest and traction across the

world. Public authorities are using EPC since more than 20 years. The EPC financed

retrofitting of public buildings started in North America. Meanwhile EPC projects

have become common also in the European Union. Thousands of public buildings,

universities, and schools have been modernized thanks to EPC. And the number of

success stories in private sector is continuing to increase.

In an EPC, an ESCO can provide the full range of services required to complete

the project, including energy audit, design engineering, construction management,

arrangement of long-term project financing, commissioning, operations and main-

tenance, savings, and monitoring and verification (M&V).

EPC management process consists of a four-stage process: preliminary study,

detailed analysis, implementation, and guarantee phase. EPC is a turnkey service,

sometime compared to design/build construction contracting which provides cus-

tomers with a comprehensive set of energy efficiency, renewable energy, and
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distributed generation measures and often is accompanied with guarantees that the

saving produced by a project will be sufficient to finance the full cost of the project

[40]. A typical EPC project is delivered by an ESCO and consists of the following

elements:

1. Turnkey Service: The ESCO provides all of the services required to design and

implement a comprehensive project at the customer facility, from the initial

energy audit through long-term monitoring and verification (M&V) of project

savings. In an EPC, an ESCO can provide the full range of services required to

complete the project, including energy audit, design engineering, construction

management, arrangement of long-term project financing, commissioning, oper-

ations and maintenance, and savings M&V.

2. Comprehensive Measures: The ESCO tailors a comprehensive set of measures to

fit the needs of a particular facility and can include energy efficiency, renewable,

distributed generation, water conservation, lighting, building envelopment

improvements (insulation, roofs, windows, etc.), and sustainable materials and

operations.

3. Project Financing: The ESCO arranges for long-term project financing that is

provided by a third-party financing company. In the early days of EPC, ESCOs

typically provided both project technical services and project financing, because

financial institutions did not understand EPC and were unwilling to finance EPC

projects. The main feature is the financing of the investments via the guaranteed

cost savings achieved through improved energy efficiency within the terms of

contract.

4. Project Savings Guarantee: The ESCO provides a guarantee that the savings

produced by the project will be sufficient to cover the cost of project financing

for the life of the project. The form of the guarantees varies between projects,

because the guarantees are designed to fit the requirements of particular cus-

tomers, as well as federal and state legislation and regulation.

EPC means operating (and financing) procedures for the provision of specific

energy services. These procedures aim at saving energy and cutting costs by

modernizing and optimizing necessary functions of installations. The aim is to

achieve the guaranteed improvement of results in particular with regard to eco-

nomic efficiency, energy saving, and net asset value of installations [41].

The main actors involved in the EPC inside an ESCO could be characterized as

follows:

1. Employees: Performing an energy service involves assembling and delivering

the output of a mix of physical facilities and mental labor. Often customers are

involved in helping to create the service product, increasingly as the energy-

efficiency values and culture of the client evolve. The lack of technical knowl-

edge of the employee fails to realize the estimated savings on the energy-

efficiency improvements. Engineers and employees need to update continuously

their competence about M&V (monitoring and verification). New systems are
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required to make the calculation of project savings more understandable to

nontechnical client.

Recognizing that service personnel are also “internal customers” of the

organization, marketers and human resource managers should work together to

identify employee needs and concerns. Improving the working environment and

increasing employee job satisfaction are often key steps in improving service for

“external customers.”

ESCOs are struggling to find the skilled engineering and technical personnel

required to implement large-scale energy-efficiency programs and to maintain

and operate energy-efficiency technologies.

2. Managers: The key responsibilities of this individuals is to manage sales team

and maintain contact with established customers and source new business

through prospecting new customers and generating business through sales

leads. Also, it is their crucial responsibility to lead, train, motivate, and engage

engineers and other employees who can work well together for a realistic

compensation package to balance the twin goals of customer satisfaction and

operational effectiveness.

Managers coordinate the involvement of company personnel, including sup-

port, service, and management resources, in order to meet account performance

objectives and customer’s expectations. Developing energy projects means

developing business plans that support the customer.

Creating relationships with specific types of customers by delivering a care-

fully defined service package of consistent quality that meets their needs is

perceived as offering superior value to competitive alternatives. The marketing

competencies include not only the delivery system but also additional compo-

nents such exposure to advertising and receiving feedback about their commer-

cial practices. Communication and cooperation in the relationship is crucial as

well as education of the customer not only in organization in energy thinking and

how to optimize building performance but also in managing and relying on EPC.

Each of the major ECP market segments suffers from its own constraints.

The position requires formulation of and participation in the total go-to-

market process: from product/marketing material development to the creation,

and execution of business plans, establishment/achievement of sales targets for

assigned ESCO accounts. Manager is responsible for driving revenue through

business planning and customer/end-user development.

3. Energy Analyst or Utility Bill Auditor: Analysts are responsible for one day-to-
day collection and tracking of client, supplier, and utility information. They

assist in the construction of energy-related billing models and using them to

analyze the client’s energy bills. They are analytical thinker and strong commu-

nicators. They work directly with managers in forming and executing risk

management strategies for their clients for electricity and natural gas. They

serve as point of contact for the utility bill auditing process.
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2.3 Agency Theory

The information asymmetry between the principal and agent is at the heart of

energy-efficiency barriers. As Perrow [13] observed, the principal-agent model is

fraught with the problems of cheating, limited information, and bounded rationality

in general. Hence, the probability of shirking increases if the preferences of

principals and agents diverge, if there are high levels of uncertainty, or if the

agent has a distinct information advantage. Under these circumstances, the princi-

pal must reduce uncertainty by acquiring offsetting information, which as Mitnick

[24] noted is not a costless undertaking. Asymmetric information problems occur

when one party involved in a transaction has more information that the other, which

may lead to suboptimal energy decisions. The fact that energy efficiency cannot be

observed (i.e., it is “invisible”) further intensifies this asymmetric information

barrier.

Because the unit of analysis is the contract governing the relationship between

the principal and the agent, Eisenhardt [26] indicated that the focus of the theory is

on determining the most efficient contract governing the principal-agent relation-

ship given assumptions about people (e.g., self-interest, bounded rationality, risk

aversion), organizations (e.g., goal conflict among members), and information (e.g.,

information is a commodity which can be purchased). Specifically, the question

becomes this: if it is a behavior-oriented contract (e.g., salaries, hierarchical

governance) more efficient than an outcome-oriented contract (e.g., commissions,

stock options, transfer of property rights, market governance).

The principal-agent stream is more directly focused on the contract between the

principal and the agent. Whereas the positivist stream lays the foundation (i.e., that

agency problems exist and that various contract alternatives are available), the

principal-agent stream indicates the most efficient contract alternative in a given

situation. The common approach in these studies is to use a subset of agency

variables such as task programmability, information systems, and outcome uncer-

tainty to predict whether the contract is behavior or outcome based. The principal-

agent stream is more directly focused on the contract between the principal and the

agent.

The introduction of multiple principals with externalities is certainly problem-

atic for the principal-agent model [43]. Moe [44] wrote “The simple principal-agent

model focuses for convenience on one principal and one agent, highlighting the

determinants of controls in dyadic relationships.” But such a dyadic relationship is

unrealistic. A simple dyadic principal-agent model is incapable of capturing this

dynamic interaction between multiple principals and agents.

According to Eisenhardt [26], it is possible to identify some characteristics or

elements of agency relationships. Elements of agency relationships involve careful

specification of assumptions about information asymmetry, risk aversion goal

conflict, and other aspects as task programmability and outcome measurability

(see Fig. 1):

1. Information asymmetry:
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As we have noted, the information asymmetry is a critical assumption of the

principal-agent model. Following Waterman and Meier [43], we don’t need the

information asymmetry as a constant in a model; the level of information between

principals and agents can vary. In some highly technical fields, agents may have

more information than their principals have. In others where technical expertise

plays a lesser role, the information asymmetry and the “agency problem” should not

be apparent. We need to keep this point in mind when we are devising a more

generalizable theory.

As noted before, the information asymmetry is a critical assumption of the

principal-agent model. The information asymmetry is simply the claim that agents

have more information than their principal possesses. Waterman and Meier [43]

acknowledge that agents have an information advantage, but also identify the limits

of this information asymmetry, because the level of information between principals

and agents can vary.

Treating information as a variable rather than as a constant really consists of two

variables—the information possessed by the agent and the information possessed

by the principal. When these variables are arrayed in two dimensions, in a dyadic

relationship with one principal and one agent only, the standard form of information

asymmetry is obviously only one of four possible situations.

Case A: both principal and agent possess a great deal of information.

Case B: neither possesses a great deal of information.

Informa�on 
Assymetry

Goal conflict

Risk Aversion
and Uncertainty

Task 
programmability

Outcome 
measurability

AGENCY 
CONTRACT

Fig. 1 Elements of agency

contract
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Case C: the principal possesses a great deal of information, but the agent does not.

Case D: the agent possesses a great deal of information, and the principal does not.

This is the traditional model principal-agent model.

Principal-agent models are supposed to be dynamic, not static. They characterize

relationships that develop and evolve. All the stakeholders involved in

energy-efficiency projects can learn over time about energy and efficiency. This

change in the pattern of information has the potential to move a relationship in a

way that energy-efficiency barriers are removed.

Therefore, it is relevant to combine information (e.g., technical expertise) and

goal conflict as variables, into a more dynamic model of the interaction between

principals and their bureaucratic agents.

2. Risk aversion and uncertainty:

A key aspect that defines the agency relationship is the trade-off between the cost

of measuring behavior and the cost of measuring outcomes and transferring risk to

the agent. Individuals vary widely in their risk attitudes. Uncertainty is viewed in

terms of risk/reward trade-offs, not just in terms of inability to plan. This implica-

tion is that outcome uncertainty coupled with difference in willingness to accept

risk about influence contracts between principal and agent.

A number of extensions to the simple model of contract are possible if we

consider risk aversion. One is to relax the assumption of a risk-averse agent. As

the agent becomes increasingly less risk averse (e.g., a wealthy agent), it becomes

more attractive to pass risk to the agent using an outcome-based contract. Similarly,

as the principal becomes more risk averse, it is increasingly attractive to pass risk to

the agent.

3. Goal conflict:

In the market place, principal and agents clearly have different goals and/or

preferences. Obviously, agents want to make as much money as possible, while

principals want to pay as little as possible for services. Consequently, if we treat

preferences between principals and agents, or what we call goal conflict, as a

variable with different values rather than as a constant, different types of relation-

ships between principals and agents should become apparent.

Another extension of the contract is to relax the assumption of goal conflict

between the principal and agent. This might occur either in situations in which self-

interest gives way to selfless behavior. As goal conflict decreases, there is a

decreasing motivational imperative for outcome-based contracting, and the issue

reduces to risk-sharing considerations.

The solution to this agency issue is to come up with incentives that will align the

interests of the agents with those of the principal.

Conflicts between the agent and those of the principal are the least of the agent’s
problems. The real problem is that the agent is most likely serving many stake-

holders, many of them with conflicting interest. Even if the agent is able to silence

his or her own interests, there is the matter of how to maneuver through the tangled
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loyalties he or she owes to many different principals and/or stakeholders and how to

negotiate through their competing interests and sometimes irreconcilable differ-

ences. Shapiro [25] indicates that classical agency theory misunderstands not only

the source of goal conflict but also the social conditions to inflame it. This is a

matter for sociological inquiry.

4. Another set of extensions relates to the task performed by the agent:

(a) Task programmability is defined as the degree to which appropriate behavior by
the agent can be specified in advance. The behavior of agents engaged in more

programmed jobs is easier to observe and evaluate. Therefore, the more

programmed the task, the more attractive are behavior-based contracts because

information about the agent’s behavior is more readily determined.

(b) Measurability of the outcomes. This variable assumes that outcomes are easily

measured. When outcomes are measured with difficulty, outcome-based con-

tracts are less attractive. In contrast, when outcomes are readily measured,

outcomes-based contracts are more attractive.

Agency thinking reestablished the importance of incentives and self-interest in

organizational thinking [13].

Despite Perrow’s [13] assertion that agency theory is very different from orga-

nization theory, Eisenhardt [26] indicates that agency theory has several links to

organizational perspectives. At its roots, agency theory is consistent with the classic

works of Barnard [45] on the nature of cooperative behavior and March and Simon

on the nature of organizations [46]. As in the earlier work, the heart of agency

theory is the goal conflict inherent and information asymmetry when individuals

with difference preference engage in cooperative effort, and the essential unit is the

contract. Agency theory also is similar to information processing approaches to

contingency theory [47,48].

Finally, when principals and agents engage in a long-term relationship, it is

likely that the principal will learn about the agent and so will be able to assess

behavior more readily. Conversely, in short-term agency relationships, the infor-

mation asymmetry between principal and agent is likely to be greater, thus making

outcome-based contracts more attractive.

2.4 Learning Perspective: Communities of Practice

Barriers to energy efficiency cannot be properly studied by looking at them in

isolation, which is what was observed in many prior studies [11]. Often, recom-

mendations were proposed for one barrier or a group of barriers with similar nature,

disregarding the possible interactions between barriers which may well render the

recommendation ineffective.

We follow Chai and Yeo proposition to start to define our framework from a

learning perspective. Their framework offers a way to understand the roles and

responsibilities of major stakeholders such as governments and ESCOs in driving
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energy efficiency which allows the assessment and identification of weak links in

energy-efficiency policies.

From this start point, we want to highlight the interaction among stakeholders to

learn to improve their competence and results, dynamic aspect not studied by Chai

and Yeo. We consider this system as CoP.

The exchange of energy-efficiency knowledge among experts and lay people

reflects a fundamental problem in innovation. Information about user’s needs,

manufacturers’ capabilities, and ESCOs employees is highly contextual, tacit, and

difficult to transfer from one site to another. This problem hinders the uptake of

innovative projects—many rounds of information exchange are needed in order to

establish facts and clarify perspectives.

Drawing on studies on communities of practice and learning spaces, we attempt

to formulate a model to manage collaboration and promote learning among differ-

ent stakeholders.

Brown and Duguid [17] presented a holistic view of the way we work, learn, and

innovate through communities of practice. Communities of practice are formed by

people who engage in a process of collective learning in a shared domain of human

endeavor. Social scientists have used versions of CoP for a variety of analytical

purpose. Wenger coined the term while studying apprenticeship as a learning

model. The concept of CoP has found a number of practical applications in

business, organizational design, government, education, professional associations,

development projects, and civic life.

Since CoP is still an evolving concept, Li et al. [49] recommended focusing on

optimizing specific characteristics of the concept, such as support for members

interacting with each other, sharing knowledge, and building a sense of belonging

within networks/team/groups.

CoPs are considered to be a type of learning community [16, 50, 51]. Community

generally describes groups of people connected by a common interest and who

define their identities by the roles they play and the relationships they share in the

group’s activity. A community can exist over time despite a change of participants.

It develops its own culture and communication methods as it matures.

Lave and Wenger [50] suggested that most of the learning for practitioners

occurs in social relationships at the workplace rather than in a training classroom

setting, a concept known as situated learning. The central aspects of this concept are

the interactions between novices and experts and the process by which newcomers

create a professional identity. Much of the learning happened during informal

gatherings where professionals interacted with each other and shared stories

about their experience and where novices consulted openly with experts. Through

this process, gaps in the practice were identified, and solutions were developed. The

informal interactions eventually became the means for practitioners to improve

practice and generate new ways to address recurrent problems. The journey from

being a newcomer to becoming an expert is captured in the concept of “legitimate

peripheral learning,” in which newcomers are given opportunities to learn by

engaging in simple tasks. In this context, CoPs can be viewed as a system for
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people to acquire and polish existing skills rather than to create new ways to

complete a task [52].

The view of “learning in the job” is supported by Brown and Duguid [17], but in

a slightly different way. Brown and Duguid also focused on the close relationships

among working, learning, and innovating for workers and stressed the importance

of social environment in advancing practitioners’ skills and knowledge in organi-

zations. They encourage interaction of people across different communities, a

concept known as “community of communities.” Furthermore, communities may

have different goals, cultures, and politics, all of which may pose challenges for

individuals who attempt to balance their participation across different communities.

The new competitive environment brings new threats and opportunities that

communities must confront through the redefinition of their context. Communities

must seek mechanisms and interventions that support and encourage this process of

adaptation between the organization and its environment (see Fig. 2).

The CoP model can provide opportunities to break down professional and

organizational barriers and to support the learning of newcomers to the field. It

can offer a way to translate and share tacit knowledge or “know how,” which can be

a valuable resource for capacity building and the implementation of evidence-based

practices [53].

Within the field of EPC, collaborative and interdisciplinary actions are impera-

tive for the development and implementations of proactive, holistic projects. They

try to understand how knowledge sharing between different professional groups and

practices may be facilitated. Specific focus has been on identifying mechanisms for

interaction and knowledge sharing between actors that normally do not meet in

their everyday practice [15]. The knowledge that a community possesses reflects its

norms and preoccupations and, in the long run, limits its ability to develop new

ideas.
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Fig. 2 Barriers and stakeholders in the communities of practices for improving EPC
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3 Results and Findings

The focus of the agency theory lies on determining the most efficient contract

governing the principal-agent relationship given assumptions about stakeholders

(self-interest, bounded rationality, risk aversion, and goal conflict) and information.

Specifically, the question becomes, if it is a behavior-oriented contract (positivist

stream) more efficient than an outcome-oriented contract (principal-agent stream).

Information systems also curb agent opportunism, because the information system

inform the principal about what the agent is actually doing.

Using agency theory, we would be concerned with the design of contracts

between stakeholders, especially between ESCOs and clients. The design of EPC

is a crucial aspect in the promotion of ESCO industry.

We find two different streams in agency theory if we want to understand the

evolutions of contracts and behaviors:

1. In the positivist stream, the common approach is to identify a policy or behavior

in which principal and agent interests diverge and then to demonstrate that

information system, mechanism, or incentive that coalign both behaviors and

goals.

2. The principal-agent stream is more directly focused on the contract between the

principal and the agent.

Whereas the positivist stream lays the foundation of the relationship, the

principal-agent stream indicates the most efficient contract alternative in a given

situation.

Palm and Thollander [8] showed that energy efficiency depends on social

relationships, discussions, and negotiations. One consequence of this perspective

is that energy-saving measures in one sociocultural domain may be useless in

another. Focusing in social negotiations and agreements helps explain why

energy-efficiency technologies are rejected or adopted in different sectors.

According to that perspective, we find that the principal-agent stream allows to

design the right contract in a given situation that specify the incentives that align

both sides (principal and agent).

Jaffe and Stavins [1] found that market barrier related to the energy-efficiency

gap, such as problems with information, justifies a public intervention to overcome

them. There are also market failure issues that do not relate to the paradox but

which are relevant to policy debates about energy gap, such as actual energy prices,

environmental consequences of energy generation and use, and the level of discount

rates. Uncertainty in contrast to imperfect information is not a source of market

failure but contribute to the energy-efficiency paradox.

The government should consider the market barriers when dealing the agency

relationship with ESCOs, industrial sectors, and end users. According to this

perspective, we find that the government policy can foster general EPC contracts

to regulate general behaviors but also allow the evolution of these general EPC to

grasp the specificities of given situations. Government can enhance communication
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among stakeholders with initiatives such as CoP that develop knowledge and

reduce information asymmetry. Letting actors cross traditional communication

boundaries and actively stimulating new social arrangements, involving actors

from different sectors who can share their good practices with each other, should

be an important policy.

Agency variables such as information system, outcome uncertainty, and risk

should be considered in the evolution of the EPC. Critically, EPCs are without risk

to the customer. Working with an experienced ESCO ensures that savings are

measured, verified, and guaranteed. The guarantee, in effect, transfers all technical

and operational risks to the ESCO. It also ensures that change happens. That’s a lot
of lost cost saving opportunity gone forever.

Many EPC projects involve guarantees made by the ESCO to the customer that

the project energy savings will be sufficient to pay the full cost of the long-term

project financing. The form of the guarantees varies between projects, because the

guarantees are designed to fit the requirements of particular customers, as well as

legislation and regulations.

There are two basic types of EPC contracts: shared savings and guaranteed

savings. Each type of contract describes the relationship and risk allocations

among the ESCO, customer, and lender/financing institution. Under a shared

savings contract, the costs savings are split for a predetermined length of time in

accordance with a prearranged percentage, and there is no “standard” split as this

depends on the cost of the project, the length of the contract, and the risks taken by

the ESCO and the customer. Under a guaranteed savings contract, the ESCO

guarantees a certain level of energy savings and in this way shields the client

from any performance risks.

An important difference to note between the guaranteed and shared saving

models is that in the guaranteed model, the performance guarantee is the level of

energy saved, while in the shared savings model it is the cost of energy saved (and

credit risk taken on behalf of the ESCO).

There is a third type of EPC: energy supply contracting (ESC). Within this

contract an energy supply service company (not an ESCO) supplies a set of energy

services via the outsourcing of the central energy plant (primary energy conversion

equipment) providing heating and/or cooling to the end-use equipment. The pay-

ment is at a fixed rate without any energy performance or efficiency requirements.

The ESC may have incentives related to energy use reduction, but without assum-

ing any risk in case the expected efficiency is not reached [54].

In Europe, most ESCOs prefer to use the guaranteed savings model. Under a

guaranteed savings contract, the ESCO guarantees a certain level of energy con-

sumption savings and in this way shields the client from any performance risk. The

ESCO does this under a guaranteed savings contract by assuming the entire design,

installation, and savings performance risks. However, the ESCO does not assume

the credit risk of repayment programs costs by the customer.

In the developed EPC market in the USA, the guaranteed savings model evolved

from the shared savings model in response to customer’s desire to significantly

reduce interest costs in exchange for accepting more risk due to their increased
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comfort with energy savings technologies. This was dependent on a market that

included experienced ESCOs able to demonstrate a depth of experience and success

in the implementation of energy savings programs.

The ability to align the interest of diverse stakeholders is a critical factor for

success in EPC. Understanding existing stakeholder networks is crucial for gaining

access to the different parties whose participants and resources are needed for

completion of change programs [36]. Understanding the user context is stressed

in the literature on user involvement in design. The cases studied by Heiskanen

revealed three topics to manage complex networks of interests in multi-stakeholder

cooperation in energy-efficiency projects:

1. The importance of combining formal and informal observation. Surveys (formal

knowledge) and informal discussions provide information. Much more was

learned in informal interactions with users, at meetings organized by the project

during small audits done at user building or industry.

2. The challenge of aligning diverse interests in projects. It is relevant to develop

projects in flexible way. Users came up with many ideas and needs. The project

managers had to make suggestions for fair and equitable solutions. The project

changed greatly at this final stage.

3. The interpersonal skills needed to manage flexible, user-responsive projects. The

accounts in the previous sections already suggest some of the emotional chal-

lenges for project managers in the flexible and user-responsive kinds of projects

represented by ESCOs.

Knowledge sharing across communities of practices can be facilitated through

participation in social networks, informal meetings, and workgroups. Furthermore,

governing entities may act as enablers for knowledge sharing across community

boundaries by mobilizing incentives for collaborative endeavors and mutual

engagement to solve organizational problems.

A final practical implication concerns funding bodies, which often set the

framework for projects promoting energy efficiency, on a local level. Funding for

projects to change energy use should include time for research on the particular

group of end users. Moreover, user involvement and co-design require flexibility in

project planning. If founding bodies want their projects to really make a difference,

they should allow time for understanding the end users’ perspective and flexibility

to change project plans.

Gluch et al. [15] conclude that although energy-efficiency and sustainable pro-

jects cannot be fully characterized as CoP, it did show a potential for facilitating

knowledge sharing and learning. Social interaction around a special interest allows

for learning among individuals with various backgrounds. Collaborative work in

small-scale sociotechnical experiments allows to facilitate knowledge sharing and

learning, what reduce information asymmetry problem in agency relationships.

However, some handicaps needs to be overcome: e.g., power distance between

the groups, different goals, agendas and discourses, and practices.

ESCOs managers and employees need better knowledge of human behavior and

group dynamics as well as proactive design and business planning. They need to
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interpret the information the different users and stakeholders provide in the local

context.

Agency theory applied to energy-efficiency industry highlights the fundamentals

of EPC to understand the interaction among different stakeholders when facing

energy-efficiency barriers. EPC is a turnkey service, sometimes compared to design

contracting which provides customers with a comprehensive set of energy-

efficiency measures and often is accompanied with guarantees that the savings

produced by a project will be sufficient to finance the full cost of the project.

Many EPC projects involve guarantees made by the ESCO to the customer that

the project energy savings will be sufficient to pay the full cost of the long-term

project financing. The form of the guarantees varies between projects, because the

guarantees are designed to fit the requirements of particular customers, as well as

legislation and regulations.

ESCOs, customers, utilities, and regulators learned several major lessons during

this growth of the performance contracting business, including:

• The performance contracting business model could deliver large volumes of

energy and demand savings, but the lack of a robust financing market and the

elaborate monitoring and verification (M&V) protocols were severely limiting

its growth.

• The technologies employed in most performance contract projects were not very

risky, because the technologies had matured and most customers shied away

from cutting-edge technologies.

• The financing of performance contracts was profitable and not very risky.

• The M&V protocols employed in earlier programs were overkill as they were

expensive to implement and over measured technologies with fairly well-

understood consumption patterns.

To accelerate industry growth, the ESCO industry would have to lead the

development of a multi-stakeholder, standardized, and simplified M&V protocol

that could be understood by bankers and other non-expert parties [40].

ESCOs are constantly adding new measures to their projects, in response to

customer requests, but ESCOs should not be considered vehicles to push new

technologies into the marketplace. ESCOs and their customers tend to be fairly

conservative when selecting technologies for projects, because the total cost of

most ESCO projects are paid from energy savings, often secured with financial

guarantees. It is a vital aspect how the ESCOs define a clear business plan with the

technology agreed with the client.

Despite the need for increased industrial energy efficiency, some studies indicate

that cost-efficient energy conservation measures are not always implemented,

explained by the existence of barriers to energy-efficiency measures.

Several factors are holding back the growth of the EPC market, including:

1. M&V Limitations—New systems are required to make the calculation of project

energy savings more understandable to nontechnical clients.
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2. Shortage of Skilled Personnel—ESCOs, utilities, state regulatory agencies, and

customers are struggling to find the skilled engineering and technical personnel

required to implement large-scale energy-efficiency and renewable energy pro-

grams and to operate and maintain energy-efficiency and renewable energy

technologies.

3. Specific Market Barriers—Each of the major EPC market segments suffers from

its own constraints as we have seen in previous sections (see, e.g., [8, 55]).

Energy-saving companies are facing the energy-efficiency barriers, through

better communication the information that is included in EPC. Employees in

these companies are being better skilled, not only when considering technical

aspects but also marketing, consumer behavior, and contracting skills.

4 Conclusions

Despite the fact that the implementation of energy optimizing measures has been

demonstrated as cost-effective, collectively, previous studies have identified a

somewhat comprehensive list of barriers to adoption of energy efficiency in the

industrial sector. However, there is no consensus on which barriers are the most

relevant. Perhaps more importantly, it is unclear whether overcoming the most

significant barriers will automatically lead to better energy adoption, specifically if

the barriers are interconnected and highlighting that the main barrier lied on

information problems.

It is more important to approach barriers from a new perspective, using

nontraditional analytical tools that can contribute new understanding or questions

as to why a particular barrier is perceived by other stakeholder. We identify as key

stakeholder to ESCOs as they lead energy-efficiency programs through the evolu-

tion of EPC. The evolution of methodologies to assure the relationship among

investors, ESCOs, and industrial customers in order to guarantee energy savings in

the EPC is a result of the interaction of all stakeholders. We focus the interaction

from the point of view of EPCs provider, that is, ESCOs.

Principal-agent models are supposed to be dynamic, not static. They characterize

relationships that develop and evolve. Stakeholders (ESCOs, clients, government,

financial institutions) learn over time about better implementation of EPC. This

change in the pattern of information has the potential to move a relationship from

traditional principal-agent model to another case. The introduction of information

in some cases even may have the impact of changing goals. Agency theory provides

an adequate and comprehensive theoretical framework to analyze the complex

relation-based issue proposed.

The CoP approach, that is, understanding the context in which energy-efficiency

measures are going to be introduced, facilitates the learning needed to improve

energy-efficiency steps further by openly sharing the stakeholder’s knowledge. This
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is reinforced by the fact that energy-efficiency projects successfully implemented in

one socioeconomic environment may be useless in another.

It is not only about overcoming energy-efficiency barriers but also improving the

whole system by introducing innovations in the EPC. The EPC is the contract in

these agency relationships developed in the ESCOs industry. Information and goal

conflict are two important elements in agency relationships as we have reviewed in

this chapter. Knowledge sharing in CoP reduces information asymmetry, and

targeted incentives and policies from the government can make the energy-

efficiency sector expand as goals are aligned. Gaining knowledge on ESCOs pro-

jects is important to intensively develop different EPC models through better

comprehension of its elements: risk sharing, guarantees, and incentives.
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