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Preface

Agriculture is a major user of the available land resource and is both a source and
sink of greenhouse gases. Patterns of land use may transform in the coming
decades to meet food needs, but may also adjust in response to an effort to
achieve reductions in greenhouse gas emissions. However, the international nature of
agriculture implies that even local and regional agricultural developments and
policies are no panacea for solving global-change related problems. This book
offers a state-of-the-art overview of the interactions between agricultural
development, future patterns of land use and emissions of greenhouse gases.

The book results from a workshop organised by LEI offering a broad
overview of the key interactions between changes in agriculture, patterns of land
use and efforts to reduce greenhouse gas emissions. The workshop was endorsed
by the Land-Use and Cover Change (LUCC) Programme. The workshop was
supported by the Ministry of Agriculture, Nature and Food Quality in the
Netherlands and the Royal Netherlands Academy of Sciences (HDP Committee).
Funds for finalising the book were obtained from the Ministry of Agriculture,
Nature and Food Quality. This support is gratefully acknowledged.

The editors are grateful to the authors for preparing excellent contributions
and for the secretarial assistance provided by Tessa van Dongen and Charlotte
Khoe. They took responsibility for guiding the publication process, and prepared
the several drafts of the chapters. Without the assistance and support given by
Henny Hoogervorst and Esther Verdries (Springer Science) this volume would
not have been in its present form.

Floor Brouwer and Bruce A. McCarl

Xvil



Introduction

Floor Brouwer and Bruce A. McCarl

CLIMATE CHANGE, AGRICULTURE, FOOD DEMAND
AND LAND USE

Interactions between agriculture, climate and patterns of land use are complex.
Agriculture is a major user of the land, and patterns of land use are shaped
through climatic conditions. The characteristics of agriculture in any location are
largely determined by climatic factors. Evidence is amassing that increases in
atmospheric concentrations of greenhouse gasses (GHG) like carbon dioxide
(CO,), methane (CH4) and nitrous oxide (N,O) cause increases in global
temperature. The Intergovernmental Panel on Climate Change (IPCC) projects
that the build-up of atmospheric GHGs will cause a moderate increase in
temperature and altered patterns of precipitation are projected for large parts of
the world. Accompanying changes in agricultural productivity are to be
expected. In addition agriculture may play a role in managing the future GHG
concentrations by switching land use from crops to forests, trees or biofuels and
by managing energy use, rice lands, cattle and manures among other things. Thus
agriculture is affected by both sides of the climate change issue and will feel
influences on production patterns and land use.

There is an ongoing dialogue about agriculture as potentially manipulatable
source or sink of greenhouse gas emissions. Major changes in agriculture,
regional climate and land use patterns are foreseen in the next couple of decades.
Society needs to be prepared to implement measures that contribute to transform
agriculture in an environmentally effective, economically viable and socially
acceptable manner.

Food demand will also influence future patterns of land use. Global
population is projected to increase to about 9 billion by 2050. Global income
per capita is likely to increase by a factor of three and more by 2050, and the
share of animal calories in diet is projected to increase from about 15% today to
about a third in 2050. Such changes increase the demand for food and put
pressures on the available land resources.

1
F. Brouwer and B.A. McCarl (eds. ), Agriculture and Climate Beyond 2015, 1-4
© 2006 Springer. Printed in the Netherlands.



2 Floor Brouwer and Bruce A. McCarl

Experience is needed based on cross-disciplinary science and policy-science
interactions to explore the way land use may aid in addressing the climate change
and food demand influenced future.

KEY OBJECTIVES AND ORGANISATION OF THE BOOK
The objective of the book is threefold:

» establish linkages between land use and climate change;

» establish linkages between land use and greenhouse gas emissions control;
and

» explore linkages with future patterns of food demand.

The perspective of the book is beyond the year 2015. The individual contributions
draw on the experiences from cross-disciplinary approaches, and the interactions
between policy and science. In this approach, the volume aims to identify existing
gaps in scientific understanding. The book is divided into 4 parts.

Part 1 sets the scene and provides an overview of the key issues addressed in
this book. The main interrelations between climate and societal factors as the
influence land use change are explored. Chapter 2, by Peter Verburg and
Jan Peter Lesschen, provides a discussion of different modelling approaches and
the main challenges that are faced in exploring the interactions between land use
policies, agriculture and the environment. A wide range of models of land use
change is available. The authors argue in favour of a strong involvement of policy
makers in the land use modelling process. Also, models could strongly support
policy formulation. Chapter 3 identifies and explores important drivers and
relationships of agricultural land use change under alternative scenarios of future
development. Frank Ewert and his co-authors address linkages at the European
scale between land use and agricultural productivity as affected by technological
advances, climate change and atmospheric CO, concentrations. Agricultural land
use changes are particularly sensitive to economic development, and technology
development is a strong driver of productivity and land use change. Chapter 4, by
Helmut Geist and his co-authors, aims to strengthen our understanding of the
main driving forces, key actors and processes of agricultural change and land use
patterns. The variety of key factors influencing land use transitions at the forest
and dryland margins is explored. Also, a method is proposed for assessing the
trade-offs and to draw implications for land use policies.

Part 2 looks at future forces shaping land use decisions and its sensitivity to
climate change related issues. Chapter 5 offers an assessment of agricultural
production systems in the coming decades and their implications for emissions of
greenhouse gases. Lex Bouwman and his colleagues project a strong increase of
global methane emissions, mainly in developing countries. Also, the projected
concentration of agricultural activities will induce a further intensification of
production. Chapter 6 examines main trends in agricultural land use in Central
America over the past couple of decades, and how they point in the coming
decades to changes in production patterns, patterns of agricultural land and forest



Introduction 3

cover. In this chapter, David Carr and his co-authors, notify strong intensification
of agricultural production. Regional production to meet the demands of a growing
population and international markets requires focus on sustainable development
strategies. Such strategies require coping sustainability in agriculture and the
trade-offs between intensification of labour, land and capital with extensification
and reduction of forest cover. Chapter 7, by Hermann Lotze-Campen and his
co-authors, puts agriculture as a crucial link between human society and the
biosphere. In order to understand their interactions, they argue that an in-depth
understanding of the links between food (both production and consumption), land
use and climate change is indispensable. A grid-based global vegetation model is
coupled with a non-spatial economic optimisation model, and applied for
Germany. Neeraj Sharma, in Chapter 8, presents a perspective on the challenges
that India faces in terms of population and economic growth. Here, land use
patterns are likely to be decided by these factors in the coming decades.

Part 3 explores patterns of land use and the agricultural role in climate
change mitigation. Edward Smeets and his co-authors, in Chapter 9, offer a
methodology of global technical bioenergy production potential in 2050. A
bottom-up approach is adopted and some results are presented as well. They
conclude that the technical potential to increase crop yields and increase
efficiency of animal production is sufficiently large to meet food demand and
reduce the area needed for food production. Climate change mitigation policies
promoting the production and use of bioenergy can have a major impact on
global land use. The largest bioenergy potential comes from developing
countries (e.g. sub-Saharan Africa, the Caribbean and Latin America). Chapter
10, by Harry Aiking and his co-authors, explore the land use implications of a
transition from the consumption of meat to Novel Protein Foods (NPFs). The
acceptance by the consumers is a crucial factor for a successful implementation.
A switch to more NPFs by the wealthy part of society would be insufficient to
overcome the projected increasing demand of meat in developing countries. NPFs
could only offer a partial solution for reducing emissions to the environment.
New tools are made operational in Chapter 11, to measure progress and identify
indicators describing the process of change. Jan Ros and his co-authors, identify
some options to reduce greenhouse gas emissions over time. They focus on
agriculture in the fan meadow areas, food production and consumption, biomass
and greenhouse production as a supply source of energy. The options are
explored in close consultation with stakeholders and the conflicting viewpoints in
society are addressed. Sanderine Nonhebel, in Chapter 12, identifies options to
reduce emissions related to the production and consumption of food. The chain
from food production to the consumer offers largest potential to decrease
greenhouse gas emissions. However, a shift to organic production may increase
emissions of CH, and N,O. She also highlighted the reduction potential
associated with intensive production methods relative to extensive production
methods adopted with the production of milk. Chapter 13, by Heng-Chi Lee et al.,
explore management and land use practices to reduce greenhouse gas emissions
in the agriculture and forestry sectors that offset fossil fuel emissions and enhance
carbon sequestration. They argue that agricultural and forest carbon sequestration
provides more time to find long-term technological solutions that halt the
increasing ambient greenhouse gas concentrations. Also, power plant feedstock
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biofuels are likely to be an important long-term strategy under high greenhouse
gas emission prices. Marie Boehm and her co-authors, in Chapter 14, explore
possible changes in agriculture over the next decades. Farmers will still have to
adapt to climate change. Innovation and experimentation at the farm level would
be important to move from understanding to action. Management for mitigation
and adaptation includes good land management, conservation of resources as well
as careful management of the carbon and nitrogen cycles.

Finally, part 4 identifies policy and social responses to the new perspectives
on future land use patterns. Wilfrid Legg, in Chapter 15, concentrates on the
policy efforts to enhance the environmental dimension of sustainable agriculture
in cost effective and efficient ways. He argues too little is yet known on the
cause-effect linkages between policy measures and environmental outcomes.
However, the policies may have been effective, but there have been trade-offs and
in some case even inefficiencies. Murry Fulton and co-authors - in Chapter 16 -
focus on institutional and organizational changes needed over the next 50-75
years to manage greenhouse gas emissions. The ability of the agricultural sector
to respond to the new environment will depend on the new technologies that are
developed, the institutional structures that are in place, and the manner in which
the sector is organized. Finally, Chapter 17 reviews the different performance
standards that are currently being used to evaluate a farmer’s impact on the
environment. Also, the appropriateness of legal rules for greenhouse gas
mitigation in agriculture is evaluated. Patricia Farnese, in this Chapter, argues that
it is desirable to adopt a range of policies aimed at bringing about the same
outcome to ensure that farmers fully understand the performance standard they
must satisfy in order to avoid liability.



Agriculture, Climate and Future
Land Use Patterns: Potential for a 2
Simulation-based Exploration

Peter H. Verburg and Jan Peter Lesschen

INTRODUCTION

The unprecedented rate of land cover conversion and changes in land
management provides a major challenge to policy makers. Land Use and Land
Cover change (LUCC) does not only change the landscapes in which we live, but
also, more indirectly, components of our physical and social environment, such as
climate, biodiversity and food security. Large scale deforestation has significant
effects on regional and global climate (Cardoso et al., 2003; Cox et al., 2000).
Fragmentation of ecosystems through agricultural expansion or infrastructure
development causes changes in habitat conditions for many species, often leading
to a decrease in biodiversity (Sala et al., 2002; White et al., 1997). Furthermore,
ongoing urbanization results in a loss of recreation space and disconnection of
urban populations from the rural hinterlands and natural areas. The global
significance of land use and land cover change makes the study of LUCC of
extreme importance in all discussions on the future of agriculture, land use and
climate change.

LUCC is mostly seen as the result of the complex interaction between
changes in social and economic opportunities in conjunction with the biophysical
environment. Regionally LUCC leads to a modification or complete replacement
of the cover of the earth surface (Lambin et al., 2003). The complexity of LUCC
is largely due to the interaction of decision making at different levels: ranging
from individual farmers that decide upon the land use management of individual
plots to global organizations that argue for further liberalization of international
trade markets in turn influencing market conditions faced by land owners.
Furthermore, land use and land cover changes often show feedback and feed
forward signals that can cause a relatively small change to trigger larger scale
events (Lambin and Geist, 2003). A typical example of a feedback mechanism is
the interaction between climate change and land use change. Climate change is an
important driver for land use change while, at the same time, land use has

5
F. Brouwer and B.A. McCarl (eds.), Agriculture and Climate Beyond 2015, 5-32.
© 2006 Springer. Printed in the Netherlands.



6 Peter H. Verburg and Jan Peter Lesschen

significant influence on climate conditions through the emission or sequestration
of greenhouse gases.

For scientists, this complexity not only provides a major scientific challenge,
but also the need to supply appropriate information to policy makers. Policy
makers need to understand the trade-offs between different policy options and the
mechanisms that steer the land use change processes. For that purpose, LUCC
science can provide:

e insight into the driving factors and underlying processes that cause and
modify land use change processes; and

e projections of plausible future land use change trajectories and land use
patterns.

Insight into the processes of LUCC helps to identify policy measures that
efficiently modify or mitigate the employment and use of land uses stimulating
unfavourable effects. Projections can identify the implications of land use
changes and can be used as early warning systems regarding hot-spots which are
priority areas for in-depth analysis and policy intervention.

The analysis of complex systems is often assisted by simulation models that
provide a conceptualisation of the functioning of the system under study
(Carpenter et al., 1999; Scheffer, 1999). Since real-life experiments in land use
change are difficult to perform, computer models are used to provide a
computational laboratory in which hypothesis about the processes of and
implications from land use change can be tested. Furthermore, models provide a
structured way of analyzing complex interactions; scientists can make
assumptions on the most important mechanisms of land use change and then test
these hypotheses through sensitivity analysis. Once a functioning and validated
model of the land use system is constructed, then projections of future
developments can be made. The user can explore system functioning through
‘what-if” scenarios and explore sensitivity regarding land use change projections
and implications. Scenario simulations can provide insight toward alternative
futures or allow the evaluation of the effects and trade-offs within different
scenarios. Possible scenario simulations include the evaluation of the effect of
changes in the agricultural sector (e.g., due to changes in market conditions or
agricultural policies) on land use patterns.

This chapter provides a discussion of different LUCC modelling approaches
and the main challenges that modellers are facing. An illustration of the possible
use of LUCC models is given through an example of a scenario simulation to
visualize the effects of different land use policies in the western part of the
Netherlands. This area faces an increasing pressure due to urbanization and
infrastructure construction. Agricultural lands are rapidly being replaced by
residential and industrial areas. The model-based exploration of future land use
patterns is used to visualize the effects of different land use policies that aim at
protecting the recreational and ecological value of the remaining agricultural
lands. The chapter concludes with a discussion of the constraints and challenges
of using LUCC modelling to support land use policies.
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A CLASSIFICATION OF LAND USE MODELS

Different authors have provided reviews of land use models using classification
systems, often based on the dominant technique used in the model or the
underlying disciplinary theory. For deforestation models an overview is provided
by Lambin (1997) and Kaimowitz and Angelsen (1998) while Miller et al. (1999)
present a review of integrated urban models. Lambin et al. (2000) review models
for agricultural intensification, Bockstael and Irwin (2000) review a number of
land use models in terms of economic theory foundations. Agarwal et al. (2001)
review 19 models based on their spatial, temporal and human-choice complexity.
Briassoulis (2000) give an extended overview of all types of land use models. An
overview of more recent approaches is provided by the special issues edited by
the LUCC focus 3 office (Veldkamp and Lambin, 2001; Veldkamp and Verburg,
2004; Verburg and Veldkamp, 2005). In this chapter, we will focus on a short
typology of model classes relevant to policy makers and discuss a number of
features of land use systems that are central to land use change modelling.

The first broad distinction that can be made between different models is the
difference between descriptive and prescriptive models. Descriptive models aim
at simulating the functioning of the land use system and the spatially explicit
simulation of near future land use patterns. Prescriptive models, in contrast, aim
at the calculation of optimised land use configurations that best match a set of
goals and objectives. Descriptive models are based on the actual land use system
and dominant processes that lead to changes in this system. The model output
provides insights in the functioning of the land use system and gives projections
of LUCC for scenario conditions. Prescriptive models mostly include the actual
land use system solely as a constraint for more optimal land use configurations.
The basic objective of most prescriptive or optimisation models is that any parcel
of land, given its attributes and its location, is modelled as being used in the way
that best matches a series of defined objectives (Lambin et al., 2000). Prescriptive
models are relevant to policy makers as a spatial visualization of the land use
pattern that is the optimal solution based on their preferred constraints and
objectives (Van Ittersum et al., 1998). However, prescriptive models do not
provide insights in the actual land use change trajectories and the conditions
needed to reach the optimised situation. Optimisation models suffer from other
limitations, such as the somewhat arbitrary definition of objective functions and
non-optimal behaviour of people, e.g., due to differences in values, attitudes and
cultures. While, at an aggregate level, these limitations are likely to be non-
significant, they are more important as one looks at fine scale land-use change
processes and is interested in the diversity between actors (Lambin et al., 2000).

Another major difference between broad groups of land use models is the
role of theory. While there is no single all-compassing theory of land use change,
there are different, disciplinary, theories that can be used to describe land use
change processes. Deductive models are based on theories and the results of
model simulations are compared to actual land use changes to test the validity of
the theory. The most classical land use change model based on economic theory
is the Von Thiinen model. Von Thiinen’s work is based on the concept of land
rents which are closely related to the potential profit a farmer can make from
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growing a crop. As this profit is related not just to the value of a crop at the
market but also to the cost to transport the products to that market, rent for any
particular crop falls off with distance from the market. When farmers have a
choice of crops to grow they will, obviously, chose the most profitable one.
Spatially, this will result in a series of concentric rings around the market, with
crops with the highest transport costs relative to the market price growing nearest
to the city. More recent deductive models for agricultural expansion are presented
by Angelsen (1999) who compares four different model specifications based on
economic theory.

Inductive models are based on observed processes of land use change rather
than based on a theoretical model. Different types of inductive models exist,
ranging from models in which decision-making by actors is specified in a range
of decision rules and interactions (e.g., Parker et al., 2003) to models in which the
relation between land use location and variability in the socio-economic and
biophysical environment is captured by statistical techniques, often regression
(Geoghegan et al., 2001; Nelson et al., 2001; Verburg and Chen, 2000). Both
inductive and deductive modelling informs us about the processes that lead to
land use change. Whereas deductive models are able to test theories and the
actual importance of a number of driving factors, inductive models suggest which
drivers empirically are associated with land use patterns.

A final distinction between model types to be discussed in this chapter is the
difference between static and dynamic models. The calculation of the coefficients
of a regression equation explaining the spatial distribution of land use changes as
a function of a number of hypothesized driving factors can be seen as a static
model of LUCC (Chomitz and Thomas, 2003; Nelson and Hellerstein, 1997;
Overmars and Verburg, 2005). Dynamic models often include temporal
dynamics, in land use systems represented by competition between land uses,
irreversibility of past changes and fixed land use change trajectories. Static
models can be used to test knowledge about the driving factors behind land use
change while dynamic models are essential when projections for future land use
change are needed.

Any further classification of models would disregard the large group of
models that combine different techniques and paradigms to integrate the different
dimensions of land use change. Therefore, in the next section we will discuss the
current capacity of models to simulate land use change based on a number of
aspects that are considered most important in the study of LUCC:

level of analysis;

cross-scale dynamics;

driving factors;

spatial interaction and neighbourhood effects;
temporal dynamics; and

level of integration.

These features have been mentioned frequently in a series of recent papers,
reports and workshops by members of the LUCC research community (Geist
etal., 2001; Lambin et al., 2000; McConnel and Moran, 2001; Moran, 2005;
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Ojima and Moran, 2004; Turner II et al., 1995; van der Veen and Rotmans, 2001;
Veldkamp and Lambin, 2001).

CHARACTERISTICS OF LAND USE MODELS

Level of analysis

Scientific discipline and tradition have caused two distinctly different approaches
to emerge in the field of land use studies. Researchers in the social sciences have
a long tradition of studying individual behaviour at the micro-level, some of them
using qualitative approaches (Bilsborrow and Okoth Ogondo, 1992; Bingsheng,
1996) and others using the quantitative models of micro-economics and social
psychology. Rooted in the natural sciences rather than the social, geographers and
ecologists have focussed on land cover and land use at the macro-scale, spatially
explicit approaches linking remote sensing and GIS, and using macro-properties
of social organisation in order to identify social factors connected to the macro-
scale patterns. Due to the poor connections between spatially explicit land use
studies and the social sciences, the land use modellers have a hard time tapping
into the rich stock of social science theory and methodology. This is compounded
by the ongoing difficulties within the social sciences to interconnect the micro
and macro levels of social organization (Coleman, 1990; Fox et al.,, 2002;
Geoghegan et al., 1998; Watson, 1978).

Micro-level perspective

Models based on the micro-level perspective are based on the simulation of the
behaviour of individuals and the up-scaling of this behaviour, in order to relate it
to changes in the land use pattern. Two of the most important approaches will be
discussed here: multi-agent simulation and micro-economic models.

Multi-agent models simulate decision-making by individual agents of land
use change explicitly addressing interactions among individuals. The explicit
attention for interactions between agents makes it possible for this type of model
to simulate emergent properties of systems. Emergent properties are macro-scale
attributes that are not predictable from observing the micro-units in isolation.
Such properties ‘emerge’ if there are important interactions between the micro-
units that feed back on the micro-behaviour. If the decision rules of the agents are
set such that they sufficiently look like human decision-making they can simulate
behaviour at the meso-level of social organisation, i.e., the behaviour of in-
homogeneous groups of actors (Parker et al., 2003). Multi-agent models can shed
light on the degree in which system-level properties simply emerge from local
evolutionary forces and the degree to which those local processes are influenced
and shaped by their effect on the persistence and continued functioning of
ecosystems or the biosphere (Levin et al., 1998). Until recently, mathematical and
computational capacity limited the operation of this type of models. Recently
research teams have developed applicable simulation systems, most often for
totally different purposes than land use change modelling (Cubert and Fishwick,
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1998; DIAS, 1995; Lutz, 1997). The best known such system that is readily
adaptable for ecological and land use simulation is the SWARM environment
developed at the Santa Fe Institute (Hiebler et al., 1994).

Multi-agent models should be based on detailed information of socio-
economic behaviour under different circumstances (Conte et al., 1997; Tesfatsion,
2001). This information can be obtained from extensive field studies by
sociologists. The relevant importance of the different processes influencing land
use change can be tested by sensitivity analysis and a link to higher levels of
aggregation can be made. Simulated behaviour at the aggregate level can foster
the development of new theories linking individual behaviour to collective
behaviour. Meso-level studies typically show how individual people interact to
form groups and organise collective action, and how such collective decisions
vary with group size, collective social capital, and so on.

Most current multi-agent models are only able to simulate relatively
simplified landscapes, as the number of interacting agents and factors that need to
be taken into account, is still too large to comprehensively model (Kanaroglou
and Scott, 2001). More recently a larger number of multi-agent modellers have
begun to focus on land-use change processes and provide insights on the micro-
level dynamics of these systems (Barreteau and Bousquet, 2000; Berger, 2001;
Bousquet et al., 1998; Bura et al., 1996; Huigen, 2004; Manson, 2000; Polhill
et al., 2001; Rouchier et al., 2001; Sanders et al., 1997; Vanclay, 1998).

A wide variety of land use models based on micro-economic theories exist as
reviewed by Kaimowitz and Angelsen (1998) and Irwin and Geoghegan (2001).
Most economic land use change models begin from the viewpoint of individual
landowners who make land use decisions with the objective to maximize
expected returns or utility. In turn such models use economic theory to guide
model development, including choice of functional form and explanatory
variables (Ruben et al., 1998). The assumptions on behaviour arise from the
micro level. This limits these models to applications that are able to discern all
individuals. Difficulties arise from scaling up these models, as they have primary
been designed to work at the micro-level. Jansen and Stoorvogel (1998) and
Hijmans and Van Ittersum (1996) have shown the problems of scale that arise
when this type of models are used at higher aggregation levels.

Macro-level perspective

Studies that use the macro-level perspective are often based on macro-economic
theory or apply the systems approach. A typical example of an economic model
that uses the macro-perspective is the IIASA LUC model developed for China
(Fischer and Sun, 2001). The model has a low spatial resolution (8 regions in
China) and is very data demanding due to the multiple sectors of the economy
that are taken into account. It is designed to establish an integrated assessment of
the spatial and inter-temporal interactions among various socio-economic and
biophysical forces that drive land use and land cover change. The model is based
on recent advances in applied general equilibrium modelling. Applied general
equilibrium modelling uses input-output accounting tables as the initial
representation of the economy and applies a dynamic welfare optimisation model.
In mathematical terms, the welfare optimum levels of resource uses and
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transformations are a function of the initial state of the economy and resources, of
the parameterisation of consumer preferences and production relations, and of
(exogenously) specified dynamics and constraints such as population growth and
climate changes.

Other land use change models are based on an analysis of the spatial structure
of land use; therefore, they are not bound to the behaviour of individuals or
sectors of the economy. Among these models are the CLUE model (Verburg and
Veldkamp, 2004; Verburg et al., 1999); GEOMOD?2 (Pontius et al., 2001; Pontius
and Malanson, 2005); LOV (White and Engelen, 2000) and LTM (Pijanowski
etal., 2002).

Cross-scale dynamics

The above discussion on the micro- and macro-level research perspective referred
to the issue of scale. Scale is the spatial, temporal, quantitative, or analytic
dimension used by scientists to measure and study objects and processes (Gibson
et al., 2000). All scales have extent and resolution. Extent refers to the magnitude
of a dimension used in measuring (e.g., scope of area covered on a map) whereas
resolution refers to the precision used in this measurement (e.g., grain size). For
each process important to land use and land cover change, a range of scales may
be defined over which it has a significant influence on the land use pattern
(Dovers, 1995; Meentemeyer, 1989). These processes can be related to
exogenous variables, the so-called ‘driving forces’ of land use change. Often, the
range of spatial scales over which the driving forces and associated land use
change processes act correspond to levels of organisation. Level refers to level of
organisation in a hierarchically organised system and is characterised by its rank
ordering in the hierarchical system. Examples of organizational levels include
organism or individual, ecosystem, landscape and national or global political
institutions. Many interactions and feedbacks between these processes occur at
different levels of organisation. Hierarchy theory suggests that processes at a
certain scale are constrained by the environmental conditions at levels
immediately above and below the referent level, thus producing a constraint
‘envelope’ in which the process or phenomenon must remain (O’Neill et al.,
1989).

Most land use models are based on one scale or level exclusively. Often, this
choice is based on arbitrary, subjective reasons or scientific tradition (i.e., micro-
or macro-level perspective) and not reported explicitly (Gibson et al., 2000;
Watson, 1978). Models that rely on geographic data often use a regular grid to
represent all data and processes. The resolution of analysis is determined by the
measurement technique or data quality instead of the processes specified. Other
approaches chose a specific level of analysis, e.g., the household level. For
specific data sets optimal levels of analysis might exist where predictability is
highest (Goodwin and Fahrig, 1998; Veldkamp and Fresco, 1997). Unfortunately
these levels are not consistent, therefore, it might be better not to use a priori
levels of observation, but rather extract the observation levels from a careful
analysis of the data (Gardner, 1998; O’Neill and King, 1998).
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The task of modelling socio-cultural forces is difficult because humans act
both as individual decision makers (as assumed in most econometric models) and
as members of a social system. Sometimes these roles have conflicting goals.
Similar scale dependencies are found in biophysical processes. Often the
aggregated result of individual processes cannot be straightforwardly determined.
Rastetter et al. (1992) and King et al. (1989) point out that the simple spatial
averaging of fine-scale non-linear functional forms of ecosystem relationships, or
of the data required to compute the spatially aggregate versions of such functional
forms, can lead to substantial aggregation errors. This is widely known as the
‘fallacy of averages’.

Besides these fundamental issues of spatial scale, another scaling issue relates
to scales of observation, and is, therefore, more related to practice. Due to our
limited capacities for the observation of land use, extent and resolution are mostly
linked. Studies at large spatial extent invariably have relatively coarse resolution,
due to our methods for observation, data analysis capacity and costs. This implies
that features that can be observed in small regional case studies are generally not
observable in studies for larger regions. On the other hand, due to their small
extent, local studies often lack information about the context of the case study
area that can be derived from the coarser scale data. Scales of observation usually
do not correspond with the scale/level at which the process studied operates,
causing improper determination of the processes (Bloschl and Sivapalan, 1995;
Schulze, 2000).

The discussion of scale issues can be summarised by the three aspects of
scaling important for the analysis of land use change:

e Land use is the result of multiple processes that act over different scales. At
each scale different processes have a dominant influence on land use.

e Aggregation of detailed scale processes does not straightforwardly lead to a
proper representation of higher-level processes. Non-linearity, emergence
and collective behaviour cause this scale-dependency.

e QOur observations are bound by the extent and resolution of measurement
causing each observation to provide only a partial description of the whole
multi-scale land use system.

Although the importance of explicitly dealing with scaling issues in land use
models is generally recognised, most existing models are only capable of
performing an analysis at a single scale. Many models based on micro-economic
assumptions tend to aggregate individual actions but neglect the emergent
properties of collective values and actions (Riebsame and Parton, 1994).
Approaches that implement multiple scales can be distinguished by the
implementation of a multi-scale procedure in either the structure of the model or
in the quantification of the driving variables. The latter approach acknowledges
that different driving forces are important at different scales and takes explicit
account of the scale dependency of the quantitative relation between land use and
its driving forces. Two different approaches to quantifying the multi-scale
relations between land use and driving forces are known. The first is based on
data that are artificially gridded at multiple resolutions; where at each individual
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resolution the relations between land use and driving forces are statistically
determined (de Koning et al., 1998; Veldkamp and Fresco, 1997; Verburg and
Chen, 2000; Walsh et al., 2001; Walsh et al., 1999). The second approach uses
multi-level statistics (Goldstein, 1995). The first applications of multi-level
statistics were used in the analysis of social science data of educational
performances in schools (Aitkin et al., 1981). More recently it was found that this
technique could also be useful for the analysis of land use, taking different
driving forces at different levels of analysis into account. Hoshino (2001)
analysed the land use structure in Japan by taking different factors at each level
into account using data for municipalities (level-1 units) nested within prefectures
(level-2 units). A similar approach was followed by Polsky and Easterling (2001)
for the analysis of the land use structure in the Great Plains of the USA. Also in
this study administrative units at different hierarchical levels were used.

A number of land use change models are structured hierarchically, thus
taking multiple levels into account. In its simplest form, the total amount of
change is determined for the study area as a whole and allocated to individual
grid-cells by adapting the cut-off value of a probability surface (Pijanowski et al.,
2002). The demand-driven nature of land use change could be used as a rationale
for this approach. Population and economic developments change the demand for
different land use types at aggregate levels whereas the actual allocation of
change is determined by regional and local conditions. This structure is also
implemented in the CLUE modelling framework (Verburg et al., 1999). However,
this framework uses three scales: the national scale for demand calculations and
two spatially explicit scales to take driving forces at different scales into account.
Apart from the top-down allocation a bottom-up algorithm is implemented to feed
back local changes to the regional level.

Driving forces

A unifying hypothesis that links the ecological and social realms, and an
important reason for pursuing integrated modelling, is that humans respond to
cues both from the physical environment and from their socio-cultural context
and behave to increase both their economic and socio-cultural well-being. Land
use change is therefore often modelled as a function of a selection of socio-
economic and biophysical variables that act as the so-called ‘driving forces’ of
land use change (Turner II et al., 1993). Driving forces are generally subdivided
in three groups (Turner II et al.,, 1995): socio-economic drivers, biophysical
drivers and proximate causes (land management variables). Although biophysical
factors mostly do not ‘drive’ land use change directly, they can cause land cover
changes (e.g., through climate change) and they influence land use allocation
decisions (e.g., soil quality). At different scales of analysis, different driving
forces have a dominant influence on the land use system. At the local level this
can be the local policy or the presence of small ecological valuable areas whereas
at the regional level the distance to the market, port or airport might be the main
determinant of the land use pattern.

Driving forces are most often considered exogenous to the land use system to
facilitate modelling. However, in some cases this assumption hampers the proper
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description of the land use system, e.g., if the location of roads and land use
decisions are jointly determined. Population pressure is often considered to be an
important driver of deforestation (Pahari and Marai, 1999), however, Pfaff (1999)
points out that population may be endogenous to forest conversion, due to
unobserved government policies that encourage development of targeted areas, or
that population may be collinear with government policies. If the former were the
case, then including population as an exogenous ‘driver’ of land use change
would produce a biased estimate and lead to misleading policy conclusions. If the
latter were the case, then the estimates would be unbiased, but inefficient, leading
to a potential false interpretation of the significance of variables in explaining
deforestation. Other examples of endogeneity of driving forces in land use studies
are given by Chomitz and Gray (1996), Mertens and Lambin (2000) and Irwin
and Geoghegan (2001).

The temporal scale of analysis is important in deciding which driving forces
should be endogenous to the model. In economic models of land use change,
demand and supply prices and associated functions are the driving forces of land
use change. However in the short term prices can be considered exogenous to
land use change even though they are endogenous on longer time spans.

The selection of driving forces is very much dependent on the simplification
made and the theoretical and behavioural assumptions used in modelling the land
use system. In most economic approaches optimisation of utility is the assumed
behaviour, leading to bid-rent models. Most economic models of land use change
are, therefore, related to the land rent theories of Von Thiinen and Ricardo. Any
parcel of land, given its attributes and location, is assumed to be allocated to the
use that earns the highest rent (e.g., Chomitz and Gray, 1996, Jones and O’ Neill,
1992). In its most simple form, the monocentric model, the location of a central
city or business district to which households commute, is the main factor
determining the rent of a parcel. All other features of the landscape are ignored.
Individual households optimise their location by trading off accessibility to the
urban centre and land rents, which are bid up higher for locations closer to the
centre. The resulting equilibrium pattern of land use is described by concentric
rings of residential development around the urban centre and decreasing
residential density as distance from the urban centre increases. In this case
‘distance to urban centre’ is the most important driving variable. The limitation of
the monocentric model is partly due to its treatment of space, which is assumed to
be a ‘featureless plain’ and is reduced to a simple measure of distance from the
urban centre. Others explain spatial variability in land rent by differences in land
quality that arise from a heterogeneous landscape, but abstract from any notion of
relative location leading to spatial structure. Many models that try to explain land
values, for example, hedonic models combine the two approaches by including
variables that measure the distance to urban centre(s) as well as specific location
features of the land parcel (Bockstael, 1996).

Models of urban and peri-urban land allocation are, generally, much more
developed than their rural counterparts (Riebsame et al., 1994). More recent
urban models are no longer solely based upon economic modelling using either
equilibrium theory or spatial disaggregated intersectoral input-output approaches.
Rather than utility functions they use discrete choice modelling through logit
models (Alberti and Waddell, 2000; Landis, 1995). This also allows a greater
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flexibility in behavioural assumptions of the actors. Conventional economic
theory makes use of rational actors, the Homo economicus, to study human
behaviour. This powerful concept of the rational actor is not always valid and
various modifications to this conception of human choice have been suggested
(Janssen and Jager, 2000; Rabin, 1998). Examples of such modifications of the
concept of the rational actor include the difficulty that people can have evaluating
their own preferences, self-control problems and other phenomena that arise
because people have a short-run propensity to pursue immediate gratification and
the departure from pure self-interest to pursue ‘other-regarding’ goals such as
fairness, reciprocal altruism and revenge.

Models that integrate the analysis of different land use conversions within the
same model commonly use a larger set of driving forces. Apart from the drivers
that determine urban land allocation, such as land value and transportation
conditions, they need information on the suitability of the land for agricultural
production (e.g., soil quality and climatic variables, market access). Also the
extent of the study area influences the selection of variables. In larger areas it is
common that a larger diversity of land use situations is found, which requires a
larger variety of driving forces to be taken into account, whereas in a small area it
might be only a few variables that have an important influence on land use.

Three different approaches to quantify the relations between land use change
and its driving forces can be distinguished. The first approach tries to base all
these relations directly on the processes involved, using theories and physical
laws (deductive approach). Examples are economic models based on economic
input-output analysis (Fischer and Sun, 2001; Waddell, 2000) or utility
optimisation (Ruben et al., 1998). For integrated land use change analysis this
approach is often not very successful due to the difficulty of quantifying socio-
economical factors without the use of empirical data. Therefore, the second
approach uses empirical methods to quantify the relations between land use and
driving forces instead (inductive approach). Many econometric models rely
therefore on statistical techniques, mainly regression, to quantify the defined
models based on historic data of land use change (Bockstael, 1996; Chomitz and
Gray, 1996; Geoghegan et al., 1997; Pfaff, 1999). Also other models, not based
on economic theory, use statistical techniques to quantify the relationships
between land use and driving forces (Mertens and Lambin, 2000; Mertens et al.,
2000; Pontius et al., 2001; Pontius and Schneider, 2001; Serneels and Lambin,
2001; Turner et al., 1996; Veldkamp and Fresco, 1996; Wear and Bolstad, 1998
and many more). Most of these approaches describe historic land use conversions
as a function of the changes in driving forces and location characteristics. This
approach often results in a relatively low degree of explanation due to the short
time-period of analysis, variability over this time period and a relatively small
sample size (Hoshino, 1996; Veldkamp and Fresco, 1997). Cross-sectional
analysis of the actual land use pattern, which reflects the outcome of a long
history of land use changes, results in more stable explanations of the land use
pattern (de Koning et al., 1998; Hoshino, 2001). A drawback of the statistical
quantification is the induced uncertainty with respect to the causality of the
supposed relations.

The third method for quantifying the relations between driving forces and
land use change is the use of expert knowledge. Especially in models that use
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cellular automata, expert knowledge is often used. Cellular automata models
define the interaction between land use at a certain location, the conditions at that
location and the land use types in the neighbourhood (Clarke and Gaydos, 1998;
Engelen et al., 1995; Silva and Clarke, 2002; Wu, 1998). The setting of the
functions underlying these cellular automata is hardly ever documented and
largely based upon the developer’s knowledge and calibration.

Spatial interaction and neighbourhood effects

Land use patterns nearly always exhibit spatial autocorrelation. The explanation
for this autocorrelation can be found, for a large part, in the clustered distribution
of landscape features and gradients in environmental conditions that are important
determinants of the land use pattern. Another reason for spatially autocorrelated
land use patterns are the spatial interactions between land uses types itself: urban
expansion is often situated right next to an already existing urban area, as is the
case for business parks etc. Scale economies can provide an explanation for such
patterns. In agricultural landscapes adoption of particular farming technologies or
cultivation patterns might also exhibit observable spatial effects. Other land use
types might preferably be located at some distance from each other, e.g., an airport
and a residential area, causing a negative spatial autocorrelation. The importance
of such structural spatial dependencies is increasingly recognized by geographers
and economists. Spatial statistical techniques have been developed to quantify
spatial dependencies when using econometrics (Anselin, 2002; Bell and
Bockstael, 2000).

Spatial autocorrelation in land use patterns is scale dependent. At an
aggregate level residential areas are clustered, having a positive spatial
autocorrelation. However, I[rwin and Geoghegan (2001) found that, at the scale of
individual parcels in the Patuxent watershed, there was evidence of a negative
spatial interaction among developed parcels, implying that a developed land
parcel ‘repels’ neighbouring development due to negative spatial externalities that
are generated from development, e.g., congestion effects. The presence of such an
effect implies that, ceteris paribus, a parcel’s probability of development
decreases as the amount of existing neighbouring development increases. The
existence of different causal processes at different scales means that spatial
interactions should again be studied at multiple scales while relations found at a
particular scale can only be used at that scale.

Spatial interactions can also act over larger distances: a change in land use in
the upstream part of a river might affect land use in the downstream part through
sedimentation of eroded materials leading to a functional connectivity between
the two areas. Another example of spatial connectivity is the migration of
companies from one part of the country to another part when all available land
area is occupied at the first location. Analysis of these interactions is essential to
understand the spatial structure of land use. Globalisation of the economy will
cause these interactions to have a large spatial extent, leading to connectivity in
land use between continents.

Cellular automata are a common method to take spatial interactions into
account. They have been used in studies of urban development (Clarke and
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Gaydos, 1998; Li and Yeh, 2002; White et al., 1997; Wu and Webster, 1998) but
have now also been implemented in land use models that are able to simulate
multiple land use types (White and Engelen, 2000). Cellular automata calculate
the state of a pixel based on its initial state, the conditions in the surrounding
pixels, and a set of transition rules. Although very simple, they can generate a
rich behaviour (Wolfram, 1986).

The Urban Growth Model (Clarke and Gaydos, 1998), a classical cellular
automata model for urban expansion was combined with so-called ‘deltatrons’
that enforce even more spatial interaction than achieved with cellular automata
alone in order to achieve the desired degree of spatial and temporal
autocorrelation (Candau, 2000; Herold et al., 2003).

Neighbourhood interactions are now also increasingly implemented in
econometric models of land use change. Although this implementation can be
done through advanced measures of autocorrelation (Bell and Bockstael, 2000;
Brown et al., 2002; Walker et al., 2000), more often simple measures of
neighbourhood composition, e.g., the area of the same land use type in the
neighbourhood, are included as explanatory factors in regression models
explaining land use change (Geoghegan et al., 1997; Munroe et al., 2001; Nelson
and Hellerstein, 1997).

A different method for implementing spatial interaction, especially
interaction over larger distances, is the use of network analysis. In many models,
driving forces have been included that indicate travel times or distances to
markets, ports and other facilities that are important to land use. Often models
that are based on economic theory take travel costs to a market into account
(Jones, 1983). Most often simple distance measures are used. However, it is also
possible to use sophisticated techniques to calculate travel times/costs and use the
results to explain the land use structure. This type of calculations are often
included in combined urban-transportation models (Miller et al., 1999).

Spatial interactions can also be generated more indirectly through the
hierarchical structure of the model. Multi-scale models like CLUE (Veldkamp
and Fresco, 1996) and Environment Explorer (White and Engelen, 2000) can
generate spatial interactions through the feedback over a higher scale. If a certain,
regional, demand cannot be met at the local level (due to a location condition or
policy, e.g., nature reserve), it will feedback to the regional level and allocation to
another location will proceed. This type of modelling can indicate the trade-off of
a measure at a certain location for the surrounding area.

Temporal dynamics: trajectories of change

The previous sections all dealt with spatial features of land use change. Many of
the issues addressed are also relevant for the temporal dimension of land use
change. Changes are often non-linear and thresholds play an important role. Non-
linear behaviour requires dynamic modelling with relatively short time steps.
Only then can land use change analysis take into account the path-dependency of
system evolution, the possibility of multiple stable states, and multiple
trajectories. Land use change cannot be simply explained as the equilibrium result
of the present set of driving forces. In other words, land use change may be
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dependent on initial conditions, and small, essentially random events may lead to
very different outcomes, making prediction problematic. Exemplary is the effect
of transportation infrastructure on the pattern of development. Road expansion
and improvement not only lead to more development but may also lead to a
different pattern through a reorganisation of the market structure, which then
feeds back to further infrastructure development. Thus, certain trajectories of land
use change may be the result of ‘lock in’ that comes from systems that exhibit
autocatalytic behaviour.

Connected to the temporal dimension of models is the issue of validation.
Validation of land use change models is most often based on the comparison of
model results for a historic period with the actual changes in land use as they
have occurred. Such a validation exercise requires land use data for another year
than the data used in model parameterisation. The time period between the two
years for which data are available should be sufficient to actually compare the
observed and simulated dynamics. Ideally this time period should be as long as
the period for which future scenario simulations are made. Such data are often
difficult to obtain and even more often data from different time periods are
difficult to compare due to differences in the classification scheme of land use
maps or the resolution of remote sensing data. Methods for validation of model
performance should make a clear distinction in the model performance
concerning the quantity of change and the quality of the spatial allocation of the
land use changes. Appropriate methods for validation of land use change models
are described by Pontius (2002), Costanza (1989), Pontius and Scheider (2001).

In a number of models, temporal dynamics are taken into account using
initial land use as a criterion for the allowed changes. Cellular automata
approaches do this explicitly by including decision rules that determine the
conversion probability. In the CLUE-S model (Verburg et al., 2002) a specific
land use conversion elasticity is given to each land use type. This elasticity will
cause some land use types to be more reluctant to change (e.g., plantations of
permanent crops) whereas others easily shift location (e.g., shifting cultivation).
The SLEUTH urban growth model (Clarke and Gaydos, 1998) employ explicit
functions to enforce temporal autocorrelation that also take the ‘age’ of a new
urban development centre into account. The economic land allocation model of
the Patuxent Landscape Model (Irwin and Geoghegan, 2001) also explicitly
considers the temporal dimension. The land use conversion decision is posed as
an optimal timing decision in which the landowner maximises expected profits by
choosing the optimal conversion time. That time is chosen so that the present
discounted value of expected returns from converting the parcel to residential use
is maximized. These latter two model implementations of temporal dynamics
already take account of a longer time span than most models, which only account
for the initial state. However, most models are currently unable to account for
land use change as influenced by land use histories over longer time scales. For a
proper description of certain land use types, e.g., long fallow systems, or feedback
processes such as nutrient depletion upon prolonged use of agricultural land,
incorporation of land use histories could make an important improvement (Priess
and Koning, 2001).

The combination of temporal and spatial dynamics often causes complex,
non-linear behaviour. However, a large group of models do not account at all for
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temporal dynamics. These models are simply based on an extrapolation of the
trend in land use change through the use of a regression on this change
(Geoghegan et al., 2001; Mertens and Lambin, 2000; Schneider and Pontius,
2001; Serneels and Lambin, 2001). This type of model is therefore not suitable
for scenario analysis, as they are only valid within the range of the land use
changes on which they are based. The validity of the relations is also violated
when confronted with a change in the competitive conditions between land use
types, e.g., caused by a change in demand. This critique does not apply to all
models based on statistical quantification. When these models are based on the
analysis of the structure (pattern) of land use instead of the change in land use and
are combined with dynamic modelling of competition between land use types,
they have a much wider range of applications.

Land use change decisions are made within different time scales, some
decisions are based on short term dynamics (such as daily weather fluctuations),
and others are only based on long-term dynamics. Most land use models use
annual time steps in their calculations. This means that short-term dynamics are
often ignored or, when they can have an additive effect, are aggregated to yearly
changes. However, this aggregation can hamper the linkage with the actual
decision making taking at shorter time scales. The need for multi-scale temporal
models was acknowledged in transportation modelling, where short-term
decisions depend on the daily activity schedules and unexpected events (Arentze
et al.,, 2001; Arentze and Timmermans, 2000). The link between this type of
transportation models and land use is straightforward. If changes in the daily
activity schedule are required on a regular basis, individuals will adjust their
activity agenda or the factors affecting the agenda, for example by relocation.
Such a decision is a typical long-term decision, evolving from regular changes in
short-term decisions.

Level of integration

Land use systems are groups of interacting, interdependent parts linked together
by exchanges of energy, matter, and information. Land use systems are therefore
characterised by strong (usually non-linear) interactions between the parts,
complex feedback loops that make it difficult to distinguish cause from effect,
and significant time and space lags, discontinuities, thresholds, and limits
(Costanza and Wainger, 1993). This complexity makes the integration of the
different sub-systems one of the most important issues in land use modelling.
Generally speaking, two approaches for integration can be distinguished. The first
approach involves a rather loose coupling of sub-systems that are separately
analysed and modelled. To allow the dissection of system components, it must be
assumed that interactions and feedbacks between system elements are negligible
or the feedbacks must be clearly defined and information between sub-systems
must be achieved through the exchange of input and output variables between
sub-system models. The second approach takes a more holistic view. Instead of
focussing all attention on the description of the sub-systems explicit attention is
given to the interactions between the sub-systems. In this approach, more
variables are endogenous to the system and are a function of the interactions
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between the system components. The approach chosen is very much dependent
on the time-scale (endogeneity assumptions) and the purpose for which the model
is built. Generally speaking, integration only adds value as compared with
disciplinary research when feedbacks and interactions between the sub-systems
are explicitly addressed. An appropriate balance should be found, as the number
of interactions that can be distinguished within the land use system is very large
and taking all of those into account could lead to models that are too complex to
be operational.

The group of models commonly referred to as integrated assessment models
are models that attempt to portray the social, economic, environmental and
institutional dimensions of a problem (Rotmans and van Asselt, 2001). In
practice, most integrated assessment models are directed to the modelling of
climate change and its policy dimensions (reviewed by Schneider, 1997). Some
integrated assessment models, e.g.,the IMAGE2 model (Alcamo et al., 1998)
contain land use modules, but these are often much less elaborated than models
that are specifically developed for land use studies. For integrated assessment
models the same conclusions hold as for land use models: many large models
consist of linked subsystems that are not fully integrated. This means that these
models are complicated but not complex, as a result of which their dynamic
behaviour is almost linear and does not adequately reflect real world dynamics
(Rotmans and van Asselt, 2001).

An example of a fully integrated model is the IIASA-LUC model (Fischer
and Sun, 2001). Although this model incorporates many sub-systems, interactions
and feedbacks, it has become complex to operate and, above-all, difficult to
parameterise due to the high data requirements (see Briassoulis, 2001 for a
discussion of data needs). Another disadvantage of highly complex, integrated
models is that the degree and type of integration often appears to be subjective
based on the modeller’s disciplinary background. As a fully integrated approach,
qualitative modelling (Petschel-Held et al., 1999) allows a focus on the system as
a whole, however, also this approach is completely based on the knowledge of the
developer about the existence and importance of the feedbacks important to the
studied system, so it is likely to be biased and incomplete.

An integrated approach that models the behaviour of the different subsystems
individually but includes numerous connections between these sub-models is the
Patuxent Landscape Model (Geoghegan et al., 1997; Voinov et al., 1999) that is
designed to simulate fundamental ecological processes on the watershed scale, in
interaction with a component that predicts the land use patterns. Land use change
is dealt with in the economic module (Bockstael, 1996; Irwin and Geoghegan,
2001) whereas all hydrological and ecological processes in the watershed are
simulated in the ecological module. The ecological module integrates all
processes involved based on the General Ecosystem Model (Fitz et al., 1996).
The coupling between the economic module and the ecological module is less
elaborated. Output of the economic module, land use change patterns, is used as
input in the ecological module whereas the possibility exists that output of the
ecological module, e.g. water table depths, habitat health etc., should be used as
inputs of the economic module, allowing for feedbacks within the system. Also in
other integrated land use-ecosystem models, the ecological sub-models tend to be
far more integrated than the associated land use models (McClean et al., 1995).
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EXAMPLE FOR THE RANDSTAD REGION LAND USE
MODEL

This example illustrates the possible use of LUCC models to support the
discussion on land use policies and its effects for agriculture and future land use
patterns. A representative LUCC model that allows the exploration of future land
use patterns under different scenarios is applied to the Randstad region in the
Netherlands. The term ‘Randstad Holland’ was launched to denote a group of
towns and cities located relatively close together in the west of the Netherlands
(see Figure 2.1A for the location). Surrounding by these cities is a rural area
predominantly consisting of meadows, dairy farming, scattered villages and
nature reserves. This area is commonly called ‘the Green Heart’ of the
Randstad region and has important functions for agriculture, recreation and
nature/landscape preservation. In the 90’s emphasis was given to promoting
compact urbanization by developing sites within and directly adjacent to cities.
New business locations and residential areas were encouraged to be close to
existing cities. This policy aimed at providing opportunities to keep the Green
Heart open and green (Dieleman et al., 1999). These policies formed the basis for
the so-called VINEX locations, designated areas for most of the Randstad's new
housing up to 2005.

The Green Heart policy is an important part of the Dutch spatial planning
doctrine, and in 1990 the area was given official borders by the Ministry
responsible for land use planning. The Green Heart was appointed as national
landscape to preserve and strengthen the cultural historic and ecological aspects
and improve the visual coherence of built-up area and environment. Spatial
policies have been relatively successful in keeping the Green Heart as a central
open space surrounded by urban development. However, protection is no longer
the sole objective of land use planning for the Green Heart. Apart from restrictive
measures - in relation, for example, to businesses and new housing - policy
largely focuses on developing the Green Heart’s potential. It will be obvious from
the above overview that a shift has occurred from a largely defensive approach to
policies in which incentives play a key role.

The dynamic, spatially explicit, land use change model CLUE-S (Verburg
et al.,, 2002, Verburg and Veldkamp, 2004) was used for the simulation of
potential future land use changes in the Randstad region. The model structure is
based on systems theory to allow the integrated analysis of land use change in
relation to socio-economic and biophysical driving factors. In the CLUE-S model
the complexity of land use systems is captured by a combination of dynamic
modelling and empirical quantification of the relations between land use and its
driving factors. The model allocates predefined demands to different locations
within the study area. For each location, the possibilities for change are evaluated
based on the actual land use and the competitive strength of the different land
uses. Furthermore, areas where spatial land use policies apply can be indicated.
Scenarios can be used to evaluate different land use change situations caused by
differences in demographic change, land use requirements and spatial policies.



22 Peter H. Verburg and Jan Peter Lesschen

Ams}e rdam

& Utrecht
Green Heart *'l

The Hague

!! Ratterdam
= 0 5 10 20 Kilometers Land use
S S S i)
CIwater

[ Agriculture / nature
M Residential area
I Industry / recreation

Figure 2.1 Location of the Randstad with its main cities, A: in light grey the
Green Heart area is indicated, B: Initial land use in 1996, C: Land
use in 2015 with the base scenario, D: Land use in 2015 with
protection Green Heart scenario

A data set of maps representing land use, biophysical characteristics and socio-
economic conditions at a resolution of 500 meter was used for the simulation
(Verburg et al., 2004).

The model was run for two different scenarios for the period from 1996 to
2015 to explore the potential future changes of land use in the region. Two
different scenarios are created based on different spatial policies. Both scenarios
use the same claims for the different land use types, based upon the observed
trends for the period 1989-1996. The claim for urban land uses (residential,
industrial, commercial and recreational areas) increases by about 1.2% per year,
while the claims for agricultural land use are expected to decrease 0.7% per year.
In the base scenario, the model is run without specification of any spatial policy,
which means that a certain land use will be allocated as a result of the
‘preference’ that the decision makers have for a certain location based on its
biophysical, socio-economic, accessibility and other characteristics as well as on
the competition between the land use types. The second scenario assumes a strict
implementation of spatial policies aimed at the protection of the agricultural and
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natural areas within the Green Heart area. Expansion of urban land uses is under
these conditions not allowed within the Green Heart area.

The maps of predicted land use in 2015 are given in Figure 2.1 for both

scenarios. In the base scenario, without protection of the Green Heart, the small
towns inside the Green Heart face a large expansion in residential areas. These
towns are especially attractive for housing because of the rural environment and
their proximity to the main cities. New industries (including greenhouses) and
recreational areas arise at the outskirts of the cities and along highways. In the
second scenario the Green Heart mainly remains under agricultural use (grassland
and some arable land), while urban growth occurs mostly near to the four main
cities. Especially the area between The Hague and Rotterdam almost completely
changes into urban area.
The results of the two scenarios show the relevance of the ongoing discussion in
the Netherlands about the implementation of spatial policies that restrict urban
development in the Green Heart. Different implementations of spatial policies
clearly result in different spatial patterns of land use with consequences for urban
structure, openness of the rural hinterland and the role of agriculture within the
landscape. The model results help to visualize these different policy options and
structure the discussion by showing the potential consequences of land use
planning decisions. This case study is a relatively simple representation of the
changes the area might be facing in the future. Further analysis might include the
land requirements for water retention and coastal protection under conditions of
climate change as well as an in-depth analysis of the effects of changing
agricultural policies on the future of agricultural practices in the area.

CONCLUSIONS

The discussion of the different issues relevant to modelling land use change
presented in this chapter has shown that scientists have created a wide range of
models of land use change. These models are used in various types of
applications that relate to agriculture, climate change and future land use mostly
within an academic environment. In order to adequately support policy makers, a
lot of progress still needs to be made. The example presented in this chapter has
illustrated the current capacity of land use models to simulate policy relevant
scenarios. However, different studies have indicated that uncertainty in model
predictions is still high (Pontius and Malanson, 2005; Walker, 2003) and the
involvement of policy makers in scenario definition and interpretation of results
is generally low (Uran and Janssen, 2003). Furthermore, results of simulation
models are often difficult to communicate between scientists and policy makers;
therefore presentation/visualisation issues might need more attention.

The lack of direct use of model results by policy makers should not (solely)
be seen as a failure of land use modellers. The unravelling of the dynamics for a
system as complex as land use has provided a magnitude of useful insights for
local case studies as well as for the underlying processes in general (Geist and
Lambin, 2002). These insights are of major importance to policy makers and
helpful in defining appropriate interventions. Land use change modellers should
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aim at thorough validation of their models and demonstrations of the sensitivity
of the model results to uncertainties in assumptions and data. Based on such a
validation procedure appropriate techniques and levels of detail can be selected
for presentation of results to policy makers. This will not only clarify the
discussion about the validity of the scenario simulations but also help to identify
the main target areas for future research to reduce the uncertainties.

Presentation issues are of extreme importance to enhance the implementation
of scientific efforts in policy making. Land use modellers have the advantage that
the results can easily be presented as maps rather than tables and texts that often
go unnoticed by policy makers. Maps have the potential to identify the ‘hotspots’
of land use change and focus the attention of policy makers to priority issues.
Indices can provide a means to summarize the effects of the simulated changes,
e.g., by showing the change in ‘open space’ as a result of further urbanization
such as in the example presented in this chapter.

Apart from the effort made by scientists to better link their work to the
interests of policy makers, it is also necessary that policy makers are actively
engaged in the land use modelling process and acknowledge the potential of using
models in policy formulation. Incentives to actively engage policy makers in the
process are the generation of policy relevant scenarios and joint sessions on the
definition and interpretation of scenario conditions. If these challenges are met
land use change models have the potential to become an important tool for both
researchers and policy makers supporting assessments that deal with the future of
agriculture, climate and land use patterns.
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INTRODUCTION

Environmental, land cover and land use changes are closely interrelated (Lambin
et al., 2000). Agriculture is the most important land use in Europe (Rounsevell
et al., 2003) with about 27% and 18% of total land area used for crop production
or as grassland respectively (FAO, 2003). Changes in agricultural land use may
have substantial environmental implications including alterations in emissions of
greenhouse gases. Guo and Gifford (2002) provide experimental data that
suggests increases in soil carbon after land use changes from crop to pasture
amount to 18%, while changes to forest plantations yield 19% and secondary
forest (53%). In contrast, they report carbon stocks decline after land use changes
from forest to crop (-42%) and from pasture to crop (-59%).

Agricultural land use may also be affected by environmental changes. In
particular, changes in primary productivity through climate change and
technology development are likely to determine future agricultural production
and the use of land. However, the effects of socio-economic and bio-physical
factors on crop productivity and land use are complex and not well understood
with predictions remaining difficult. Previous attempts have developed qualitative
descriptions of land use change with short time horizons and for small study
regions. Consistent European quantitative information with spatial resolutions
relevant to regional scale and ecosystem studies such as on greenhouse gas
emissions are not yet available.

A useful technique for the exploration of uncertain futures is the application
of comprehensive, alternative scenarios. A suitable concept for the development
of alternative scenarios of land use change is provided by the IPCC Special
Report on Emission Scenarios (SRES) (Naki¢enovi¢ et al., 2000). The SRES
scenarios are based on possible demographic, social economic, technological and
environmental developments during the 21% century. The two-digit code of the
four families (A1, B1, A2 and B2) locates them in a four-quadrant chart. The
vertical axis represents a distinction between more economically (A) and more
environmentally and equity (B) orientated futures. The horizontal axis represents
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the range between more globally (1) and more regionally orientated developments
(2). The Al-set was further developed into three groups, depending on energy
sources (A1FI: only fossil fuels; A1B: a balanced mix; A1T: non fossil fuels).

The present chapter aims to identify and explore important drivers and
relationships of agricultural land use change under alternative scenarios of future
development. The work is part of a larger project on the assessment of the
vulnerability of ecosystems and ecosystem services in Europe (ATEAM, Advanced
Terrestrial Ecosystem Analysis and Modelling). The present study specifically
addresses land use changes of crops and livestock for food including meat and
milk production. Main emphasis is on the linkages between land use and
agricultural productivity as affected by technology advances, climate change and
atmospheric CO, concentration. The approach is based on simple supply-demand
relationships for food production. Effects of important drivers on changes in
productivity and land use were evaluated for the four SRES basic scenarios
(A1F1, A2, Bl and B2) and for three time-slices (2020, 2050 and 2080) with
2000 as the base-line year. Corresponding climate data were used from the
HadCM3 general circulation model (Mitchell, et al., 2004). The present study
emphasises the linkages between productivity and land use at the European scale,
i.e. EU 15, Norway and Switzerland. The regional allocation of estimated land
use changes is presented elsewhere (Rounsevell et al., 2005; Rounsevell et al., in
review).

PAST CHANGES IN AGRICULTURAL LAND USE AND
PRODUCTION

Data from the Food and Agriculture Organisation (FAO, 2003) indicate that the
agricultural area of Europe (EU-15 member countries) declined by about 14%
between 1961 and 2000 (Figure 3.1a). During the same period, population
increased by nearly 20% and the economic power expressed in GDP per capita
almost tripled (World Bank, 2002). Thus, agricultural production from a
decreasing area of agricultural land had to satisfy the growing demand for food
that resulted from increasing population and economic wealth.

At the beginning of the 1960s productivity of important crops in Europe
increased significantly mainly due to advances in agricultural technology, known
as the Green Revolution. For instance, yields of cereals in the EU 15 countries
increased by about 150% in the last four decades (Figure 3.1b). Rates of yield
increase were higher than increases in demand and production exceeded demand
in the mid eighties (Figure 3.1c). Further, increases in crop productivity resulted
in substantial oversupply in the late eighties/early nineties, with levels of self-
sufficiency that reached 120% and more. In response, the EU reformed the
Common Agricultural Policy (CAP) and introduced a substantial amount of set-
aside land in the Arable Area Payment Scheme. However, while reduction in
agricultural land use through set-aside resulted in reduced production, crop yields

further increased and the reduction in oversupply was less than expected (Figure
3.1c). With the latest CAP reform at the beginning of the new century, the EU
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Figure 3.1
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agricultural policy attempts to shift away from price support measures for
production towards sustainable development and multifunctional agriculture. The
potential implications of these policy measures for production, land use, rural
development and the environment remain unclear.

Importantly, with the present study we do not aim to predict future changes in
productivity and land use. Instead, alternative possible pathways of future
development of important socio-economic and biophysical factors are used to
explore changes in crop productivity and land use and discuss potential
environmental implications.

MODELLING FUTURE LAND USE CHANGES

General method

The development of land use change scenarios was based on the following
procedure (Figure 3.2). In a first step, important drivers of land use change were
identified and interpreted at the European scale. Then, the future changes of the
relevant drivers were estimated for the different scenarios and the corresponding
total changes in land use were assessed. Finally, scenarios-specific rules were
developed to allocate estimated land use changes across Europe. A more detailed
description of the methodology is provided elsewhere (Rounsevell et al., 2005;
Rounsevell et al., in review).

BN Dri SRES
: rivers .
| Scenarios
Present \
land use |/
N M/ Allocation
S 1 Future
.. Drivess REE
1 Identification ! . anduse |
! Quantification | Demand oot ---ooos L(t)
iProjection EOVersupply :Chmate E 3 /
tmmmmmmeeee- ! Productivity | €02 : 7
'----=-----=--i Technology : =

Figure 3.2 Schematic representation of the general methodology for the
development of quantitative, spatially explicit and alternative
scenarios of future agricultural land use in Europe. Stripped lines
and boxes indicate drivers and relationships that are specifically
emphasized in this study
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Identification of drivers

SRES provides coarse scenarios for global scale applications, without guidelines
to their application at the regional scale. Descriptions of likely sectoral changes,
such as ones particularized for agriculture are not provided. Thus, in developing
scenarios of future European agricultural land use change within the SRES
framework, it is still necessary to both interpret regional scale and sectorally-
based change drivers as well as to quantify the effects of these change drivers.
Important drivers of agricultural land use change were identified and were related
either to supply or demand for food or agricultural policy (Table 3.1).

Table 3.1 Important drivers of European agricultural land use change

Supply Demand Policy
Land use competition Population (Europe, Market intervention
(e.g. urban) World) (subsidies, quotas)
Suitable areas Consumer diet and Rural development

preferences (meat,

organic)
Productivity (climate Import/export Env1ropmenta1

. protection
change, CO,, research  regulations (World X
L (e.g. Nitrate Vulnerable

and technology) Trade Organisation) Zones)

In order to quantify the impact of these drivers on land use change, we used an
approach in which we estimated future land use from changes in supply and
demand for food:

L=Lr, (ASAD) 3.1)

where L represents present (7)) and future (f) land use, r is the land use change
factor and S and D are food supply and demand. Policy measures may cause
overproduction via market intervention. We have considered such effects via the
introduction of an oversupply factor (see next section). In addition, alternative
future policies were explicitly accounted for in the allocation rules for the
different scenarios (Rounsevell et al., 2005; Rounsevell et al., in review).

Supply-demand model

We assumed that supply equals demand and that the relationship between supply
and demand is constant and does not change in the future:
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(32)
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Supply can be calculated from the area used for production and the productivity
per unit area. Since S may exceed D (see Figure 3.1c), overproduction needed to
be considered and S was calculated from:

_Lp
(0]

(3

S 33

where P is the productivity per unit land area and O, the relative oversupply.
Importantly, we first calculated land use change at the European level (Figure
3.2) so that regional differences in oversupply were not specifically considered.
Thus, we assumed that even for the regional scenarios, economic integration of
countries and regions within the EU will continue. The aspect of regional
development was accounted for when estimated land use changes for Europe
were allocated to individual regions applying scenario-specific allocation rules
(Rounsevell et al., 2005; Rounsevell et al., in review). Substituting S in equation
3.2 with its formulation in equation 3 and solving it for L, gives:

D P o
L=L, ———" (34
"D, PO,

Thus, agricultural land use at any time in the future was calculated from present
land use and the relative changes in demand, relative oversupply and the inverse
of the relative change in productivity. Estimation of parameters is described
below (section parameterisation). However, for the estimation of changes in
productivity an approach was required to account for the main factors that
determine future productivity.

Modelling productivity changes

Drivers of productivity change

There is considerable evidence that changes in climatic conditions and
atmospheric CO, concentrations will affect future crop productivity (Bender
et al., 1999; Downing et al., 2000; Fischer et al., 2002; Jones et al., 2000; van
Oijen and Ewert, 1999; Reilly et al., 2003; Rosenzweig and Parry, 1994). In
addition, agricultural-technology development that has caused significant yield
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increases in the past decades may further increase future productivity (Borlaug,
2000; Evans, 1997). Accordingly, we calculated productivity changes from:

B 1

P 1H(Bo/B ~D)+HB e/ B ~)+(E, /P —1))

t

3.5

where P, ¢, P,co and P,r represent future productivity as affected by climate
change, increasing CO, concentrations and technology development, respectively.
Importantly, we assumed that the effects of these factors were additive. Although
interactions between CO, elevation and changes in climatic conditions have been
reported, experimental evidence at the field scale is still limited (Ewert et al.,
2002; Tubiello and Ewert, 2002) and there is no evidence about the significance
of such interactions at larger spatial scales such as regions, countries or even
global.

Climatic effects

Process-based models are increasingly used to estimate changes in potential
productivity under climate change (Amthor and Loomis, 1996, Boote et al., 1997,
Tubiello and Ewert, 2002). However, prediction of responses in actual yields at
the regional scale to climate change remains difficult since there are a number of
important yield reducing factors involved that are currently not accounted for in
process-based models (Figure 3.3). In addition, model validation for the range of
crops grown in Europe is still unsatisfactory (Tubiello and Ewert, 2002).
Alternatively, we used an approach that is based on an environmental
stratification (EnS) developed by Metzger et al., (in press) in which Europe is
grouped into 84 environmental strata (13 environmental zones) based on a
number of climatic and other variables. Available NUTS 2 level yield statistics
(Eurostat, 2000) were allocated to these strata. We calculated future productivity
as affected by climate change from:

Pz,CL =P 'fY,C(t) (3.6)

where fyc is the climate related productivity change factor which was calculated
from projected yield changes in the EnS strata. As EnS strata and corresponding
yields changed their geographical location and size depending on time and SRES
scenario a new yield was obtained for each ATEAM grid cell from which the
climate change induced yield change was calculated:

n

Y. .
fre =ZYG'” /n 37
=

G (1)
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where Yg; is the actual yield of an ATEAM grid cell 7 at present and future times
and 7 is the total number of grid cells considered.

Effects of increasing atmospheric CO; concentration

Substantial progress has been made in modelling crop responses to CO, elevation
(Ewert, 2004; Tubiello and Ewert, 2002). However, state of European model
validation under field conditions is still unsatisfactory (Tubiello and Ewert, 2002)
and understanding of processes that determine yield responses to increasing CO,
concentration at the regional scale is limited. Alternatively, we used a simple
empirical relationship to estimate changes in productivity in response to CO,
elevation that was derived from experimental investigations on crops (Amthor,
2001; Kimball et al., 2002; Oijen and Ewert, 1999). Effects of CO, on
productivity were accounted for by a change factor ( fy.co):

Pt,CO :BO 'fY,CO(t) 3.3

which was calculated from:

f cor ACHO

™50

+1 (3.9

The relative change in productivity due to increasing CO, concentration (4C,,,)
was calculated assuming a relative yield increase per unit increase in CO, (fco,,)
that was calculated based on experimental observations (see the section on
parameter estimation).

Agricultural-technology development

Yields of crops in Europe have increased substantially since the Green
Revolution (Calderini and Slafer, 1998; Cassman, 1999; Dyson, 1999; Evans,
1997; Reynolds et al., 1999). Improved crop management associated with
fertilization, pest and weed control, tillage, water use and harvesting together with
advances in conventional breeding have largely contributed to this development.
The set of measures related to breeding and crop management that increased crop
productivity in the past and are likely to increase it in the future are referred to as
agricultural-technology development. In order to quantify the potential impacts of
technology development on primary productivity we distinguished between actual
and potential yields (Figure 3.3).

Potential yield is the maximum yield that could be reached in a given
environment (Evans and Fischer, 1999). Limitations are only due to yield
defining factors such as climatic conditions, temperature, radiation, CO,
concentration and crop characteristics (Figure 3.3). Alternatively, actual yield is
the harvested yield obtained in a given environment. It is lower than the potential
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Figure 3.3 Schematic description of yield defining, limiting and reducing
factors (after Goudriaan and Zadoks, 1995; van Ittersum et al., 2003)

yield due to a number of yield limiting and reducing factors (Figure 3.3). The
difference between potential and actual yield, also called the yield gap, varies
depending on regions and crops (Oerke and Dehne, 1997). Yield gaps for crops in
Europe are about 20% which is smaller than in other parts of the world were
application of pesticides is restricted to high-value crops only or were
intensification of crop production is low (Oerke and Dehne, 1997). Agricultural-
technology development has aimed at both increasing potential yield through
improved crop characteristics and at reducing the yield gap through improved
crop characteristics and crop management.

In the present study we calculated changes in productivity due to technology
development as:

Br=E " fyro (3.10)

where fy r represents the relative yearly change in productivity and was calculated
as:

fY,T :fy,(zo) + J.fT,r dt (€28))

2000

In order to project the linear historic yield trends into the future, we assumed that
the relative yearly changes in productivity at the beginning of our scenario period,
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Jvra,)» Increased each year with a constant value of f7, which is equal to (fyq,)-1)
over the scenario period #,. We also assumed that yield trends might change in the
future due to changes in technology. Following the concept of potential and
actual yield we distinguished between technology developments specifically
dedicated to increasing potential yield or to reducing the gap between potential
and actual yield. This concept allowed consideration of different strategies for
technology development with respect to the specific SRES scenario. Accordingly,
changes in technology impacts on productivity were calculated from:

Jrr =Py D frp Sro 312

in which f7p accounts for changes in technology impacts on potential yields and
frc for changes related to the yield gap. They are calculated from:

fT,P :fT,]% 'fr,f; (313

Jrg,
Jr6,

fT,G = (314

assuming that future technology impacts on potential yield and yield gap change
with frp. and f7g,, respectively, relative to base-line assumptions, i.e. f7p, and
Jrcy derived from historic data.

ESTIMATION OF PARAMETERS

Estimation of parameters that represent changes in demand and oversupply on
land use change is described elsewhere (Rounsevell et al., 2005). Briefly,
scenario specific estimations of future demand for food crops were derived from
simulations with the IMAGE model v2.2 (IMAGE-team, 2001). Demand for food
crops increased by between 5% and 50% depending on scenario and time-slice
compared to 2000. Present oversupply of food in Europe was assumed to be
about 10% (Figure 3.1c) although there are significant differences among
countries (see section supply-demand model). Depending on the scenario future
oversupply will be reduced to zero for the economic scenarios or will be further
allowed for the environmental scenarios (Rounsevell et al., 2005; Rounsevell
et al., in review).

Parameters that represent productivity responses to climate change were
calculated from the climate change related shifts in the environmental strata.
Estimated effects of climate change on productivity are presented in the results
section. Increasing CO, concentration was calculated based on experimental
observations in wheat (Amthor, 2001; Oijen and Ewert, 1999) and was assumed
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to increase productivity by 0.08 t/ppm CO,, ie. fcp, in equation 3.9. The
parameter refers to C3 crops and no further distinction was made for C4 crops
which have a different photosynthetic pathway with a typically smaller response
to increasing CO,. However, the importance of C4 crops in Europe is relatively
small compared to C3 crops and C4 crops were not specifically considered in the
present analysis.

Different parameters had to be estimated to quantify the effects of technology

development on productivity and land use change. We observed that historic
relative yearly changes in productivity for major crops and countries within the
EU tend to converge. Differences among crops and countries were surprisingly
small, despite the fact that absolute differences among yields were substantial and
tended to increase (Ewert et al., 2005) (Figure 3.4). Thus, a single value,
representing a relative yield increase per year of about 1.75% was used for
different crops and countries (Table 3.2). However, future yield increases will
depend on increasing potential yields and/or reduction in the yield gaps. We set
historic increases in potential yields to one (Table 3.2) and assumed that historic
yield increases cannot be maintained in the future, so that future increases in
potential yields will be less than in the past. This is consistent with a number of
reports suggesting that on-farm yields have reached a plateau in recent years
(Calderini and Slafer, 1998) and yield potential is likely to top out within the next
30 years (Cassman, 1999). However, other studies indicate that even though yield
potential is already high in developed countries there is scope for further increase.
Analysing data from recent wheat trials with candidate cultivars and F1 hybrids,
Austin (1999) argued that further genetic yield gain will be achieved within the
next decade. Modification of the photosynthetic enzyme rubisco to reduce its
oxygenase activity might be a way to increase growth rates and biomass at
maturity in the longer term (Austin, 1999). Improvement without changes in
rubisco might also be achieved via the definition of optimal canopies of leaves
having suitable acclimation and photoprotection (Loomis and Amthor, 1999)
since actual radiation use efficiency of crops is less than potential with present
rubisco kinetics (Loomis and Amthor, 1999). Several studies suggest that some
new selection technologies have real potential to complete conventional wheat
breeding programs in the area of biotechnology and physiology (Reynolds et al.,
1999).
Thus, depending on the scenario we assumed that potential yield further increases
particularly in the economic scenarios (A1FI and A2), though to a smaller extend
than in the past. No further increase in potential yield was assumed after 2050 for
the regional environmental scenario (B2). Present and future aims in research and
technology development are also targeted towards closing the gap between
potential and actual yield. Agronomic innovations and breeding to improve crop
resistance to biotic and abiotic factors are likely to increase actual yields in the
future (Borlaug, 2000; Evans, 1997). Thus, we assumed that except for the B2
scenario yield gaps will be reduced in the future. Our arguments that explain the
derived scenario-specific parameter values in Table 3.2 are summarised in Table 3.3.
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Figure 3.4 Changes in a) absolute and b) relative yields (dY/Y) of wheat over
time for two selected countries in Europe

ESTIMATED CHANGES IN PRODUCTIVITY AND LAND
USE

Productivity changes were calculated separately for the effects of climate change,
increasing CO, concentration and technology development. Average yield
changes across Europe due to climate change ranged between -3% and 1%
depending on scenario and time period (Figure 3.5a). However, at the country and
regional level, effects were more pronounced and differences among regions were
evident (not shown). Average yields across Europe gradually increased due to
increasing CO, concentration projected for the different scenarios. Yields were
estimated to increase by 11% (B2) to 32% (A1FI) depending on the scenario in
2080 (Figure 3.5b). However, estimated changes in productivity were particularly
high due to technology development. We estimated that yields will increase by
25% (B2) to 135% (A1FI) depending on the scenario in 2080 (Figure 3.5c¢).

The implications for changes in land use were substantial. Particularly for the
scenarios A1FI and A2, we calculated that in 2080 the area used for crop
production will be about 50% of present land use (Figure 3.6a). The estimated
decline was smaller for the environmental scenarios Bl and B2 with 58% and
67% of present land use, respectively (Figure 3.6a). In these estimations,
oversupply was not allowed. However, if present oversupply remains unchanged
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Table 3.2 Parameter values as used in the present model for estimating effects
of future technology development on crop productivity

Para- Value Description
meter
Scenarios
Year AIFI A2 BI B2
Syay  1.0175 Base-line (historic)
rate of productivity
change
Jrpy 1 Base-line yield
potential
Jrp, 2020 09 0.8 0.6 0.2 Correction factor for
2050 0.8 06 04 0 future yield potential

2080 0.7 04 02 0

fre, 08 Base-line yield gap
Jr6, 2020  0.85 0.8 0.85 0.6 Correction factor for
5 future yield gap

2050 0.9 09 09 0.6
2080  0.95 09 095 0.6

as we assumed for the B1 scenario (Rounsevell et al., 2005; Rounsevell et al., in
review), the decrease in land use will be less (Figure 3.6b). Importantly, if
agricultural land is fully protected as in the B2 scenario (Rounsevell et al., 2005;
Rounsevell et al., in review) overproduction will increase to about 47% by 2080
(Figure 3.6¢). There were regional differences in the allocation of these changes,
which is not further discussed here (but see Rounsevell et al., 2005; Rounsevell
et al., in review).

POTENTIAL IMPLICATIONS OF ESTIMATED LAND USE
CHANGES

The estimated future decline in agricultural land use is likely to have substantial
implications for rural development, agriculture and the environment. The
potential reduction in future land areas required for agricultural production
provides opportunities for alternative uses such as for bioenergy production
(biofuels, woodlands), GHG emission reduction through conversion of crop land
to forests (Guo and Gifford, 2002), biodiversity conservation and/or leisure and
recreational purposes. The environmental and socio-economic benefits of such
land use changes may be considerable, but are largely unknown. Alternatively,
orientation towards sustainable agriculture with less emphasis on productivity
increases, and agricultural protection policies will result in reduced changes (B1)
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Table 3.3 Assumptions about effects of technology development on potential
yield and yield gap of crops for different SRES scenarios

Sce- Assumption
nario

ATFI In the global scenarios (A1FI and B1) food production has to meet
the global demand. Since global population growth continues into
the 21st century the pressure for food supply is high. The potential to
increase productivity via closing the yield gap is relatively small and
emphasis is largely placed on increasing potential yield. Globally
organized breeding companies provide the required resources.
Breeding activities will be concentrated in developed countries since
it becomes too expensive to develop and introduce new technologies
in developing countries. However, there are biophysical limits and
increases in potential yield will gradually approach a ceiling. At the
same time progress in reducing the yield gap continues largely due
to improved varieties and crop management.

A2 In the regional scenarios (A2 and B2) food production has to meet
the demand in Europe. Although the A2 scenario is the only scenario
with a population increase in Europe the pressure of population
growth on food supply is less than at the global level. Breeding is
regionally oriented but emphasis is still on yield increase since it
guaranties the largest economic return. Increases in potential yields
gradually fall to 50% of what has been assumed in the A1FI
scenarios by 2100.

B1 Again, pressure of global population growth on food supply is high.
Breeding is globally organized with sufficient resources to invest in
modern technologies. However, emphasis is not only on yield
increase but also on yield quality, which correlates negatively with
productivity. Also, agricultural production will be more sustainable
and less intensive which limits breeding for high yielding varieties
that require high inputs. Increases in potential yields gradually fall to
about 25% of what has been assumed for the A1FI scenario by 2100.

B2 Pressure of population growth on food supply is relatively small.
Breeding is regionally oriented and emphasis is on yield quality and
sustainability of production. Increases in potential yields gradually
fall to zero with no further increase in yield potential by 2050. Yield
gap increases in the first year (and then stabilizes) due to the
introduction of alternative, environmental friendly production
methods for which appropriate crop management has not been
developed yet.
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Figure 3.5 Estimated future yield changes of crops compared to the base-
line year 2000 due to a) climate change, b) increasing CO,
concentrations and c) technology development

or even prohibit changes (B2) in land use. Associated benefits for the
environment including rural development and food quality have extensively been
stressed. However, overproduction may be an inadvertent result of such
developments. The costs are unknown but are likely to be high as is evident from
the present EU agricultural experience. Clearly, the costs and benefits of the
different pathways of changes in agriculture and land use remain unclear and
await further evaluation. However, an integrated assessment of such complex
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Figure 3.6 Estimated changes in agricultural land use of crops for different
SRES scenarios compared to the base-line year 2000 assuming a) no
oversupply, b) 10% oversupply (Bl scenario) and c) oversupply is

systems remains difficult, which points to the need for adequate methods and
tools. In addition, a debate among stakeholders of agriculture about the
advantages and disadvantages of possible options for future development in
productivity and land use, is required. The developed approach provides a helpful
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means of communicating relationships that are important in this respect.
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SUMMARISING COMMENTS

We have used a relatively simple approach to assess impacts of changes in
productivity as determined by climate change, increasing CO, concentration and
technology development on future agricultural land use. Our results suggest that
future land use changes can be substantial depending on the productivity of crops.
Estimated decreases in agricultural land use were particularly high for the
economic scenarios. Technology development was the most important driver of
productivity and land use change. Effects of climate change and raising CO,
concentration were comparably small at the European level, but might be more
important for regions with marginal production conditions and a high sensitivity
to climate change (e.g. southern and northern Europe). The socio-economic and
environmental implications of the developed land use change scenarios remain
unclear. Adequate tools and methodologies will be required to gain better
understanding of the multi-dimensional implications of crop productivity and
land use changes. This will provide valuable information to support the
transformation of agriculture in an environmentally effective, economically
viable and socially acceptable manner. Based on the present approach, important
drivers and relationships that will determine future agricultural land use could be
identified.
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Agricultural Transitions at Dryland
and Tropical Forest Margins: 4
Actors, Scales and Trade-offs

Helmut Geist, Eric Lambin, Cheryl Palm and Thomas Tomich

INTRODUCTION

Concerns about land-use/cover change emerged in the research agenda on global
environmental change several decades ago with the realization that land surface
processes influence climate. In the mid-1970s, it was recognised that land-cover
change, especially in drylands, modifies surface albedo and thus surface-
atmosphere energy exchanges, with an impact on regional climate. In the early
1980s, humid forest zones were highlighted as sources and sinks of carbon, which
underscored the impact of land-use/cover change on the global climate via the
carbon cycle (Lambin et al., 2003; Palm et al., 2005). Be it dryland or humid
forest ecosystems, they constitute global agricultural frontier zones which hold a
large, if not the last, source of potentially cultivable land for agricultural use.
Given the large variety of ecosystems and land use histories involved in these
zones, universal assessments and policies to guide the design of future land use
patterns must necessarily fail. To achieve sustainable agricultural management,
any policy intervention has to be regionally specific, and sometimes even adapted
to local particularities of ‘real world’ pathways of land change, involving trade-
offs between economic gains and conservation (Tomich et al., 2005). Therefore,
understanding the main driving forces, key actors and processes of agricultural
change and land use patterns is vital to improve assessments of the long-term
change occurring in rural lands at the global agricultural frontiers. Two meta-
analytical databases are used in this chapter to explore the variety of key actors
influencing land use transitions at the forest (Geist and Lambin, 2001; 2002) and
dryland margins (Geist and Lambin, 2004; Geist, 2005). In addition, a matrix,
developed through the Alternatives to Slash-and-Burn (ASB) Programme, is put
forward as a method for assessing the trade-offs and to draw implications for land
use policies (Tomich et al., 2005; Palm et al., 2005).

In the first part of the chapter, results of a region-by-region analysis of
causative factors of land-use/cover change are presented, disaggregated by broad
geographical regions such as continents, or subsets of continents. By doing so, we
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adhere to the notion that no ‘one-size-fits-all’ approach is adequate to explain the
complex phenomenon of agricultural trajectories in tropical forest and dryland
regions. This is due to the high variability in time and space exhibited by
biophysical environments, socio-economic activities, and cultural contexts that
are associated with land use change. In fact, the pathways of deforestation and
desertification are nearly as diverse as the histories, cultures, and ecosystems of
the regions themselves. Nonetheless, there is no irreducible complexity inherent
to it, and a few dominant ‘stories® can be identified which explain the succession
of causes and events leading to land change, despite of their substantial variation
by regions (Lambin and Geist, 2003a).

Understanding the pathways of land change is crucial for designing
appropriate policy interventions. To achieve sustainable management of humid
forest and dryland ecosystems, interventions need to address the region-specific
causes of land-use/cover change. Proximate causes generally operate at the local
level (of individual farms, households, or communities), while underlying causes
may originate from the regional (districts, provinces, or country) or even global
levels, with complex interplays between different levels of organization.
Underlying causes are often exogenous to the local communities managing land
and are thus often uncontrollable by these communities. Only some local-scale
factors are endogenous to decision makers (Lambin and Geist, 2003b). Thus the
second part of this chapter considers variable interactions and important
interacting hierarchical scales.

If land use patterns at the last remaining agricultural frontiers are to be
sustainable, i.e., balancing the legitimate interests of development and equally
legitimate global concerns over the environmental consequences of land cover
change, trade-offs need to be considered between what is to be sustained, and
what is to be developed. From the viewpoint of managing agricultural transitions,
there must be an incentive structure introduced for various actors operating at
different scales influencing negotiations about outcomes that suit the various
interests involved. The ASB matrix (Tomich et al., 1998, 2005; Palm et al., 2005)
provides an approach to assess the degree of trade-offs (and complementarities)
global environmental objectives served by rain forest conservation and national
and local objectives, often involving conversion of natural forest to other uses and
to identify innovative policies and institutions needed to reconcile ecosystems
and human well-being at the local level. The ASB matrix is also a powerful tool
for looking at specific trade-offs between provisioning and regulating services in
various tropical ecosystems under human uses, i.e., losses of certain ecosystem
functions of global importance such as carbon stocks, affecting central functions
of the climate system, versus provision of food, fiber and feed services for local
livelihoods as well as national economic development. The matrix also provides a
basis for policymakers and stakeholders to assess trade-offs across land use
systems regarding development options and ecosystem services. Principally, the
ASB matrix could be applied to other ecoregions and land use systems outside the
humid tropics. Therefore, the final part of the chapter presents examples of
indicators of environmental and developmental objectives for a selection of ASB
benchmark sites.
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CAUSES OF LAND-USE/COVER CHANGE: ACTIVITIES
AND ACTORS

Using a configurational comparative design for meta-analytical research (Ragin,
1989; Matarazzo and Nijkamp, 1997), in this chapter a generalized understanding
is gained of activities and actors associated with land-use/cover change, while
preserving the descriptive richness of case studies. We analyzed the frequency of
occurrence of proximate causes and underlying driving forces, including their
cross-scalar interactions and feedbacks upon land use, as reported in 152
subnational cases deforestation (Geist and Lambin, 2002) and in 132 subnational
cases of desertification (Geist and Lambin, 2004). The cases were taken from
articles published in journals covered by the citation index of the Institute for
Scientific Information (www.isiwebofknowledge.com). Four broad clusters of
proximate causes were identified, with each category of proximate causation
further subdivided into more specific activities and actors. Underlying driving
forces of deforestation and desertification were categorized into five and six
broad clusters, respectively, with further subdivivions into specific factors. The
complete lists of case studies and details of the method are given in Geist and
Lambin (2001) and Geist (2004), including a discussion of the limitations of a
meta-analysis. Tables 4.1 and 4.2 below provide a breakdown of proximate
causes and underlying driving forces by broad geographical regions (or
continents). As for drylands, European, Australian and North American cases
were not considered here (but see Geist and Lambin, 2004). The tables show the
absolute number as well as the relative percentage of the frequency of causative
variables reported in the case studies. They provide a detailed breakdown of the
broad clusters by specific factors, with factors occurring in less than 25% of the
cases not reported. The relative percentages of the frequency of occurrence of
specific factors do not add up to 100% as multiple counts exist because of causal
factor synergies. Robust causes, or generic land uses, are those which show low
geographical variation in their frequency of occurrence, i.e., they have more or
less equal and high frequencies.

Proximate causes

At the proximate level of causation, both tropical deforestation and desertification
are best explained by multiple factors and various actors. Dominating the broad
clusters of proximate causes of deforestation is the combination of agricultural
expansion, wood extraction, and infrastructure extension, with clear regional
variations. Dominating the broad clusters in desertification is the combination of
agricultural activities, increased aridity, infrastructure extension, and wood
extraction, or related extractional activities, again with regional variations. In
both land change classes, a limited and recurrent set of variables is involved.
However, different from humid forest zones, more coupled biophysical and socio-
economic factors can be found in drylands. There, agricultural activities and
increased aridity form a robust combination with low geographical variation — see
Table 4.1.
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Agricultural activities are, by far, the leading land uses associated with
deforestation (96% of all cases) and desertification (95%) (Table 4.1). At tropical
forest margins, they include permanent cultivation (or sedentary cropping), cattle
ranching, and shifting cultivation as robust or generic land uses. Further
subdivisions reveal striking differences. In sedentary cropping, the expansion of
food-crop cultivation for subsistence is three times more frequently reported than
the expansion of commercial farming (less than 25% for all regions). In shifting
cultivation, cases which are driven by slash-and-burn agriculture are more
widespread in upland and foothill zones of Asia than elsewhere, whereas the
activities of colonizing migrant settlers are mainly limited to lowland areas,
especially in Latin America. Pasture creation for cattle ranching is a striking
cause of forest conversion reported almost exclusively for lowlands in mainland
South America. In drylands, agricultural activities include extensive grazing,
nomadic pastoralism and annual cropping. Only extensive grazing, carried out as
sedentary or transhumant livestock husbandry, is a generic land use. Further
subdivisions again reveal striking differences. The activities of pastoral nomadic
groups are two times less frequently reported than extensive grazing activities by
transhumant pastoralists, mainly featuring African and Asian cases. Annual
rainfed cropping has low importance in Latin America, and shifting cultivation
does not matter at all. Perennial cropping and irrigation (including wetland)
farming are four times less frequently reported than annual rainfed cropping (15%
for all regions). Livestock activities slightly outweigh crop production, but both
activities are intricately interlinked in most of the cases. This means that cropland
expansion onto areas previously used for pastoral activities triggers land
degradation through overstocking on the remaining rangeland. In addition,
expansion of cropping leads to soil mining at dryland sites which are generally
not suitable for permanent agriculture, in particular.

Increased aridity is a widespread factor of desertification (86%), but far less
important at the humid forest margins (12%), where some drought-induced forest
fires are important only in Amazonia or Indonesia.

Among all forms of infrastructure expansion (deforestation: 75%,
desertification: 55%), road construction as a proximate cause of deforestation is
by far the most frequently reported, mainly in Latin America, and partly in
combination with human settlement extension. Differently, road extension plays a
minor role in dryland regions where the spread of watering technology in the
form of irrigation infrastructure for both cropping and livestock raising is most
dominant. Mainly in Africa and Asia, the build-up of irrigation infrastructure
(reservoirs, dams, canals, boreholes, pump stations, etc.) is related to expanding
human settlements and related market or service infrastructures.

Wood extraction or related extractional activities are frequent causes of land-
cover change (deforestation: 67%, desertification: 45%). In humid forest areas,
commercial wood extraction is widespread in both mainland and insular Asia,
whereas in Africa the harvesting of fuelwood and poles by individuals for
domestic uses dominates cases of deforestation associated with wood extraction.
In drylands, wood extraction is less important, except for cases of fuelwood
extraction.

Among the detailed categories of proximate causes for all humid forest
regions, the extension of overland transport infrastructure, followed by
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commercial wood extraction, permanent cultivation, and cattle ranching, are the
leading proximate causes of deforestation. Contrary to widely held views, shifting
cultivation is not the primary cause of deforestation. Among the detailed
categories of proximate causes for all dryland regions, extensive livestock
production, annual rainfed cropping, and the extension of irrigation infrastructure,
always in combination with increased aridity, are the leading proximate causes of
dryland degradation. Also contrary to widely held views, nomadic pastoralism is
not the chief agent of degradation, and overstocking is not the sole cause of
desertification.

Underlying driving forces

At the underlying level, tropical deforestation and desertification are explained by
regionally distinct combinations of multiple — and in the case of drylands,
coupled social and biophysical — factors and drivers acting synergistically.
Statistically, we find that deforestation of lands at the forest margin is driven by
the full interplay of economic, technological, cultural, and demographic variables
in more than one third of the cases. More than half of the desertification cases are
driven by the interplay of four to six variables, including climatic factors. These
variables exhibit a limited and recurrent set of drivers, though. In deforestation,
public and individual decisions were found to largely respond to changing
economic opportunities and/or policies. Such effects were mediated by local scale
and institutional factors, with some of these combinations being robust
geographically (such as the development of market economies and the expansion
of permanently cropped land for food). In desertification, a recurrent, generic
broad factor combination — though differing widely in the specific factors
involved — reveals the importance of climatic factors (leading to reduced rainfall),
agricultural growth policies, newly introduced land use technologies, and land
tenure arrangements which are no longer suited to dryland ecosystem
management — see Table 4.2.

Economic factors are prominent underlying forces behind tropical
deforestation (in 81% of the cases), less so in desertification (60%), except in
Central Asia. In deforestation, commercialisation and the growth of mainly
timber markets as well as market failures are frequently found to drive forest
removal. Special economic variables such as low domestic costs (for land, labour,
fuel, or timber), product price increases (mostly for cash crops), and the
ecological footprint of remote urban-industrial centers underpin about one third of
the cases, whereas the requirement to generate foreign exchange earnings enters
in a quarter of the cases. With few exceptions, factors related to economic
development through a growing cash economy constitute robust underlying
driving forces. Poverty-driven forest conversion, relating to the marginalization
of farmers who have lost their resource entitlements, mostly happens in
conjunction with capital-driven deforestation, relating to public or private
investments to develop the frontier for political, economic, or social reasons. For
dryland alterations, market growth and commercialisation are important, mainly
export-oriented market production, industrialisation, and urbanisation, but less so
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Table 4.2 (continued)

 In deforestation, export-oriented commercialisation of wood (timber products),
agricultural products, and minerals; in desertification, of cotton, beef, rice, and
oil/gas (including urban-industrial growth). ® Including insufficient mechanisms
to properly internalise externalities such as harmful effects on the environment; in
drylands, poor distribution systems, excessive subsidisation, and unjust credit
systems. © Generation of foreign exchange earnings. ¥ Low cost conditions
(production factors) and price change (increases as well as decreases). © In
deforestation, related to land, credits/subsidies, and economic growth, especially
agricultural and infrastructure development policies; in desertification, growth-
and reform-oriented policies such as agrarian reforms, land (re)distribution, and
rural development projects, including market liberalization policies. ” In
deforestation, land races, land tenure insecurity, quasi open access conditions,
maladjusted customary rights, titling/legalization, and low empowerment of local
user groups; in desertification, common property regulations, newly introduced
land tenure regimes, and land zoning measures. ® Corruption, lawlessness,
clientelism, and the operation of vested interest and ‘growth coalitions’, besides
mismanagement or poor performance. ” In deforestation, intensification as well
as extensification measures, changes in market versus subsistence orientation, in
intensity of labour versus capital, and in holding size; in desertification, new
innovative developments and introductions mainly, i.e., new land and water
management technology (new crop varieties, hydrotechnical installations, etc.),
new transport and earth movement technology, and improvements in research and
veterinary services. ” In deforestation, poor logging performance, wastage in
timber processing, and poor domestic or industrial furnace performance; in
desertification, poor efficiency of watering infrastructure, mainly.? Including
beliefs; dominant frontier mentalities, prevailing attitudes of nation-building,
modernization and development (goal of catching up in terms of living standard,
self-sufficiency in food, etc.), and low (public) morale, including violent conflicts
about land. ¥ Including household behaviour; mainly, situation-specific behaviour
(e.g., rent-seeking) and unconcern by individuals (e.g., about natural resources as
reflected in increasing levels of demand, aspiration, and consumption, commonly
associated with increased income). ” In causal synergy or concomitant occurrence
with socio-economic drivers in drylands, and droughts but also high humidity
(floods) in humid forest zones.

in Africa. Farmers usually respond to market signals due to external demands for
mainly cotton, beef, and grain, with increasingly more land put under production.
Market failures, special economic variables, and foreign exchange earnings
matter less or are not found to have an influence. Like Latin American
deforestation, Asian dryland changes are mainly influenced by economic factors
such as market growth, chiefly. In contrast, farmers in Latin American drylands,
namely Patagonia, respond to an unfavourable economic situation such as
declining prices in the export-oriented sheep sector (leading to indebtedness of
their economically no longer viable farms) by overusing rare natural resources.
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Institutional or policy factors are also found to drive many cases of
deforestation (78%) and desertification (65%). In humid forest cases, these
factors mainly include pro-deforestation measures such as policies on land use
and economic development as related to colonization, transportation, or subsidies
for land-based activities. Land tenure arrangements and policy failures (such as
corruption or mismanagement in the forestry sector) are also important drivers.
Property rights issues, though much discussed as a general cause of deforestation,
are mainly a characteristic in only Asian cases. In addition, they tend to have
ambiguous effects upon forest-to-agriculture conversion, i.e., insecure ownership,
quasi-open access conditions, and maladjusted customary rights, on the one hand,
as well as the legalization of land titles. On the other hand, all are reported to
influence deforestation in a similar manner. At dryland margins, the weight of
formal, mainly agricultural growth policies (e.g., land distribution, agrarian
reforms, propagation of agricultural intensification) is not generally important,
excepting in Asia. The same holds true for related policy failures. Property right
issues often relate to traditional land tenure which turns out to be badly adjusted
to changing economic and demographic conditions. Examples are the equal
sharing of land, splintering of herds, and traditional succession law, reducing
flexibility in management and increasing the pressure upon constant land units.
The introduction of new land tenure arrangements, be it private (individual) or
state (collective) management, is another important factor associated with
degradation of drylands.

Technological factors are found important in many cases of deforestation
(70%) and desertification (69%). Important processes for both land change
classes are agro-technical change through improved technologies, mainly
fostering agricultural intensification, and poor technological applications, largely
in the wood sector (forest zones) leading to wasteful logging practices, and in the
irrigation sector (drylands) leading to excessive use of scarce water and, hereby,
reinforcing salinization, for example.

Cultural or sociopolitical factors are found important in deforestation cases
(66%) and somewhat less frequently in desertification cases (42%), more or less
operating in the same direction. They are mainly associated with economic and
policy factors in the form of public (state, government) attitudes of indfference
towards forest or dryland environments. In Asia and Latin America, land use
change often is found to be strongly driven by state motivations in the form of
frontier mentality. Linked to it are beliefs or perceptions such as that water or
forests constitute ‘free goods’, and that indigenous forest use or traditional
nomadic grazing are ‘inefficient’ land uses. These factors also shape rent-seeking
behaviour and a lack of concern on behalf of individual agents toward causing
deforestation and desertification.

Demographic factors are important driving forces, both in deforestation
(61%) and desertification cases (55%). In deforestation, only in-migration of
colonizing settlers into sparsely populated forest areas associated with rising
population densities there, shows a notable influence on forest-to-agriculture
conversion. Contrary to a common misconception, population increase due to
high fertility rates is not a primary driver of deforestation at the local scale and is
infrequently found over a time period of a few decades (8% of the cases only). In
desertification, African and especially Asian cases are found to be mostly related
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to human population dynamics. Most widespread are situations in which
population growth, overpopulation, or population pressure stemming from distant
urban populations, triggers out-migration of cultivators and/or herders from these
zones onto marginal dryland sites. Consequently, the sometimes rapid increases
in the size of local human populations are often linked to in-migration of
cultivators onto rangelands or large-scale irrigation schemes, or of herders onto
previously unused, marginal sites, with the consequence of rising population
densities there. Similarly, population increase due to high fertility rates is not
found to be a primary driver of short run desertification at a local scale, and is
only infrequently found in the longer run over a few decades (3% of the cases
only). However, there are some uncertainties with regard to the impact of specific
demographic variables, since they are blurred into notions such as ‘population
pressure’.

Biophysical factors are less important in deforestation (entering less than
20% of the cases), but of overriding relevance in desertification (86%). In humid
forest zones, biophysical factors include pre-disposing environmental factors such
as soil quality or topography, which sometimes attain driver or shaping factor
qualities, and triggering events such as droughts leading to increased fire intensity
causing deforestation. In drylands, mainly climatic factors trigger
transformations, principally decreases in rainfall. They operate either through
indirect impacts of rainfall oscillations or by directly impacting upon land cover
in the form of prolonged droughts. Although many cases fail to explicitly
describe climatic impact (apart from its mention), the most widespread mode of
causation are reported to be climatic conditions operating in concomitant
occurrence or synergistically with other, socio-economic driving forces such as
agro-technological change.

SCALES AND INTERACTION OF VARIABLES

Not only are multiple causal factors at work, but their interactions across several
scales also lead to deforestation and desertification, which is why it is important
to understand cross-scale systems dynamics. The analysis reveals that regardless
of the type of land-use/cover change, three to five underlying causes are driving
two to three proximate causes. The analysis also reveals that the local-global
interplay of factors are the principal drivers for tropical deforestation, while local-
national interactions are prevalent in desertification.

Tropical forest margins

At tropical forest margins, a frequent pattern of causal interaction stems from the
necessity for road construction that is associated with wood extraction or
agricultural expansion. Such expansions are mostly driven by policy and
institutional factors (e.g., infrastructure projects of international development
agencies), but also involve economic and cultural factors (e.g., frontier mentality,
state consolidation). Pro-deforestation state policies aimed at land use and
economic development (e.g., credits, low taxation, incentives for cash cropping,
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legal land titling) lead to the expansion of commercial crops and pastures in
combination with an extension of the road network. Another pattern, seen mostly
in Africa, comes from insecure ownership related to uncertainties of land tenure,
which drives the shift from communal to private property and underlies cases in
which traditional shifting cultivation is a direct cause of deforestation.
Involvement of policies facilitating the establishment of state agricultural and
forestry plantations with deforestation is a special feature of both insular and
continental Asia. Agricultural colonization in Latin America is often associated
with land policies which are directed towards the transfer of public forest land to
private holdings and towards state regulations in favour of large individual land
holdings (similar factors also drive wood extraction). In-migration and, to a much
lesser degree, natural population growth drive the expansion of cropped land and
pasture in many cases in Africa and Latin America, concomitantly with other
underlying drivers. The extension of permanently cropped land for subsistence
farming to meet the needs of a growing population is reported particularly for
African cases. In contrast, expansion of pastures emerges exclusively from
mainland South America, in association with processes of both planned
colonization and spontaneous settlement by colonist agriculturalists.

Not all of these factors are important at the same level of hierarchical
organisation, and individual scales are far less important than scalar interplays —
see Table 4.3. Mostly demographic factors, and, to a lesser extent, technological
and cultural factors are relevant at the individual local scale. National and global
scales are not important if considered in isolation, excepting the importance of a
few economic factors. Most cases of deforestation are best explained by the
interplay of causative factors at local to global scales in 74 to 94% of the cases
(Lambin and Geist, 2003b).

Dryland margins

At dryland margins, a frequent, contemporary pattern of causal interactions stems
from the necessity for water-related infrastructure. This need is associated with
the expansion of irrigated croplands and pastures, which is mostly driven by
policy, economic, and technological factors. Typically, newly introduced
irrigation infrastructures induce accelerated in-migration of farm workers into
formerly dryland regions, accompanied by commercial-industrial developments
and the growth of settlements and service economies. Commonly, road extension
and availability of earthmoving equipment for dam construction pave the way for
the subsequent extension of grazing, irrigation, and (semi)urban land uses. In the
developing world, underlying these factors are policies aimed at consolidating
territorial control over remote, marginal areas, and policies destined for attaining
self-sufficiency in food and clothing, with rice and cotton as key irrigation
products. Irrigation scheme examples stem from arid river and lake basin
ecosystems worldwide, but notably from Central Asia. There, the establishment
during the second half of the 20th century of large hydrotechnical installations
with mainly low water use efficiency disrupted fragile hydrographic ecosystems
which have sustained flexible nomadic grazing or small-scale settled (oasis)
farming for centuries. Paramount examples of expanding pastures and livestock
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industries (cattle and sheep, mainly), based on artificial watering points and
roads, arise in all major rangeland zones in the world. Another pattern, seen
mostly in Africa and northern China, comes from growth-oriented development
policies that favour cropping at the expense of herding. Often, the changing
opportunities created by markets and policies involve the introduction of new,
mostly private land tenure in conjunction with the zoning of land. The mix of
agricultural commercialisation and outside policy intervention sends powerful
market signals to local farmers. Customary land management institutions, such as
inherited succession law or flexible common property regulations, conflict with
the new requirements. In herding, low investments in labour occur and livestock
mobility gets reduced, thus triggering overstocking on the remaining pasture land.
In cropping, inappropriate or ‘unwise’ land management practises are carried out
such as the undue extension of cereals onto marginal lands, despite oscillating
rainfall and poor land suitability. Uncertainties of land tenure may arise, often in
conjunction with violent conflicts about land, thus reducing the adaptive capacity
of herding as well as farming populations. In Asia and Africa, rapidly growing
local population densities add to the interaction of underlying driving forces,
stimulating the harvest of wood from natural forests, woodlands and shrubs for
construction and fuel.

Like in tropical deforestation, not all causative factors are important at all
scales — see Table 4.4. Individual scales are less important, explaining between 4
and 29% of the cases only, while multiple scales dominate in 29 to 80% of the
cases. The cross-scalar interactions of underlying factors are significant, but differ
from the dynamics found in the deforestation cases. In contrast to humid forest
zones where global-local interplays dominate (e.g., signals coming from the
world timber or soybean markets to local farmers), national-local interplays are
most important at dryland margins (e.g., state frontier policies driving the
increasing profitability of hitherto marginal drylands) (Geist, 2005; Geist and
Lambin, 2004).

Table 4.3 Driving forces of tropical deforestation by scale of influence (in %)

All Demo- Economic  Techno-  Policy and Cultural or
factors graphic factors logical institution- socio-
(range) factors (n=123) factors al factors political
N=152 (n=93)* (n=107) (n=119) factors
cases (n=101)
Local 2-88 88 2 23 4 16
National 1-14 1 14 3 2 7
Global 0-1 - 1 - - -
Several
scales: 11-94 11 82 74 94 77
Global-
local
interplays

%6 cases of unspecified population pressure could not be attributed to scales.
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Table 4.4 Driving forces of desertification by scale of influence (in %)
All Demo-  Econo- Techno- Policy Cultural Climatic
factors  graphic mic logical and or factors®
(range)  factors®  factors  factors  institu- sociopo- (n=114)
N=132 (n=73) (n=79) (n=91) tional litical
factors  factors
(n=86)  (n=55)
Local 12-29 23 18 29 12 16 -
National 4-20 - 13 - 20 4 -
Global 4-12 - 4 - 6 - 12
Several
scales: 29-80 29 66 71 63 80 60
national-
local
interplays

35 demography-driven and 32 climate driven cases could not be attributed to
scales.

INTERVENTION POINTS ALONG PATHWAYS:
ASSESSING TRADE-OFFS

The exact future of land-use/cover change is often unpredictable, because land
use is emergent rather than predetermined. However, transitional thinking applied
to place-based research reveals a repertoire of pathways of land change where
associated risk factors can be identified, and thus intervention points for actions
arise (Lambin et al., 2003; Lambin and Geist, 2003a; Lambin et al., 2001).
Technologies, and to a much larger extent, institutional capacities and policies are
key instruments to affect the rate and pattern of land-use/cover change. The ASB
Programme allocates its location-specific studies in active zones of deforestation
such as the Western Amazon, the Congo Basin and Sumatra (Tomich et al.,
2005). At ASB sites, current forces often swamp local conservation efforts, i.e.,
the area of forest cleared by successive waves of migrants, whose arrival is driven
by the lack of opportunities elsewhere and facilitated by the building of roads,
vastly exceeds the area ‘saved’ by projects. A major weakness of past
conservation efforts is that they have routinely limited their activities to technical
interventions at the local level while failing to tackle the larger policy and
institutional issues that also determine success or failure. A careful identification
of the factors at work in a given location will be a prerequisite for getting the mix
right while minimizing the cost to local peoples’ livelihood opportunities and
other legitimate development objectives. Policy makers need accurate, objective
information regarding the private and social costs and benefits of alternative land
use systems on which to base their inevitably controversial decisions. To help
them weigh up the difficult choices they must make, ASB researchers developed
a tool known as the ASB matrix — see Table 4.5 for an example from the forest
margin of Sumatra (Tomich et al., 1998; Tomich et al., 2005).
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In the ASB matrix, natural forest and the land use systems that replace it are
scored against different environmental, socio-economic and institutional criteria
reflecting the objectives of different interest groups. To enable results to be
compared across sites, the systems specific to each site are grouped according to
broad categories, ranging from forests and agroforests to grasslands and pastures.
The criteria may be adjusted to specific locations, but the matrix always
comprises indicators for:

e two major global environmental concerns: carbon storage and biodiversity;
agronomic sustainability, assessed according to a range of soil, nutrient, and
pest trends;

e policy objectives: employment opportunities and economic growth, with the
latter expressed in social prices (i.e., adjusted for trade policy distortions and
capital market failures, but not for environmental externalities such as carbon
sequestration);

e smallholders’ concerns: returns to their labour and land, their workload, food
security for their family, and start-up costs of new systems or techniques; and

e policy and institutional barriers to adoption by smallholders, including the
availability of credit, and improved technology, and access to and the
performance of input and product markets.

As with all the indicators used in the matrix, agronomic sustainability is a plot
level indicator. It refers specifically to yield levels over time as a result of
continuation of that particular land use. If yields under continued land use would
be stable or increasing, then the land use is considered to be agronomically
sustainable. If yields would be decreasing, it is considered unsustainable. The
reference point is farmer’s ability to manage the resources. In the matrix (Table
4.5), ‘1’ indicates no problem, ‘0.5’ indicates most farmers likely can manage the
problem, and a ‘0’ indicates that farmers are not able to manage the problem,
either because of high costs (it’s uneconomic) or lack of technical information.
This indicator is based on expert panel assessment of each land use regarding a
range of soil characteristics, including trends in nutrients and organic matter over
time.

Over the past eight years, ASB researchers have filled in such matrices for
representative benchmark sites across the humid tropics. The social, political and
economic factors at work at these sites vary greatly, as also does their current
resource endowment. The sites range from the densely populated lowlands of the
Indonesian island of Sumatra (Table 4.5), through a region of varying population
density and access to markets south of Yaoundé in Cameroon, to the remote
forests of Acre State in the far west of the Brazilian Amazon, where settlement by
small-scale farmers is relatively recent and forest is still plentiful. At each site,
ASB researchers have evaluated land use systems both as they are currently
practiced and in the alternative forms that could be possible through policy,
institutional and technological innovations. A key question addressed was
whether the intensification of land use through technological innovation could
reduce both poverty and deforestation. Like with Tables 4.1 and 4.2 on the causes
of land-use/cover change, it has to be noted that Table 4.5 is a summary matrix,
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and that the complete matrix covers a lot more information on social and
economic issues (Tomich et al., 2001).

The ASB matrix allows researchers, policymakers, environmentalists and
others to identify and discuss trade-offs among the various objectives of different
interest groups, and/or to discuss ways of promoting land use systems that could
provide a better balance among trade-offs without making any group worse off,
but that still were not broadly adopted. The studies in Indonesia and Cameroon
have revealed the feasibility of a ‘middle path’ of development involving
smallholder agroforests and community forest management for timber and other
products. In Brazil, small-scale managed forestry poses the same potential
benefits. Such a path could deliver an attractive balance between environmental
benefits and equitable economic growth. ‘Could’ is the operative word, however,
since whether or not this balance is struck in practice will depend on the ability of
these countries to deliver the necessary policy and institutional innovations (Vosti
et al., 2003).

Exploring in more detail the examples of Sumatran rubber agroforests (as
well as their cocoa and fruit counterparts in Cameroon), these systems offer levels
of biodiversity which, though not as high as those found in natural forest, are
nevertheless far higher than those in monocrop tree plantations or annual
cropping systems (Gillison, 2005). Like any tree-based system, they also offer
substantial levels of carbon storage (Palm et al., 2005), thus illustrating the value
of the ASB matrix. Crucially, technological innovations have the potential to
increase yields of the key commodities in these systems, thereby raising farmers’
incomes substantially, to levels that either outperform or at least compete well
with virtually all other systems. However, to realize this potential, it is vital to
find ways of delivering improved planting material—the key input needed. Other
obstacles to more widespread adoption of these agroforestry systems are the
higher labour requirements compared to other systems, the costs of establishment
and the number of years farmers must wait for positive cash flow.

The case in Lampung Province of southwest Sumatra provides an
encouraging example where policy action has taken place to assure the
continuation of productive and sustainable agroforestry. The Krui people of
the area grow rice in permanently irrigated plots as their staple crop, while in the
uplands they cultivate a succession of crops, building to a climax that mimics
mature natural forest. The tall-growing timber species they plant includes the
damar tree (Shorea javanica), a source of valuable resin that provides a steady
flow of income over the long term. The Krui system is able to deliver broad-
based growth in which the poor can participate. Combining environmental and
economic benefits, the Krui system offers considerable advantages over many
other systems that replace or exploit natural forest. In 1991 the Krui system came
under threat. The Suharto government declared large areas of the Krui agroforests
to be State Forest Land — a classification that would allow logging followed by
conversion to oil palm plantations. A forestry company was awarded the right to
harvest an estimated 3 million trees — trees that had been planted by the local
people. The Krui stopped planting trees, saying that they would not resume until
they were certain they would be able to reap the benefits of their work. A
consortium of research institutions, NGOs, and universities was able to provide
support through scientific evidence on the social and environmental benefits of
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the Krui system. This helped to legitimise the Krui system in the eyes of
professional foresters and to refute arguments by vested interests intent on taking
the land. The consortium conveyed requests to the government from village
leaders for dialogue on the status of their land, arranged field visits for key
government officials and organised a workshop to present research results and
discuss the tenure issue. In 1998, the Minister of Forestry signed a new decree
reversing the official position that declared the Krui system to be a unique form
of forest use, recognised the legitimacy of community-managed agroforests in
Lampung Province, and restored the rights of the Krui to harvest and market
timber and other products from the trees they plant. The decree is a powerful
instrument for restoring social justice and promoting sustainable development.
This principle of local management could be extended to benefit hundreds of
thousands of rural Indonesians in similar areas (Tomich et al., 2005).

CONCLUSIONS AND IMPLICATIONS

The concept of land use transition has been applied in land change studies at
different spatial and temporal scales. A forest transition has occurred at a national
scale in Europe and North America during the last 100 years, constituting a
change from decreasing to expanding national forest areas. This transition has
involved afforestation and natural regeneration mostly on abandoned marginal
agricultural land and occurred as societies industrialized and urbanized (Mather
et al., 1999). The transition came fairly far along in the structural transformation
process with a key turning point arising when the rural labour force peaked in
absolute numbers and then began a gradual decline, thereby reducing the number
of people directly dependent on the natural resource base for their main source of
livelihood (Tomich et al., 1995). Forests in the Mediterranean basin did not make
this transition, while some regions in the tropics currently show signs of some
significant reforestation (Rudel et al., 2000, 2002). The predominantly national
focus in forest transition studies has been increasingly complemented by analyses
at the subnational scale. Case studies from the Amazon basin have identified
transition-like trajectories that suggest, over a decade or so, households undertake
management of already cleared areas following a period of rapid deforestation,
stop deforesting, and even undertake afforestation within their individual parcels
(Moran et al., 2002). The pattern of a U-shaped curve of degradation followed by
restoration (Mather and Needle, 1998) is immediately relevant to future land use
patterns and the issue of carbon storage. Looking beyond 2015, it can reasonably
be assumed that the structural transformation process will lead to continued and
later on reversed deforestation, with eventually more tree cover in the developing
world, just as it has in many industrial and post-industrial countries.

Our analysis of agricultural transitions at tropical forest margins shows which
are the most important cause interactions to be directly influenced and which are
the most important feedbacks to be enforced or turned around. It further shows
that global-local interplays of causative factors are important drivers (while
national-local interplays are characteristic for dryland margins). This leaves some
opportunities for interventions at multiple scales, given that universal applications



70 Helmut Geist et al.

or mitigating policies will not work. The question arises which mix of local and
national initiative combined with global support (e.g., incentives, sanctions) could
work.

At the level of underlying driving forces, actions to foster the transition
towards sustainable land use in tropical forest regions need to be directed towards
improving governance, fighting corruption, decentralizing forest management
with a concomitant increase in the local capacity to enforce law, developing
public participation in environmental planning, and creatively designing new
institutional instruments, including market-based ones, as an outcome of the
meta-analysis of deforestation causes (Lambin and Geist, 2003a). Other actions
need to relate to environmental service payments or other mechanisms to create
incentives for forest conservation that are sufficient to offset the powerful
incentives for forest conversion, as a conclusion of the ASB matrix analysis of
trade-offs between global environmental objectives such as carbon sequestration
and local/national development opportunities (Tomich et al., 2005).

At the proximate level, some assert the best opportunities for dealing with
trade-offs among the concerns of poor households, national development
objectives and global environmental concerns lie in the harvest of various
products from community-managed forests. In practice, such extensive systems
require low population densities plus effective mechanisms for keeping other
groups out if they are to prove sustainable. Where forests are converted,
agroforests often represent the ‘next best’ option for conserving biodiversity and
storing carbon, while also providing attractive livelihood opportunities for
smallholders. However, for both economic and ecological reasons, no single land
use system should predominate at the expense of all others. Mixes of land uses
increase biodiversity at a landscape level, if not within individual systems, and
also can enhance economic and ecological resilience.

Where the productivity of the natural resource base has already sunk to low
levels, concentrating development efforts on the simultaneous environmental and
economic restoration of degraded landscapes is an option well worth exploring.
The precise mix of interventions needed — hence the benefits and costs of
restoration — varies from place to place. In Cameroon, improved cocoa and fruit
tree systems could be a win-win proposition in place of unsustainably short-
fallow rotations (Gockowski et al., 2005). In Indonesia, millions of hectares of
Imperata grasslands are the obvious starting point (Purnomosidhi et al., 2005;
Garrity, 1997), as are the millions of hectares of degraded pastures in Brazil. The
direction of change in land use systems determines the environmental
consequences. For example, if farmers replace unsustainable cassava production
with an improved rubber agroforest, they help restore habitats and carbon stocks.
But if such a system replaces natural forest, the environment loses.

Intensification of land use through technological change is a two-edged
sword. It has great potential to increase the productivity and sustainability of
existing forest-derived systems, thereby raising incomes. By the same token,
however, these higher incomes attract more landless people to the agricultural
frontier in search of a better living. Therefore, technological innovation to
intensify land use will not be enough to stop deforestation (Angelsen and
Kaimowitz, 2001). Indeed, it often will accelerate it. If both objectives are to be
met, policy measures intended to encourage intensification will need to be
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accompanied by measures to protect those forest areas that harbour globally
significant biodiversity.

With regard to agricultural transitions at dryland margins, both land use
options and necessary policy and institutional reforms are less clear since the
process of dryland degradation is not really well understood (Reynolds and
Stafford Smith, 2002). A critical point seems that pressures might not derive so
much from changes in intensity and magnitude of resource extraction (grass,
water), but in sow resources are extracted (Geist, 2005). This would leave some
prospect, at least, to increase, for example, (re)investments in herding labour,
mediating the often disturbed social relations between herding and farming
populations, and safeguarding land use practices in dryland ecosystems which are
based upon multiply constrained land productivity, i.e., linked to the oscillations
of rainfall and biomass, and constrained by a nested system of seasonally
differentiated use rights to a piece of land by various farming as well as pastoral
groups, such as in the West African Sudan-Sahel (Turner, 1999). In principle, the
ASB matrix approach could be applied to and modified for dryland areas, thus
helping to reveal the mechanisms to create incentives for ecosystem conservation
that are sufficient to offset the powerful incentives for dryland modification or
conversion.
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INTRODUCTION

The world population may increase from about 6 billion current inhabitants to 8.2
to 9.3 billion between now and 2030 (Nakicenovi¢ et al., 2000). Food production
will have to increase to meet the increasing population-induced demand, while
with increasing prosperity dietary patterns may shift towards a higher share of
meat and milk. There is major concern about the environmental consequences o